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For Sarah, Christine and John

The greatest gift a man can receive 
is his children.



The truth is, few people know the first thing about clinical research. The public 
reads about a medical research project that announces unbelievable results for a 
miraculous drug. Some years later, another investigation completely wipes out 
those initial favorable findings.

Hormones Cut Women’s Risk of Heart Disease (San Francisco Chronicle, 1994)

Hormones Don’t Protect Women from Heart Disease, Study Says (Washington Post, 
2001)

The people are confused because we do not understand the process behind these 
conflicting results. Our health, and in fact, our very lives are dependent on clinical 
trials, but we know little about them.

This book explains the issues the public needs to be aware of when it comes 
to clinical research. It uncovers the problems in medical investigations that can 
not be overcome no matter how much care and diligence medical researchers 
bring to a research project. The basic premise that drives the writing is that it is 
impossible for medical researchers to guarantee that they can get all the right 
answers from a single study. No matter how good the investigators are, no matter 
how well a study is planned, no matter how carefully the plans are executed and 
no matter how conscientiously the results are analyzed and interpreted – the 
answer may still be wrong. The deck is stacked against medical researchers and 
the public – you – should be skeptical of the results no matter how impressive 
they seem on the surface.

Do not, however, think that a trial cannot come up with an accurate answer. 
Many trials have found the correct answer, but there’s never certainty that that will 
happen. Getting a correct result requires a combination of skill and luck. And fur-
thermore, the correct result from a single study is almost always a narrow finding. 
The drug is proven effective, but its safety still needs to be established. Or perhaps 
the drug, given in a fixed regimen does not cause kidney damage, but its effect on 
other systems (heart, liver, lungs etc.) remains unanswered and the results when a 
different regimen is given may be very different. Note that I emphasize the evalua-
tion of drugs throughout the book because drug testing is the dominant form of 
medical research and provides many valuable examples of the kind of problems that 
can be encountered.

Preface
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viii Preface

From this book you’ll also appreciate the building block approach required 
when evaluating clinical treatments. The results produced by a single study are only 
fragmentary evidence about a drug’s true potential. A full understanding of what a 
new medical treatment can do relies on an accumulation of evidence from multiple 
sources and the use of all the different research methodologies available. The proc-
ess of multiple testing serves to validate or invalidate the earlier research and that 
body of knowledge is in a constant state of revision as new data becomes available 
– or at least it should be.

Don’t assume that the problems with clinical research lie with the individuals 
conducting the studies as tempting as that may be. Some of the most dedicated, 
smart and hard working scientists perform medical research. They are ethical, 
inventive and inspired professionals. The trouble is that the process they must use 
is inherently flawed. The things they must know are unknown. The things they must 
control are uncontrollable. And yes, in addition to these fatal defects, sometimes 
the problem is exaggerated by incompetence, deceit and bad luck.

Perhaps the greatest handicap the public faces is that what they learn about 
medical research does not come directly from the research community. What they 
are given comes from the popular media – newspapers and TV news in particular. 
Medical researchers may share their concerns and point out flaws in their research 
practices with their colleagues, but these limitations rarely trickle down to the mil-
lions of people who prescribe, dispense or use medications. The public is frequently 
awed by what is involved – biology, chemistry, pharmacology and statistics – they 
fear their lack of understanding about these subjects means they could never under-
stand the research process. But here they are wrong – it is not that complicated. 
Most of the issues can be comprehended by better understanding the research proc-
ess and by just using common sense. I’ve written this book to prove that that last 
statement is true.

Aimed at a broad general audience, this is not a technical book. There is not a 
single formula in it. Whenever possible, I have used familiar terms to describe 
procedures or conditions, such as heart attacks rather than myocardial infarctions, 
strokes rather than cerebrovascular accidents and heart disease rather than cardio-
vascular disease. In the end the reader will come away with a deeper appreciation 
and understanding of the complex nature of medical research. Each of us has a 
rightful interest in what medical investigations should be pursued and what new 
discoveries should be promoted for our use. But to be more than bystanders people 
must be informed, knowledgeable and confident so that their concerns can he 
expressed and listened to. This book provides people with the wherewithal to better 
understand and appreciate the research enterprise, but at the same time to be aware 
of its problems and vulnerabilities.
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Chapter 1
Medical Research – Searching for Answers

Abstract The book begins by enumerating the many accomplishments achieved 
by medical research, but also notes its failures and tendency to raise hopes that are 
not met. The difficulties researchers face and some of the major challenges that 
must be met are presented. Major research methods are introduced and briefly 
described. Included are the case report, case-control trial, cohort trial, medical 
survey and clinical trial. The chapter concludes with a case study of how the con-
nection between smoking and lung cancer was established.

Keywords Epidemiology research • lung cancer • medical survey • research 
methods • smoking risk

Most of the public is well aware of the major advances in medical practices that 
have taken place because of valuable medical research. Illnesses that once were 
feared are now almost eradicated or under control. You need only to look back 25 
years ago and see that the accomplishments are staggering. AIDS was essentially 
untreatable, many patients with depression were told to live with their illness, tar-
geted chemotherapy for cancer was only a theory, and the U.S. death rate from heart 
disease was significantly higher than it is today.

Looking back we see that medical research produces true miracles and contributes 
to our higher standard of life as well as man’s increased longevity. However, 
the record of clinical research is littered with false hopes and major failures as well. 
There is a long history of drugs that caused disastrous harmful effects and others that 
were not even effective. Many medical practices remain locked in controversy. For 
example, male circumcision, one of the oldest operations that is still performed, 
began as a religious rite. It became routine medical practice 100 years ago because 
doctors believed it prevented disease. However, there is now evidence that advantages 
such as lower risk of inflammation, infection, transmitting of a sexually disease and 
cancer may be overstated. Likewise the disadvantages, surgical complications, sexual 
dysfunction and pain experienced by a newborn male, may be overstated as well. The 
report card may be mixed – circumcision may be useful in places with poor sanitary 
conditions, but a liability in areas with good sanitary practices.
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Men are confused on whether PSA screening for prostate cancer is worth it or 
not. Women are perplexed about whether they should or should not have a mammo-
gram. Hormone replacement therapy is good for women. Oops – no it isn’t. Breast 
implants are fine. Oops – no they aren’t. Oops – they’re great after all.

Some of the advances claimed for medical research may be exaggerated. 
Streptomycin, whose benefits were demonstrated in a classical clinical trial pub-
lished in 1948, may get far too much credit for the control of tuberculosis. If we go 
back in history we will see that most of the decline in tuberculosis occurred before 
streptomycin even became available. By the time streptomycin was introduced the 
disease had already been well on its way to elimination.

We are also inundated with premature, if not false claims. A major breakthrough 
is heralded in the newspaper as capable of reducing the symptoms of Alzheimer’s 
disease. A newscast announces that a Chinese herb has been found to greatly reduce 
arthritic symptoms. A magazine article totes a new indication for an older drug that 
will improve eyesight. Such headline claims are frequently based on a single report 
and require years of substantiation before ever becoming a true medical advance.

Scientific research is not itself a science, it is an art or craft. (W.H. George, The Scientist 
in Action; A Scientific Study of His Methods)

Make no mistake about it, doing medical research is a tough assignment. Look at a 
physical science such as physics or chemistry and compare their research environ-
ment to that of clinical medicine. A physical science provides all sorts of ways to 
produce identical experimental conditions that are impossible to replicate in the 
clinical setting. In the physical sciences all the relevant variables can be held con-
stant (heat, light, temperature, etc.), but there is no such control for the clinical trial. 
We can also move from basic science to that of a biological laboratory experiment 
and see how more difficult a clinical investigation compares to that endeavor.

Consider a typical example of a well-controlled experiment in the lab, testing the 
effect of a diuretic versus a placebo in rats. Select 10 rats and randomly allocate 
them to the diuretic or placebo group. The rats are inbred, identically reared and 
handled. Furthermore, they do not vary significantly in their pharmacological 
responses. They are housed, fed and manipulated in an identical manner. The biolo-
gist compares the outcome variable, urine output, between the rats in the two 
groups. If the diuretic is effective, there will be no overlap in the result for the 
groups. All the rats receiving the diuretic will excrete more urine than any of the 
placebo rats.

This answer comes about because all relevant variables are held constant and the 
results in the diuretic and placebo treatment groups will either be very similar (if 
the diuretic is no good) or distinct (if the diuretic is effective). When conducting 
trials, control of all relevant variables is a goal in clinical research, but it is unrea-
sonable to expect a researcher to even come very close to that objective. No matter 
how hard researchers try, holding constant all the relevant variables of the experi-
ment is not going to happen. Quite simply, the idealized experimental conditions 
are not possible in clinical research. This does not mean that researchers cannot get 
a truthful right answer, but it does mean they have to be very lucky to avoid all the 
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pitfalls that are lurking in the shadows. When it comes to conducting clinical trials 
even the best researcher cannot overcome an uncooperative environment.

Nothing is more demanding, more difficult, more frustrating, more time consuming, and 
requiring more creativity than clinical research. (J. Vaitukaitis, Director of the National 
Center for Research Resources in S. Lindahl, Lancet)

A Paradox

In one breath, consumers express their high regard for researchers, wholeheartedly 
support their work and swear by the treatments they receive because of those 
efforts. In another breath, they ignore medical science and trust their own evalua-
tions when it comes to their health care. The widespread use of unapproved over-
the-counter health remedies, with little or no scientific evidence to back up their 
claims, is a clear sign that the public does not feel medical research is always neces-
sary to find useful medicines. The public is quick to pounce on testimonials and 
unproven claims for vitamins, herbs, nutrients, animal extracts and natural occur-
ring enzymes. Celebrities such as Tom Cruise and Dr. Phil proudly endorse health 
products that have never undergone vigorous testing. The market for such unproven 
remedies exceeds $15 billion annually. The popularity of these products is a reflec-
tion of lack of respect the public has for medical research to be the sole source for 
judging medications.

It is not that people do not believe medical research results – if anything they are 
too gullible, accepting on faith results that may be wrong. Although they know 
there’s been an outbreak of wrong answers, they are still more than willing to 
accept any promise of help when it comes to their health. The snake oil salesman 
of the past can still enjoy lucrative profits in today’s marketplace.

Even so, medical investigators command respect and admiration from all parts 
of society, which is their due. By and large they are dedicated, intelligent and often 
relentless in their quest for knowledge. Most do their very best and they should not 
be faulted for their efforts. Unfortunately, the truth of the matter is that the task they 
face is a daunting one. No matter how sincere their commitment, how well they 
plan and hard they work, there is no assurance that they will end up with the correct 
result from any one study.

Challenges Facing Medical Research

Research is critical to all fields: biology, sociology, economics and even compara-
tive religions. It resolves taxing problems and provides greater clarity to poorly 
understood issues. Through research new ways are discovered that enhance and 
improve the quality of life. Research uncovers novel methods that can control and 
reduce pain and suffering. Although there is no one way to carry out research, 
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almost always it begins with a question or problem. Plans differ depending on the 
problem to be investigated and the research discipline involved. In some cases, the 
research is essentially chemical experiments performed in a laboratory, but in other 
cases, it involves repetitive animal tests that can predict what drugs may be harmful 
to people. However, the research that is the most challenging and problematic 
involves investigations in human beings and a number of different research designs 
are regularly used.

The medical research process is reasonably well programmed and can be found 
in the many textbooks written on the subject. Identifying the steps in a research plan 
is easy. The tough part is filling in the details. For example, a plan for a clinical trial 
needs to contain the following information:

Treatments to be given (how much and for how long).
Kind of subjects to be used (their disease, age, condition, medications they can or cannot 
 take).
Measurements to be made to evaluate efficacy and safety (how often and at what 
 times).
Statistical evaluations of test results (what tests should be used and what constitutes a 
 significant treatment difference).

Make a mistake in answering these questions, or others that must be addressed, and 
the conclusions of the entire study may be of little value.

It is also not enough to give all the specifics – the plan has to be executed prop-
erly. For instance, inappropriate subjects must not slip through the screening process 
and poor compliance by subjects must be recognized and steps taken to ensure they 
follow the treatment schedule. Subjects must be prodded to show up for required 
tests and examinations, and the proposed analysis plans adjusted when trial execu-
tion fails. No question, human testing is a Herculean task requiring a relentless 
effort on the part of clinical investigators and their staffs.

A medical research project is not a one-man show, a team approach is required. 
A project may include physicians with different specializations, personnel with 
training in basic sciences, nurses, statisticians, epidemiologists, pathologists, labora-
tory technicians and administrative personnel. Not only do these staffs have to be 
recruited and assembled, they must be managed and supervised. Many times the 
members of a research team are at entirely different locations and may have  different 
bosses which only puts more pressure on the coordination effort.

People who do research are not secluded scientists working in a remote labora-
tory or isolated library. For many physicians who become clinical investigators, the 
demands of their medical training left little room for in-depth courses in research 
methodology. Hence, they learn their trade through post-doctoral programs, men-
tors or by on-the-job training. Technical knowledge is also not enough. Researchers 
need to know how to plan programs, how to run projects and how to manage people 
all of which require interpersonal, communication and leadership skills – attributes 
not taught in medical school. Their backgrounds must make them qualified in the 
specific medical field being investigated, and knowledgeable about the unique drug 
or drugs under study. They must ensure the health and safety of the subjects 
enrolled in a trial, institute polices that protect the records and reports generated 



Research Methods 7

and work with other external groups that have a role in clinical research (e.g. the 
FDA and outside committees established by law to be sure the patients are willing 
participants who are not subject to unnecessary risks).

The lead investigator(s) are responsible for their research, but it also must be 
remembered that they work for some organization that is paying for the research. 
The research sponsor is frequently a pharmaceutical company, but it can also be a 
governmental entity (e.g. the National Institutes of Health) or, on rare occasions, an 
independent healthcare organization. The size and complexity of medical research 
comes at a sizeable cost. The NIH is a good barometer of that cost with a budget 
approaching $30 billion a year. The cost per patient for the drug trials that leads to 
an eventual marketing approval is estimated to be $26,000 by the Association of 
Clinical Research Organizations. That’s not the total trial cost – it is the cost for 
each patient in a trial. Clinical research has become a major investment in the U.S. 
and the art and science behind that investment deserves close scrutiny.

Research Methods

Researchers using human beings as subjects have distinct choices as to how they 
will plan and organize their research. They can just observe people, or review medi-
cal records or conduct clinical trials.

The four primary options for medical research are listed below.

1. Case report
2. Case – control study
3. Cohort study
4. Clinical trial

The case report is a description of a patient or group of patients who have an unu-
sual condition or response that a health professional believes should be brought to 
the attention of others. Frequently there is little evidence presented to explain why 
the problem occurred or what to do about it. The case report, usually published in 
a medical journal, can stimulate a discussion about possible explanations for the 
unusual finding presented and lead to the use of one of the higher levels of 
research.

A case-control study is often employed to identify possible causes for a disease 
by using past medical records of people. It begins by finding patients with a disease 
and looks back through their past records to find possible causes. Investigators try 
to find reliable and complete records, but that cannot be guaranteed. In this 
approach, the histories of a group of patients with a disease or condition of interest 
(the cases) are compared to another group (the controls) who do not have the dis-
ease or condition. Factors that show a difference between the groups represent 
possible causes of the disease.

A cohort study does not have to rely on past records and manufactures the 
necessary research information in a systematic fashion as the study progresses. 
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Investigators begin by recording the health status of subjects who then have follow-up 
assessments made over a period of time. Some of the people get an illness, and 
others do not. Investigators form two groups that are as similar as possible, but one 
group has the targeted disease, which is not present in the other group. In a com-
parison of the groups, researchers look for factors that distinguish the two sets of 
subjects, and therefore may be the cause of the disease.

The case-control study, along with the cohort study are frequently lumped 
together and called observational studies. However, the term “observational” can be 
misleading because you also make observations with the case report and clinical 
trial. I believe a more accurate title would be “exploratory” because these methods 
do extremely well when looking for possible effects from medical treatments, but 
they do not provide strong enough evidence to be totally convincing. Clinical trials 
are in the best position to get correct medical answers.

In a clinical trial, a group of volunteers having a certain disease is assembled and 
receive either an experimental treatment or a control treatment. Researchers want 
the groups to be as similar as possible at the start of the trial,and they strive to keep 
al the factors that could affect the outcome the same during the trial, so that the only 
important difference is the treatment the subjects receive. This approach therefore 
resembles a true experiment, which is not achievable with the other methods. At the 
end of the trial, the experimental and control patients are then compared in order to 
assess the safety and effectiveness of the treatments.

The clinical trial is considered the best method followed by the cohort study, 
case-control study and finally the case report. Although the methods can be ranked, 
it does not mean one is always better than another. Different circumstances (time, 
cost, resources, etc.) may make a lower rated method the best choice or even the 
only option for the researcher. No one study can be trusted to give all the right 
answers so in the end, medical research relies on accumulated results from different 
studies to come up with convincing findings.

Medical Surveys

I’ve covered four research methods, but there is a tool available to researchers that 
merits comment as well. Researchers use medical surveys to gain valuable informa-
tion about diseases and their treatment. For example, researchers may survey a 
group of people to see what diseases they have. They may want to know how many 
people in New York have a sleep disturbance or how many premature births occur 
in southern cities.

One of the major uses of surveys is to identify disease prevalence. By prevalence 
I mean how many people have a given disease at the present time. In fact, a survey 
is sometimes called a prevalence study or a cross-sectional study. Whatever term is 
used, the method can provide researchers with very useful information. As an 
example, there was a time when nobody quite knew what was going on with AIDS 
– who was contracting the disease, where did they live, etc. It was the medical 
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survey that helped identify people most at risk. Surveys showed that the highest 
rates for the disease were (1) among young men in certain high risk cities (e.g. San 
Francisco), (2) people who had multiple blood transfusions and (3) hemophiliacs. 
Now the research could be focused on these types of patients.

Make no mistake though; there are weaknesses and major limitations with sur-
veys. One devastating disadvantage has to do with cause and effect. It may not be 
possible through a survey to determine the time between (1) the exposure to the 
possible cause of the disease and (2) the actual onset of the disease. For example, 
a survey could show that over-weight people were more likely to have arthritis. 
However, it would be wrong to conclude that the excess weigh caused the arthritis 
because it isn’t clear if the excess weight preceded or followed the arthritis. If the 
arthritis came first, people may have become very inactive with less exercise and 
that was the true cause of the extra weight.

Unfortunately, it is also well recognized that surveys can be intentionally 
manipu lated by the way a question is asked. However, even if there is no attempt to 
deceive, answers from surveys can be misinterpreted easily, and research based on 
surveys can be seriously flawed.

An example of a flawed survey is the one conducted on the relationship between 
sleep and longevity that appeared in the Archives of General Psychiatry. Researchers 
conducted a survey and reported that adults live longer if they get six or seven hours 
of sleep a night rather than the usual eight hours. The survey was massive. It 
included over 1 million U.S. adults. Those who slept five hours or less and those 
who slept eight hours or more a night, were more likely to die than those who got 
6.5–7.5 hours of sleep. Sleep experts noted, however, that the survey had several 
flaws. It relied on participants’ recollection of their sleep habits and did not ask if 
they took naps. It did not look at the quality of people’s sleep or whether they felt 
drowsy all day. Furthermore, participants who got little sleep or slept eight hours or 
more may have had medical problems that would explain their increased death rate. 
The survey process didn’t get at nuances, a potential shortcoming of all surveys.

Smoking and Lung Cancer

I’ll close this chapter with a case study that shows how medical researchers used 
various approaches to link smoking to lung cancer.

The question: does smoking cause lung cancer? Would you be surprised to open 
your morning newspaper one day and read this startling headline?

Smoking Does Not Cause Lung Cancer

Could you ever imagine such a headline? Sounds ridiculous doesn’t it? Isn’t every-
one convinced that smoking is a cause of lung cancer? And yet there is just the 
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smallest, slightest, infinitesimal possibility that it is not. But it’s been proven you 
might protest. Unfortunately, “proven” is a most difficult standard to reach in medi-
cal research. The term is too absolute and requires every conceivable possibility to 
be ruled out leaving no room for the slightest doubt.

But let’s go back to the beginning. People have smoked for centuries. The 
Mayans burned leaves and inhaled the smoke over 2,000 years ago. When tobacco 
was first brought to Europe it was thought to have medicinal value. It was chewed, 
taken nasally and even applied to the skin to treat cough, asthma, headaches, stom-
ach cramps gout and even malignant tumors. At first tobacco was smoked in pipes 
– cigarette and cigars came later. We can thank Sir Walter Raleigh for making it a 
socially accepted practice.

Early evidence that smoking caused lung cancer was based on the case report 
method of research. Reports of lip cancer among pipe smokers appeared in medical 
communications as far back as the late 1700s. Nonetheless, the connection wasn’t 
taken seriously and written off as a result of the heat produced by the pipe. In the 
early 1900s lung cancer, which had been a rare disease, was seen much more often. 
Cigarette smoking was identified as a possible cause. But since nonsmokers also 
developed lung cancer this possibility received little support. In fact, most people 
who smoked did not even get lung cancer.

Early Signs of a Problem

There were a few reports, suggesting a possible connection between smoking and 
lung cancer in the 1920s and 1930s. However, a 1939 German study is often con-
sidered the first research study to show a link between lung cancer and cigarette 
smoking. Questionnaires were sent to relatives of people who had died of lung 
cancer. Based on the data sent in, the German researchers concluded that tobacco 
use caused lung cancer. Unfortunately, the study was apparently quite sloppy and 
received little attention by the greater medical community.

In the 1940s smoking was fine from an environmental, social and medical 
perspective. Cigarettes were advertised using sport stars and movie idols (includ-
ing future President Ronald Reagan). An ad claimed over 10,000 physicians 
smoked Lucky Strikes and another proclaimed that while smoking Camels, throat 
 specialists never have throat irritation. However, at this time there was also a 
growing body of evidence – infrequently reaching the public – that linked ciga-
rette smoking to lung cancer.

During the 1950s the situation changed dramatically following publication of a 
number of investigational studies based on the case-control technique. With this 
method, patients who already had lung cancer were identified and their medical 
records examined to see likely causes of the disease. A group similar to the group 
of lung cancer cases, except they did not have the disease, was also established. 
Identical information was gathered on both sets of patients. Researchers use the 
term “cases” for the people with the disease and those without the disease are called 
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the “controls”. Comparisons were then made between the cases and controls to see 
if there were characteristics (i.e. likely causes of the disease) in one group and not 
in the other. Smoking was discovered to be present in a larger proportion of cases 
than controls making it a prime suspect as being responsible for the illness.

There was general agreement among the case-control studies done at that time, 
that there was an association between cigarette smoking and lung cancer. However, 
a major weakness of the case–control method was that it could not rule out other 
causes for the people who developed lung cancer. Obviously, if data were not col-
lected on a possible cause of lung cancer, then it would be impossible to incriminate 
that presumed cause in an analysis. For example, maybe the cause of lung cancer 
was, in fact, air pollution. However, if no data on polluted air had been obtained 
then the air pollution – lung cancer relationship could not be uncovered. Therefore, 
while there was general agreement that the studies showed that there was an asso-
ciation between smoking and lung cancer, that did not mean that cigarette smoking 
was definitely a cause of lung cancer.

Case reports and case-control studies were useful but researchers, who sincerely 
thought there was a link between smoking and lung cancer, decided that they 
needed a different research methodology to support their position. The cohort 
research method was called for and researchers from Great Britain led the way in 
the use of this method. As noted above, a cohort trial often observes two sets of 
people (those with and those without a presumed cause of a disease). After a rea-
sonable amount of time, the two groups are compared to see what group has the 
highest proportion of patients with the disease.

The researchers, in the smoking case, chose to study doctors in Great Britain who 
did not have lung cancer. They identified physicians on a governmental list that 
included almost 70 percent of the physicians in the country. Next they identified, 
among these physicians, those who were smokers and those who were not smokers. 
The two groups were then observed to see which one ended up with the most cases 
of lung cancer. The study lasted 2 ½ years and produced findings similar to those of 
the case-control method: lung cancer was again more common among smokers. 
A subsequent U.S. cohort study that was even larger and longer – about 200,000 men 
for almost four years – also showed a higher rate of lung cancer among smokers.

Still, in spite of the growing body of evidence against smoking, the methods of 
research used did not permit universal condemnation of tobacco. The case-control 
and the cohort methods still had serious drawbacks. Most importantly, when these 
methods were employed, it was impossible to be sure that the treatment and control 
groups were comparable. People who smoked could be very different from people 
who didn’t smoke. They could drink more or sleep less. There could be a prepon-
derance of males or an under-representation of white-collar workers. Even if 
researchers tried to get the groups to have similar traits there could be subtle differ-
ences that researchers weren’t aware of that resulted in dissimilar groups. And if 
there were factors that were dissimilar between the groups, could one of those fac-
tors account for the higher number of lung cancer cases?

There was one way to answer this challenge or so it seemed. The objection could 
best be resolved by using the gold standard of research methods – the clinical trial. 
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On paper all you had to do was design a study in which half the volunteers would 
be randomized to a smokers group and the other half would not be allowed to 
smoke. Then wait and see which group developed the most cases of lung cancer. Of 
course, such a study was impossible – (1) you could not require people to smoke 
and (2) you’d have major problems keeping others from smoking.

Governmental Action

Without data from the strongest research method, clinical trial evidence, cohort and 
case-control studies would have to be the main offensive weapon and they contin-
ued to appear in the late 1950s and into the 1960s. The research involved different 
settings and countries – Denmark, France and Japan. The period of observation was 
also extended reaching upwards of 10 years. All studies came to the same  conclusion 
– smoking tobacco increased the risk of getting lung cancer. In addition, other con-
ditions were found to occur more often with those who smoked including heart 
disease and different types of cancer. Studies consistently showed that the more a 
person smoked, the greater the risk of lung cancer. They also demonstrated that the 
longer a person smoked, the greater the chance that they’d get lung cancer. 
Statistical methods were used to adjust results based on any differences between the 
characteristics of the smoker and non-smoker groups. After the adjustment, the 
higher rate of lung cancer held up. The weight of the evidence became overwhelm-
ing placing pressure on governments to act.

Without a clinical trial, scientists had to make do with the weaker case-control 
and cohort studies which benefited cigarette manufacturers. The tobacco industry 
now under attack, received help from an unusual place. A major scientist in the 
U.K., held in high esteem all over the world, raised serious doubts about the 
 smoking and cancer connection. Ronald Fisher, knighted for his research work and 
considered the “father” of modern day statistics, had reservations. His basic argu-
ment was that there could be a genetic factor that caused both a desire to smoke and 
a predisposition to lung cancer. Those with this genetic factor would likely take up 
smoking and when they did they could come down with lung cancer. However, the 
cause of the cancer would be the genetic factor, not smoking.

However, even before the Fisher controversy was resolved, major research 
organizations in the U.S., U.K. and Canada concluded that there was a casual rela-
tionship between smoking and lung cancer. In 1962 the Surgeon General of the U.S. 
also found that smoking was a major cause of lung cancer and announced the 
momentous decision requiring warning labels on cigarette packages. In spite of that 
decision the tobacco industry continued to argue that a precise link from smoking 
to cancer had not been established. They noted that no study of smokers had ruled 
out all other factors that could be the cause of the cancer.

Eventually, even the concern expressed by Fisher was laid to rest when the 
results from studies of identical twins became available. The twins had the same 
genetic make-up, but for each twin pair, one was a smoker and the other wasn’t. 
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The results of the study, published in Social Science Medicine, showed that the twin 
who smoked was much more likely to develop lung cancer than the twin who 
didn’t. The evidence greatly weakened the force of Fisher’s criticism.

The condemnation of smoking continued to mount and by the end of the 20th 
century the evidence against cigarettes had become overwhelming and even a major 
tobacco company said cigarettes were harmful to a person’s health. Yet that smallest, 
slightest, infinitesimal possibility that cigarette is not a cause of lung cancer can not 
be totally eradicated even today. In part this is because the “gold standard test”, a 
comparative clinical trial of smokers and non-smokers, has never been conducted.

Even if a clinical trial had been conducted, there is always the possibility that it 
would produce a contested result for reasons that will be explained later. 
Furthermore, let’s re-examine the concern expressed by Fisher that a genetic factor 
causes both a desire to smoke and lung cancer. Replace the genetic connection with 
some event in a person’s life that triggers a physiological or anatomical change in 
some people. The change has two effects. One it makes smoking a desirable habit 
and two it causes lung cancer. Yes, this idea is far-fetched, most unlikely and it’s 
even fair to say I’m grasping at straws. However, even if the likelihood of such an 
event is one chance in a million or a billion or a trillion, it is not absolutely impos-
sible either. But it is fair to say that smoking as a cause of lung cancer has been 
proven beyond a reasonable doubt. And note the qualifier, “beyond a reasonable 
doubt”, is essential.
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Chapter 2
The Case-Control Method – Looking 
Backwards

Abstract The process used in a case-control trial is examined and the strengths of 
the method described, especially its speed and flexibility. However, the obstacles 
and reservations associated with the technique are also discussed. The fact it only 
uncovers association rather than cause-and-effect relationships is highlighted. Ways 
to enhance the case-control method are provided. Based on the available evidence a 
conclusion is reached that the case-control method can lead researchers in the right 
direction, but not guarantee a definitive answer to a medical research question.

Keywords Association • case-control study • cause-and-effect • selection bias • 
treatment evaluation

The case-control method played a prime role in examining the link between smok-
ing and lung cancer and gained a great deal of respect with researchers worldwide. 
However, much of that research took place in the 1950s and today it would be fair 
to say that the case-control method has more of a mixed reputation. There are still 
circumstances where it may be the only reasonable approach available, but if there 
are options, one of the higher ranked techniques will usually be preferred by 
research teams. Why? Because the case-control method may be relatively easy to 
do, it is very hard to do correctly.

As noted in the last chapter, a case-control study starts with an outcome and 
looks retrospectively for a cause. In a typical case-control study then, the histories 
of a group of patients with a disease or condition of interest (the cases) are com-
pared to another group (the controls) who do not have the disease or condition.

Epidemiologists, who study factors affecting the health and illness of people, are 
trained to use the case-control and cohort trial methods. In fact, an exploratory 
research trial is sometimes referred to as an epidemiological study. The technique 
has been used to find possible risk factors or causes for a wide variety of diseases. 
As pointed out in the last chapter, the case-control design was instrumental in show-
ing the link between smoking and lung cancer. Case-control studies also found 
heavy alcohol consumption was a risk factor for Alzheimer’s disease. Epidemiologists 
have also used case-control trials to investigate other mental illnesses such as 
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schizophrenia and manic-depression. In addition, a case-control study can also 
clear an accused agent of harm. It was largely responsible for showing that an 
alleged connection between artificial sweeteners and bladder cancer did not exist.

The Process

In a case-control study, you always begin at the end. Let us go back to the 
research on smoking and lung cancer. By “end” I mean you begin by identifying 
the people who already have the disease (i.e. lung cancer). Note that lung cancer 
is the result of a presumed causative agent (i.e. smoking). This method, therefore, 
starts by finding a group of people with lung cancer. As noted earlier, the lung 
cancer group is referred to as the “cases”. Researchers look at the history of the 
cases to see if they have any characteristics in common that could be the cause of 
their disease.

But it’s not sufficient in a case control study to look only at the cases. If we did, 
we’d find some smoked, but there would also be a group of non-smokers. To make 
sense out of those numbers we need a reference group and that’s where the controls 
come in – they are the comparison group for the cases. The goal is to have the 
controls and the cases look alike except for one critical factor. The one requirement 
is obvious: the controls cannot have the disease under investigation; they must not 
have lung cancer.

The next step is to determine what the cases have in their backgrounds that are 
missing in the controls or visa versa. Did more people with lung cancer do some 
things that people without lung cancer did? For instance, we might find an unusu-
ally large number of lung cancer patients have stained yellow fingers compared to 
the controls. Could yellow fingers be the cause of lung cancer? No, logic tells us 
that yellow fingers cannot cause cancer. We may have found a relationship, but that 
doesn’t make it a cause and effect relationship.

Obstacles and Reservations

Epidemiologists call the relationship found between lung cancer and yellow fingers 
an association. An association is based on a numerical connection between two 
variables. If one variable goes up and the second variable also goes up, they are said 
to be associated. If the price of tea goes up and the price of coffee goes up, there is 
an association between tea and coffee prices. But association does not mean cause 
and effect. The increase in the price of tea does not necessarily cause the increase 
in the price of coffee. There may be another factor that produces a rise in tea prices 
and a rise in coffee prices. Perhaps a harsh environment affected both tea and coffee 
production causing a shortage of these products and a consequential rise in the price 
of both tea and coffee.
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There is an obvious factor that could account for the larger proportion of lung 
cancer patients with yellow fingers – people with stained yellow fingers are 
smokers. Heavy cigarette smoking can leave a yellow residue on the smoker’s 
fingers. In addition smokers are more likely to develop lung cancer. Thus, it is the 
common factor, smoking, that causes a positive association between yellow 
 fingers and lung cancer. Yellow fingers must be exonerated as a possible cause of 
lung cancer.

Epidemiologists recognize that association does not mean causation. They are 
well aware that the factors identified in a case-control project may not be the true 
cause of the disease. However, the likelihood that the exposure identified is the real 
cause can be strengthened if a dose response relationship is present. Let’s go back 
to our smoking and lung cancer case.

Studies showed that the risk of having lung cancer was related to the number 
of cigarettes smoked each day, the age at which smoking began, and the number of 
years a person smoked. Furthermore, the risk of having lung cancer can be reduced 
by quitting, and the younger the person is when they stop smoking, the greater their 
health benefits. These findings provided strong support for the argument that pro-
longed exposure to smoking was a cause of lung cancer.

There are naturally difficulties with any research method and I’ll briefly touch 
on some of the more important ones that apply to the case-control technique. When 
identifying who will be the cases, epidemiologists look for medical facilities that 
have records on a large number of patients with the target disease. There may be 
many possible places that have the desired information, such as hospitals, health 
maintenance organization, etc. Assume epidemiologists set out to conduct a case-
control study about the cause of a fairly new illness and they locate a medical 
research center that has accumulated a large pool of medical records on people with 
the illness. As it turns out, the center is in the heart of a major city and is considered 
the best choice for trauma care and emergency room services. Having access to so 
many records will make the job easier the researchers reason. It appears that the 
researchers have selected an ideal setting for a case-control study. But no, that is 
not the case for several reasons.

First, think about the facility itself. Chances are that many of the potential cases 
may have arrived at the center through the emergency room and were very likely 
pretty sick at the time they entered the facility. As a result, there’s a good chance 
that they are a unique set of patients that doesn’t resemble the “typical” patient with 
the same illness. This means that these cases are almost assuredly a special subset 
of the total population of patients. Whatever finding results from the case study, it 
may not apply to all the people with the target disease.

Second, it’s also important that all the cases have the same target disease, but 
at a large health care facility patient records are based on input from many differ-
ent doctors who probably do not follow a consistent and rigorous definition for 
the same disease. If the target disease involves mental, emotional or behavioral 
disorders this also complicates a diagnosis since it’s harder to have consensus 
among physicians when it comes to these psychological conditions. Unless strict 
parameters are applied to defining a disease, the selected patients at such a large 
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health facility may represent a heterogeneous cadre of cases, and that can lead to 
 misleading findings.

Selecting subjects for the control group can also be a problem in any setting. 
Controls often come from similar sources as the cases whether it is a hospital, clinic 
or medical research center. Epidemiologists want to end up with a control group 
that comes from the same general population as the cases. The goal is to have two 
equivalent groups with a major exception – the controls can not have the disease 
being investigated.

To illustrate the importance of selecting the right control group considers the 
implication from a case-control study in which aspirin is found to be one of the 
unusual exposures in the study of a particular disease. A very different conclusion 
would result if the controls used in such a study were ulcer patients or arthritic 
patients. The use of aspirin in ulcer patients would be very low since ulcer patients 
are told to avoid aspirin because it can cause bleeding. On the other hand, an oppo-
site outcome would occur if the control group consists of patients with arthritis. 
Aspirin use would be unusually high among these patients because they take aspirin 
to offset the pain and inflammation associated with their disease. As a result, it 
would be very easy to implicate aspirin when the controls were ulcer patients 
because aspirin use among these patients is so low. However, it would be almost 
impossible to incriminate aspirin when the controls were arthritic patients because 
of the unusually heavy use of aspirin in this group of patients.

It is also possible to show how the selection of cases and controls can produce 
misleading results by using our smoking example. Suppose a naïve investigator 
undertakes a case-control investigation on whether smoking causes cataracts. He 
selects as his cases, patients with cataracts from a major eye clinic in Nevada. For 
controls, he picks people from an eye clinic in neighboring Utah that does not treat 
cataract patients. An unusually strong association between smoking and cataract 
development is found because the proportion of cases who smoke is much larger 
than the proportion of controls who smoke. The investigator prepares a paper on the 
fascinating result. However, a colleague reads the paper and saves him from a major 
blunder. She notes that most people in Utah belong to one religious group – they’re 
Mormons. And, what is the Mormon church’s position on smoking – the use of 
tobacco in any form is forbidden. The low proportion of smokers in the control 
group appears to be due primarily to the Mormon ban on smoking. Selection bias 
has affected the control group results and has almost assuredly caused the “fascinat-
ing” result.

When collecting data for a case-control study, especially data related to possi-
ble causes, there is the possibility that the thoroughness of the medical records 
may differ between the cases and the controls. If the information on cases is more 
extensive than that of the controls, then an overestimate for the number of cases 
with any exposure will occur. Obviously, the artificially higher rate of exposures 
in the cases will produce an incorrect conclusion. This problem is especially likely 
if the cases and controls come from two different places (e.g. two different 
 hospitals or a walk-in medical facility in the suburbs versus an outpatient service 
at a metropolitan clinic).
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Even if the records of the cases and controls are in the same institution, the 
recording process may not be the same throughout the facility. Because of their 
training, and the demands of their profession, different medical specialties may 
record information about a patient in a different fashion. Perhaps the doctors treat-
ing cardiac patients are more thorough recorders than those treating cancer patients. 
On the other hand, it could be the other way around. It doesn’t matter because it’s 
the inconsistency that’s the problem.

In addition to collecting data from medical records, the case-control method 
may also gather information from interviews or questionnaires. All sorts of people 
have troubles remembering things, and participants in a case-control study are no 
different. However, many people cover up their forgetfulness by guessing. Worse 
yet their answers may be motivated by what the individual thinks the researchers 
wants to hear. In either case, the tainted information becomes part of the research 
evidence and incorrect data are deadly in any research project.

Strange as it may seem, patients’ memories may differ between the cases and the 
controls. Cases often remember “better” than controls. When individuals are sick 
they may do a little research. They try to remember events such as: how could I 
have gotten this illness? How long will it last? They may ask friends or go to the 
Internet to learn more about their problem. They try to find out possible causes, 
recommended treatment, the prognosis and other signs and symptoms that may 
occur. From this kind of investigation, people may realize that they were exposed 
to a substance that our research says could be a precipitating cause for the illness. 
They can become unusually knowledgeable about their sickness. If the illness 
becomes the subject of a case-control study and they’re included as a case, they can 
provide all sorts of information based on their research. A comparable control sub-
ject in the study, who by definition does not have the illness, is much less informed. 
The person could have had the identical substance exposure a case had, but there’s 
no recall. It was no big event so he or she simply forgot it, but the case didn’t. This 
type of recall inequality has a particularly negative effect on case-control studies. 
The control subject provides an erroneous answer and the suspected cause for the 
illness is under-reported.

Another potential problem with case-control studies is the untimely death issue. 
Let’s assume there are data available on the relationship between heart attacks and 
smoking. The percentage of heart attack victims who smoked is compared to the 
percent of heart attack victims who did not smoke. The data are broken out by three 
age groups: 40–49, 50–59 and 60–69. In this hypothetical example, the results show 
a large difference for the youngest group. Most heart attack victims smoked (the 
cases) and only a relatively small percentage of those without a heart attack smoked 
(the controls). This is just what would be expected – so far so good. In the middle 
age group there is still a difference between cases and controls but it’s much 
smaller. Finally, in the oldest group there is no difference at all between the case 
and controls. What’s the conclusion?

On the surface it looks like smoking is bad for the younger people, but things 
improve with age. That doesn’t seem right, but that’s what the data appear to show. 
What’s going on here? Why does it look like the effects of smoking become less 
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damaging as people age? The answer is death. The 40–49 year old smokers who die 
never make it to the next age bracket. Many of the smokers who do make it to the 
50–59 age grouping subsequently die as well, and they can’t be included in the 60–69 
age bracket. As a result, in the higher age groups, the people who died from their lung 
cancer can’t be included; they don’t count anymore. Their omission wrongly created 
the incorrect impression that developing lung cancer in smokers levels off with age.

Finally there is another major problem that can never be ignored in the case-
control study. It’s called selection bias. Assume epidemiologists did a case-control 
trial to find what might be the cause of an unusual kind of skin rash. The results 
point to a relatively new drug since a much larger percentage of the cases (those 
with the rash) took the drug compared to the controls (those without the rash). 
It certainly looks like the drug is responsible for the onset of the rash. However, 
always lurking in the background is the fact that the cases took the drug for some 
reason and the controls didn’t need the drug. We are therefore always left to wonder 
if the reason for taking the drug, and not the drug itself, is the cause of the rash. 
Here’s what could happen. What if the drug with the excessive number of rashes 
was used to treat allergies? Furthermore, in the past it was some of the allergies that 
produced the rash being studied. Consequently, the drug didn’t cause the rash; the 
rash was an allergic reaction and then the drug was used to treat the rash.

Now it’s easy to see what happened in this case because it’s well known that 
allergies can cause rashes. Any epidemiologist involved in the trial would have col-
lected information on allergies and not been misled when a drug to treat allergies 
came up as a possible cause. However, it is only possible to recognize the selection 
problem and control for it when the factors (e.g. allergy) that could cause an out-
come (rash) are known. If that information doesn’t exist, selection bias can wreak 
havoc with any case-control study.

Note that in this discussion the term bias has a special meaning. Researchers like 
to use the term bias to refer to an element in a research study that may lead to a 
wrong conclusion. For instance they may say the study groups are biased because 
the groups being compared are not equivalent and the inequality causes one group 
to end up with more positive (or negative) results. Note that the observed result is 
a consequence of the composition of the groups rather than the treatments admin-
istered. Here’s an example. One group has a greater proportion of females and the 
disease under study is tougher to treat in females. Consequently the treatment group 
with more females is penalized, but not because a treatment is less effective. It’s 
because the group has a larger proportion of females.

The Advantage of Speed and Flexibility

Since I was quick to pick out flaws, let’s be fair and close on a positive note by 
citing the advantages of the case-control method. Number one: it can yield impor-
tant medical results within a short period of time. It doesn’t cost a lot of money 
compared to other research methods. It doesn’t require as much effort either.
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Use of the case-control technique is an ideal way to obtain initial ideas on 
 possible causes of a disease. It is very efficient. All, or at least most of the data 
already exists – unlike the cohort or experiential study, it doesn’t have to be manu-
factured. Medical centers have an abundant number of patients with all sorts of 
diseases. The records containing historical and current information about the 
patient are there for the asking. If the investigators don’t get all the information they 
need they might have to do some interviewing or sending out a questionnaire, but 
that’s a lot less costly than generating all the data from scratch.

The method is also extremely versatile. Case-control studies are particularly 
useful in studying multiple causes of a single disease. Several different potential 
causes can be identified when comparing the data from the same set of cases and 
controls. In addition, the case-control methodology can be used to find the potential 
cause of other entities besides disease. It can be used to find the cause of accidents, 
deaths, major adverse drug reactions or just about anything a researcher wants to 
investigate. Its flexibility is nicely demonstrated by the diversity of outcomes exam-
ined (from earthquakes to racehorse injuries) and exposures tested (ranging from 
pickled vegetables to pig farming).

When researching a rare disease, the case-control approach may be the only 
choice. The cohort method could require extremely large number of participants 
and possibly a very long period of time before the disease appeared in enough 
patients to provide useful data. The experimental clinical study could have a diffi-
cult recruitment process and could also be subject to a long observation period 
before results would be available. In terms of time and cost, the case-control study 
is often the clear winner. There are also definite ways to strengthen the case-control 
method.

Enhancing the Case-Control Study

An important enhancement is to use more than one control group to help overcome 
the selection of controls problem. With a second or third control group, researchers 
can obtain substantiation or rejection of the findings that surfaced with an initial 
control group. Here’s how this could work. Assume the disease in question is colon 
cancer and the epidemiologist uses hospitalized patients with other cancers for the 
initial control group. It’s possible to create a second control group consisting of 
people who are neighbors of the cases. The neighbors would be about the same in 
terms of socio-economic status, but they would not have colon cancer. If the control 
group of neighbors gives similar results to that of the hospital controls, we have a 
form of confirmation, strengthening the study conclusions.

Because a lack of equivalence between cases and controls is such a problem, 
here’s a technique researchers use to get around it. Match the patients in the two 
groups. Matching involves setting up categories such as age and gender and then 
making sure that for every case there is a control person of the same gender and 
approximate age. Race and socioeconomic status are other popular matching 
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 criteria. Researchers can use whatever categories they want, but they have to be 
careful. As they add categories they make it more difficult to find a control who 
matches a case on all factors. If there’s not an abundance of potential controls, the 
matching scheme may not work.

The case-control study plays a critical role in medical research. By and large the 
investigators who use the method are unusually talented, creative and careful. They 
deliver extremely valuable information and are well aware of the limitations of this 
research method. When case-control trials are well designed and carefully executed, 
they provide invaluable medical information. Nevertheless, they, as all research 
techniques, have flaws. Good epidemiologists are aware of these pitfalls. They need 
do all they can to overcome the obstacles, and carefully qualify their results when 
they believe a possible problem was not adequately addressed.

Unfortunately, as the news of their research wends its way through the media, 
the results can be overstated and the cautions understated. If you read a story of a 
major finding (good or bad; positive or negative) from a case-control study be skep-
tical. It is clear, and researchers would agree, that there are always reservations 
associated with a case-control study. The truth is when it comes to case-control 
 trials, it is best to treat the conclusions from these studies as hypotheses. Hypotheses 
that need to be supported or refuted by additional research.

There is one qualification to this recommendation. If there are no other decent 
studies on hand for a health problems that demands attention and all health officials 
have is a well designed and executed case-control trial, then it should be used. The 
chances are much more likely that it has correct rather than incorrect answers. 
Ignoring the results would be irresponsible. But use the results with caution, don’t 
overly interpret them, be sure your audience is aware of the study’s qualifications 
and continue to support continuing research on the subject.
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Chapter 3
The Cohort Study – Watchful Waiting

Abstract The cohort study, a natural and straight-forward approach to medical 
research offers investigators another tool to evaluate medical treatments. All sorts 
of heath data are collected on a set of people who are then followed to see what 
happens to them over time. Background data on participants who develop a disease 
are compared to those without the disease in hopes of findings what may be the 
cause of the ailment. Two successful major cohort studies, the Framingham Heart 
Study and the Nurses Health Study are described so readers can appreciate the 
cohort technique. Disadvantages such as cost and possible bias because of partici-
pant dropouts are also covered.

Keywords Cohort study • Framingham Heart Study • Nurses Health 
Study • prospective research • retrospective research

The degree of confidence in the answers from a medical study depends heavily on 
the research method applied so we now need to look more closely at another 
research design available to investigators – the cohort study. This method is intui-
tively appealing – a group of people are carefully followed and observations are 
made about what happens to them. However, even when epidemiologists apply this 
method flawlessly and ingeniously, there’s still no guarantee that their answers will 
be absolutely correct.

The cohort study is another exploratory research method with many aliases. 
Sometimes it is called a follow-up study, at other times a longitudinal study. The 
term “cohort” may be the best choice (and it is most often used in medical com-
munications) because it refers to a group of people that will be or have been fol-
lowed over a period of time.

As an illustration, suppose a case report suggests that drug X protects people 
from the inevitable decline in physical and mental health as they age. A health 
maintenance organization (HMO) agrees to use its patients in a study to see if drug 
X really works. The researchers create cohorts with people who have the same 
disease (one with people who are taking drug X and another for people who do not 
take drug X) and follow them to see how their health status changes over time. 
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Assume that after a number of years a difference in the health status of the two 
groups appears. The group on the drug is healthier. There appears to be a relation-
ship between the drug and better health. But remember, there is only an association 
– there may not be a cause and effect connection.

What could explain the result? The finding could be due to other reasons 
besides having an effective drug. The drug group could have received better 
medical care, the non-drug group could have had more subjects with a poor 
prognosis. If the subjects who took the drug also tended to be better off finan-
cially, they could easily have had better access to health care. Perhaps that 
superior access was what kept them healthier – not the drug they were taking, 
There are all sorts of possible explanations and each one needs to be examined 
by the researchers and information produced to see if it should be eliminated as 
a possible causative factor. Identifying and tracking down the evidence is an 
enormous task.

A cohort investigation does not have to begin by targeting a drug for study. It 
may begin with a group of people without a disease who are monitored to see what 
diseases develop over time. Baseline information is collected such as their ages, 
weights, blood pressures, drugs they’re taking, illness they had, etc. At periodic 
intervals the participants are re-examined to see what has changed. The data is col-
lected according to preset standards. Still the epidemiologists have to worry about 
whether the association they have found is a true cause and effect relationships or 
just an irrelevant correlation.

The cohort studies can be described as the crème de crème of the exploratory 
research methods although many of the issues that plague the case-control study 
can also undermine the cohort study. Nevertheless, the cohort approach usually has 
fewer problems because the data is better organized than that for a case-control 
study and is collected in a more consistent manner. We don’t have to rely so much 
on “old” records that are loosely organized.

An important feature of the cohort method is that epidemiologists can use 
the data collected on a cohort trial that has run for a long time to research a new 
question. The valuable information accumulated in a cohort study may also be 
used to learn more about a second disease. Many patients in the database will 
not have the new disease, but some will have subsequently acquired it while 
others remained disease free. Epidemiologists can now see how the back-
grounds differ among people with and without the new disease. For instance, in 
addition to lung cancer a cohort that includes smokers and non-smokers could 
determine smoking’s association with such conditions as emphysema or heart 
disease.

Excellent data sources for cohort trials are the large databases health insurance 
plans have. As an example, the records of Kaiser-Permanente, an HMO, have been 
used as the data source for a number of important cohort studies such as the effect 
of coffee on cirrhosis of the liver and whether obesity increases dementia later in 
life. Within Kaiser-Permanente, there is a division dedicated to research with over 
80 published scientific papers to its credit.
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Adding Up the Advantages

The cohort study has a number of distinct advantages compared to a case-control 
trial. Here are some of the most important ones. In a cohort study, researchers can 
lay down strict rules so the information is collected in a uniform manner, and that 
results in more consistent and better quality data. Cohort investigators do not have 
to worry as much about how well the controls remember important events com-
pared to the cases because in a cohort study the research information is collected 
before the disease occurs. Therefore, differences in what “sick” and “well” people 
remember are nullified in the cohort method.

To be legitimate, a possible cause must precede the development of the disease. 
With a cohort study it is generally clear what came first – the possible cause or the 
disease because the data are collected on am ongoing basis. The case-control 
method is more vulnerable to the possibility that the sequence of the two events 
could be reversed because all the data are obtained from past records that may not 
contain accurate information on the onset of a treatment or disease.

Cohort studies also provide a disease rate which is not possible in a case-control 
study. This is so because to calculate a disease rate, two numbers are needed – the 
number of people with the disease and the number of people at risk for the disease. 
A disease rate is not possible in a case-control trial because the number of people 
at risk is not known. Obtaining a disease rate for a cohort study is straightforward. 
Suppose a cohort study starts with 1,000 people who do not have arthritis. Over 
time, 14 of the subjects developed the disease. There is both the number with arthri-
tis (14) and the number at risk (1,000) and for this cohort, arthritis developed in 1.4 
percent of the people. In a case-control study, epidemiologists know all the cases 
have arthritis, and also that all the controls do not have arthritis. However, they do 
not collect information on the number of people at risk for arthritis because such 
information isn’t necessary in the comparison between the cases and controls.

Disadvantages

In spite of its advantages however, the cohort study doesn’t escape criticism. Selection 
bias, cost and dropouts all contribute to its vulnerability. Self-selection bias is perhaps 
the most serious failing of the cohort study, a flaw that it shares with the case-control 
methodology. Self-selection bias can lead to an imbalance in the type of subjects that 
make up the treatment and control groups. In a cohort study, the individual patients 
along with their physician, select what treatment he or she will take. The patients also 
decide whether they’ll consume alcoholic beverages, drink lots of milk, avoid coffee, 
etc. For instance, cohorts could be created for coffee and non-coffee drinkers. If a 
cohort study finds that a disease is much more common among the people who drink 
coffee, it may indeed be because of the coffee. However, people who drink coffee 
may differ from the non-coffee drinker in a number of ways. They may smoke more, 
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consume more alcohol, eat fewer vegetables, etc. Maybe one of these factors is the 
cause of the disease and as a result coffee should be exonerated. The truth is that we 
do not know for sure if coffee is the culprit or not.

A serious challenge to the soundness of a cohort study occurs when a significant 
number of participants drop out: they move away, they lose interest or they die. Each 
loss is a threat to the value of the study because it reduces the number of participants in 
the database, but more importantly it, could introduce a bias into the study itself. Bias 
occurs if the losses are related to the disease being studied. For example, assume epide-
miologists use an ongoing cohort study to learn more about causes of a lung disease in 
the local community. However, shortly after the study begins a major employer in the 
area closes its factory and relocates workers to another state. Unfortunately (for the 
researchers), one of the causes of the lung illness is the use of toxic material dispensed 
at the plant in question. With the relocations, the cohort loses a disproportionate number 
of subjects who will develop the disease. Had they not dropped out of the trial, the toxic 
substances at the plant might well have been identified as the likely disease cause. That 
is less likely to happen now because those subjects are no longer part of the cohort. The 
cause of the lung disease is under-reported and any relationship may be missed.

Cohort studies are also costly. They run a long time and the required medical tests 
are expensive. Consequently, a disease that takes a long time to develop is hard to 
research in a cohort trial. A 20 or 30 year wait to find the possible causes of a disease 
that takes a long time to develop may be intolerable. For example, stomach and pan-
creatic cancers tend to develop over a relatively long period of time. It may take dec-
ades after a cohort is assembled until there are enough cases of these kinds of cancer 
to have an adequately sized data set and the search for potential causes begins. The cost 
and time problem is exaggerated when the disease of interest has a low occurrence 
rate. In this situation, a large number of people must be followed up before useful 
results become available. For example, diseases such as childhood cancers are unusual 
and not a good disease to study using the cohort approach. The longer the study, the 
greater the risk of losing a high percentage of the patients for a variety of reasons and 
that, as we saw in the discussion on dropouts, bodes poorly for a successful trial.

No one can dispute the fact that categorizing a smoker as a non-smoker or visa 
versa can make a really mess of a study on the causes of lung disease. However, 
classifying possible causes of a disease isn’t as straightforward as it may appear. 
Here’s where the problem lies. Whenever people stop doing something they were 
doing regularly or start doing something they hardly ever did before, a cohort study 
has a big problem, especially when the change goes undetected. Suppose epidemio-
logists set out to find risk factors for liver disease. When a subject joined the cohort 
trial, he rarely drank and was placed in the non-drinker category. His habits then 
changed – he now enjoys a glass of wine with his dinner meal and a cordial after 
dinner. The original classification is wrong. We no longer have a teetotaler, but the 
researcher may have no way of knowing this. Fads come and go, but they can leave 
in their wake a great deal of confusion for researchers doing a cohort study. The 
latest diet craze may help an overweight woman take off a few pounds (a good 
effect). But if she is in a cohort trial, that’s looking into the causes of obesity, and 
she started out as a case in the overweight group, should she stay there? Even if 
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she’s no longer obese, she’s probably been obese most of her life and besides, 
maybe she’ll put those pounds back on pretty soon anyway. But what if she wasn’t 
always heavy and doesn’t put the weight back on? The epidemiologist faces a tough 
decision on whether she should be considered a study case, be re-classified as a 
control or be disqualified.

Although misclassification is a problem in any kind of medical research, it is a 
greater issue for cohort trials due to their extended length. There’s simply more 
time for subjects to modify their behavior.

Framingham Heart Study

It will be worthwhile to next examine a couple of well know cohort studies and see 
how the technique works in practice. Case studies nicely illustrate how the cohort 
method can advanced medical sciences as well as stymie it.

Almost daily, we are warned that certain behaviors and lifestyle choices, may be 
dangerous to our health. In the Framingham Heart Study (FHS), the goal was to 
learn more about cardiovascular disease, what factors were associated with heart 
and blood vessel abnormalities. Much of what is known today about risk factors for 
heart disease: high blood pressure, high cholesterol, overweight, physical inactivity, 
smoking and diabetes was a mystery before the FHS shed light on these subjects.

The FHS got its name from a small New England town, Framingham, 
Massachusetts. Researchers formed the initial cohort in 1948 using the town resi-
dents. The cohort was selected in a random fashion and consisted of just over 5,000 
men and women. In 1971, another 5,000 plus residents were added – they were the 
children of the original group plus the children’s spouses.

At the time the study was conceived, it was already known that cardiovascular 
disease was the leading cause of death among men. But little was known about how 
the disease developed. The original participants, who were between 30 and 60 years 
of age when they joined the study, underwent detailed physical examinations every 
two years, including an electrocardiogram, chest X-ray, and laboratory tests. They 
took dozens of other medical tests and answered detailed questions about their 
personal habits. Eventually the epidemiologists collected a diverse set of data. 
It included all sorts of information. For example, the use of estrogens, age at meno-
pause, smoking history and alcohol consumption. After the researchers collected 
their data, they waited and watched looking for connections between the diseases 
the people contracted and the background information that had been assembled. 
It took over 10 years before the most significant results began to be recognized. 
Time had been required for diseases to develop.

The FHS is now considered a landmark research trial – one of the most impor-
tant medical studies in history. The cost exceeds $40 million, paid by the study 
sponsors, the National Institutes of Health (NIH), and is considered a wise invest-
ment. In the 1960s, the study demonstrated the role cigarette smoking plays in the 
development of heart disease. Those findings helped to fuel the first anti-smoking 
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campaigns of that era. Data gathered from the participants also showed how 
 elevated blood pressure contributes to the risk of heart attack and stroke. Engaging 
in physical activity was found to reduce the risk of heart attacks. Obesity was 
 discovered to be one of the important risk factors for heart attacks.

However, in spite of all the positive news, the weaknesses of the cohort approach 
are also present. Not all its results can be applied to the general public. After all 
5,000 residents in a New England village may not be all that similar to 5,000 people 
who live in a sleepy hamlet in the South. Furthermore, the participants who receive 
regular health exams, are more aware of heart disease risk factors and have their 
medical problems noticed a lot sooner than the people who reside in a remote des-
sert town in the Southwest.

One noticeable FHS finding that has been questioned dealt with cholesterol levels. 
In 1961 the FHS found that high cholesterol levels increased the risk of heart disease. 
In 1988 the finding was refined when the FHS reported that high levels of HDL 
 cholesterol (often called the “good” cholesterol) actually reduced the risk of death 
due to heart disease. It was LDL (the “bad” cholesterol) that was the problem.

An NIH sponsored committee established guidelines on recommended levels of 
HDL and LDL (in large part based on the FHS results) that would be needed to 
begin a treatment program. Treatment options included losing excess weight, exer-
cising regularly, and following a diet low in saturated fat and cholesterol as well as 
taking cholesterol-lowering drugs.

However, the standards for the HDL and LDL levels took a hit in 2004 when the 
results of a clinical trial were reported in the New England Journal of Medicine. 
The trialists treated patients with a class of drugs called statins, even though the 
subjects had LDL levels below the recommended values set by the NIH committee. 
In theory, there wasn’t much to be gained by treating these patients with cholesterol 
lowering drugs. Surprisingly, the patients treated with Lipitor, one of the study 
drugs, had large decreases in their LDL and there was a major bonus – they also 
had fewer heart attacks and deaths. Their healthier status was also supported by the 
fact that fewer remedial procedures (bypass surgery and angioplasty) were needed. 
Had the FHS missed the boat on how best to protect people?

A second finding also reflected poorly on the Framingham cholesterol recommen-
dations. This time it had to do with the good cholesterol, HDL. The Framingham based 
recommendation essentially allowed high levels of HDL to offset some of the negative 
result from a high LDL level. But, based on the experimental study mentioned above, 
the benefit of lowering LDL was the same whether HDL levels were high or low.

There is no guarantee that the experimental clinical study got it right and 
Framingham’s cohort study had it wrong. Maybe they are both off the mark. 
Perhaps when best to begin treatment is based on a totally different set of HDL and 
LDL levels. It’s too early to tell, but the point is that you can never be sure what the 
correct answer is to a medical problem from a single study,

Several new Framingham initiatives are under way, including research into what 
genes are responsible for heart disease. Researchers from around the world have 
access to the data that’s been accumulated on FHS research topics such as oste-
oporosis, nutrition, as well as eye and lung diseases. When others use the 
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Framingham database for a research project they frequently employ the  retrospective 
cohort study design. For example, there exists over 50 years of information on 
Framingham participants’ alcohol consumption and frequency of bone fractures. 
Using this database researchers concluded that alcohol consumption was associated 
with a significant increase in the risk of a fracture. Another study found that post-
menopausal use of estrogens protected women against hip fractures. We’ll see later 
that the value of estrogens in women who went through menopause became very 
controversial, but the reduction in hip fractures has remained a positive finding for 
estrogen users.

In the little more than 50 years of its existence, the Framingham Heart Study has yielded 
many of the central insights that support our current approach to assessing risk for cardio-
vascular disease. The investigators’ high standards have consistently led to observations 
of enduring value. (Vaccarino V, Krumholz H., Annals of Internal Medicine)

Nurses’ Health Study

Another major cohort study is the Nurses’ Health Study (NHS). It began in 1976, 
also funded by the National Institutes of Health. The primary purpose in starting 
the study was to investigate the long term use of oral contraceptives. In 1976 the 
“pill” had become a very popular method to prevent an unwanted pregnancy. 
Women, who did not want to become pregnant, planned to stay on the pill for dec-
ades. They felt passionately about this means of contraception, but there was a 
looming problem. There was considerable uncertainty about whether the pill was 
safe. In smaller trials, taking the pill was shown to increase the risk of blood clots, 
heart attacks and stroke. A link with breast cancer was also suspected.

The epidemiologists selected nurses for the study and for good reason. Due to 
their education, they could accurately answer technically worded questions. 
In addition, their medical background motivated them to join and fully participate 
in the long-term study. The subjects, married registered nurses aged 30–55 and liv-
ing in the 11 most populous states, enrolled in the cohort after they answered a 
baseline questionnaire. Approximately 120,000 nurses out of the 170,000 nurses to 
whom the questionnaire was mailed, responded.

Every two years cohort members received a follow-up questionnaire about 
 diseases and health-related topics such as smoking, hormone use, child bearing and 
menopausal status. Information about other health areas, added in later years, 
included diet habits, exercise programs and quality of life issues. Response rates to 
the questionnaires were high – around 90 percent for each two-year cycle.

The thoroughness of this project is impressive. Because certain aspects of diet, 
such as minerals that come from the food a person eats, cannot be measured by a 
questionnaire, the nurses submitted 68,000 sets of toenail samples between the 
1982 and 1984 surveys so that quantitative measures of mineral intake could be 
calculated. Similarly, to identify hormone levels and genetic markers the researchers 
collected over 30,000 blood samples in 1989 and almost 20,000 in 2001.
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A second cohort project, with the descriptive but unimaginative name of Nurses’ 
Health Study II, began in 1989. The purpose of this study was to examine reproduc-
tive health issues that could not be addressed by the original study. For example, 
birth control pills contained substantially lower doses of hormones in 1989 then 
they did when the women in the NHS began taking them. The researchers also 
wanted more data on younger women. The study organizers mailed questionnaires, 
similar to the ones used in the original NHS, to the target population – 117,000 
nurses between the ages of 25 and 42 years. Response rates for this cohort also were 
very high, about 90 percent.

The NHS helped to identify many of the factors that affect women’s health. 
A partial list of the impressive findings appears in Table 3.1.

Table 3.1 Finding from the Nurses’ Health Study

Health behavior Result

Oral contraceptives Taking the pill lowered ovarian cancer risk
Pain pills (i.e. aspirin) Taking large amount of aspirin doubled the stroke risk
Alcohol Drinking small amounts of alcohol decreased heart disease risk
Fats Using vegetable oil rather than animal fats lowered heart attack risk
Fiber More fiber in the diet decreased heart disease risk
Meat The more meat eaten, the higher the colon cancer risk
Nuts Eating nuts lowered heart attack risk
Physical activity Brisk walking lowered heart disease risk
Fractures Estrogens after menopause lowered hip fracture risk
Smoking Smoking increased heart disease and lung cancer risks

For our purposes the major finding had to do with the effect that hormone 
replacement therapy (HRT) had on the heart in post menopausal women. The initial 
report of the NHS, published in 1985 after nurses had been observed for almost 10 
years, found that the hormones reduced the risk of heart disease in postmenopausal 
women. This remarkable finding was expanded in a NHS 1996 report to add that 
estrogen and progestin in combination reduced the risk of heart disease by essen-
tially the same degree as estrogens alone. According to the NHS data, postmeno-
pausal women, who used estrogen or the hormone combination, had about a 40 
percent lower risk for heart disease compared with women who never used hor-
mones. Many other studies using the exploratory research method had come up 
with a similar result, but the finding by the NHS was the most impressive. It was 
large (over 70,000 postmenopausal women), it was methodologically sound, it 
covered a long period of observation (20 years) and it was conducted by a prestig-
ious university (Harvard University School of Public Health).

(The Nurses Health Study) – One of the most significant studies ever conducted on the 
health of women. (Donna Shalala, Secretary, U.S. Department of Health and Human 
Services)

The cohort trial can be a powerful tool for medical research. It has uncovered innu-
merable truths about medical matters, but it has also had its share of failures. 
Medical science looks to the cohort trial to continue to play a crucial role in gaining 
insights into diseases and the best treatment for illnesses. A later chapter, devoted 
to the use of HRT in women, revisits the optimistic results from the NHS.
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Chapter 4
The Clinical Trial – The Gold Standard

Abstract The clinical trial, the most highly regarded research method is evaluated 
and a brief history of the clinical trial is included. Considered the gold standard for 
medical research, the clinical trial is held in such high regard because it is based 
on the simple but remarkable principles of a scientific experiment. Randomization 
of subjects to treatments, double blinding and the use of contemporaneous control 
groups add to its appeal. Nevertheless, in spite of it lofty position it can’t guarantee 
that it’s found all the correct answer in any single trial. No matter how well planned 
and executed a study’s conclusions may still be wrong.

Keywords Clinical trial • control group • double-blind • randomization • 
scientific method

The clinical trial is the sine qua non in clinical research. It is the most highly 
regarded and popular design for advancing medial science. It could more accurately 
be called an “experimental trial”, but that expression is rarely if ever used in the 
medical literature. Medical researchers usually use the term “clinical trial” or 
“clinical study” as synonyms and I will also use those terms to refer to the experi-
mental approach. In part, the aversion to the expression “experimental study” can 
be traced to the horrific and immoral medical experiments performed by the Nazi’s 
in World War II. Modern day researchers do not want to be connected in any way 
to that dreadful period. Still, experimental study is a very descriptive term because 
it exemplifies how science discovers the truth about unknown phenomena. The 
ability to conduct experiments is the incredible advantage that this method has over 
exploratory studies.

Due to its popularity and importance, I devote many chapters to the clinical trial. 
But first let me set forth its main features and place it in historical context.

The experimental approach allows a researcher to intervene and design a study 
to overcome the biases that undermine the exploratory approach. Researchers can 
assign patients to treatments so that the selection bias, that threatens and fre-
quently defeats the validity of the case-control and cohort trials, is in principal 
held in check. As we saw, with the exploratory research methods, the control and 
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treated groups may be quite different because researchers cannot be assured that 
they placed subjects in these groups in an unbiased fashion. Furthermore, a clinical 
trial tries to keep everything, except the treatment the subjects receive, the same. 
This includes what the patients are told about the trial, what other drugs they can 
or cannot take, what tests they must have performed, when they must have an 
examination, etc. In contrast, there are few, if any, restrictions on study partici-
pants in exploratory studies. For example, they may start or stop other medica-
tions, change their diet, etc. As we have seen, the lack of control allows outside 
factors, and not just the comparison treatments, to influence the outcomes of an 
exploratory trial.

The Scientific Method

Disciplines that consider themselves “sciences” follow a common approach to 
research referred to as the scientific method. The clinical trial seeks to emulate this 
approach. In brief, the scientific method consists of four basic steps:

1. Identify an issue or problem
2. Form a hypothesis
3. Test the hypothesis – perform an experiment
4. Draw conclusions

The scientific method assumes that the event or condition that a scientist is inter-
ested in has a cause or causes. It is also implied that the cause(s) can be discovered. 
The process begins by being alert, observing, by noticing something that is unusual, 
unexpected, a problem that needs to be investigated.

All scientific disciplines use the scientific method as their paradigm. However, 
each field must adapt the method to the subject matter with which they work, and 
along the way, they face formidable problems. Each discipline relies on inquisitive 
professionals to overcome the obstacles and produce explanations and answers. The 
challenges vary from one field to the next and require the development of special 
skills, tools and methodology. The clinical trial serves as the primary means for 
medical researchers to get at the answers they desire.

It’s useful to see how this process works. For an example, I’ll go back to the end 
of the 18th century before the cause of scurvy was identified. A member of the 
British Royal Navy observes that there is an unacceptable level of scurvy on naval 
ships. A possible cause, he surmises, is the lack of fresh fruit eaten by the sailors. 
This possibility is framed as a question: will eating fresh fruit protect sailors from 
developing scurvy? An experiment is designed in which some sailors on board a 
ship are given fresh oranges and limes (the experimental group) and others are not 
(the control group). The number of sailors is the same for each group and outside 
of the difference in fruit, the diets are the same. The number of sailors in each group 
who develop scurvy are noted. If the number with scurvy is much lower in the 
group that eats fresh fruit, we conclude that fresh fruit prevents scurvy.
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This simple example and conclusion is just that – too simple. The conclusion 
may be absolutely correct, but then again it may not. A little more thought is 
called for. Even if there is less scurvy among the sailors eating fruit, could there 
be other causes for the observed difference? Were the two groups equivalent at 
the start of the trial? If one group was younger, could that result in a lower rate 
of scurvy? There must also be a level of operational control that can rule out other 
causes besides the treatment (eating fresh fruit) as the cause of the scurvy. Did 
one group have light work duties with less exposure to the elements? If so, could 
that have been the cause of the lower number of scurvy cases? There are a 
 plethora of other questions that could be asked as well. A look at the qualities of 
the clinical trial will help us understand what else could have influenced the 
scurvy trial results.

Clinical Trial Features

In designing the study a vital step was omitted. The planners correctly included a 
treatment and a control group, but they should have assigned the sailors to the two 
groups based on a random assignment process. They could have picked their names 
out of a hat and assigned the first sailor chosen to one treatment and the second to 
the alternative treatment. They could repeat this selection process until all sailors 
had been assigned to one of the treatments. This step, called random treatment 
allocation, would have increased the possibility that the two groups were equivalent 
for factors such as age, work duties, etc.

In medicine, the acronym RCT is often used to refer to a most popular form of 
a clinical trial. RCT stands for randomized controlled trial. The R clearly identifies 
the need for randomization and the C the need for controls, which are essential 
features of a sound clinical study. The T simply stands for trial. However, even the 
initials expose an important omission – the best clinical trial uses blinding and there 
is no initial for that feature. Most clinical trials are called double blind studies, 
which means that two parties, the patient and the researcher, are unaware of the 
treatment assigned to the patient. Blinding eliminates prejudice on the part of the 
subjects and the individuals who make the assessments in a clinical trial. They can-
not modify their observations and assessments based on the assigned treatment 
because they are unaware of that treatment assignment. If only one party (the inves-
tigator or the subject) is unaware of the assigned treatment, the expression “single 
blind” is used, but few trials are run in this fashion. From now one, the term 
 blinding will be used to refer to double blind trials since this is the preferred and 
most common approach.

The omission of a reference to blinding is a serious oversight and in this 
book the acronym RABCOT (RAndomized Blinded COntrolled Trial) rather 
than RCT is used to represent the best kind of clinical trial. The essential com-
ponents of the RABCOT are listed below along with a comparative look at the 
exploratory studies.
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1. Allocating treatments fairly. The way to avoid an unfair result is to assign 
subjects to the control and treatment groups so any inequality is minimized. 
Case-control and cohort studies are unable to randomize subjects to treatments 
so the clinical trial is far superior in respect to this attribute.

2. Providing a frame of reference to judge the result. The best way to evaluate an 
experimental treatment is to compare its results to those from a carefully 
assigned control group. Clinical trials can include control groups that are supe-
rior to those used in the case-control and cohort method.

3. Keeping personal preferences from influencing the result. Through the blinding 
process researchers control the risk that one of the treatments in a clinical trial 
may be favored over the other one. This feature is not possible in the case-con-
trol approach nor is it feasible in a cohort trial.

The First Clinical Trial

The earliest recorded clinical trial, documented in the Old Testament, describes 
how Daniel proposed an experiment to King Nebuchadnezzar. For 10 days servants 
would be fed a diet of legumes (vegetables such as peas, beans, etc.) and water. 
The appearance of the servants would then be compared to youths who ate the 
“King’s food”. At the end of the 10-day trial the servants looked better and health-
ier than the youths who ate the King’s food. Because of the “experiment”, the 
young people’s diet was switched to legumes and water. Perhaps, motivated by the 
move to a healthier diet, the King also ordered a reduction in wine.

Although this biblical experiment is extraordinary for its time, there are some 
obvious flaws. Among the most egregious sins is a clear lack of comparability 
between the experimental (servants) and control (young people) groups. In addi-
tion, the measurement was quite subjective (how they looked) and in an unblinded 
trial that spells trouble. It also would be nice to know the number of people partici-
pating in the trial. It would make a big difference in our confidence in the results if 
there were three people per group versus 50.

The first clinical trial of a novel therapy is usually attributed to a Renaissance 
surgeon. In 1537 Ambroise Paré, who was the official surgeon for the Kings of 
France, served as a military surgeon during the French campaign in Italy. To pre-
vent battlefield wounds from becoming infected, the customary practice was to 
pour boiling oil on the wound. When the oil ran out one day, Paré prepared an 
ancient Roman remedy containing egg yolk, oil of roses, and turpentine to treat the 
wounds. When he compared the results of the turpentine mixture to the standard 
boiling oil method, he found, much to his delight, that the new treatment was more 
effective than the traditional formula he had been using.

This trial, just as our biblical story, lacks the qualities required by a RABCOT. 
There is no control group, no randomization and no blinding and yet the result 
seems very believable. You clearly don’t need to conduct a RABCOT to find a 
reasonable answer to an important medical question. But by today’s standards, 
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Dr. Paré mini-experiment would require a lot of verification by RABCOTs before 
his turpentine mixture became a battlefield staple.

A number of more current examples show how clinical trials continue to enrich 
medical research. Today, a new drug will not enter the U.S. marketplace until its 
efficacy is demonstrated in clinical trials. However, the clinical trial can do much 
more than find effective products. It is also extremely good when it comes to expos-
ing ineffective treatments. Here is one example.

The use of bone marrow transplants seemed to make sense as a treatment option 
for women with advanced breast cancer. Bone marrow taken from a patient would 
be re-infused to replace the cells damages and destroyed after high dose chemo-
therapy. Other treatments were only minimally effective and, therefore, the bone 
marrow transplants were, on theoretical grounds, a promising alternative. Unfortunately, 
there were no conclusive clinical trials showing that the transplants were effective 
and it became very difficult to conduct a controlled trial. The bottleneck was trying 
to recruit subjects. Physicians did not want their patient randomly assigned to the 
group that would not receive the bone marrow. It took decades before researchers 
performed several clinical studies and, in 1999, the preliminary results started to 
come in with disappointing findings. By 2001, the results failed to improve and 
bone marrow transplant appeared to be no better than the other minimally effective 
treatments. Unfortunately, by the time the clinical trials showed that bone marrow 
transplants were ineffective, more than 30,000 women had received the costly but 
useless treatment.

The clinical trial can also be instrumental in finding the cause of baffling medi-
cal catastrophes. The contribution of the clinical trial was especially noteworthy in 
the case involving the use of oxygen in premature babies, which is beautifully 
illustrated by a report in The Braille Monitor. The use of oxygen to treat underde-
veloped newborns was first tried back in 1780. By the early 1940s, supplemental 
oxygen was standard treatment for premature infants in the best-equipped hospi-
tals. Oxygen saved the lives of countless babies. Unfortunately, a physical 
improvement turned this laudable scene into an unbelievable calamity. In the mid-
1940s, a new manufacturing process produced airtight incubators. No longer 
would pumped-in oxygen leak out. Shortly thereafter, an epidemic of blindness 
struck premature newborns and baffled scientists for a decade. What made the 
solution so difficult was that the blindness was not quickly recognized. Children 
could be one or two years old before the parents discovered something was wrong 
with their child’s sight.

Finding a cause for the loss of sight was no easy task because when the loss 
occurred was not known. The research to find the cause began with a case series 
publication in a medical journal about five blind children. All five babies had been 
born prematurely. Even if the blindness could be related to a premature birth, it was 
important to know when it occurred. If the blindness occurred in the gestational 
period the use of incubators would not be relevant. Proof that babies weren’t born 
blind came from a look at past records at Johns Hopkins Hospital. A research team 
found no cases of child blindness from 1935 to 1944, but five after 1945. The five 
cases all occurred in premature infants, but all five had normal eyes at birth. A giant 
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step forward, but no one still knew what was causing the blindness. Then two 
 doctors had a novel thought – was it the high level of oxygen given to premature 
infants? They tested their theory in a small clinical trial run in the wards of a hos-
pital in Washington. They published their work incriminating excess oxygen as the 
cause of blindness, but nothing happened. Their trial was small and the world didn’t 
believe them. They designed a second, bigger experiment conducted at more than 
a dozen American hospitals. When this large trial confirmed the earlier report, 
physicians paid attention. A lower level of oxygen could still save babies lives, and 
their sight as well.

But the study’s results did something else equally important and historic. They 
convinced many in the American medical profession of the usefulness of the clini-
cal trial. The lesson learned was that you should never assume that what seemed 
like a good idea (better oxygen delivery), would necessarily lead to a successful 
outcome. The cost was significant. An estimated 10,000 children around the world 
are blind from too much oxygen. Perhaps the most famous is Stevie Wonder, born 
prematurely in Michigan in 1950.

The record is clear – clinical trials are the most valuable technique in the medical 
research arsenal. The medical community is convinced that the clinical trial has 
earned its place as the gold standard when it comes to evaluating new medical 
products. It is the principle method to demonstrate what works (and what doesn’t) 
in medicine. New drugs and medical devices cannot be made available to the public 
until clinical trails satisfy FDA’s requirements for safety and efficacy. And a clinical 
trial that disproves the effectiveness of a treatment, while disappointing, is just as 
important as a trial that proves the effectiveness of a new treatment.

Nonetheless, the clinical trial is a complex and demanding research method in 
which there are many opportunities for error. Part II of this book explores the work-
ings of the clinical trial more thoroughly and provides convincing evidence that 
even the best researchers cannot guarantee that their clinical trial has come up with 
all the correct answers. But first, there will be the next chapter, which compares the 
clinical trial to the other research methods.

In general it will be seen that the essence of a successful controlled clinical trial lies in its 
minutiae – in a painstaking, and sometimes very dull, attention to every detail. (A.B. Hill 
British Medical Bulletin)
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Chapter 5
Comparing the Methods – Qualitative 
Differences

Abstract A comparison of the three major research methods, discussed in the 
preceding chapters, begins by demonstrating how the techniques could be used to 
investigate the same medical problem. The methods are also judged in terms of three 
goals that drive medical research: efficiency, generalizability and validity. In addition, 
the methods are also compared in terms of the most crucial standard of all, causation 
– is the result likely to be true? For the sake of completeness, the chapter also touches 
on qualitative research, a novel and totally different way to examine medical issues.

Keywords Causation • efficiency • generalizability • qualitative research • 
validity

Each (research) method should flourish, because each has features that overcome the 
limitations of the others when confronted with questions they cannot reliably answer. 
(D. Sackett and J. Wennberg, British Medical Journal)

This chapter compares the leading research methods studied so far and, for the sake of 
completeness, touches on a novel and totally different way to examine medical issues 
called qualitative research. I begin by demonstrating how the three major research 
techniques could be used to research the same kind of problem. The contrast will be 
based on researching the identical question – does vitamin C prevents colds. All three 
research methods will use the same definition of a cold, a common standard for an 
effective vitamin C dosage and a consistent outcome measurement to judge the result.

Case-Control Study

The case-control study begins by searching through the medical records of a large 
number of people at a major medical center and identifying all those that report 
having had a cold in the past winter season. These people become the cases. Next 
it’s necessary to find controls. There is again an examination of medical records, 
but this time epidemiologists only identify people who did not have a cold in the 
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last winter season. Next, trained interviewers ask the people in both groups to give 
an exhaustive accounting of all medicines or alternative products they take based 
on a standard list of prescriptions drugs, health foods products, over-the-counter 
medications, etc. Most importantly, for each group it’s important to record how 
many took a proper dose of vitamin C prior to the onset of a cold.

First, epidemiologists look at the proportion of cases that took vitamin C prior to 
coming down with a cold. Assume half of the cases took vitamin C and half didn’t 
have vitamin C. They then determine the proportion of controls that took vitamin C. 
If it also is about a 50-50 split they would conclude that this study did not produce 
evidence that vitamin C prevented colds. However, if among the controls, a great 
many more took vitamin C, then that would indicate that vitamin C prevented a cold. 
The last possibility, there is only a small minority of the controls taking vitamin C, 
would indicate that vitamin C actually increases the possibility of a cold.

Cohort Study

The cohort study begins just before the winter season starts. At a clinic of the same 
major medical facility, epidemiologists request all patients to have an examination 
to determine if they have a cold. If they do, they are excluded from further involve-
ment since it makes no sense to include people who already have the outcome of 
interest (i.e. a cold). Epidemiologists want to see how many develop a cold and that 
rules out people who already have a cold.

The participants in the study are asked to keep a diary of all the medicines and 
related preparations they take based on the same product list used in the case-control 
study. At the end of the winter season, they are interviewed to determine how many 
came down with a cold. The diaries of those with a cold will be reviewed and all those 
taking vitamin C at the appropriate dosage during the winter months will be placed in 
one group (treated patients). Those remaining will not have taken any or only a small 
amount of vitamin C, and will be placed in a second group (control patients). 
Epidemiologists compare the two groups in terms of the proportion of people catching 
a cold. As was true for the case-control example, three answers are possible. If a 
smaller proportion of people in the vitamin C group developed a cold, that would mean 
vitamin C had a protective effect. On the other hand, if the group on vitamin C and the 
group without vitamin C have the same incidence of colds, it would appear that vita-
min C does not prevent colds. The last possibility, vitamin C causes colds, will be 
accepted if a large proportion of people who took vitamin C end up with a cold.

Clinical Trial

The clinical trial starts by lining up people for a study; this well might be done at 
the same medical facility used in the case-control and cohort studies. Researchers 
explain what is going to happen during the study and identify the risks and benefits 
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of participation. The participants are also told they may not take vitamin C on their 
own during the study. Those who agree to the terms of the trial become the study 
subjects.

Next researchers randomly assign the participants to one of two groups. One set 
of subjects receives pills that contain vitamin C, but they are not told what is inside 
the pills. They take the pills as directed and continue to take them throughout the 
winter. That they may not take any supplements containing vitamin C is reinforced. 
The second group, who will receive dummy pills that do not contain the vitamin C 
(only a placebo), will be told the same thing.

At the end of the winter researchers bring all the patients back and find out 
how many had a cold. The same standard used in the other cases is employed to 
decide if vitamin C is effective, ineffective or a product that may increase the 
chance of a cold.

Comparing the Methods

Ask doctors and they will tell you that the clinical trial is the flagship for medical 
research – it’s not perfect, but it’s the best that they have. Yet it’s fair to ask: if the 
clinical trial is so great, why do medical researchers use other kinds of designs: the 
case report and exploratory trial? The case report and the exploratory methods 
(case–control and cohort trials) can be the preferred approach – it all depends on 
the objectives of the research program. This proposition is supported by examining 
the three goals that drive medical research:

1. Efficiency. Is the result obtained with minimal time, cost and resources (e.g. 
number of subjects required)?

2. Generalizability. Is the result widely applicable?
3. Validity. Is the result likely to be true?

When it comes to efficiency, the case report is clearly the winner. Researchers col-
lect the required information for a study during the normal process of treating 
patients. The major expenditure is the process of writing up the report. The case-
control method does well in terms of efficiency because it is a relatively inexpen-
sive research method and it can produce results in a very timely fashion. Remember 
all of the cases in a case-control trial already have the disease the researcher inter-
ested in. The cohort trial is not as efficient as the case-control approach because it 
must follow many subjects over a relatively long period of time and the costs to take 
the required assessments can make it relatively expensive. However, it is the clini-
cal trial that tends to be the least efficient. The expenses to run these studies are 
high, to get the best results many subjects are usually required and there is an 
increasing emphasis on long term trials.

Generalizability asks the question: can the research result be applied to other 
patients and situations? Generalizability is quite low for case reports since the 
information presented is based on unusual patients. The patients presented in a case 
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report represent exceptional cases rather than typical ones. The case-control method 
is much better, but still has a problem because the cases and controls are usually 
selected from institutions with large databases and there is no assurance that these 
patients are similar to the patients in the broader population. Contrast this to the 
cohort study where researchers observe people whose medical care is essentially 
provided in a typical medical care setting. The patient’s behavior is not interfered 
with nor restricted. They may be given extra tests and exams, but they still are a 
very close match to what happens to the “average” patient. Most clinical trials do 
not get high ratings for generalizability. Selecting only certain kinds of participants, 
placing restrictions on dosing schedules and requiring protocol adherence reduces 
generalizability. Furthermore, in an attempt to be more efficient by reducing the 
number of required subjects, clinical trials often enter relatively high-risk patients 
since they can show the greatest degree of improvement and thereby reduce the 
number of subjects needed for a trial. However, these steps have a negative effect 
– they lower generalizability.

Validity, coming up with the right answer, has become the nonnegotiable 
demand placed on medical research. Case reports do very poorly when it comes to 
this trait. In their defense, case reports do not pretend to be providing answers to 
medical questions, they mainly are asking questions and raising awareness. How 
good the exploratory techniques (case-control and cohort trials) are debatable in 
respect to validity. They have been useful in important areas, the case-control 
method uncovering the smoking-lung cancer link and the Framingham cohort study 
that identified important risk factors for heart disease. Nonetheless, there is little 
argument anymore that for validity, they are inferior to the clinical trial. The clinical 
trial is the hands-down champion when it comes to validity. The opportunity to 
utilize randomization, blinding and control over the research environment places it 
at the head of the class.

What is interesting about this analysis is that no one method is always superior. 
Each medical research technique can claim a victory using the criteria of efficiency, 
generalizability and validity. Each method has a place in the modalities available to 
medical researchers.

The Ultimate Test – Causality

It should be clear that nothing about medical research – as knowledgeable and 
earnest the researchers may be – is easy. Efficiency, generalizability and validity are 
valuable qualities, but to get at the truth, medical researchers should be able to 
determine if agent X causes outcome A. The ability to find cause and effect rela-
tionships is a prerequisite goal of any research endeavor. How good is a method at 
showing that an agent has an effect? That, above all, is the decisive question.

Case reports are very weak when it comes to causality. They are only descrip-
tive renditions and cannot link a result with a cause in a definitive fashion. Even if 
the report implies a cause, it offers little or no evidence to rule out other agents or 
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conditions as alternative explanations for an outcome. As noted in an earlier chap-
ter, exploratory trials (both the case-control and the cohort) find associations, but 
an association does not prove causality. The exploratory methods are immensely 
valuable in pointing out relationships that could represent cause and effect rela-
tionships, but they cannot rule out other possibilities for the interaction. It is the 
experimental clinical trial that has the greatest potential to identify causation. In a 
clinical trial, the researchers manipulate the factors that they think causes a 
specific outcome.

Granted the clinical trial is best at showing causality, but the does not mean it is 
always successful. There is no guarantee that there can’t be mistakes in the plan-
ning, execution and interpretation of a clinical trial and that can lead to an error 
about a cause and effect relationship. With a single clinical trial there could be 
multiple factors operating individually or in combination that could have a signifi-
cant effect on a perceived relationship. Generally, a causality claim requires that an 
effect from an agent be strong, consistent, specific, follow a logical time sequence 
and show an increased effect with higher levels of the agent. This is quite a set of 
demands and it’s virtually impossible to satisfy them with a single study. Multiple 
trials in different settings and circumstances are needed to establish causation.

Qualitative Research

Compared to the research methods we have discussed so far, qualitative research 
(QR) is a totally different approach to studying health issues. The major techniques 
we’ve presented (case-control, cohort and clinical trial) are considered quantitative 
research methods. The label is reasonable because their findings are usually 
expressed numerically – a 32 percent mortality reduction or an average improve-
ment of 16 percent. Critics note that a quantitative conclusion is not suitable for all 
types of medical discoveries and QR is offered as a better research approach in 
some instances.

Quantitative studies aim to test well-specified hypotheses and investigators start 
out by selecting predetermined variables for evaluation. These studies answer ques-
tions such as how much weight was lost? Or what was the percentage change in 
cholesterol levels? Advocates of QR argue that medicine is not only a mechanistic 
and quantitative science, but it is also an interpretive art. Interpretive research 
delves into interactions that cannot be addressed using quantitative methods. For 
example, a QR study could examine the social interaction among multiple parties: 
the patient, family members, nurses, social workers, clergy, and physician. Note the 
QR focus is on understanding human behavior and the reasons that people act as 
they do.

Qualitative research attempts to provide insight into social, emotional, and expe-
riential phenomena in health care. Examples include inquiry about the meaning of 
illness to patients, their loved ones, and their families. Qualitative research ques-
tions tend not to ask whether or how much. Instead they explore what, how, and 
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why. Qualitative reports do not typically generate Yes/No type of answers. Instead 
they generate narrative accounts or conceptual frameworks.

The methodological differences between qualitative research and the more con-
ventional quantitative approach we’ve discussed are remarkable. The exploratory 
nature of QR typically requires investigators not to pre-specify a study population 
in strict terms. They fear that an important person, variable, or unit of analysis 
could be overlooked. It’s just the other way around for the quantitative school that 
wants a carefully defined sample of people to study. Qualitative researchers readily 
avoid the “typical” patient favored by the quantitative investigators.

A QR study will select a small but focused sample rather than large random 
samples used in a clinical trial. The QR researcher may select unusual cases, critical 
cases or medically important cases. Subject selection criteria often evolve over the 
course of a study, and QR investigators return repeatedly to the data to explore new 
leads or find new angles to pursue.

A good illustration of the difficulties faced by the quantitative approach concern 
the evaluation of treatments used in complimentary alternative medicine (CAM). 
A quantitative orientation focuses on a very specific treatment (e.g. a specific drug), 
but CAM research often involves complex and multiple treatments – e.g. naturopa-
thy (an eclectic system of care that promotes the body’s self-healing mechanism) 
or a combination of herbal Chinese medicines. The treatments are not standardized 
and require individual and flexible dosage adjustments. The outcome measure-
ments are frequently non-specific and involve multiple conditions (e.g. stress and 
lack of energy). In addition, the outcome is relatively vague (e.g. “restoring bal-
ance”) in contrast to conventional science that requires a strict definition for an 
outcome. Randomization is often impossible because of participant refusal to be 
part of a control group.

Finding an appropriate placebo treatment for a CAM treatment (e.g., acupunc-
ture or massage therapy) is often difficult or impossible. Keeping the treatment 
hidden from the patients and researchers is also frequently impractical. The con-
ventional medical study generally tries to minimize or exclude the impact of the 
patient-physician relationship, but in CAM research the therapeutic effect of the 
patient-physician relationship is considered a crucial part of the intervention. 
Many of these challenges are not unique to CAM and apply equally to several 
conventional interventions, such as physiotherapy, psychotherapy, surgery, and 
nursing care.

It’s no wonder that QR is seen as unscientific and anecdotal to some medical 
researchers. However, from the practicing physician’s point of view, QR has 
appealing features because it involves the same skill set they apply with each 
patient: – personal observation, reflection, and judgment. When it comes to treating 
a patient, doctors can’t rely on the simple application of scientific rules, but rely 
instead on their experience and insight to find the appropriate treatment.

In the end, whether QR should be used may depend on the question being inves-
tigated. If the question is “what is the best way to treat an enlarged prostate in men” 
then a quantitative approach using a clinical trial would be the design of choice. If 
the question is “whether effective care is being given to men with an enlarged 
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prostate and are the men benefiting from that care” then another type of quantitative 
method, the case-control or cohort design would be favored. But if the question is 
“what is the importance of patient preferences in the choice of treatment for 
enlarged prostate” then the qualitative approach could be the best way to conduct 
the research.

The type of issues that could be studied with QR methods is appealing. Yet, the 
weakness of the approach in terms of conventional scientific rigor reduces its accept-
ability. However, there is an interest in merging the two approaches on the assump-
tion that the addition of qualitative techniques can enhance quantitative approaches. 
How that merger could occur is pretty unclear. For the present, the medical 
 community will continue to speculate on the uses and value of QR. There seems to 
be a growing interest in QR for health care research, but it has a long way to go 
before there’s general acceptance.
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Chapter 6
The Protocol – The Guiding Light

Abstract This chapter on the protocol, and the six that follow it, take a closer look 
at the clinical trial, the most popular and revered research method. The protocol 
lays down the rules and regulations that must be followed in a clinical trial. It is a 
comprehensive document and preparing it is an immensely difficult chore. Many 
of the elements contained in a protocol, such as identifying the control group and 
determining the assessments to be made, become the subject matter for future chap-
ters. A trial still needs to be carried out according to the protocol specifications, and 
the choices a researcher makes in designing a study plus the decisions required in 
the execution of a trial, have an enormous impact on the kind of the result that will 
be found. Consequentially, the same medical treatment evaluated by two different 
research teams can easily end up with conflicting results.

Keywords Clinical research protocol • disease definition • experimental 
treatment • research design • subject selection

To fully understand a clinical trial, it is essential to examine the principal elements 
that serve as its foundation. Arguably, the most important being the protocol, the 
document that sets down the rules and regulations that govern a clinical trial.

The protocol must be comprehensive, unambiguous and thorough – leave some-
thing out and there’s a good chance the trial will fail. It may seem to a nonprofes-
sional that a protocol is easy to write – after all the researchers know the disease 
they want to treat, the drugs they want to use, the test they want to make, etc. 
Nevertheless, preparing the protocol is an immensely difficult and hazardous chore. 
Perhaps that is one of the reasons why D. Fredrickson, who would become Director 
of the NIH, described a clinical trial as an “indispensable ordeal.”

A protocol is the blueprint for a medical trial; it is the instruction manual for all 
those involved in the research project from the nurses to the technicians. If it is 
flawed the trial will be flawed. If for example there are concerns about bias in a 
trial, it is the protocol that will be used first to find the sources of the bias. If two 
trials give conflicting results, evaluators begin looking at the protocols to find an 
explanation for the likely cause of the differences.
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There is no set format for research protocols. They vary from one research group 
to another and although the semantics may vary, they tend to cover the same mate-
rial. Here are the main sections that you are likely to find in any protocol:

– Introduction
– Criteria for selecting subjects
– Definition of the target disease
– Definition of the experimental treatment
– Identification of the control treatment
– Measurements and observations to be made
– Statistical analysis plans
– Other elements

Introduction

An introductory section usually provides the background, rationale and a summary 
of prior research for the study. It is likely that as part of the introduction, the study 
objectives will also be stated.

Selecting Subjects

One of the most vital parts of a protocol lays down the criteria for the inclusion and 
exclusion of subjects. What characteristics a subject must have and what they must 
not have, defines the future group of patients that will receive the treatments being 
compared. Suffice to say at this point that the elements may be as mundane as a 
subject’s age (they must fit into a prescribed age range); to a complex description 
of an esoteric medical examination done by a specialist.

Defining the Disease

A description of the disease or condition being investigated is essential. There are 
nice neat names for many diseases such as Parkinson’s disease, Alzheimer’s disease, 
and Hodgkin’s disease. The terms are very familiar and each is associated with a set 
of recognizable symptoms, but an accurate diagnosis can be unbelievably illusive.

Verifying the very presence of a medical condition can be tough assignment. Take 
the case of identifying patients with acute kidney failure. One review of the medical 
literature appeared in the journal Critical Care and identified more than 30 defini-
tions. The one definition a researchers selects for the protocol can produce an out-
come that is similar to, but not the same as another choice. Just to make things even 
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more difficult, there are clinical trial protocols that require subjects to have a specified 
level of a disease. Determining disease severity can offer a greater challenge than 
coming up with the initial diagnosis. Severity can involve multiple factors so it is 
often necessary to measure a large number of variables to come up with a rating. 
Here’s a case in point from an article in the journal Chest. Board certified allergists 
were sent medical documents and asked to assign the patients to one of five asthma 
severity levels. When the results were looked at, it was concluded that there was only 
a “low level of agreement”. This poor showing occurred in spite of the fact that there 
existed an NIH asthma severity guide to help allergists make the severity assessments.

Any misclassification of the primary disease can hurt an experimental drug’s 
chances of showing it is effective because people without the target disease water 
down the results. This can lead to finding that a drug is ineffective when it is truly 
efficacious. The likelihood that there are a large number of incorrect diagnoses may 
be small, but this kind of problem nevertheless contributes to research errors and 
makes a careful description of the disease in a protocol essential.

Defining the Experimental Treatment

Researchers clearly know what experimental agent they intend to study, but they 
must also specify how and when it is to be used. Again, as obvious as it might seem, 
that decision may not be so easy for new experimental compounds. From medieval 
days it was known that often what distinguished a medicine from a poison was the 
dosage. The number of exposures, the actual dose in each exposure, the timing of 
the doses, and the length of exposure all matter. Even the most benign substance 
can be toxic when administered in a high enough dose. Look at radiation; in low 
doses it kills cancer cells, in high doses it kills the patient.

The research leading up to large-scale clinical trials tends to rely on studies with 
only a small number of patients. The emphasis in early drug research is on establish-
ing the safety of the drug rather than its efficacy. Small safety studies make sense 
since it is unwise to subject a lot of people to a newly developed drug. An efficacious 
dose is looked for by performing more small studies until researchers decide that 
there’s sufficient information to allow the new therapy to enter a more vigorous 
efficacy-testing phase. The planned dosage schedule for these large-scale trials come 
from the small clinical trials as well as work done in animals. Consequently, there 
can be a scarcity of information on humans and the wrong clinical dose may be 
selected and used in the protocols for the rest of the research program.

Another factor that raises the risk of using an inappropriate dose occurs when 
there is a lot of pressure to quickly find a “cure” for a grave disease. In that circum-
stance it is understandable that people want access to a new therapy as early as 
possible. This pressure may result in selecting a suboptimal dose prematurely.

Failure to list the best possible dose in the protocols of investigative studies is 
well illustrated by the antidepressant drug imipramine. Imipramine was a very 
successful drug, a market leader, and as a result frequently chosen as the control 
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treatment for new antidepressant drug studies done in the 1960s. However, it 
turned out that the treatment schedules were often too short and the dose too low. 
A report in the American Journal of Psychiatry found that imipramine dose in 
those trials was often half of what doctors now consider the optimal dose. 
Furthermore, the studies often lasted less than four weeks, and it is now recognized 
that trials must be longer than four weeks to get the most favorable drug effect.

The experimental drug can also be a marketed drug that may have new uses. An 
example of this is the doctor trials conducted in the U.K. and the U.S. at about the 
same time. The trials had the same goal, each wanted to see if aspirin could prevent 
a heart attack. Despite the same goal and the use of male physicians as subjects, 
plus the fact there was collaboration between the trial designers, their protocols 
differed markedly in terms of the aspirin dosages. The British physicians received 
three times the dose of aspirin compared to that used in the American study. Not 
too surprisingly, the trials ended up with contrasting results. In this instance, how-
ever, the difference was not what one would have expected. The higher aspirin does 
in the U.K. trial was not effective, but the lower dose in the U.S. study was. Perhaps 
the British researchers overshot the optimal dose and wound up demonstrating that 
too much of a good thing is no good at all. The lesson from this story is very 
 obvious. Researchers have a great deal of latitude in writing a protocol; they can 
choose not only what drugs they’ll test, but also the dosages to be used. And these 
decisions can have huge consequences when it comes to results.

As part of the specified dosing schedule noted in a protocol, researchers need to 
decide when to begin and how long to give a treatment. Two short cases show how 
these decisions can affect a clinical trial. The first case, described in an intriguing 
article on the complexity and contradictions in clinical trial research, published in 
1987 by the American Journal of Medicine, deals with a randomized trial assessing 
the effects of high-dose steroids in patients who had gone into shock due to blood 
poisoning. The investigators designed the study to avoid problems noted in  previous 
positive studies. In the earlier trials, there was a concern whether all subjects met 
the subject acceptance criteria. Under the new protocol, before patients could be 
enrolled in the study they were monitored in the intensive care unit to make sure 
they satisfied the subject inclusion standards. In addition, patients in shock were not 
enrolled until a source of infection was identified. The revised protocol improved 
the quality of the patients who would be treated and that made sense, but it delayed 
the onset of treatment and that created a major problem.

At the end of the trial, the treatments looked very similar in terms of benefit. The 
authors concluded that steroids did not improve the overall survival of patients with 
shock. However, they also noted that the time from onset of shock to the start of 
steroid treatment was 17.5 hours (and ranged from 0 to 316 hours). Clearly there 
was a problem since previous studies demonstrated that early treatment was benefi-
cial. When treatment was delayed, therapeutic efficacy was impaired. Thus, by 
withholding treatment to be sure subjects were properly qualified, the investigators 
inadvertently caused a successful treatment to fail.

Studies on rheumatoid arthritis show that the duration of treatment set down in a 
protocol can turn out to be wrong. Clinical trials are expensive and short trials are 
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much preferred over long ones, but that preference can create problems. An article in 
1988 by a Professor at Vanderbilt University School of Medicine, found that almost 
all experimental trials done on rheumatoid arthritis ran for two years or less. Yet, the 
disease is a long-term illness. Drugs shown to be effective for a year or two may not 
maintain that level of response in subsequent years. In fact, when it comes to rheu-
matoid arthritis, long-term epidemiological studies tend to have poor results and short 
term clinical trials have good results. There is an apparent loss of efficacy over time, 
backing up the point that duration of treatment set forth in a protocol is critical, but it 
can be extremely difficult to know in advance how long a trial should last.

In addition to the experimental drug, the results of clinical trials can be influ-
enced by omitting or permitting other therapies. Drugs that can be taken are fre-
quently limited in clinical trial protocols because their presence could interfere with 
the actions of the experimental drug. Therefore, protocols spell out what other 
drugs the subjects can or cannot receive.

The following example, also described in the previously mentioned American 
Journal of Medicine review, shows how concomitant therapies can affect a clinical 
trial. Two clinical trials studied the same experimental drug, a product similar to 
nitroglycerin, in individuals who had suffered a heart attack. Both trials were 
 placebo-controlled. One study found fewer deaths from the experimental drug treat-
ment, but the other trial found no difference in mortality between the placebo and 
the experimental drug. The inconsistent findings were amazing. Why was the test 
drug better in one trial and no better than placebo in another trial? The contradictory 
results required an explanation. The answer surfaced after comparing the protocols 
for the two trials. There was an inconsistency in the use of concomitant diuretics.

The first study required all subjects (i.e. those on both treatments) to receive the 
same standard medical care. In the other study, the protocol allowed concomitant 
medications on a discretionary basis and it was up to the attending physician to 
decide what drugs a subject could receive. As it turned out the physicians in this 
latter study prescribed diuretics more frequently in the patients on placebo. Almost 
four times as many placebo treated patients received diuretics than those on the 
experimental drug. The physicians, concerned about the health of their patients, 
correctly assumed the diuretics would help. The diuretics apparently provided a lot 
more help than anticipated because the placebo group ended up with a result similar 
to that of the experimental treatment. In the other study, where concomitant drugs 
were consistent between treatment groups, the experimental drug produced a supe-
rior finding.

Identifying the Control Treatment

The results for the experimental treatment need to be compared to a standard and 
that standard is usual a placebo or active drug. Selecting the control treatment is a 
crucial step when preparing the protocol and later on, I devote a full chapter to this 
subject.
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Measurements and Observations

An essential ingredient of any trial is the choice of measurements and observations 
that are used to evaluate the treatments. When these assessments occur also has a 
major influence on the study outcomes. Success or failure may ride on the decisions 
researchers make and I include a full chapter on the choice and timing of assess-
ments later in the book.

Statistical Analysis Plans

In the best protocols, a section on the proposed method for the statistical analysis 
becomes a part of the protocol. No one likes to make a priori commitments if they 
can possible avoid them, but when it comes to the statistical analysis, failure to 
include the basic analysis plan can be a disaster. Therefore, in addition to the 
rational for the number of participants chosen and any plans for interim analyses, 
the protocol should also spell out how the data will be analyzed. I dedicate Part III 
of this book to statistical and methodological issues because they can have such a 
profound effect on the results from a clinical trial.

Other Elements

There could also be other items included in a protocol such as the informed consent 
procedures for the volunteers who will serve as subjects. Any pertinent instructions 
on the recruitment process for obtaining subjects may also be included. If a special 
diet or a required assay procedure were necessary, the details for these elements 
would need to be described. Comments on the method of randomization and infor-
mation on the technique to ensure blinding may be incorporated into the protocol 
as well. In the chapter on bias control, I go into some detail explaining why these 
essential features of a RABCOT sound great, but offer no guarantees. It is also criti-
cal that all those participating in a study have a common understanding of the 
protocol. Many of the most important trials involve multiple research centers, and 
methods to coordinate the overall research project need to be spelled out. The way 
in which each of these supplementary elements is written can have a subtle but 
important effect on the results of a clinical trial.

No matter how careful researchers are, there are places where the protocol may 
prove to be inadequate and that may lead to inaccurate answers. Asking a researcher 
to construct a protocol that is thorough, accurate and clear is quite an assignment. 
There are abundant opportunities for something to go awry due to the complexity 
and uncertainty of medical research. There are so many decisions to be made and 
with each decision an unintended effect can compromise a trial’s validity.
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It should be obvious that it is extremely difficult to write a good protocol. The 
variety of subject matter that needs to be considered means many specialists are 
involved. Even then, there are many unknowns that baffle seasoned researchers. 
It’s impossible to know if a protocol has dealt with all the potential problems 
inherent in clinical research. A given trial may appear to be successful until addi-
tional research reveals years later that there were unknown factors that caused the 
result to be misleading. In a survey done in the 1987, a cross section of individuals 
from industry, universities and the government who were involved in clinical 
 trials, were asked to judge the quality of protocols. The results, published in the 
Journal of International Medical Research, showed that over 70 percent of this 
well-rounded group of experts believed that controlled clinical trial protocols were 
inadequate.

Rigid protocol requirements may, on the surface, look reasonable, but they can 
produce studies that have very limited application. On the other hand, a protocol 
that tries to more inclusive can easily end up with findings dissimilar to those from 
trials with tighter standards.

One of the most remarkable sources of distortion in randomized clinical trials occurs 
because of rigid requirements of study protocols. (R. Horwitz, American Journal of 
Medicine)

Trial Execution

After a researcher prepares a protocol, it must also be executed and that process 
offers another set of challenging problem. Human nature being what it is does not 
guarantee that the protocol specifications will be adhered to. In selecting subjects, 
a patient history is required. Investigators must often assume the information pro-
vided is truthful, but that may not always be the case. Some subjects may slant their 
answers to improve their chances of gaining entry into the trial. The protocol spells 
out exactly how the experimental and control medications are to be taken, but that 
does not mean the subjects will follow those rules. Subject compliance with the 
required medication schedules offers a good example of problems with protocol 
execution.

How can an investigator verify that the subjects, in fact, took the study medica-
tion as directed? Pill count is probably the most common way to monitor compli-
ance, but there are other alternatives. Blood analyses and urine analyses are also 
used, but all of these techniques only check on very recent medication intake.

Monitoring by pill count means that a subject receives a precise number of pills 
at each visit. When the subject returns for the next visit the pills are returned, 
counted and the balance compared to what the subject was suppose to have taken. 
Typically, subjects who fail to take the prescribed number of pills are subject to a 
stern lecture on the importance of taking all their medication. Human nature being 
what it is means that the way to avoid being criticized for negligence is to destroy 
the pills for all missed medication. Easy to do and as a bonus the researcher now 
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applauds the subject’s performance. They are classified as “perfect compliers” even 
though they could be consuming little or even none of their medication.

One report, that appeared in American Medical News, probably represents an 
extreme case of the extent of cheating that can go on. The study, designed to evalu-
ate effects of bronchodilators, found that 30 percent of subjects dumped the con-
tents of their inhalers shortly before follow-up visits in an effort to conceal their 
failure to take the medicine properly. The subjects knew the inhalers would be 
weighed at each visit, but they did not know a device had been imbedded into the 
inhaler that recorded the exact date and time of each use. The study organizers 
discovered that over the course of the first year some subjects dumped all the medi-
cation at one time, not knowing the act would be detected.

Even more revealing was the finding that the subjects guilty of “cheating” were 
otherwise ideal subjects. They got along well with the staff and turned up for visits 
on time. They were thoughtful people who didn’t want to disappoint the investiga-
tors. Except for the revelation from the monitoring device, they appeared to be 
perfect subjects.

An excluded drug may be taken accidentally or on purpose during a trial and the 
indiscretion never revealed to the researchers. Some measurements require special 
preparation (fasting, exclusion of certain foods or drugs, etc.) and subjects may 
violate those provision without informing anyone. They may be late for scheduled 
visits or miss having crucial tests done because of an illness or travel. In these 
cases, important data may be lacking and threaten a fair or complete analysis. 
Worse yet subjects may dropout of the trial prematurely.

Subjects drop out of a trial for both drug-related and legitimate reasons such as 
leaving the area due to marriage or a job change. Various incentives have been tried 
to keep subjects enrolled and having all their tests and observations completed. 
Among them are financial considerations such as offering a monetary bonus to 
those who remain until the trial is finished. There is even the suggestion that sub-
jects should put down a refundable deposit, which they will receive if they complete 
the trial. Clearly these kind of techniques appeal to a certain type of individual and 
while they may improve the retention rate, they also weaken the ability to translate 
the findings to a broad representative group of patients. Furthermore, there is an 
ethical problem of coercing subjects to remain in a trial when it would be to their 
benefit to dropout.

The degree of attrition can vary a great deal. In one clinical trial over half of 
the subjects dropped out. The trial tested calcitonin, a product used to prevent bone 
fractures in osteoarthritis patients. In retrospect, the high dropout rate was in large 
part attributed to the fact the trial was only partially blinded. The attending physician 
as well as the patient could see bone density results. When the bone density findings 
were disappointing, it motivated subjects to withdraw. Also, the attending physicians 
withdrew patients because they felt it was in the patient’s best self-interest. The trial 
was a success in one respect, it mirrored what happens in the real world, but it was 
a disaster when it came to the analysis due to the quantity of missing data.

Unquestionably, an incomplete protocol or an inadequate execution of that pro-
tocol can cause a biased clinical trial result. D. Sackett, a noted physician and 
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methodologist, came up with 35 different kinds of biases that inhibit medical 
research. Many items on the list would be applicable to all forms of research 
 methods, but even so, the large number is disturbing because it let’s us know the 
wide variety of things that can go amiss in spite of a carefully developed research 
plan and thoughtful implementation of that plan.

This chapter focused on the difficulties with writing the protocol and conduct-
ing a trial according to that document. A vast amount of information is required 
and in some cases the information needed to make the right choices may not even 
exist. Practicalities also require tradeoffs that may introduce flaws in the proto-
col. Speed and cost consideration almost always require concessions in the design 
and conduct of a trial as well. In some respect, it is remarkable that there are so 
many well-written and executed protocols given the environment of uncertainty 
and impracticality that exist in the medical research world. However, what’s 
important to realize is that the choices a researcher has in designing and carrying 
out a clinical trial can have an enormous impact on the trial results. As a result, 
the same medical treatment evaluated by two different research teams can easily 
end up with conflicting results.
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Chapter 7
The Control Group – Leveling the Playing Field

Abstract One of the signature characteristics of a clinical trial is the use of a con-
temporaneous control group. The evaluation of a new treatment without a rational 
comparison group is extremely vulnerable to error. Historical and anecdotal accounts 
illustrate how the use of control groups became popular in clinical research. Had 
early physicians only used a control group they would have discovered the futility 
of blood letting when it came to treating all sorts of diseases. The text highlights the 
challenging issues involved in the choice of a comparison group for the experimental 
treatment. Should a researcher use placebos or active drugs? Or if neither is possible, 
would historical controls or untreated subjects be appropriate? Possible explanations 
for the placebo effect are also offered.

Keywords Active medicine controls • historical controls • placebo controls • 
placebo effect • untreated controls

For centuries physicians were sure that blood letting would cure all sorts of dis-
eases, and old records contain testimonials espousing the miraculous effect this 
medical remedy had on sick people. Had they only used a control group they would 
have discovered the error of their ways. Without a group that would be spared the 
ordeal of having considerable quantities of blood removed, there was no way to see 
how futile the surgery was, and the practice continued from the golden age of 
Greece till the late 19th century.

One of the signature characteristics of a clinical trial is the use of a control 
group. As noted in the clinical trial chapter there are sound reasons why researchers 
should include a comparative treatment group. The evaluation of a new treatment 
without a rational comparison group would be extremely vulnerable to error.

The awareness of the need to make fair treatment group comparisons was 
present as early as the 18th century. The scurvy example I used in the clinical trial 
chapter to show how an experiment could be planned was actually a true experi-
ment conducted by James Lind, a physician serving in the British Royal Navy. 
Giving fruits to half of the sick sailors and withholding fruit from the other half is 
often considered the first controlled clinical trial.
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Another interesting example of the value of controls takes place in 1854. 
Thomas Balfour, a physician at the Royal Military Asylum, faced a raging scarlet 
fever epidemic. He was aware of a 50-year-old claim that belladonna, a very toxic 
plant, could in small doses prevent scarlet fever. To find out if belladonna really 
worked, Balfour identified 151 boys at the institution who did not have scarlet 
fever. He gave 76 of them belladonna, leaving the other 75 untreated. He then 
observed the boys to see how they did. Two in each group came down with scarlet 
fever; the other 147 were disease-free. Given the fact they were in the midst of an 
epidemic, the four cases were far below the expected number. The result probably 
disappointed Balfour who was hoping he had a way to combat scarlet fever, but he 
was astute enough to note that had he not used a control group we would have 
arrived at the wrong conclusion. Had all the boys taken belladonna, he would have 
incorrectly attributed the low number of cases as proof of belladonna’s effectiveness.

When it comes to selecting control groups, there are a surprising number of 
options. The most obvious choice is a placebo control group. Unfortunately, for the 
placebo, it is the proverbial underdog in clinical research since it’s not expected to 
have much, if any, effect and consequently it should turn out inferior to an effective 
experimental treatment every time. Unfortunately, for researchers, it doesn’t always 
turn out that way.

Another alternative is to use an active drug as the control, especially a well-
established product that’s been on the market a long time with proven effectiveness. 
Frequently the term “standard treatment” is used to refer to a control drug that is 
currently in wide use and considered an effective treatment for a specific disease or 
condition. Researchers can also use two control groups – placebo and the standard 
drug. It is also possible to select a treatment group that participated in a previous 
study to serve as a control group. A final option is to use untreated subjects as a 
control group. There are distinct advantages and disadvantages in each choice.

Placebo Controls

A placebo is an inactive substance that literally means, “I do nothing” in Latin. To 
represent its impotency, it is often called a “sugar” or “dummy” pill. In spite of its 
definition of inactivity, people can be affected when they take one. Indeed, their 
“placebo effect” is often a positive response because people are conditioned to 
expect a useful effect from a drug.

Before the 20th century, much of the success physicians obtained when caring 
for patents was likely due to a placebo response. There just wasn’t much in that 
black bag to help a sick patient. It was the bedside manner and authoritarian figure 
of the physician that produced the “cure”. Medical scientists tried to figure out a 
plausible explanation for the placebo effect for years. They came up with several 
possibilities. One is based on Pavlovian conditioning. People who take medication 
often experience relief and they are “set up” to have that same experience again. 
A second possibility is that placebos stimulate the release of endorphins, the group 
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of chemicals produced in the brain. The endorphins in turn activate parts of the 
body to bring about a physiological effect such as pain reduction. A third possibility 
is that taking a placebo in an atmosphere of hope relieves stress. If stress is related 
to the condition under investigation, the patient experiences symptomatic relief.

However, the use of placebo groups isn’t considered acceptable in studies of 
life-threatening conditions. Where there are already effective agents, using a placebo 
group that could jeopardize the subjects’ health would be considered unethical. An 
example of this kind of situation would be a study to evaluate treatments for heart 
attack victims where anticoagulants, nitroglycerin and beta-blockers are known to 
be effective treatments. To use a placebo to test a new drug rather than one of these 
know agents would clearly be improper.

Even if the study involves non-life threatening conditions, some medical ethi-
cists frown upon the use of placebos. Critics cite the Declaration of Helsinki in their 
opposition to placebo-controlled trials. Created by the World Medical Association, 
the Declaration of Helsinki sets forth ethical principles to guide medical research 
involving human subjects. A clause in that document states that patients in a medi-
cal study should be assured of the best proven diagnostic and therapeutic methods 
available. As a result, placebos are contraindicated because they offer little benefit 
and expose patients to unnecessary risk.

This position can be taken a step further. A study is justified only if the investiga-
tor is completely uncertain about which trial treatment would be better for the 
patient. However, there is plenty of opposition to this controversial position as well. 
Researchers point out that if taken literally, the statement would bar all clinical tri-
als when effective treatment exists because the patients receiving the investigational 
treatment are not getting the “best proven” treatment. They argue that placebo-
controlled trials may be ethically conducted even when effective therapy exists if 
the inclusion of the placebo group does not increase the risk for death or irreversible 
problems.

In practice, placebo control groups are used routinely. When it comes to the 
patient, how do they justify their participation in a placebo-controlled trial? After 
all there is usually a 50/50 chance they will be given the placebo rather than the 
active medication. Therefore, they need to be fully informed about the risks and 
benefits of their participation. However, since this information primarily comes 
from the researcher, the same researcher who is strongly motivated to get them into 
a trial, it presents another ethical dilemma. Will the researcher give complete and 
honest information to the prospective subject? Fortunately, there is some control 
over this potential conflict. Researchers must obtain approval from an outside com-
mittee on what prospective patients will be told about their participation in a trial.

There is almost universal agreement that placebos are invaluable in RABCOTs 
because they prevent researchers and subjects from observing and seeing what they 
think they should observe and see. It is also assumed that placebos by themselves 
cause significant patient improvement. This latter belief was challenged by Danish 
researchers in 2001 based on a meta analysis, which combined the results from a 
number of studies investigating the same research question and provided an overall 
assessment by integrating the individual study findings. Their review came from a 
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collection of over 100 studies that used three treatment groups – standard drug, 
placebo, and no treatment. Their analysis focused on the comparison between no 
treatment and placebo treatment. They found no evidence of a beneficial effect for 
placebo except for subjective outcomes such as pain. No difference was found 
between the placebo and the no-treatment groups when the outcome assessment 
involved objective measurements such as blood pressure. The authors still advo-
cated the use of placebos in double blind trials, but discouraged the use of placebo 
in medical practice.

In spite of that paper, studies demonstrating that placebos produce an effect 
continue to appear. One of the most intriguing results came from a study that found 
that placebo treatment caused a definite change in brain activity. The truth of the 
matter is that in spite of all the studies using and investigating placebos scientists 
still do not understand the “placebo effect”, but researchers need to take it into 
consideration in their trials.

Standard Drug Controls

An alternative to placebo is to use an active drug as the comparison treatment. 
This approach seems to make sense; it certainly provides a tougher test than com-
peting against a placebo. However, it’s more complicated than it may appear to be 
on the surface. The difficulty begins with the next logical question – what active 
drug should be used? If there is only one drug currently available for the indica-
tion under study the answer is easy, but frequently that is not the case. When 
multiple comparison drugs exist, a rational choice would likely be either the cur-
rent market leader or the drug that has been available the longest period of time. 
There are also other options. For example, researchers can select the drug that is 
chemically most similar, or they can choose the drug they feel the experimental 
drug can easily beat.

After selecting a control drug, its dosage regimen must also be specified. 
Surprisingly, the right dosage schedule for many comparison drugs may not be 
obvious because the drug’s published dosage might be extremely flexible giving a 
researcher a lot of leeway on what dosage to use. This situation was evident in the 
U.K. and U.S. aspirin trials in doctors, where there was a threefold difference 
between the two studies in respect to the amount of aspirin given.

Inconsistency of aspirin dosing also takes place in rheumatoid arthritis 
research. As reported in Controlled Clinical Trials, daily doses of aspirin ranged 
between 1.5 g up to 6.4 g depending on the study. Some studies did not allow a 
dosage increase and others didn’t allow a dosage decrease. Some protocols 
allowed doses to be titrated, so the dose could be changed based on how the 
subject was doing, and others did not. There is no doubt that the various 
researchers had sound reasons for these alternative treatment regimens, but such 
disparity can cause enormous confusion in terms of how well a treatment performs 
in a clinical trial.
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In addition to amount of drug, the duration of treatment can also vary as well 
and have a profound effect on the treatment results. Take the case of the popular 
steroid prednisone, given to patients with liver disease. A review article in the 
American Journal of Medicine pointed out that the prednisone strength varied from 
as much as 60 mg daily to as little as 15 mg daily in clinical trials. In addition, the 
duration of treatment ranged from one month to six years. Not surprisingly, the 
researchers who employed small doses for short intervals reported no benefit for 
steroids. On the other hand, investigators who administered larger doses for longer 
intervals noted substantial benefit. The striking difference in treatment schedules 
illustrates how easy it is to end up with totally opposite results for the same refer-
ence drug.

However, there is potentially a substantial risk when using only standard drugs 
in a clinical trial. How will researchers know if the trial could find an important 
difference? Maybe the trial is insensitive in that the outcome measurement cannot 
differentiate a good agent from a bad one. Consequently, if you get a “no differ-
ence” result, it could be because both the experimental and control drugs are effec-
tive. But it could also occur if the primary measurement in the trial is incapable of 
showing a treatment difference. A claim of “drug equality” makes no sense in that 
circumstance. The safer option is to use two controls; one a placebo and the other 
a standard drug.

Placebo and Standard Drug

Researchers can employ (1) placebos to see if the new drug has any value and 
(2) a major marketed drug to see how well the new treatment stacks up against the 
best. Note that the placebo versus standard drug comparison provides invaluable 
information. It tells a researcher if the trial has the ability to find an important dif-
ference. If that contrast does not result in a meaningful treatment difference, the 
trial is deemed insensitive – it couldn’t find the difference between a known effective 
drug and placebo.

The concern over insensitive trials is especially pertinent when the outcome 
observations are soft (i.e. they come mainly from subjective rather than objective 
measures). A review in the British Medical Journal illustrates this point. The 
researchers of a trial relied on subjective patient reports of nausea and vomiting to 
evaluate the treatments, two active drugs and a placebo. The results indicated that 
placebo was as effective as one of the standard compounds and better than the other. 
Clearly something was amiss and it was the placebo arm in the trial that exposed 
the problem. A placebo doing as well as a successful marketed drug would be 
un usual and compel the researcher to search for a possible explanation. But, to also 
have placebo end up better than a second marketed drug would reinforce a conclu-
sion that the method of evaluation was invalid.

The three-treatment trial can also end up with a finding that the new drug is more 
efficacious than placebo, but not as good as the standard reference drug. This result 
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would not necessarily condemn the new treatment. The finding could still advance 
medical practice if the new drug had advantages over the marketed agent such as 
substantial cost savings or a considerable reduction in side effects.

Nothing comes without a price and using the three-treatment design translates 
into more cost and time. This kind of trial requires at least 50 percent more subjects. 
More time is needed to conduct the study and analyze the results as well. That’s a 
big investment and it may come as no surprise to find including two control groups 
isn’t a particularly popular design in clinical research.

Historical Controls

So far the type of controls I discussed for clinical trials are concurrent controls. The 
control subjects participate in the study at the same time as the treatment group 
subjects. However, an alternative is to use an historical control group. As the name 
implies, the control group comes from an earlier trial. Imagine an earlier placebo 
controlled trial used to see if drug A was safe and effective. Two years later 
researchers want to do the same trial to see if drug B is any good. Why not just run 
the new trial without a placebo group and, for comparative purposes, use the pla-
cebo data from the first trial?

Historical controls make sense when a researcher can’t use any kind of a control 
group in a clinical trial because there is (1) a compelling ethical concern about 
using a placebo and (2) no acceptable standard treatment is available. In medical 
research you sometime must make do with what you have available, especially 
when the ideal is out of reach.

The major drawback with historical controls is that there is little assurance that 
they are comparable to the subjects receiving the standard treatment. Time plays a 
major role in medicine. New treatments arrive; old treatments disappear. Patient 
care acceptable five years ago is now frowned upon. The type of patients doctors 
treat with a given disease may be quite different as time passes.

Historical controls tend to produce answers that are not the same as the answers 
from studies using a contemporaneous control group. A 1982 scientific paper 
exposed the danger of employing historical controls. Medical scientists from 
Mt. Sinai Hospital in New York identified six different therapies in which some of the 
studies used historical controls and other studies used contemporaneous controls.

When the scientists combined the results across all six therapeutic areas they had 
56 studies with historical controls and 50 studies using current control groups. 
When they compared the results based on the type of control group, the data 
revealed a huge difference. Only 20 percent, 10 out of the 50 studies using current 
controls, found the experimental treatment effective. On the other side of the ledger, 
with historic controls a whopping 79 percent (44 out of 56 studies) came to this 
decision. There could only be one conclusion – research studies using historical 
controls tended to produce a lot more positive results than those using concurrent 
controls.
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The Mt. Sinai scientists also discovered another fascinating fact. All studies, 
regardless of the type of control used, had a similar success rate for the standard 
treatment groups. However, the results for the control treatments failed to follow 
this consistent pattern. If the trial employed an historical control group that group 
had lower success rates than the concurrent control groups did. This led the 
Mt Sinai authors to conclude that the outcome of trials with historical controls 
might irretrievably weight the results in favor of new experimental therapies.

Untreated Subjects as Controls

It is possible to design a study and have one group receive the test drug and the 
other group receive nothing at all. In a situation where there is no current acceptable 
treatment, and placebos are deemed inappropriate for practical or ethical reasons, 
this approach may be the only viable option. In fact, a landmark clinical trial relied 
on just that approach – an untreated control group.

The historic trial took place in Sweden at the end of the 19th century. The objec-
tive was to determine if a serum to treat diphtheria was effective. The researcher, 
Johannes Fibiger a Danish physician, was not convinced by earlier investigations 
that gave mixed results over the serum’s efficacy. The earlier trials were too few and 
the important number, the number of deaths, so small that the results could hardly 
serve as statistical proof of the serum’s effectiveness. Also, the researchers allo-
cated patients to treatments based on the personal choice of the researcher. If that 
wasn’t bad enough, there were other problems as well. For example, one study 
compared patients treated with the serum in one hospital to untreated patients at 
another hospital. The differences in quality of care and hygiene between the two 
hospitals could have easily accounted for any difference in the observed results.

The Swedish trial simply allocated the treatment to patients by giving all patients 
admitted on one day the live serum (the active treatment group) whereas none of 
those admitted the following day received the active serum (the untreated control 
group). It would certainly be fair to challenge the trial by today’s standards. After 
all, the treatment assignment was not random nor were the treatments blinded. Still, 
the methodology used in this trial is remarkable given that the research was done 
over 100 years ago.

In terms of results, eight out of 239 patients in the serum-treated group and 30 
out of 245 in the control group died. No formal statistical analysis was performed, 
but it would be hard to dispute the strength of these results demonstrating the 
serum’s effectiveness. As a side note Dr. Fibiger received the Nobel Prize in 1927, 
but not for his diphtheria study. He was awarded the prize for research that indi-
cated a worm (a nematode) was the cause of gastric cancer. Ironically, subsequent 
research rejected this conclusion.

The importance of controls in any clinical study is best summarized by this 
assessment from the U.S. Food and Drug Administration’s Center for Drug 
Evaluation and Research:
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The choice of control group is always a critical decision in designing a clinical trial. That 
choice affects the inferences that can be drawn from the trial, the ethical acceptability of 
the trial, the degree to which bias in conducting and analyzing the study can be minimized, 
the types of subjects that can be recruited and the pace of recruitment, the kind of endpoints 
that can be studied, the public and scientific credibility of the results, the acceptability of 
the results by regulatory authorities, and many other features of the study, its conduct, and 
its interpretation.

In short, the decision about the control group for a clinical trial can elevate the 
importance of the trial or destroy it.
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Chapter 8
Measurements – They’re Never Exact

Abstract Measurements encompasses more than simple quantitative information 
such as height, weight, volume or frequency. In clinical trials, measurements refer 
to all the data collected on the subjects including efficacy and safety measures. It’s 
not always clear what measurement should be used and in researching conditions 
such as schizophrenia, heart attack prevention, cancer, and anorexia nervosa there is 
a wide assortment of choices. The distinction between objectives versus subjective 
measurements is drawn and collecting safety data, vitally important in all clini-
cal trials, involves both objective laboratory rests and subjective patient reports. 
Researchers must also decide when a measurement will be taken and whether to 
use surrogate and/or composite measurements. Due to the multiplicity of measure-
ment decisions, two research teams may design very different trials and, as a result, 
obtain very different results.

Keywords Composite measurement • efficacy measurement • safety measurement •

subjective measurement • surrogate measurement

The term “measurement” encompasses more than simple quantitative information 
such as height, weight, volume or frequency. In clinical trials, it refers to all the data 
collected on the subjects. This includes elementary information such as whether a 
person smokes, the presence or absence of a disease and a blood pressure reading 
to more complex data such as the results from a hormone immunoassay,

Again, the right choices are critical. But, given the many options that may be 
available, it’s not always clear what measurement should be used in any given trial. 
In some research areas such as mental health, it is especially hard to select an 
appropriate measure. Schizophrenia research reveals the wide choices researcher 
have when it comes to selecting outcomes. In an investigation of 2,000 schizophre-
nia trials presented in the British Medical Journal, over 600 different rating scales 
were identified.

Measurement selection can be a major source of contradictory trial results. For 
example, two studies evaluating the same experimental drug for the treatment of 
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patients with a heart attack, but using different measurements, could end up with 
different results. In one trial the primary endpoint is a reduction in overall mortality. 
In the other, the outcome variable is a reduction in irregular and disorganized 
beating of the heart (i.e. ventricular fibrillation). Because of the difference in the 
outcome variable, one trial could report no effect of a treatment, but the other could 
find a significant effect from the same drug. The measurement choice is but one 
more challenge for research designers.

Technological advances also increase the number of options researchers 
have on what to measure in order to determine treatment success. Look at 
cancer, a disease that has received billions of dollars in research support. 
Considering the enormous investment, many feel the results are disappointing. 
It is thought that the reliance on x-rays to determine if a cancer drug worked is 
one of the reasons for the low level of success. If x-rays indicated the tumor had 
shrunk or stopped growing, researchers assumed that the drug was working. 
However, it turns out that in some cases tumor size does not matter all that 
much. Attention is now on new methods (e.g. magnetic imaging, computer 
tomography and blood tests) to better tell what is actually happening to a can-
cerous growth.

In most research, investigators select a primary outcome measure and some sec-
ondary measures as well. For example, in an assessment of treatment for  pulmonary 
edema the primary assessment could be a clinical score based on the shortness of 
breath a patient experiences due to fluid accumulation in the lungs. The secondary 
measurement might be the number of times a patient had to have a tube inserted in 
the trachea to improve breathing. Given that there are innumerable measurement 
choices to assess pulmonary edema (one study identified 21 different outcome meas-
urements that could be used) there are many choices available to a research team. 
Depending on the choices made by different researchers, the effectiveness of an 
experimental treatment could vary significantly.

An example of the confusion that different outcome measures can create is illus-
trated by a trial, which appeared in the American Journal of Psychiatry, comparing 
three treatments for their effectiveness in treating anorexia nervosa. Four outcomes 
measures were used and one, the Global Assessment of Functioning score (GAF), 
was designated the primary test. The GAF found significant differences between 
some of the treatments, but two of the other measurements failed to find any impor-
tant treatments differences at all. The other test, an eating disorder inventory (EDI) 
found a treatment difference, but for only one of four dimensions that made up the 
test. In addition, the treatment differences identified by the EDI were not totally 
consistent with those found for the GAF.

Nonetheless, no matter what measurement a researcher selects, the result for that 
measurement should be accurate. Replication of a measurement is a well-known 
method to insure its accuracy. However, the time pressures and cost of a clinical 
study are not conducive to repeating a measurement to be sure it’s right. Most time 
a single measurement is taken and no attempt is made to repeat it to see if it is in 
fact correct.
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Objective Versus Subjective Measurements

Objective data such as a woman’s weight or a man’s PSA (prostrate specific 
antigen) score are preferred in clinical research because of their reliability and 
accuracy. However, they are frequently more difficult to carry out, and the process 
of collecting objective data is usually more time-consuming and costly. In contrast, 
subjective data are viewed as less objective, and patients can be very erratic when 
reporting subjective information such as how they feel. Experience leads us to 
believe that too many subjects want to tell the investigator what they believe he or 
she wants to hear. On the other hand, they may become totally silent when it comes 
to information about personal experiences they deem embarrassing or detrimental 
to a healthy life style.

Despite the apparent benefits of objective measurement, the real question 
remains – are objective measurements more valid than subjective ones? In some 
cases the answer is no. In many studies the patient’s personal opinions and prefer-
ences are essential in evaluating a treatment and these assessments are subjective 
in nature. Take the treatment for osteoporosis where the objective bone density test 
is often viewed as the definitive way to measure bone mass. If a treatment was 
shown to increase bone density, but patients didn’t report any gain in their daily 
lives such as less back pain or fewer fractures, should the treatment be considered 
a success? Bone density might not be the critical factor that signals the effects of 
osteoporosis for a given patient. While the objective measurement may well indi-
cate treatment success, the subjective measurement may be the more appropriate 
assessment. No question, relying on objective tests alone can mean a study will end 
up with an impressive quantitative answer, but it might not be the answer to the 
more relevant question regarding the ultimate effectiveness of the treatment from 
the patient’s perspective.

In addition to measuring major efficacy variables, collecting safety data is 
vitally important in clinical trials. Safety information comes from two primary 
sources – laboratory rests and patient reports. The objective laboratory tests, 
based on urine and blood samples from subjects, provide invaluable data on how 
the drug affects the functioning of organs such as the kidney and liver. On the 
other hand, there aren’t standardized tests for side effect information. Patient’s 
volunteer the information and that means much of what they report are subjective 
personal assessments.

Unfortunately, there is also no standard way to collect information on patient 
reports about a drug’s harmful adverse effects. A researcher can accept volun-
teered statements by subjects, they can specifically ask if the subject is encounter-
ing any side effects, or they can use a check list to record specify types of side 
effects. Furthermore, just the presence of a side effect may be noted or the degree 
of the side effect can be required. The many variations for recording adverse 
events produces large differences in the incidence of side effects for the same drug 
from one study to the next. Sadly, even the method to chronicle adverse experi-
ences used is too often omitted when researchers publish their clinical trial results. 
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The journal Controlled Clinical Trials published a survey of rheumatoid arthritis 
trials conduced from 1959–1984 and noted that the method to record side effects 
was not mentioned in over 50 percent of the trials. That dismal result is probably 
not a whole lot better today. Given he current state of affairs, it’s not reasonable to 
know what the side effect incidence figures mean based on reports produced for 
too many clinical trials.

Timing

When to take measurements may, on the surface, look like an easy question to 
answer. Experimental designs require measurements to be made before, during and 
at the end of the treatment period. But, in reality, “when” may be a very difficult 
question for the research team and one that could have major repercussions on the 
soundness of medical research projects. Timing of measurements is based on pre-
determined endpoints specified in the protocol. When a drug’s action on the various 
assessment made in a trial are not fully understood, the time specified in the proto-
col may be too early or too late. In either case vital information is lost and incorrect 
conclusions is a likely result.

There are treatments that have a long latency before their effect is demonstrated 
in a patient. Cancer treatment offers a good example since the emergence of a 
good effect may take several years before it is apparent. Failure to continue treat-
ment and make assessments for at least two years may well miss a useful thera-
peutic agent.

This timing issue is also a concern when it comes to patient safety. It may take 
months or even years before there is recognition of a very harmful drug-related 
side effect. For instance, with many chemotherapeutic agents, fertility problems 
can be a delayed side effect. However, due to cost and time constraints, clinical 
trials are not long-term ventures. As a consequence, there is an obvious disconnect 
between finding unusual side effects that could be lethal and the length of clinical 
trials. The consequences of this discrepancy is one of the greatest challenges fac-
ing the medical research enterprise.

It is important to point out that frequently research teams develop a model 
to test drugs for the same indication. The model uses the same assessments 
that are taken the same way and done on a set schedule. There are many sound 
reasons to praise this approach. Repetition reduces errors, increases perform-
ance and provides a reasonable basis to compare different drugs that go 
through the process. However, there are drawbacks. Flaws in the design of the 
basic model are repeated over and over. Furthermore, a novel drug may be 
unfairly penalized because the standard assessments fail to pick out its advan-
tages. The reverse can also be true. Due to a standard schedule of safety tests 
and observations, that is carried out too infrequently, negative effects can be 
missed repeatedly.
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Surrogate Measures

A surrogate measurement is one that replaces the clinically meaningful endpoint 
because it is thought to be a suitable alternative. In an experimental study there is 
always a major clinically important outcome that is the primary measurement in the 
trial (e.g. preventing a death, curing a disease or eliminating an infection). Typically, 
the primary endpoint matters most to the patient, but it takes a long time to appear. 
A surrogate endpoint measurement is expected to reflect the state of the primary 
endpoint. For example, a test confirming an antibody response to a flu vaccine is a 
surrogate endpoint for the primary outcome, prevention of flu. Substituting surro-
gate measurements for primary outcomes appeals to researchers because they allow 
shorter and smaller trials.

If researchers wanted to do a clinical trial to see if a new drug could reduce the 
incidence of deaths from a stroke, they would face an onerous task. The number of 
subjects needed would be very large; the length of the trial would be very long. The 
delay in completing the trial would also deny patients access to an exciting and 
promising new therapy. A way out of this dilemma is to use a surrogate rather than 
the primary measurement, stroke. Keeping the blood pressure under control reduces 
the risk of a stroke so blood pressure is an acceptable surrogate measurement. 
Typically, a blood pressure study would involve less than 100 patients could last 
only two or three months. A stroke study on the other hand would require four or 
five thousand patients and take four or five years. The alternative of using blood 
pressure rather than stroke as the endpoint is quite appealing in this setting.

Today blood pressure is considered a surrogate measure for a number of other 
illnesses related to heart and blood vessel abnormalities. It hasn’t always been that 
way. Back in the 1960s, whether it was worth medicating people who had a mild 
or even a moderate elevation of blood pressure, was in question. Ten years later 
the results of various clinical trials provided convincing evidence that lowering 
blood pressure prevented heart attacks and saved lives. Finding drugs that keep the 
blood pressure in check is one of the greatest success stories in clinical research.

However, introduction of a surrogate measurement requires precise knowledge 
of its relationship to the primary outcome. Without careful selection, it could skew 
the entire study if it proves not to be a valid endpoint. Also, since a surrogate meas-
ure reduces the size and length of a clinical trial, there is less safety data due to the 
reduced incidence of treatment exposure and accumulation of data.

Unfortunately, relying on a surrogate measurement can indeed fail. First, as sug-
gested, the surrogate may not be a valid endpoint – it doesn’t measure what scien-
tists think it is measuring. An example of what can go wrong was brought to the 
attention of cardiologists by articles in the New England Journal of Medicine on the 
cardiac arrhythmia suppression trial. It had been hypothesized that suppressing 
irregular heart rhythms (i.e. an arrhythmia) would reduce the rate of death in 
patients who had had a heart attack. The primary endpoint was avoiding a heart 
related death and the prevention of abnormal heart rhythms was the surrogate measure. 
Researchers designed a brilliant trial to test the surrogate by including measurements 



70 8 Measurements – They’re Never Exact

for both the surrogate and the primary end points. The treatments included placebo 
and three drugs that had been marketed because they controlled irregular heart 
rhythms. The subjects were patients who survived a heart attack, but now had 
irregular heart rhythms so their lives were at risk for further attacks.

The study came up with a startling finding. Early into the trial, two of the “effec-
tive” drugs turned out to be associated with more deaths than the placebo treatment. 
The death rates were almost double and, understandably, the two drugs were 
removed from the trial. Eventually it was also discovered that the third drug was 
associated with more deaths than the placebo. The active drugs had their expected 
effect and abnormal rhythms decreased, but, the drugs also had secondary effects 
on the heart and they led to an increase in overall deaths.

Another surrogate, used in HIV (Human Immunodeficiency Virus) trials, didn’t 
work out either. A blood cell type (CD4) is present in patients with HIV and cell 
counts could be readily measured from a blood sample. It made biological sense to 
use the CD4 counts as a surrogate since CD4 cells helped fight infections. If there 
were low counts, it implied that the disease was overwhelming the body’s defenses. 
In the end however, CD4 counts did not accurately predict the effect of treatment 
on the ultimate endpoint – time till death.

When they work, surrogate markers represent a fantastic tool in clinical research. 
They provide a result about a drug’s effectiveness that is obtained sooner, at less 
cost and with less inconvenience to the subject than the true endpoint of interest. 
However, they can be inappropriate substitutes and when that happens the penalty 
is severe: incorrect results and conclusions. In addition, an ironic drawback of a 
surrogate is that one of its strengths becomes a liability. It reduces the size and 
length of a clinical trial, but that means there is less safety data due to the reduced 
drug exposure.

Composite Measurements

A composite measurement combines multiple endpoints into a single measurement. 
There are several benefits to using composite measurements. Visualize a research 
effort in which the ultimate endpoint is a reduction in deaths. It will take a long time 
to accumulate enough deaths so there would be a valid test of effectiveness. 
Researchers can design a shorter trial by creating a composite endpoint that counts 
subjects who have outcomes that relate to the same basic problem. For example, a 
cardiac death, a heart attack and hospitalization for a heart-related event all related 
to an abnormal heart condition. In a trial of a treatment intended to protect patients 
from adverse cardiac effects, a subject who experienced one of these events would 
be counted as a treatment failure.

The use of a composite endpoint is risky because it is based on an assumption 
that may not be true. The assumption made is that all the components of a compos-
ite are equally relevant. But this is not always the case. A death is at a different level 
of importance than a non-fatal event such as a hospitalization. In fact, it is rare 
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when all components of a composite endpoint are of equal importance. As a result, 
unless the composite and all its elements give a relatively consistent finding there 
is an interpretation problem. If there is an inconsistency, the result for the compos-
ite could be misinterpreted to mean that it applies to each of its element, but that 
may not be the case. To avoid this trap, each event type could be analyzed sepa-
rately, but that raises its own set of problems. It creates a problem of multiple test-
ing in the statistical analysis which is discussed in a later chapter. It also raises the 
question of why create a composite if each event is going to be analyzed separately 
anyway?

Measurement is never exact; observations and inferences drawn from them are subject to 
various errors. (K. Rothman, Annals Internal Medicine)

Measurement decisions play a critical role in designing clinical trials – this fact 
cannot be undervalued. It’s not unusual for investigators to have a number of 
choices, but whether few or many, the choice they make may spell the difference 
between showing a new agent is effective or ineffective, safe or unsafe. This kind 
of inconsistency should make anyone hesitant to accept the results from any one 
clinical trial because another trial that uses different measurements may come up 
with a conflicting result.
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Chapter 9
Bias Control – A Closer Look at Blinding 
and Randomization

Abstract There are many uncontrolled factors in clinical studies and, in order to 
make sound treatment assessments, researchers need to impede their influence. 
The two pillars of the clinical trial that deter bias are blinding and randomization. 
Blinding keeps the subjects and researchers honest by concealing the mediation 
a subject takes and randomization is designed to produce equivalent treatment 
groups. But blinding isn’t fool proof – treatment identification may be exposed 
to researchers and/or subjects because of the unique action (e.g. dry mouth) of a 
drug and there are also many examples of deliberate attempts to un-blind clinical 
studies. Without randomization researchers would decide who gets a new treatment 
and who gets a control treatment t (e.g. placebo) and those choices would almost 
assuredly biased a study’s results. Allowing treatment assignments to be made by a 
random process is a major way to overcome that possibility, but, there is no guaran-
tee that randomization has succeeded in creating unbiased treatment groups.

Keywords Bias • blinding • equivalent groups • randomization • treatment 
code concealment

Many people believe they can tell if a treatment is any good just by trying it. They 
certainly know if it is helping them or causing a problem. If this were true, all 
researchers would need to do is give the experimental treatment to people and keep 
track of what happens to them until a trend is established. That logic is simple and 
easy to follow. But, it’s not sound reasoning. How patients respond to medications 
is complex and can be effected by little known or even unknown factors so investi-
gators can be easily fooled by merely giving a drug and relying solely on patient 
evaluations. To counter the many uncontrolled factors and in order to make sound 
treatment assessments, researchers need to build in ways to subdue the factors that 
could bias the study.

No question, the two pillars of the clinical trial that serve to limit bias are blinding 
and randomization: The goal of blinding is to keep the subjects and researchers 
objective by concealing the medication a subject takes while the purpose of rand-
omization is to produce equivalent treatment groups.
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Blinding

Blinding means more than just keeping the name of the treatment hidden. In a double 
blind trial, the treatments must be identical in every way so neither the patient nor the 
researcher is aware of the treatment assignment. Patients may well see the treatment 
being given to patients in the other treatment group(s), and the appearance of the drug 
used in the study could give a clue to its identity. Differences in taste, smell, or mode 
of delivery may also influence patient response, so these aspects should be identical 
for each treatment as well. It’s been shown that even the color of a medication can 
influence efficacy so the treatments must also be matched on color.

When using a placebo control group the experimental medication and the placebo 
are prepared to they look and taste exactly alike. However, if the study is designed 
to test two active medications, it may be necessary to use the “double dummy” 
method to achieve blinding. For example, if researchers want to compare two medi-
cines, one that comes as a green tablet and one as a pink capsule, they could also 
prepare green placebo tablets and pink placebo capsules. Now the subjects in one 
treatment group take a green active tablet and a pink placebo capsule. The other treat-
ment group receives the pink active capsule and the green placebo tablet.

Another problem researchers need to overcome is the possibility that an active 
drug will produce a unique reaction (e.g. dry mouth). Subjects who experience that 
reaction and associate it with the active drug have clearly broken the blind. Subjects 
may also recognize a ‘medicated’ state, particularly when they have received an 
active drug in the past. Definitely, protecting the blind in a clinical trial can be 
formidable task. In antidepressant research, a review article in the Journal of 
Nervous and Mental Disease speculated that the results in favor of an active drug 
may be due entirely to biases linked to unblinding.

If a subject inadvertently breaks the blind, the harm is more likely to affect 
observations reported by the subject. Consequently, the frequency of adverse reac-
tions, which are usually based on self-reported complaints, may be biased more 
than an objective measurement such as the subject’s weight. It is also believed that 
the blind is easily broken in psychiatric drug studies because these drugs have spe-
cific adverse effects (e.g. dry mouth, constipation and sexual dysfunction). The 
results of a review done in 1993 by scientists at the SUNY Health Science Center, 
Syracuse, NY offers strong evidence that blinds are vulnerable in psychiatric 
research. Twenty of the 23 psychotropic studies examined, produced evidence that 
both clinicians and patients knew well beyond chance whether real drugs or 
 placebos were being administered.

Patient feedback to an investigator can also defeat blinding. Even if the clues 
given off by a drug are subtle, without realizing it the investigator may become 
aware of the treatment a subject is on. For example, the effects produced by an 
active medication may clearly expose its identity when there is a clear sign (e.g. 
flushing) present in a large proportion of the cases taking an active drug, but absent 
among the placebo-control subjects.

Researchers, aware of the unique reaction problem, can try to retain the blind by 
adding a chemical to the other comparison agent so that it also causes the same 
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reaction. This method helps retain the double blind, but it does alter the control 
preparation. It’s probably a wise trade-off, but one shouldn’t lose sight of the fact 
that the ingredient added to the placebo medication may have other properties that 
could influence the way people react.

It thus emerges that the double-blind trial is in itself no guarantee of absolute reliability 
and uniformity of results. (P. Martini in J. Klotter, Townsend Letter for Doctors and 
Patients)

Some research advocates take blinding to a new level by introducing the notion of 
triple blinding. With triple blinding the statisticians in charge of the data analysis 
are also blinded so they only know there is a treatment A and a treatment B, but A 
and B are not identified. The rationale in this instance is that statisticians have a 
number of options, when it comes to choosing and performing the statistical analysis, 
and knowledge of the treatments can result in biased decision-making.

History

Blinding is not a new concept – it has a rich 200 year-old history. Benjamin 
Franklin introduced blinding in the late 18th century to test claims made for 
Mesmerism, a treatment based on the belief that magnetism could heal people.

The adoption of blind assessment as a regular part of drug testing is linked to the 
19th century struggle between mainstream medicine and alternative approaches 
such as homeopathy. Mainstream medicine held the high ground. It was generally 
believed that their medicines worked so they did not have to produce prove that they 
were effective. But, that meant the more “unorthodox” sciences had to show that 
their agents were effective as well. Consequently, advocates of homeopathy 
 remedies decided it would be important to test their medicines against inactive 
preparation in a blind fashion. The results of one of the earliest and most carefully 
designed experiments using this approach appeared in an 1880 homeopathic jour-
nal. The study compared sugar pellets containing a miniscule amount of a homeo-
pathic product against pellets without the homeopathic agent. Physicians, 
knowledgeable about homeopathy, served as “provers”, they would take both 
preparations and see if they could tell which one contained the active homeopathic 
agent. A minister who also served as a Bowdoin College professor coded and dis-
pensed the test preparations. The trial originally planned to use 100 provers, but just 
25 turned up on the day of the test and in the end only 9 rendered a choice as to 
which preparation had the active material and which one didn’t. In every single case 
they were wrong. Conventional medicine supporters couldn’t be more pleased and 
noted that the negative result did not come from the opponents of homeopathy; it 
came from its adherents. Nevertheless, by 1900 homeopathic medicine had adopted 
blinding as a routine procedure for evaluating its products.

In modern times, 1954 is often used to mark the time when belief in the use of 
the double blind method took hold in medical research. That year an influential 
physician, and the organizer of a medical conference on how to evaluate new 
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drugs, presented a paper that showed that in a double blind study there was no 
difference between an active drug for angina and a placebo. That result contra-
dicted a previous unblinded study showing there was an effect by the identical 
drug. In this case, it is clear that the prestige of the conference leader carried the 
day; the drug was considered ineffective and study blinding was seen as a critical 
component of clinical research.

Blinding is important – even essential – but it is not always possible. An authority, 
no less than the National Cancer Institute, notes that in a trial comparing surgery 
with cancer chemotherapy, blinding would be impossible. Think of a study to test 
a new surgical technique that is compared to the current choice of treatment which 
relies on drug therapy. You can blind the medication by having one group take an 
active preparation and the other group identical-appearing placebos. It’s true that 
sham surgery could be instituted as well, but then the trial would totally fail ethical 
standards. Subjecting a subject to the risks of anesthesia only increases the ethical 
burden. Needless to say, the risk of major surgery for those who don’t need it rep-
resents irresponsible professional behavior.

Fortunately, some types of sham surgery represent minimal risk to subjects as 
illustrated by the following example that appeared in the New York Times. Operating 
on an arthritic knee had become an accepted practice to relieve the pain patients 
experienced. There were theoretical reasons to believe that the knee operations 
would relieve the pain and many patients reported relief after their operations. In a 
clinical trial to test this assumption, patients suffering from an arthritic knee were 
given either a real knee operation or a sham one where they were sedated, but only 
skin incisions were made. A physician, other than the surgeon, made the treatment 
assessments. As a result, the patients and those assessing them were blinded. 
Outcomes, assessed over a two-year period, showed that at no time did the group 
receiving the true surgery do better than those who had the placebo procedure. 
If anything, the results were worse for those having the real surgery. The research 
was invaluable; it showed that a costly procedure was useless.

Randomization

One way to avoid an unfair result from a clinical study is to assign subjects to the 
control and treatment groups so any inequality between the groups is minimized. 
Today the most (and for some the only) acceptable method to do this is to use a 
random process to make the treatment assignment. In a randomized trial the sub-
jects don’t get to choose what group they will be assigned to, and neither does the 
study team. They are assigned to either the control group or the experimental group 
on the basis of chance. To accomplish this researchers rely on mathematical devices 
that produce the random allocation. Perhaps the most common method is to use 
random numbers that are generated by a computer. In this method, patients are 
assigned a random number after they are admitted to a trial. Odd numbers could 
place the subject in the experimental group and even numbers in the control group. 
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The first random number on the list applies to the first individual entering the study, 
the second number the second person, etc. Thus, if the first two numbers were 37 
and 84, the first subject would be in the experimental group and the second one in 
the control group.

The history of randomization is a bit murky. It includes early descriptions, unsub-
stantiated claims and the application of a transitional approach called alternation. In 
the 17th century a Flemish physician wrote that between 200 and 500 poor people 
that have fevers, pleurisy, and other such diseases should be identified and then 
divided in half. By lot, half of them would fall under his care where there was no 
blood letting. The other half would go to another physician who practiced blood 
letting. The “contest” would be decided by who had to attend fewer funerals. 
Unfortunately, his challenge was not accepted so in medical annals our Flemish doc-
tor can not get credit for being the first to use randomization in medical research.

Bloodletting again appears in what may be the earliest account of using an alter-
nating treatment assignment method. An 1816 doctoral thesis at the University of 
Edinburgh describes how patients were allocated to three military surgeons. There 
were 366 soldiers requiring treatment and they were assigned alternatively to the 
physicians. The soldiers received equivalent care, but one of the physicians prac-
ticed blood letting as part of his treatment and the others didn’t. The blood-letting 
physician wound up with 35 deaths compared to an average of 3 deaths for the other 
two physicians who did not practice blood letting. The amazing result was so strong 
it did not require a sophisticated statistical analysis to be convincing.

A 1918 report by the German scientist, Adolph Bingel, described his investiga-
tion of an old versus a new serum for diphtheria immunization. The research started 
out poorly – almost all patients were given the active serum. Fortunately, Bingel 
revised the study and substituted an allocation process called alternation whereby 
alternative subjects received either an active or a control serum. This trial is also an 
early example of the use of blinding. The pharmacy prepared the control serum so 
it was indistinguishable from the active serum and apparently the deception worked 
because the staff could not detect a visual difference between the two treatments. 
Furthermore, other physicians on the ward who were not involved in the study, were 
asked their opinions of a patient’s outcome without telling them what treatment a 
patient received.

The study most often cited as ushering in the use of randomization as we know 
it today was a 1948 trial by the British Medical Research Council. The trial was a 
test to see if the drug Streptomycin could cure tuberculosis. Whether a patient 
would be treated by Streptomycin or not was made by reference to a statistical set 
of randomly generated numbers. The details of the numerical series were unknown 
to any of the investigators or others medical staff. The treatment group for a subject 
was contained in a set of sealed envelopes, each bearing on the outside only the 
name of the hospital and a sequential number. After acceptance of a patient, and 
before admission to the study, the appropriate numbered envelope was opened. The 
card inside noted if the subject was to receive Streptomycin or the control agent.

A good method to see the value of randomization is to compare the results of 
randomized versus nonrandomized clinical trials for the same indications and 
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treatments. These days randomization is so well established that it’s hard to locate 
examples where the same drug is tested in both randomized and non-randomized 
trials. However, in an article evaluating clinical trials that appeared in the Journal 
of the American Academy of Dermatology, the authors noted that non-randomized 
studies were much more likely to show larger treatment differences than rando-
mized trials. And those positive results for non-randomized trials were more 
likely to be repudiated at a later time. A typical example cited in the article 
involved a claim that a cancer drug, azathioprine, could reduce the dose of ster-
oids necessary to treat skin blisters. Several non-randomized studies supported 
that belief. However, a randomized trial of the drug showed that it had zero or at 
best negligible effects.

Due to a lack of head to head comparisons, analysts use an alternative way to 
investigate the effect of randomization. They look at the results of randomized trials 
compared to those from exploratory trials where randomization was impossible. In 
2001, an extensive analysis appeared in JAMA and found that non-random alloca-
tion studies over-estimated as well as under-estimated treatment effects. However, 
the over-estimation was on average quite a bit higher than the under-estimation 
indicating that lack of randomization, on average, exaggerated treatment effects. 
A second investigation, published in 2006 in the American Journal of Epidemiology, 
scrutinized randomized clinical trials versus case-control and cohort studies that 
investigated the same treatment comparison. All tolled, there were 45 treatment 
comparisons involved and a total of 240 randomized trials and 168 exploratory stud-
ies. There was a high correlation between the randomized trials and nonrandomized 
studies in their estimates of what treatment did better. However, the randomized and 
nonrandomized studies often disagreed substantially on the size of the difference. 
Larger treatment effects were more likely to occur in the nonrandomized studies 
supporting the JAMA finding that non-randomized studies bias results by overesti-
mating a treatment effect.

The concept of randomization may sound straightforward, but it is not all that 
easy to describe to prospective subjects. This observation is supported by an  amazing 
review of researcher’s explanation of the concept to parents, whose children were 
potential subjects in a randomized clinical trial. The review appeared in a 2004 
article in JAMA. In 137 sessions involving written and oral explanations, half of the 
parents still did not understand randomization. Some of the problem clearly had to 
do with the physician’s explanation of the concept. Here are two examples of what 
was said:

The computer will assign him a regimen and they will pick it instead of me. Cause I don’t 
know which one of these things is the best.
 And then she would get randomized by a computer to be on one of those four arms. And 
we don’t decide. It’s the computer who decides.

Clearly parents were confused.
Preoccupation with randomization’s goal, group equivalence, is a legitimate 

concern for the conscientious researcher. It has been shown that imbalances can 
exert a strong influence on the observed result of a trial. However, it appears some 
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researchers never check to see if the groups are, in fact, comparable. It is also 
 disconcerting to learn that published clinical trial reports that claim to be rand-
omized, tend not to report the randomization methods. According to the review in 
the American Journal of Epidemiology mention previously, only about one in three 
trials provide an adequate description.

There is also concern that investigators are not sufficiently diligent when it 
comes to concealing the treatment assignments for a study. This uneasiness is rein-
forced by the revelation that too many publications fail to include a description of 
the allocation concealment method. A 2005 review in the British Medical Journal 
examined clinical trial reports appearing in various medical journals and found that 
40 percent of the time, the description of the concealment procedures was absent or 
inadequate.

An imposing article in JAMA revealed many examples of deliberate attempts to 
expose the treatment code. Envelopes that contained the treatment designation 
were held up to the light by researchers to reveal the code. If the code was in an 
opaque envelope, special lights available in the radiology department, were used to 
find the treatment assignment. The ransacking of an office of the person holding the 
code has also been documented. In addition, the code can be broken by securing 
one pill from a subject and having it analyzed for its chemical properties.

Patients themselves wonder about the treatment assigned to them. Some may try 
to find out the treatment group they’re in by opening and tasting the capsules 
thereby nullifying the protection of the double blind. Obviously, code concealment 
fails on an individual subject level when the blind is broken. It is not surprising, 
therefore, to find that investigators have been asked to provide detailed reports on 
the steps they took to blind studies, including results of analyses they used to detect 
if the blind was broken.

The unblinding of a trial by investigators may be for no better reason than their 
wanting the trial results to confirm their personal beliefs about the test treatments. 
Another reason is to insure they obtain the result the study’s sponsor want so the 
researcher will be used for future trials. They may also just want a certain patient 
to benefit from the active treatment and avoid the possibility the person would be 
assigned the control treatment. Still, invalidating a trial by exposing the randomiza-
tion schedule or unblinding it is a disheartening judgment about the integrity of 
researchers, others on their staff or the subjects who commit these acts.

Patients may also be inappropriately randomized into clinical trials because of 
human error. Often study personnel work in chaotic clinical environments. Many clini-
cal trials involve acutely ill patients who require urgent interventions. Determination 
of patients’ eligibility for inclusion in these studies must be made quickly with consent 
and randomization arranged expediently. In these settings, patients who do not meet 
the predetermined eligibility criteria may, nevertheless, be included in the trial. In addi-
tion, simple misunderstandings or inadequate interrogation may also allow unaccept-
able patients to enter a trial.

In spite of randomization, treatment group equivalence can also be suspect 
because the data from some subjects may be unusable. Subjects may drop out of a 
trial because they no longer wish to or can no longer participate. The researcher 
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may also have to expel subjects who do not comply with the protocol requirements 
such as failing to take the study medication, taking drugs that invalidate the required 
assessments or not showing up for critically important examinations and tests. 
Consequently, the dropouts and incorrectly admitted subjects can cause a satisfac-
tory treatment allocation to become unbalanced and biased in favor of one treat-
ment or the other. This problem of unqualified subjects and those with inadequate 
data also becomes a major concern when it comes to the statistical analysis of the 
study data. Options on how to deal with this situation are presented in a later chap-
ter on analysis issues.

There is no way to guarantee that the randomizing process for subjects has created group 
equivalence on all relevant unforeseen variables. (M. Walizer, Research Methods and 
Analysis Searching for Relationships)

In concluding this chapter, it should be emphasized that randomized and blinded 
clinical trials are essential to good medical research practice. They are the best insur-
ance for gathering unbiased evidence about new medical treatments. However, the 
most methodically rigorous trials may still not completely eliminate bias. Problems 
such as intentional or unintentional unblinding, randomization schedules that do not 
produce equivalent groups, and unconcealed treatment allocation assignments can 
occur and cause misleading results.
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Chapter 10
Utility – Are Clinical Trial Results Useful?

Abstract The utility of a trial raises the question – how broadly can the study 
results be applied? Researchers create very strict requirements for selecting trial 
participants and then they demand that they follow very exacting procedures 
during the study. These steps make sense – they optimize the effectiveness of a 
treatment, but, they also have an undesirable downside. The results only apply to 
those specially selected subjects – and that most likely will be a tiny proportion of 
the patients in the more broadly based society. Furthermore, only volunteers who 
give their written informed consent can become research subjects, which has a 
crippling effect on the usefulness of all clinical trials. The results of a clinical trial 
may not apply to the people unwilling to take the risks inherent in a clinical trial. In 
addition subjects often have to be recruited and each recruitment method (newspa-
per advertisements, appeals by the investigators, payment offers, etc.) may draw a 
unique set of people. In fact, it’s possible to describe most volunteers as the “UN” 
people. They tend to be unemployed, uninsured, unhealthy and unselfish.

Keywords External validity • generalizability • informed consent • subject 
selection • study volunteers

At its best a trial shows what can be accomplished with a 
medicine under careful observation and certain restricted 
conditions. The same results will not invariably or necessarily 
be observed when the medicine passes into general use. 
(A. Hill in R. Horton, Statistics in Medicine)

The utility of clinical trials raises the question: how valuable are the results from a clinical 
trial? What is the worth of a clinical trial that generates correct answers if that informa-
tion isn’t useful? How good are the results of a clinical trial if they do not apply to a broad 
range of settings and situations? Are the results relevant to many different kinds of people 
and locations or are they confined to a narrow range of people and places?

We know that clinical research uses a sample to tell how well a medical treat-
ment will work. If the sample is composed of very diverse people, the results apply 
to a broad population. If the sample is very homogenous, then the results apply to 
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a smaller and more restrictive set of people. In theory, enrolled clinical trial subjects 
should adequately represent a trial’s target population. In other words, if two-thirds 
of the patients with the illness under study are females, the recruitment process 
should end up with that approximate male:female ratio. Inferring results to groups 
other than those participating in a clinical trial should not be done without consider-
able thought, rational and supporting evidence.

In the academic world, the term “external validity” is used to refer to the utility 
of a study and the term “generalizability” is frequently used as well. I prefer a 
more descriptive term – usefulness. No matter what term is used, the place to begin 
this discussion is with the composition of the type of subjects who participate in 
clinical trials.

Volunteers

Let’s begin the discussion on volunteers with a simple but critical question: who 
would be willing to participate in a medical research experiment? The answer 
raises a conspicuous problem that has a crippling effect on the usefulness of all 
clinical trials. Only volunteers become research subjects. The millions of people 
who do not wish to accept the risks associated with a clinical trial never participate 
and the results for clinical trials can never directly apply to them. This restriction 
wouldn’t matter if informed volunteers were like everyone else, but that’s not 
necessarily the case.

Much of the research on the type of individual who volunteers for clinical 
research comes from early trials that use healthy individuals. The aim of these 
early investigations is to get a better understanding of the clinical pharmacology 
of new drugs – i.e. how do people’s bodies react to a drug. Investigations about 
the uniqueness of volunteers consistently report that volunteers are a special set 
of individuals. Even though not all of the research is current, the findings are 
nevertheless impressive. A 2003 article in Perspectives in Biology and Medicine 
reviewed three investigations (two of which occurred before 1970) that looked 
into medical conditions of volunteers who participated in early clinical pharma-
cology trials. The authors concluded that a large proportion of the volunteers had 
a history of psychiatric illness, plus other medical conditions and temperaments 
that differed from the general population. In addition, a report in the British 
Journal of Pharmacology on Dutch student volunteers, also used in clinical 
 pharmacology research, found the volunteers to be more extroverted, as well as 
tolerant, self-confident and optimistic compared to the “average” person.

The results leave a rather confused picture about just what kind of person a 
 volunteer is, but there is a common theme from the research that examined this 
question – volunteers are different. Still, when it comes to usefulness, the finding 
that volunteers and non-volunteers are different is relevant only if the difference 
influences trial outcomes. Readers should keep this qualification in mind as they 
read the rest of this discussion.
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In addition to the early trial in healthy subjects, it is also important to examine the 
larger trials that use subjects with the target illness and ask the question: do these 
volunteers resemble the population they are suppose to represent? To this end, one 
study under the direction of S. Woods, a researcher from Yale University’s School 
of Medicine, compiled demographic characteristics of patients who participated in 
schizophrenia trials. The same information was collected on other patients in the 
clinical population from which the trial participants had been selected. This latter 
group represents the target population. When comparing the two groups, the partici-
pants in the clinical trials differed substantially from the non-participants. There was 
a larger proportion of trial participants who were male and had never married. Since 
these factors were associated with relatively poor treatment outcomes, it is possible 
that the trial results had a bias. The subjects participating in the trials also had a 
higher proportion of three other characteristics. Compared to the non-participants 
they were younger, more likely to be high school graduates and have full time jobs. 
This time those three traits were associated with better treatment outcomes so again 
a biased result was likely, but this time the bias was in the opposite direction.

A second report in the journal Advances in Psychiatric Treatment also dealt with 
psychiatric research and it noted that people with certain demographic characteris-
tics were harder to recruit. The principle traits that adversely affected recruitment 
were age, gender, race and residence. More specifically, people who are older, 
male, non-white and living in an urban setting tend to be under-represented in psy-
chiatric research according to this article.

Recruiting Subjects

Volunteers willing to join a clinical trial still have to be recruited. There are many 
ways to do this and not surprisingly, each method has a bearing on the usefulness 
of a trial. Investigators may use advertisements, post information about the trial on 
a Website, utilize their institution’s database of potential volunteers, contact col-
leagues and ask for their support, approach their own patients or use the services of 
professional recruiting agencies. They could also seek subjects by contacting other 
sources such as employees where they work or students at a medical school or a 
nearby college.

The usefulness problem in this instance has to do with the methods employed to 
attract (some believe the word should be coerce) subjects. Each method can favor 
one type of subject over another. That preference can distort a clinical trial sample 
so it fails to represent the target population. For example, a popular inducement, 
especially in the clinical pharmacology-testing phase, is money. People motivated 
by a financial inducement are more likely to be poorer than the general population 
and that also translates into a larger proportion of younger people volunteering and 
participating in these early clinical trials.

Researchers who approach their own patients or employees at the institution 
where they work to join their medical trial can apply a great deal of pressure on 
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these individuals. Even if the doctor assures them that participation is their choice, 
they may fear rejection if they fail to sign-up. It is felt that women are more vulner-
able to this kind of inducement than men and, if true, these trials can end up with 
an excessive number of women. Another source of pressure comes from profes-
sional recruitment organizations, employed to recruit volunteers. The recruiting 
agency earns its money based on the number of people they enroll and they can be 
quite forceful in convincing people to become subjects. Giving in to pressure is 
frequently seen as a function of immaturity. Hence, people who join a trial as a 
result of a recruitment organization are frequently young and tend to tilt the distri-
bution of study subjects in that direction.

People who are seriously ill often search out clinical research studies and try to 
become subjects. If they have limited financial means, this may be their only 
chance to obtain treatment for their particular illness. For example, people with a 
condition such as AIDS may find participation in a clinical trial an especially 
appealing opportunity. A clinical trial relying on this incentive for their subjects 
will end up with a lopsided number of subjects in poor health.

The Internet has opened up new avenues for both researchers looking for sub-
jects and patients looking to become subjects. For example, the NIH has a site 
where healthy volunteers can register their names so they can take part in clinical 
research studies. Pharmaceutical companies, universities and hospitals all support 
sites on the Internet that lists experimental studies that may be of interest to poten-
tial subjects. The people who actively search out and find clinical trials are more 
assertive, concerned about their health and competent (computer literate anyway) 
than the “average” citizen. They may well be overrepresented in clinical trials. On 
the other hand, patients who do not speak English and who cannot afford a compu-
ter will almost certainly be under represented in clinical studies.

Advertisements in newspapers or on the radio are frequently used to obtain 
 volunteers for the large-scale phase III trials. This approach tends to attract better-
educated people who may maintain better healthcare practices. Thus, using this set 
of subjects also becomes a problem since any study findings would apply more 
particularly to this special segment of society.

Based on recruiting strategies it’s tempting to describe volunteers as the “UN” 
people. They tend to be unemployed, uninsured, unhealthy and unselfish. If 
you’re not working and don’t have health insurance, a clinical trial may be quite 
attractive. Unfortunately, the unemployed and uninsured combination may also 
mean subjects are in poor health generally. On the other hand, individuals may be 
motivated to join a trial for commendable reasons. They believe their service will 
help find cures or alleviate suffering. Their unselfish, altruistic justification also 
means they are likely to be especially good research subjects. They may accept 
all protocol restrictions and their behavior increases the chances of a positive 
result. However, too many subjects like this can also create a bias because such 
dedication is lacking in the general population. Any thing that causes the sample 
chosen for a clinical trial to be different from the population of interest reduces 
study usefulness and should be considered when interpreting the findings from 
clinical research.
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The complexity of a clinical trial can also be a major issue when it comes to the 
usefulness question. Individuals who will participate in a clinical trial must first 
give informed consent, which is obtained by their reading and signing a document 
describing the study and identifying the risks a participant will face. It’s been found 
that the informed consent documents frequently contain language far too difficult 
for many people to understand. One investigation, published in the New England 
Journal of Medicine, looked at medical schools doing clinical research. It was 
found that the average consent form was written at a 10th grade level. However, 
about 50 percent of adults only read at the eighth grade level. Certainly, in this set-
ting, if the educational training of potential subjects is weak, the chances they can 
understand a consent form is questionable. Technically, people who do not under-
stand the risks of a clinical trial should not be allowed into a trial. However, safe-
guarding the informed consent requirement by eliminating subjects who do not 
truly understand the dangers of a clinical trial, threatens the usefulness of a study. 
Conversely, omitting a group of people based on their reading and comprehension 
levels, would also reduce the usefulness of clinical trials.

Trial Design

Recruitment and volunteerism are not the only usability issues. A major measure 
of usefulness involves comparable performance of a drug in clinical trials and in 
medical practice. In other words, a critical component of usefulness asks the 
question whether the research findings can be generalized to medical practices. 
Usefulness would be high if the effectiveness and safety of a drug, demonstrated 
in a major research study stood up when it entered general use. It is time to take 
a tour of the protocol and identify additional restrictions that end up impeding a 
trial’s usefulness.

The narrow composition of the subjects selected for the trial, the demands on those 
subjects to meet all protocol requirements and the specific way the drug must be 
administered can cripple the usefulness of a study. The strictness set down in a clini-
cal trial protocol can mean the results for a new treatment, obtained from a pivotal 
clinical trial, may not be repeated when that treatment passes into broader use.

As previously noted, medical researchers carefully select a defined group of 
subjects for their trial hoping to limit opportunities for error and end up with a 
group for which the experimental drug will be particularly efficacious. It makes 
sense to place restrictions on study subjects, but there is also a down side. By being 
very strict in selecting subjects, researchers hamper their ability to generalize the 
results of a clinical trial to an array of demographic groups. Often the protocol 
exclusion criteria are so restrictive that the patients who are eligible for a trial rep-
resent only a small proportion of the patients that will be treated when the drug is 
marketed.

Here is an illustration of what can happen when investigators use only highly 
selective subjects. A research team at the Department of Medicine, Duke University, 
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looked at the patients currently having bypass surgery using a special technique and 
published their results in the Journal of the American College of Cardiology. They 
also examined the protocols that were used in the research program that demon-
strated the safety and effectiveness of the surgery. Only four percent of the patients 
currently undergoing the surgery would have satisfied the subject selection criteria 
stated in the research protocols. That means that 96 percent of the patients now 
receiving the technique were at some level of risk because the technique had not 
been proven safe and effective for them.

There are always restrictions on the kind of patient allowed to enter a clinical 
trial, and rejecting complex patients from clinical trials is common. Patients who 
have a condition that could interfere with the demonstration of effectiveness (e.g. 
persons who have a drug addiction) are most unlikely to be accepted into a clinical 
trial. The lack of compliance with the protocol, as well as other complications 
related to the addiction, are understandable reasons for the rejection. Yet their 
exclusion raises an ethical question – why shouldn’t these people have a chance to 
benefit from an effective drug? Shouldn’t all types of patients be able to participate 
in a drug trial even if they risk complicating the demonstration of effectiveness?

It’s also true that the behavior of a private patient is far less restricted than that 
of a subject in a trial. Researchers love subjects who are willing and able to comply 
with the demands placed on them by the protocol, but that behavior is atypical and 
when the drug is used by the more cavalier and less compulsive patients found in a 
typical doctor’s practice, the clinical trial result can be quite different in the new 
setting. Good protocol compliers may be heroes when it comes to clinical studies, 
but they are saboteurs when it comes to study usefulness. If rigid compliance with 
a diet, taking a drug exactly on the prescribed schedule and faithful exercising 
helped a new treatment become successful, all bets might be off when the drug is 
given to less disciplined patients treated by a family physician.

A study protocol carefully controls how experimental drugs are given and what 
other drugs must be forbidden in order to increase the likelihood that the experi-
mental drug will be declared effective. However, this level of control is often not 
reproducible in medical practice. In a physician’s private practice, patients are more 
likely to miss doses, lose their medication, have prescriptions held up by insurance 
companies, stop taking their medication all together and to consume all sorts of 
prescription and non-prescription agents that were forbidden during clinical trials. 
The impact of the new environment can lower or in rare instances raise the effec-
tiveness of a drug established in the more controlled clinical trial. Drug combina-
tions commonly seen in a medical practice can also make patients more or less 
sensitive to side effects and produce a very different safety profile than that reported 
in a protocol-controlled clinical trial.

In a clinical trial, taking the drug on a full stomach or in a fasting state may be 
the way the drug has to be given to reduce troublesome side effects or improve 
absorption of the drug. The protocol dictates this. In general practice however, these 
stipulations may not be understood or honored by the patient. In short, drugs that 
performed well in clinical trials may be unable to meet the challenges of a looser 
environment.
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The usefulness of a clinical trial also depends on whether the outcome measures 
specified in a protocol are clinically relevant. Many trials use surrogate and com-
posite measures which, as indicated earlier, are often misleading indicators and a 
trial using them would have low usability as a result.

Generalizability is also affected by the cost of clinical trials because studies can 
only be run for a limited period of time yet there are many conditions such as dia-
betes, arthritis and high blood pressure that require people to take a drug for a 
lifetime. In these cases, there can be no information gleaned from clinical trials to 
accurately predict what may happen to the patients on long-term treatment.

Trial Setting

An appreciation for the setting of a trial is also essential in assessing usefulness. 
The results of a trial conducted in one location may not produce similar results 
when used in an alternative location. Findings may be influenced by customs and 
behaviors that differ from country to country or even within regions of the same 
country. Life styles, risk taking behavior, religious practices, etc. all may vary and 
have an impact on a study. Climate differences can also shape a study result – 
would you get the same result for a dermatological preparation in a cold dry 
environment as a hot humid one? Also, consider the variation in results one might 
get in a stressful city environment versus one in a bucolic country setting that is 
stress-free.

Health care systems differ and when the care is delivered, who delivers the case, 
and how the care is delivered can influence the expected actions of a drug. Results 
from trials done in the industrialized world may not transfer well to third-world 
countries because of a difference in health-care systems. As an example, trials of 
acupuncture conducted in East Asia are consistently positive, but those in the indus-
trialized nations are positive only about half the time.

Many of the researchers selected to conduct clinical trials have outstanding cre-
dentials, skills and experience. These attributes can affect the efficacy of a drug and 
cannot be matched by many physicians in private practice. The result can be less 
effectiveness when a drug is used by the general practitioners. A researcher’s ability 
to recognize patient problems, make judgments about outcome variables (espe-
cially those that are subjective) and perform sensitive laboratory tests carefully all 
can influence a trial’s sensitivity to tell a good drug from a bad one.

How a researcher manages a trial can also affect a trial’s outcome. Consider the 
researcher who uses aggressive methods to ensure subjects take their medication. 
This rigorous approach may ensure better medication compliance and a better result 
in a medical trial. However, there may be a different result in a medical practice 
with looser demands on a patient’s medication taking.

Researchers also have a preference for doing their research in a hospital setting. 
That makes sense; in a hospital they have confidence that the experimental drugs 
are properly administered and the right amount of drug is given at the right time. 
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There is also the advantage of a relatively aseptic environment and three healthy 
(not necessarily tasty) meals every day. A treatment found effective in that environ-
ment might perform differently in the less constrained atmosphere that outpatients 
experience.

Randomized controlled trials carried out in specialised units by expert care givers, 
designed to determine whether an intervention does more good than harm under ideal 
conditions, cannot tell us how experimental treatments will fare in general use, nor can 
they identify rare side effects. (D. Sackett and J. Wennberg, British Medical Journal)

Note that the information in this chapter highlights an ironic conflict. Clinical trials 
are designed to improve the chances of showing a drug’s effectiveness, but this goal 
reduces a trial’s usefulness. As a result, at the end of a research program there may 
be drug approval, but there will remain many unanswered questions about how the 
drug will do in the hands of a private practitioner. How much or even whether an 
individual patient will be helped by a recently FDA approved drug should not be 
assumed. There are simply too many untested factors associated with a newly 
approved drug because usefulness is not a priority in designing clinical trials.

Once again, it becomes abundantly clear that it is extremely dangerous to overly 
rely on the results from a single clinical study. Results from even the best study 
require affirmation from additional trials because it probably has a low level of 
usefulness. The obvious consequence is that rarely should one study ever bring 
about a major change in disease treatment or prevention. Different kinds of studies 
(not just replication of the same study) introduce different kinds of patients in dif-
ferent settings using a variety of measurements and include other factors that were 
not present in the initial trial. The usefulness of this set of studies would be invalu-
able in the practice of medicine, but it’s rare to have a variety of clinical studies 
completed before a drug begins to be sold in the marketplace.

These concerns do not necessarily mean the current approval standards are 
wrong. As valuable as usefulness is, in most cases it would be impractical and even 
irresponsible to withhold a drug approval until it was tested in more diverse situa-
tions. While the expanded testing program was underway, it would be ridiculous to 
deny patients like the ones used in the completed trials access to an important drug. 
However, the unanswered questions about usefulness should not be ignored. Efforts 
to bolster usefulness need to be carried out in the post-marketing period. Unfortunately, 
currently there is inadequate emphasis on performing such studies.
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Chapter 11
Research Discrimination – Inadequately 
Tested Populations

Abstract The under-representation of any group in a research program amounts, 
not only to a decrease in study usefulness, it also represents a form of discrimina-
tion against the excluded groups. The neglected groups are deprived and disad-
vantaged because the overall results from a clinical trial probably do not apply 
to them. The deprivation is especially focused on demographic attributes such as 
gender, age, ethnicity and cultural background. Based on these criteria, clinical tri-
als have enlisted volunteers in disproportionate numbers for years and, as a result, 
their findings apply mainly to a single race (white), a single sex (male) and a single 
age group (21–55). Consequently, the under-represented groups are left in the dark 
about the value of new treatments that could help them and the risks they will 
face from taking recently introduced cannot be adequately understood. Although 
in recent years, important improvements have been made, the omission of these 
groups in the past reflects poorly on the medical research community and its pas-
sivity to remedy the problem. There is a continuing need to emphasize diversity 
in clinical trials. The medical research community should work with the FDA and 
Congress to come up with innovative ways to obtain that diversity.

Keywords Children • diversity • elderly • minorities • subject selection

The last chapter showed there were many factors that conspired to reduce the 
relative value of clinical trials for large segments of the population. The under-
representation of any group in a research program amounts not only to a decrease 
in usefulness, but also to a form of discrimination against that group. The 
neglected groups are deprived and disadvantaged because the overall results 
from a clinical trial probably do not apply to them. In the U.S. the deprivation is 
especially focused on people who differ because of gender, age, and biological 
make-up, ethnic or cultural background and as a result they may well have dif-
ferent medical outcomes than that reported for the trial. The under-represented 
groups are left in the dark about the value of new treatments that could help 
them. The risks they will face from taking recently introduced cannot be ade-
quately understood.
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In this chapter I identify the major segments of society that are most affected by 
the failure to include them in medical research programs. Although in recent years 
important improvements have been made, the omission of these groups in the past 
reflects poorly on the medical research community and its passivity to remedy the 
problem.

Gender

One of the best and most dramatic illustrations of the lack of inclusion and represen-
tation of target populations in clinical trials was the common practice of excluding 
women subjects. The oversight was especially damaging because the pharmacology 
of drugs is frequently different in women compared to men. Indeed, the effective 
dose in males may be dangerously too strong for females. Yet, historically, clinical 
trials were mostly confined to the male sex because researchers were reticent to 
include a population that could be destabilized by child bearing and related issues. 
As a result, once a drug was marketed, an unexpected but important result could 
appear in women who took the drug. For instance, research confined to male sub-
jects had shown that aspirin cut the rate of a second heart attack, but whether this 
beneficial effect could be achieved in women could only be assumed. Then, in 2005, 
a health study under the direction of researchers affiliated with the Harvard Medical 
School and Brigham and Women’s Hospital in Boston showed that aspirin didn’t 
prevent heart attacks at the same rate it did in men.

There are many other pharmaceutical products that have a different effect 
depending on a person’s gender. For instance, Diazepam, a muscle relaxant that is 
often used to treat epilepsy, impairs the psychomotor skills (control of voluntary 
movements) of women more than men. In addition, Verapamil, a drug prescribed 
for high blood pressure, and the antibiotic erythromycin appear to be more effective 
in women than men.

A primary reason for female censorship in medical research was due to gover-
nmental regulations. Until 1993 an FDA policy all but prohibited women of 
childbearing potential from participating in early phases of drug research. These 
restrictions excluded almost all women except those who had had their female 
organs removed or were through menopause. The rationale for their exclusion 
was reasonable. It was based on a desire to avoid risking the health of a fetus. 
Since it could take some time to determine if a woman was pregnant, it was safer 
to avoid the use of an experimental drug in all women who were capable of 
becoming pregnant. But this practice also meant that physicians knew almost 
nothing about how to use newly approved drugs in women regardless of their 
childbearing potential. Actually, according to the regulations, women could be 
included in a clinical trial if animal reproductive studies showed there was no 
harm to a fetus, but these reproductive studies occurred late in the drug develop-
ment process and, as a result, drugs were approved with a dearth of information 
on their effects in women.
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The desire to protect a human fetus was heavily influenced by damage done to 
the human fetus by the experimental drug thalidomide, and led to the 1962 
changes to the laws governing drug research. Even before the thalidomide disas-
ter, subject stability was an important attribute when it came to picking subjects 
for a clinical trial. Then, and to a lesser extent today, investigators were averse to 
enroll women because they felt they were less stable than men. Researchers saw 
shifting hormonal levels as a major contributor to female instability. There was 
menopause and pregnancy, plus the use of contraceptive pills and estrogen 
replacement medication, all of which researchers saw contributing to that 
instability.

There is no question that exclusion of any demographic group from clinical studies 
can result in substantial gaps in knowledge regarding treatment effects in the excluded 
group. For instance, it is likely that the female hormones that regulate enzymes break 
a drug down in one way, while in men, male hormones regulate enzymes in a different 
fashion. For example, a major antihypertensive drug, propranolol, is metabolized 
more slowly in women than in men. Other reasons for variation between men and 
women are the size difference between the sexes and the lower relative fat content in 
males compared to females.

Excluding women from clinical trials can be equated to a denial of care because 
clinical trials provide the rationale for drug treatment. By not permitting female 
participation in clinical research, it essentially meant that the research on the drug’s 
effect in them commenced at the same time a drug appeared in the marketplace. 
This translated into having women serve as guinea pigs in an uncontrolled setting 
– no volunteerism or consent required.

Elderly

There have been far too many examples illustrating how clinical research has also 
neglected the elderly by limiting their participating in clinical trials. Examine 
almost any protocol and it will contain an age restriction and in most cases that 
limit will eliminate older patients from the clinical trial. Because patients with an 
advanced age tend to have many medical problems (hypertension, diabetes, colon 
cancer, etc.), researchers feel they are less desirable than younger subjects. In 
addition, older patients are felt to be less reliable about taking their medications 
and can complicate a study due to their frequent illnesses which lead to high 
dropout rates. In a word, researchers feel older patients are risky study candidates 
and it’s better not to use them. Obviously, not allowing elderly individuals to 
participate results in an under-representation of this segment of the population in 
clinical trials.

And yet, in real life, some of the most likely candidates for a newly marketed 
drug are the older generation. The elderly, which is the most rapidly growing seg-
ment of the population, take a disproportionate amount of the drugs used in this 
country, but their presence in the research that allowed the drug to enter the 
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 marketplace in the first place tends to be overlooked. For instance, in a USA Today 
report over 25 percent of patients treated for a common type of heart attack are 
older than 75, yet 75-year-olds account for only 15 percent of those in clinical trials 
of drugs designed to minimize damage to the heart. In addition, an editorial in 
JAMA referred to a study that found 50 percent of the trials to prevent heart attacks 
excluded patients over 65. Yet more than half of those hospitalized for a heart attack 
are in the older age groups.

Older people often have biological problems that younger patients don’t. Their 
kidneys don’t work as efficiently, and drugs may build up in their blood. Their 
hearts don’t pump as well, their memory is fading and they are more prone to lung 
disease. It is also true that a drug can be broken down in the body and absorbed into 
tissues at different rates depending on a person’s age. As a result, drug efficacy and 
safety can vary greatly among younger and older adults.

Even when a trial is designed for “elderly” people an age range could appear 
in a protocol that is unusually narrow. The protocol could call for people between 
the ages of 50–65, which excludes all people over 65 even though they clearly 
meet the definition of “elderly”. If the drug turns out to be effective and enters 
the marketplace, it could be given to someone who is 66 with reasonable confi-
dence. But how about someone 70, or 75 or 80? Would the positive results be 
expected in all these cases? In the 80-year-old, the drug may not just be ineffec-
tive; it could be harmful because it’s possible that some of the patient’s systems 
simply can not tolerate the drug.

Ironically, an investigation reported in the American Journal of Geriatric 
Cardiology examined study volunteers and found that older people tend to be more 
willing than younger people to participate in clinical trials. Older people generally 
have fewer time constraints and a greater desire to help the next generation by 
advancing medical research. Nevertheless, elderly subjects usually are under- 
represented, especially in certain research areas. For example, trials of NSAIDs 
(Non-steroidal anti-inflammatory drugs) often include an under-representation of 
elderly subjects. Yet these drugs are commonly used in older people because of the 
high number of arthritic disorders they have. A report in the Canadian Medical 
Association Journal found that in the major drug trials evaluating NSAIDs only 
about two percent of patients were 65 years of age or over and less than one tenth 
of one percent were over 75. The report pointed out that, in practice, elderly people 
were among the largest users of this class of drugs and had the highest incidence of 
serious drug-related side effects.

In some research areas, poor representation involves both gender and age. 
Women are more likely to live longer than men and therefore to develop heart and 
blood vessel problems at an older age. The development of these cardiovascular 
diseases may be significantly different in this group than a group of similarly aged 
male subjects. Innate differences in size, weight, and gender-linked conditions 
contribute to this group’s exclusion as well. For all these reasons, when “elderly 
people” are included in RABCOTs they are generally younger, fitter and predomi-
nantly male. But, ironically and significantly, it is the frail elderly females who are 
more likely to take the drugs that were tested in these trials. To have to assume that 
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what works in a middle-aged male will be effective to the same degree in an older 
female is a dangerous assumption.

Children

By far, children are the most difficult age group to study. First of all children cannot 
give informed consent so parental consent must be substituted if they are to be 
included in a clinical trial. Even then, few parents can see much value in their child’s 
participation in a medical research program unless their child has an illness that is 
unresponsive to conventional therapy. Additionally, observations and measurements 
that rely on verbal skills and attentiveness that are used successfully with adults, 
become unreliable or impossible assessments in children. As a result, children have 
often been omitted from clinical trials. A 2005 story in The New Yorker stated that 
approximately 75 percent of drugs approved for use in the United State, many of 
which are given to children, had never been subjected to comprehensive pediatric 
studies.

Without direct evidence from children, it’s necessary to assume what happens in 
adults is likely to happen in children, but in fact, children are not “little” adults. The 
organ that breaks down drugs, the liver, takes years to mature. The kidney, critical 
for the removal of chemicals, also develops over a period of time. The rate of blood 
flow to the skin and lungs is also higher in children and, as a result they may absorb 
topical or inhaled agents more rapidly than adults.

In spite of the dearth of information, amazingly physicians are allowed to use 
any FDA approved drug in children when they believe it will be beneficial. Nor 
do they need to inform parents if they prescribe their child a drug that hasn’t been 
specifically tested on children. But they are still left with a tough decision – what 
is the proper dosage? Because of a lack of research and information, there is no 
single official repository of information about how to calibrate drug dosages for 
children. In practice, physicians often try to adjust an adult dose based on a 
child’s weight. But such extrapolations cannot account for the differences in the 
biology of children. The growing teen-agers, who weigh as much as an adult, tend 
to both absorb and metabolize medicine more quickly than adults. Even if data 
are available on older children it is unwise to assume what happens in that age 
group will be replicated in a younger age group. The metabolic system in chil-
dren, the way they rid their body of toxic substances and their excretion system, 
changes as they mature. An example of the age problem is illustrated by the speed 
with which a popular tranquilizing drug, diazepam, is absorbed and made avail-
able to the body. There was a threefold difference for infants compared to older 
children.

In spite of the efficacy and dosage uncertainty in children, it would be wrong to 
deny them a possibly effective drug. However, it must be recognized that there is a 
much greater risk of an untoward result when unproven agents are given to chil-
dren. Intensive monitoring of the child is called for in that situation.
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Minorities

It is sad, but probably not unexpected, that prejudice against minorities is also present 
in clinical research. Minorities, in general, and African-Americans in particular, have 
low clinical trial participation rates. There are multiple reasons for the oversight. 
Often physicians do not bother to discuss the availability of trials with minority 
patients, information about trials is frequently missing in their communities and it’s 
unusual for the trial to take place near the areas where minority populations live.

Under-representation of Blacks and Hispanics exists even in HIV studies and 
raises questions about the applicability of the clinical research on AIDS to these 
patient groups. Ethnic and racial differences exist in the way patients respond to 
medicines. For example, Asians react differently than Caucasians to some drugs 
and this difference may also affect a study’s outcome when there is a skewed racial 
distribution. Secondary illnesses are also more likely in some ethnic groups than 
others. Hypertension is an example where it is more common in African Americans 
than in Caucasians. Although the reason for this is not clear (it could be genetic or 
environmental), a trial excluding patients with hypertension will reduce a dispro-
portionate number of Blacks.

In some instances a minority population may make up the entire patient data 
base, but that doesn’t mean the researchers had the best interest of the subjects in 
mind when they conceived the trial. One of the most frequently cited examples of 
unethical research involved a study that was done exclusively in African Americans. 
The research project, known as the Tuskegee Trial, lasted from 1932 to 1972 and 
involved some 400 poor Black men with untreated syphilis. The men were fol-
lowed, and compared with around 200 Black men free of the disease, to determine 
the natural history of syphilis. From a research perspective, medical people wanted 
to understand syphilis better. Since, at the time the study began, there was very little 
information on the course of the disease, the research organizers felt the study 
would serve a useful purpose. There was, at the inception of the study, only one 
syphilis treatment available and its efficacy was questionable.

Tuskegee was a rural community in Alabama with a high prevalence of syphilis. 
The U.S. Public Health agency, which set up and conducted the trial, believed it 
would be a good area to study syphilis. The disturbing and inappropriate features 
of this trial can be summarized as follows:

1. The participants with syphilis were never told they had the disease. In fact the 
experimental and control group were offered free burials, not as a gesture to 
somehow repay their heirs for the subject’s participation, but because this was a 
way to perform an autopsy and determine the destruction caused by the 
disease.

2. At one point the subjects were given spinal cord taps (a potentially dangerous 
and painful procedure) to determine the disease status. However, the subjects 
were told that the rationale for the taps was because they had “bad blood”.

3. Penicillin, discovered and used during World War II, was found to be highly 
effective for the treatment of syphilis. It became available for general use shortly 
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after the war ended. However, the Tuskegee subjects were never offered the drug 
because it would obviously interfere with the purpose of the trial – to study the 
natural course of the disease.

4. In 1969 the governmental health agency convened a group of experts to decide 
whether to continue or terminate the Tuskegee study. They voted to continue.

5. The local medical society in Tuskegee County agreed not to treat subjects with 
antibiotics for any disease because such an act would cause confounding of the 
syphilis trial.

The media exposed the badly designed and executed Tuskegee trial in 1969. A legiti-
mately outraged Congress held hearings on the trial shortly thereafter and 
 subsequently the heartless study was finally terminated. This case illustrates that a 
clinical investigator’s goal should not be to obtain an answer to a research question 
if it means that subjects will be treated as the means to an end. There must not be 
a callous disregard for the subject’s welfare for the sake of research goals.

National Differences

Almost everyone recognizes the disparity in health between rich and poor nations. 
The large discrepancy in infant mortality or life expectancy clearly distinguishes 
the developed and developing countries. However, few are aware of the inequities 
when it comes to medical research in such populations. Medical research concen-
trates its resources, not on where there’s the greatest need, but where the return on 
investment is greatest. For instance, infectious diseases such as tuberculosis and 
malaria plague many poor countries, but the diseases are largely contained in the 
developed world. Hence, research sponsors in the industrialized world tend to use 
their resources to concentrate on the illnesses (e.g. heart disease and cancer) that 
are most common in the well-off nations they represent. Yet, when studies are 
eventually planned for the poorer nations, even more troubling issues of ethics and 
exploitation are raised.

Typically, researchers in developing countries cannot conduct their own research 
and must create partnerships with organizations in more developed countries. The 
idea that everyone should give informed consent before participating in medical 
research is very difficult to execute in some poor countries. Because of illiteracy it 
may be unrealistic to convey the detailed consent information expected in a pros-
perous nation. Thus, participants from third world countries enter research projects 
without understanding their rights or their risks.

The question of when placebo control is appropriate has also been an issue in 
research carried out in disadvantaged third world populations. In the U.S., the 
drug zidovudine had been found effective in treating AIDS and subsequent 
research also showed that when zidovudine was given to pregnant women, it 
significantly reduced the rate of transmission of the AIDS virus to the baby. Since 
zidovudine, an effective treatment, was available, the use of placebo controls in 
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new studies involving pregnant women would appear to be unethical. However, 
despite this, studies were designed by trial planners in the U.S. that would take 
place in developing countries and included a placebo group for HIV-infected 
pregnant women. Opponents argued that this amounted to a double standard: the 
use of a placebo group was unquestionably unethical in the developed countries, 
but in poor countries, somehow this ethical standard no longer applied. The stud-
ies involved over 12,000 women in seven countries and it was estimated that more 
than 1,000 infants would contract the AIDS virus. Proponents of the trial con-
tented that the study, as designed, was the only way to get a quick reliable result 
and the women were not deprived of therapy since they wouldn’t receive zidovu-
dine in the first place.

The World Medical Association responded to this dispute by sending out its 
strongest message to pharmaceutical companies and research organizations around 
the world. The Association had the power to revise the Declaration of Helsinki, 
which is the worldwide source for ethical clinical research, and it was altered in 
order to protect people in poorer countries from being exposed to unnecessary risks 
in a clinical study. The revised document called for the testing of any new treatment 
to include a “best current method” as one of the treatment options. Furthermore, in 
the presence of a drug known to be effective in the disease being studied, a placebo 
control group was not to be used.

Research should not be carried out in countries in development just because it is cheaper 
and the laws are more lax. The same ethical rules should apply wherever research is being 
conducted. (A. Milton in B. Christie, British Medical Journal)

Reforming the System

Fortunately, U.S. government with the FDA taking a leadership role, instituted a 
number of ways to obtain better clinical trial representation of the overlooked popu-
lations. For instance, during the clinical trial-testing phase for each drug, the study 
sponsor must submit the number of women enrolled in clinical trials to the FDA on 
an annual basis. An even stronger requirement occurs at the time a sponsor seeks 
marketing approval for their drug. In this instance they must prepare an analysis of 
the drug’s effectiveness and safety in women. The FDA has the option of refusing 
the approval application if the report is omitted.

A similar requirement applies to elderly people and minorities. The agency also 
established guidelines encouraging drug manufacturers to include more elderly 
patients in their studies. They recommended that protocols eliminate an upper age 
limit and that older people with health problems be allowed to participate if they 
were able. Although the FDA has no minority-specific programs to increase trial 
enrollments, it tries to make sure these individuals get information on how to get 
into clinical trials and has an 800 number just for that purpose. They also estab-
lished a special office to give information to minority groups and minority physi-
cians information about which pharmaceutical companies are doing clinical trials.
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The greatest effort and most success has come in increasing the information on 
drug effects in children. The 1997 FDA Modernization Act made the greatest 
impact by giving companies a positive incentive to conduct studies in children. If 
they did studies requested by the FDA, they received an additional six months of 
market exclusivity. Pharmaceutical companies have produced well over 100 drugs 
that have taken advantage of this provision and the FDA estimates that about 80 
percent of its requests for child-centered studies will be conducted. In addition, the 
FDA was granted the authority by Congress to require pediatric studies if they felt 
the drug would be used in a substantial number of children.

There is a continuing need to emphasize diversity in clinical trials. The medical 
research community should work with the FDA and Congress to come up with both 
positive (e.g. tax incentives) and negative (conditional drug approvals) innovations 
in order to obtain that diversity. Advocacy groups for under-represented popula-
tions should be encouraged to join the movement to be sure their constituents are 
not overlooked. There also needs to be attention directed at what should be 
 measured in clinical trials that can shed light on how different groups respond to 
new treatments. For example, what test would be best to find physiological or 
genetic differences among different patient groups? There are many unanswered 
questions in medical research and finding strategies that will extract the maximum 
information from clinical trials need to be explored.



R.R. Gauch, It’s Great! Oops, No It Isn’t, 99
© Springer Science + Business Media B.V. 2009

Chapter 12
Seven Deadly Flaws – The Clinical Trials’ 
Achilles’ Heel

Abstract Wrong results from clinical trials occur because of (1) mistakes by 
researchers in the planning and execution of clinical trials, (2) the complex and 
inexact nature of information researchers require and (3) factors that are beyond 
the control of the researcher. This chapter examines the last element and identifies 
seven fatal flaws that are inherent in the methodology of clinical trial:

The unknown population
The imperfect sample
The unequal treatment groups
The uncontrolled experimental setting
The breakdown of blinding
The impractical result
The insufficient sample size

These seven elements may or may not contaminate a trial and even if they do, they 
may not cause a significant distortion of the results. However, it’s virtually impos-
sible to know if their presence or their effect occurred, and as a result, researchers 
can never be certain that their study came up with all the right answers.

Keywords Experimental control • population • sample • sampling error • small 
sample size

The clinical trial is the backbone of medical progress. It is responsible for many of 
the important advances in treating dreaded diseases such as cancer. Survival rates 
for breast, uterine, prostate and bladder cancer all improved because of clinical 
trials. Clinical trials showed that breast cancer could be treated just as effectively 
with limited surgery as with major surgery, sparing patients unnecessary suffering 
and disfigurement. Clinical trials debunked the myth that a synthetic estrogen was 
useful to prevent miscarriages when in fact it caused more harm than good in women 
trying to maintain a pregnancy. Clinical trials showed that vaccines could prevent a 
wide variety of dreadful diseases – smallpox, diphtheria, tuberculosis, etc. Clinical 
trials identified effective drugs to treat debilitating illnesses like rheumatoid  arthritis 



100 12 Seven Deadly Flaws – The Clinical Trials’ Achilles’ Heel

and multiple sclerosis. I can go on and on extolling the extraordinary successes of 
the clinical trial. There is no doubt that clinical trials can provide a valid answer to 
an important medical question. However, it can also end up with erroneous findings 
and the reason this is so needs to be articulated.

The (randomized controlled trial) is a very beautiful technique, of wide applicability, but 
as with everything else there are snags. (A. Cochrane in R. Kunz and A. Oxman, British 
Medical Journal)

In 2005 a prominent medical researcher declared that most clinical research find-
ings are false in an article published by PLoS Medicine. That dour position is not 
universally accepted and I do not believe that’s it’s necessarily true. Nonetheless, 
there is no question that it is extraordinarily difficult, if not impossible, to know for 
sure if a clinical trial has come up with the right answer.

I am aware that issues raised in this chapter may not be unique to the clinical 
trial. Poor planning, sampling, etc. plague other research techniques as well and 
may be even more destructive in those settings. However, the clinical trial is the 
gold standard. It is the major research technique to advance medical science, and 
there needs to be a forthright discussion of its vulnerabilities.

As you would expect, surveys such as the one published in the Journal of 
International Medical Research show that medical researchers themselves 
believe that clinical trials are by far the best way to advance medical science. 
Practitioners also realize that without clinical trials they would have to practice 
medicine in an atmosphere of gross uncertainty. Even the public at large believes 
that clinical research is a great value. If it weren’t for clinical trials, we’d be in 
big trouble. Ineffective and harmful products would be on pharmacy shelves 
across this nation.

Scientists who believe in the clinical trial also realize that improperly designed 
trials are all too common and researchers should be held accountable when this 
happens. In fact, failure to properly design, execute and publish a study should be 
and is considered by some to be a breach of ethics – the researchers should have 
known better.

Some of the incorrect findings generated from clinical trials are the result of 
inferior performance by investigators. Sloppy research leaves many clinical studies 
open to criticism. An assessment in 1982 appeared in the journal, Methods of 
Information in Medicine, and claimed that the majority of medical studies pub-
lished over a 35 year period were uncontrolled or poorly controlled. Only about one 
in four was judged a decent study at that time. Sins of omission and commission 
were plentiful – trials failed to adequately control factors that could distort the find-
ings, and outcomes of interest to patients were often overlooked. Incompetent plan-
ning led to an insufficient number of patients and resulted in unreliable results. 
Although there has been considerable improvement in the quality of studies since 
the 1982 critique, there remain many deficiencies in medical research today.

Again, there is no question about the many accomplishments earned by the clini-
cal trial, but claiming it as the “gold standard” leaves the wrong impression. It is 
not infallible – far from it. Elements, beyond the control of even the extraordinary 
investigator can sabotage a study. Even if researchers do the best they can, they may 
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still end up with the wrong answer. There are insurmountable obstacles facing 
investigators that keep them from getting at the truth. Should they bear guilt for 
things beyond their control? Not really, but too few discuss the limitations of their 
research methods. The truth is that researchers need a bit of luck to avoid all the 
pitfalls plaguing clinical trial research.

As we saw in preceding chapters, the most potent clinical trial is the randomized 
blinded controlled trial (RABCOT). It has all the desired qualities; a treatment and 
a control group, random assignment of treatments and double blinding. You can’t 
do better than that. However, even though it’s the best we have, it is far from per-
fect. There are seven inherent problems with a RABCOT that can corrupt the 
designed study and there’s little investigators can do about them except hope that 
none of them infect their studies.

Some of the seven threats that menace clinical trials were touched on earlier, but 
all of them now need to be consolidated into a single list. The flaws are embedded 
in the heart and soul of the clinical trial and although the conscientious researcher 
can reduce the risk of a flaw, he or she can’t provide complete immunity. The seven 
flaws are:

● The unknown population
● The imperfect sample
● The unequal treatment groups
● The uncontrolled experimental setting
● The breakdown of blinding
● The impractical result
● The insufficient sample size

The Unknown Population

The theory that grounds clinical trial research is based on the following paradigm.

1. Define the population.
2. Draw a representative sample from the population.
3. Do a research study on the sample.
4. Infer your results from the sample back to the population.

Note, it all begins with a precise definition of the population. The goal of research 
is to make statements about a population based on study results from a sample. It 
is important to know that population because it is suppose to be the source from 
which the sample is to be drawn. The whole idea of inferential research (using a 
sample to represent the entire population) depends upon an accurate identification 
of the population.

That’s the theoretical model. In medical research that means that out there – 
somewhere – are all the people who a new drug is intended to help. In statistical 
jargon, that group of people is the “population”. For example, a population could 
have been all the sailors who were at risk of getting scurvy. A population could be 
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all bald-headed men. A population could be all the people who get a cold. Now it’s 
clear we cannot treat all those people – and, of course, statistical theory doesn’t 
require that we do that. But we are suppose to take a sample from the population 
that we want to help. Now we add to the challenge. Statistical practice requires that 
we take the sample in such a way that all individuals in the population have an equal 
chance of being selected. Note that in order to do that we must identify all the peo-
ple in the population.

Here’s the troubling part: in medical research we don’t and can’t adequately 
identify the population of interest. We don’t know and have no way of knowing all 
the bald headed people in the world or for that matter, in the United States. Take 
the illnesses for which we want cures – cancer, heart disease, AIDS, Alzheimer’s 
disease, etc. We cannot identify the entire population for these diseases. We can’t 
even come close. In addition to the sheer size of a population, the definitions of 
diseases are not all that specific and people with a disease are often undiagnosed.

Contrast this situation with a poll you want to take to see whom might win the 
forthcoming election in your town. Only registered voters vote and a list of regis-
tered voters exists and can be readily obtained. The list of registered voters is the 
population. It is clearly the group you want to make inferences about. You can, with 
relative ease, identify people on those lists and produce a sample. Now you might 
not get them all to participate in your poll, but at least you have a legitimate sample 
from that population. Medical research is messier. In medical research, it can’t 
work that way because of the unknown population.

But let’s be realistic. Theory is one thing and practice is another. You’re never 
going to identify all the people in the world, in the U.S. or in Los Angeles with a 
given disease. If you could identify many of them, and then assume that the ones 
you missed were similar to the ones you identified, you’d be in very good shape. 
However, even that’s next to impossible to do and, as explained below, in medical 
research, the investigators must settle for less.

Remember the research model requires us to take a sample of individuals (i.e. 
patients) from the population, but that’s not how it’s done in medical research. 
We don’t start by picking patients – the process begins by finding researchers and 
we’re now heading down the wrong path. The patients that researchers have access to 
are a unique group of individuals. They are not representative of all patients that have 
the disease of interest (the population). A trial that begins with selecting researchers 
can easily end up with a set of atypical patients when we contrast that set to the set 
called for – the population. The results of such a trial cannot tell us for sure, how a 
treatment will work in the general pool of patients who have the disease.

Usually the researchers selected are the ones who are most interested in treating 
the targeted disease. He or she may apply for a grant to do a study and add other 
researchers who share an interest in the disease and who may well have access to 
patients. Sometimes a governmental agency may decide to sponsor research for a 
disease and it solicits researchers at important medical facilities to apply to be the 
experimenters; these individuals may have a convenient but specialized group of 
patients. Private parties such as pharmaceutical companies may also contact 
 individual physicians or medical centers and ask those with available patients to 
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participate in a medical study. There are many ways to recruit investigators, but 
note how all the possibilities violate the process of selecting patients from the popu-
lation of those with the disease. Granted the subjects used in such medical trials 
come from some part of the desired population, namely the part containing all 
patients willing to participate in clinical studies and are under the care of research-
ers who perform clinical trials.

There is clearly a problem here – the limited population derived from physician 
recruitment is obviously different from the theoretical population we should be 
concerned about. However, how serious is this discrepancy? It all depends on how 
different the limited population used in the clinical trial is from the true population 
of interest. If the two populations are very similar, the results of a clinical trial could 
be very relevant and trustworthy. But without making a studied comparison, we do 
not know if that level of comparability between the populations is present or not. 
The comparability may be adequate for some trials, but again without deliberate 
study, researchers do not know what trials are OK and which ones are unrepresenta-
tive. Any trial may have this problem and that means the results from any trial may 
not apply to the true population of interest.

Amazingly, this qualification is rarely noted and researchers make broad gener-
alizations just as if the legitimate population had been accessed. Researches publish 
their results for a drug with a great deal of fanfare, but only infrequently are we 
forewarned that those results may apply only to the type of patient treated at the 
research centers used in the study rather than the general assortment of patients in 
the population.

The Imperfect Sample

The second inherent flaw that afflicts clinical trials also has to do with the 
patients selected for the study. To become a participant in a clinical trial you first 
must volunteer for the study. You can’t be a participant in a trial until you give 
your written consent. The problem that arises is whether the volunteers are the 
same kind of people as those who want no part of a RABCOT. Those who won’t 
sign up for a clinical trial may be less desperate than those eager to find a treat-
ment that may help them. Those who forsake a clinical trial will tend to be 
healthier as well. On the other hand, volunteers also are more likely to be risk 
takers – after all in a RABCOT, they take the chance that they will receive the 
control treatment rather than the more promising experimental treatment. The 
population of interest has both kinds of patients, those who volunteer and those 
who won’t volunteer, and there is evidence that the two groups have different 
personal and health characteristics.

If, the differences between volunteers and non-volunteers have an effect on 
the outcomes measured in a clinical trial, then there is clearly a problem because 
the results apply only to the volunteers. Under this scenario, the clinical trial results 
are not relevant to people who would not choose to participate in a clinical trial. 
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Unfortunately, we are stuck with this potential dilemma because ethical standards 
demand that only individuals who volunteer and give their consent can be used in 
a clinical trial. However, it should be emphasized that this is only a potential prob-
lem and if the volunteers and non-volunteers have the same response to the treat-
ments employed in a clinical trial then the results would apply to both groups. 
Unfortunately, it’s not possible to known whether the responses by volunteers and 
non-volunteers are similar or different.

Unequal Treatment Groups

The best kind of medical study has a number of important attributes. It needs to 
include a control group and the make-up of the control group needs to closely 
match the treatment group. Typically, the control group receives a placebo, the 
experimental group receives an active medication and the results from the two 
groups are compared. So far so good, but any group differences are valid only if 
a critical condition is met: at the start of a clinical trial – the two groups should 
be equivalent in terms of the critical variables that affect the trial’s end points. For 
example, we certainly wouldn’t want to find that almost all of the sickest patients 
ended up in the same treatment group. The treatment given to that group could be 
at a terrible disadvantage.

In an earlier chapter, it was noted that randomization was the method used to try 
to create treatment group equality. However, it was also pointed out that randomiza-
tion does not and cannot guarantee an equal distribution of critical factors among 
the treatment groups.

A rather simple example of what can go wrong might help to illustrate this issue. 
Imagine we have a study in which we compare two treatments using 12 subjects. 
Six of the subjects are males and six are females. We want to have six subjects on 
each treatment. Now we’ll slip in a critical piece of information unknown to the 
research team – compared to males, females respond better to both of the two treat-
ments we are testing. Because of this, any disproportionate gender distribution 
could muddle up the findings. This inconvenient truth is why randomization may 
not give us what we want – treatment group equivalence in terms of gender.

Here are the incriminating statistics. If a random sample is drawn from a group 
that has an equal number of males and females, there is a very good chance that 
there won’t be a 50/50 gender split. There is even a chance that all the females will 
be in one group and all the males in the other. The probability of this latter event is 
small – on average only one sample out of every 64 will end up with that kind of 
distribution. A small risk, but it’s not zero. The chance you’ll get an even split is 
larger, but it is still far from certain with the chance being about 30 percent. If we 
have doubts about getting equality with one factor (gender) what can we expect 
when we have to worry about two or more factors (age, race, etc.). Clearly, the pos-
sibility of an unbalanced distribution rises as the number of important factors 
increases. In general, it is truly a matter of luck if the distribution of all critical 
factors is similarly present in all treatment groups.
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Statistical theory gives us some protection when it comes to factors that con-
found the results, but it is hardly sufficient. First of all, the theory tells us that the 
larger the sample the more likely there will be group equivalence. So, if the study 
is large enough, the process of randomization will usually distribute the confound-
ing factors fairly equally between the treatment groups. But there is no certainty 
that this will be so because the greater the number of factors, the greater the likeli-
hood that the randomization will not provide treatment group equivalence.

The solution seems clear. Researchers can easily examine the data to see how 
any critical factor is distributed among the treatment groups. They can then try to 
adjust the data by sophisticated statistical methods in order to reduce any distor-
tions caused by an offending factor. But, this solution is not possible if we don’t 
know what variable to look for. The truth is medical science is constantly finding 
new factors that can affect the progress of a disease or the action of a therapy. Prior 
to their discovery, there is no way to know if study results were skewed because of 
their presence.

The Human Genome project is discovering all sorts of connections between our 
genetic makeup and a propensity to develop a disease or respond to a treatment for 
a disease. For example, in December 2004 the New York Times reported that sci-
entists had made a discovery that surprised even them. They discovered a genetic 
variation that could predispose people to depression. The presence or absence of 
this gene could explain why some people respond to a certain antidepressant and 
others don’t.

Obviously, failure to account for the disproportionate presence of this gene 
among treatment groups could distort results from an antidepressant study. 
Previous research findings from antidepressant trials could be at risk as well. 
Perhaps there was an unbalanced distribution of subjects with this gene that caused 
a positive or negative result, which was mistakenly attributed to one of the drugs 
employed in the trial. How many past medical research studies results are inac-
curate because of the failure to account for unknown genetic differences among 
the treatment groups?

Uncontrolled Experimental Setting

There are other ways in which medical trials fail to get the right answer. In a 
clinical trial all experimental conditions except for the treatments being admin-
istered, are to be the same for the groups being tested. This condition simply 
cannot be met. You cannot restrict human beings so they behave the same way 
and have identical environmental exposures. There is enormous variation in 
terms of how men and women choose to live, what they eat, how much they 
exercise, the amount of stress they endure, etc. Human beings live in a broad 
array of environments that bring unique pressures and demands on them. The 
variety of settings and experiences people have can and do cause treatment 
group inequality. That inequality in turn can introduce considerable bias in any 
clinical study.
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Efforts to control bias in research studies go back for at least three centuries, but 
only in the past 100 years has bias control been emphasized. Still, in spite of that 
recognition, and as hard as it may be to understand or justify the lack of detection, 
many researchers continue to take inadequate steps to control biases. Add in the 
problems that an investigator can’t control, such as subjects not giving truthful 
information or forgetting to take their medications, and it’s no wonder that mis-
leading results remain a problem to this day.

Breakdown of Blinding

The failure to keep hidden which subject is getting which drug can poison judg-
ments as well as assessments, and represents the fifth threat that can undermine a 
clinical trial. Good experimental practice requires that subjects be handled in the 
same fashion so that the effect of inconsistent patient treatment does not jeopardize 
the results. Knowing what they are taking also must be hidden from subjects so they 
don’t let that knowledge bias their responses.

Blinds, however, can be broken by the patient and sometimes the research staff. 
Even if the exposure is unintentional, the study results are still compromised. 
Knowing or even suspecting what treatment a subject is receiving can result in inac-
curate observations and evaluations. The degradation of a trial because blinding 
failed is a real possibility and successful blinding should never be taken for 
granted.

Impractical Result

The sixth flaw is definitely ironic because many of the factors that make the 
RABCOT so appealing turn out to contribute to its disadvantages. Take all the ele-
ments that researchers use to control the research environment: not allowing the 
“wrong” concomitant agents, using only the patients that are most likely to respond 
to treatment, making sure the subjects take the treatments as directed, etc. When 
we get a positive result (i.e., the experimental treatment is found to be more effec-
tive than the control treatment), it can apply to an almost unrealistic situation 
because of all the restrictions placed on a clinical trial. How do we know if the 
garden variety of patient will do as well as the highly selective ones used in a 
RABCOT? Note the many differences between real life and the rarified setting of a 
research trial. Do patients who forget to take their medications fare as well as sub-
jects constantly prodded to take their trial medications faithfully? Do patients who 
see their doctors once a year do as well as subjects who are seen weekly? Do 
patients who eat poorly and rarely exercise do as well as subjects who are on a strict 
diet and exercise  program? The typical RABCOT has an idealized setting and the 
“good” result may not be conferred upon a more “natural” situation.
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Insufficient Sample Size

The final flaw is yet another blow to our high expectation for medical research 
accuracy – the concern over the number of subjects in a clinical trial. It stands to 
reason that the more observations you make, the greater the assurance of an accu-
rate overall assessment. Take too few observations and you may miss finding some-
thing important. Concerns about the number of observations (i.e. number of 
subjects) are especially relevant to clinical trials.

A later chapter will show how the number of subjects for a clinical trial can be 
determined, but that calculation may require information that a researcher does not 
possess and it applies to one variable measured in a trial. However, a typical clini-
cal trial involves scores of tests for a broad assortment of variables and for these 
assessments, the sample size selected for the main variable may be too small or 
too large.

At present, many wrong, or at least unreliable answers are generated because 
trials are too small. For example, a 1978 review appeared in the New England 
Journal of Medicine, and reported that among 71 clinical trials, half of them could 
have missed a 50 percent therapeutic improvement because of the small number of 
subjects studied. Another review, published over 25 years later in JAMA, noted that 
having too few subjects in clinical trials was still widespread. Clearly, trials have to 
be large enough to be sure they’re coming up with correct answers.

A large treatment difference may be impressive, but if based on a small sample, 
it may not mean very much. Having a sufficient number of subjects is especially 
difficult when doing research that involves major outcomes such as life or death. A 
vast sample size is also necessary to identify a rare but perilous side effect. In these 
situation, researchers usually need an enormously large number of patients (5,000 
or more) and time to complete (five years or more) such trials. If studies are not 
large enough it is likely that the answer generated may be due to chance. But 
even large sample sizes may not overcome all the threats that keep researchers from 
coming up with the right answer from a clinical trial.

Even outcomes of mega-trials (there are large trials containing 1,000 or more 
subjects) can give inconsistent results. A review article in the Journal of Clinical 
Epidemiology described 289 pairs of mega-trials, in which each pair contained the 
same treatment and type of subject. For example, the two trials would be identified 
that had the same kind of subjects (e.g. patients with elevated cholesterol) and the 
identical test treatments (e.g. the same active medication and control treatment). 
The outcomes (i.e. was the active treatment better than, equal to or worse than the 
control treatments) were then compared. Finally, a judgment was reached on 
whether there was consistency (e.g. both trials found the active treatment better) or 
inconsistency (e.g., one trial showed no treatment difference but the other trial 
concluded that there was a significant difference between the treatments). In spite 
of the enormous number of subjects in these trials, the results of 79 out of the 289 
pairs (27 percent) produced inconsistent results. Using a different database to 
locate pairs of trials produced a similar finding. What do we conclude? Even when 
different trials research the same question, and the problem of small sample size 



108 12 Seven Deadly Flaws – The Clinical Trials’ Achilles’ Heel

is eliminated, there are plenty of other factors – sometimes known and sometimes 
unknown – that lead to inconsistent trial conclusions.

As I conclude this chapter it is important to point out that the reason clinical 
trials end up with incorrect findings come from three main sources. The wrong 
result occurs because of (1) mistakes by researchers in the planning and execution 
of clinical trials, (2) the complex and inexact nature of information researchers 
require and (3) factors that are beyond the control of the researcher. This chapter 
focused on the seven elements which investigators do not control. These factors 
may or may not contaminate a trial and even if they do, they may not cause a sig-
nificant distortion of the results. Nevertheless, they are truly serious threats to the 
integrity of any study. They stand as reminders that as good as the clinical trial is, 
it may not be good enough. When selecting a group of subjects for a study there is 
a risk that the proper set of patients will not be chosen. Furthermore, as much as we 
think we know about the drug we’re testing, the disease we’re treating and the 
measurements we’re making – that knowledge is incomplete. No matter how hard 
we try to control the subjects and the study setting so that we don’t get a distortion 
in the findings, it can never be sufficient and elements that can bias the trial emerge. 
Our attempts to make a trial efficient turn on us and we are left with too little infor-
mation, which leads to tentative rather than clear-cut conclusions. And in our effort 
to have a very efficient trial, we can end up with results that are not relevant or use-
ful for the practicing physician.

The controlled trial has been placed on too high a pedestal and needs to be brought back 
to earth. (Editorial, British Medical Journal)

Somehow in spite of all these threats from all these places, good results do surface 
and each of us owe the many research teams that conduct medical investigations a 
vote of appreciation for their fortitude, perseverance and perhaps a bit of divine 
intervention in their search for the right answers.
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Chapter 13
Statistics – Was the Finding Significant?

Abstract To appreciate how medical research works it is necessary to understand the 
vital role played by statistical analysis. How one can determine if a person is truly a 
psychic is used to introduce the concept of statistical significance – the criterion that 
determines whether an experimenter can claim he or she has found a treatment differ-
ence. The explanation relies on simple coin tosses and the creation of a testing stand-
ard to determine if a person claiming psychic powers should be believed. The role 
of the confidence interval, which is essentially the “margin of error” that is faithfully 
included in political poll results, is incorporated into the explanation as well. The 
need to establish a null hypotheses and appreciation for the types of errors that come 
from statistical analyses are also covered. In addition, the chapter presents issues 
that must be addressed to judge whether any treatment differences found are truly 
meaningful. Included are (1) the assumptions researcher must make to determine the 
number of subjects they need for a trial and (2) the role of clinical relevance.

Keywords Clinical relevance • sample size • statistical significance • Type 1 
Error • Type 2 Error

Since World War II, the organization and conduct of clinical experiments 
have been radically transformed by medicine’s encounter with the discipline 
of statistics. (H. Marks, The progress of experiment)

We cannot appreciate how medical research works without understanding the vital role 
played by statistics. The data generated in a clinical trial are analyzed using statistical 
methods and the decision on whether there’s a credible treatment difference is based on 
a statistical probability. Fortunately, the subject of statistics is not really as overwhelm-
ing as most people think. I’ll begin by examining what happens when we flip a coin.

Suppose you meet a person, who claims to be a psychic and you are asked to 
verify if the person’s claim is true. The most logical step is to have the person 
claiming psychic powers to correctly predict events. A simple test could involve 
correctly identifying the outcome for a series of coin tosses. A single coin flip 
wouldn’t be a sufficient test – there is a 50/50 chance a person can correctly guess 
a single coin toss. So we need to do more than one flip. But how many should we 
do? We probably want to do enough flips so we’re pretty certain that the psychic’s 
predictions aren’t due to good luck from guessing.
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If we did two flips there are four possible outcomes. Here’s how they would turn 
out:

Note that of the four possible outcomes there is one in which a correct guess 
occurs on both flips (outcome 1). The psychic could also get both flips wrong 
(outcome 4). In between these extremes is getting the first flip right and the 
second one wrong (outcome 2) or visa versa (outcome 3). There are no other 
possibilities (Table 13.1).

Table 13.1 Coin toss outcomes

Outcome First flip Second flip

1 Correct guess Correct guess
2 Correct guess Incorrect guess
3 Incorrect guess Correct guess
4 Incorrect guess Incorrect guess

Since among the four possible outcomes, only one outcome produces two correct 
guesses we can say that there is a 25 percent chance (i.e. one out of four) of two 
correct predictions by guessing. That doesn’t seem too hard to achieve so let’s try 
three flips. Now by chance alone there is one chance in eight (or 12.5 percent) that 
all predictions would be accurate. Maybe we should go to four flips where the 
likelihood of getting all flips correct would be 1 chance in 16 (or 6.25 percent). 
Let’s see what’s the chance of correctly predicting all the outcomes from flipping a 
coin five times – it’s one chance in 32 (or 3.1 percent).

Probability

It’s easier to work with probabilities so we’ll convert the last outcome – one chance 
in 32 to a probability. The probability is .031 (we just divide 1 by 32). We could 
also express this result as a percent – i.e. 3.1 percent. Incidentally one chance in 16 
has an occurrence probability of .062 (1/16) and one chance in 64 would be a .016 
probability (1/64). The corresponding percentages would be 6.2 and 1.6 percent. 
Table below summarizes the results we have gotten so far and adds a few more.

Table 13.2 Proportion and probability for correct coin tosses

Number of coins Proportion of times all Probability of getting all
tossed guesses are correct guesses correct

1 1/2 .500
2 1/4 .250
3 1/8 .125
4 1/16 .062
5 1/32 .031
6 1/64 .016
7 1/128 .008
8 1/256 .004
9 1/512 .002
10 1/1,024 .001
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As shown in the last column the probability of a correct guess drops by half 
for each additional toss. With one toss the probability is .500, but it falls by half 
to .250 with two tosses. Due to rounding, the probabilities don’t appear to follow 
the reduction by a half rule exactly (e.g. half of .125 is .0625 not .062), but round-
ing holds down the umber of digits that must be shown and makes the table more 
manageable.

I could continue adding coin toss results to the table and recording new propor-
tions and probabilities, but I’d never get to the point where there is no chance of 
getting all guesses correct (i.e. a .0000 probability). We’d get close – after 10 tosses 
there is only one chance in a thousand (probability = .001) that a person could cor-
rectly guess the outcome of all the tosses. However, there is always going to be just 
the smallest probability that a person can make correct predications by guessing for 
even the longest set of tosses.

If there were no restrictions on time and the testing didn’t cost anything we 
could just do more and more testing so we’d become more and more certain of 
being correct when and if we declare that the person really has psychic powers. But 
we have to stop somewhere – at some point we have to say that’s enough testing. 
Furthermore, psychics don’t have to be infallible – they’re entitled to some misses. 
We can’t demand that there can never be a wrong choice – that would not be fair. 
If we set too high a standard too many true psychics would be incorrectly identified 
as fakes. As a result, at some point we have to decide that that’s enough testing and 
come to a decision if the person is a psychic or not. We need to appreciate the fact 
that the chance of all correct guesses drops each time we require an additional test. 
Thus the question becomes – at what level of probability are we willing to say this 
person is or is not a psychic. There is also the time and cost of doing more tests that 
wouldn’t amount to anything in this example, but in other situations that issue can 
be a big concern. That leaves us with the momentous question – how many tests 
should we require. How about using four tosses – there is only one chance in 16 
(a .062 probability) that all of the four tosses would turn our correct simply by guess-
ing? Is the probability of .062 good enough? Or maybe we should use six tosses – 
there is only one chance in 64 (a .016 probability) that all those tosses could be 
correct by guessing. But remember the greater the number of tests, the greater the 
chance that a true psychic will miss a correct answer and be declared a fake.

If researchers conduct a study and find an impressive treatment difference they’d 
like to be reasonable sure that the difference they found was not due to chance. 
Probability plays a vital role in this decision because it determines the likelihood 
that the difference the researchers obtained was a chance occurrence. In the psychic 
example, probability levels were calculated for sets of correct guesses the psychic 
could make that were purely due to chance. However, we never set a probability 
value to accept or reject the decision that the person was a true psychic. In medical 
research, there is a generally accepted level to determine if observed treatment dif-
ference are due to chance. The standard used in medical research is a probability of 
.05 (1 chance in 20).

Researchers use the expression “p value” to refer to the probability value they 
calculate. For instance in a research report they could write, “All statistical tests 



114 13 Statistics – Was the Finding Significant?

were done with a p value of .05.” It is understood that a p value of .05 means that 
there is a five percent probability that the result observed might be due to chance. 
They may also report just the p value they calculated and not refer to the .05 prob-
ability standard. For instance, they may simply write, “The treatment difference 
was associated with a p value of .02.” In this case by mentioning the actual p value 
they mean there was a two percent chance that the result they obtained was due to 
chance. The larger the p value, the greater the likelihood that the outcome could 
have occurred by chance. The smaller the p value, the greater the likelihood that the 
outcome is due to a true treatment difference.

If the .05 probability level is achieved the term “statistically significant” is used 
when referring to the treatment differences. The researchers will state that the dif-
ference they found is statistically significant and that means they have found suf-
ficient statistical evidence to believe that there is a true difference between the 
treatments.

It is most important to point out that using a probability level of .05 means that 
five percent of the time the conclusion that there is a treatment difference will to be 
wrong. Five percent of the time, they’re going to say there is a statistically signifi-
cant difference when one doesn’t exist. Five percent of the time, they’re going to 
come to the wrong conclusion. This mistake has nothing to do with the quality of 
the study’s design or execution. It arises from a mathematical decision on how to 
control chance as a cause for a treatment difference.

Those who are used to getting a definitive answer from a mathematical calcula-
tion will be disappointed to hear that there are no such guarantees when it comes to 
the statistical tests used by researchers. In performing statistical tests, the chance of 
an outcome can not be assured with 100 percent certainty nor absolutely denied with 
100 percent certainty unless the entire population is tested. In other words, the sta-
tistical test cannot end up with a p value = 1.0 nor a p value = 0.0. The probability 
of an outcome is somewhere between those two extremes. So at the end of a trial, no 
matter how convincing the evidence for or against a drug’s effectiveness may be, a 
researcher can never come to an absolute unconditional conclusion.

The rules of the testing procedure employed for medical research always leaves 
open the possibility that the conclusion the authors reach is wrong. Here is but one 
more argument on why a single medical research study can never guarantee the 
right answer – the statistical methodology employed doesn’t permit it. Technically, 
the rules of the game do not allow a definitive finding without any possibility of 
error. However, don’t blow this concern out of proportion. The possibility of 
a mistake can get very small – one in five hundred or one in a thousand or one in a 
million. People would be foolish not to come to a confident decision about a treat-
ment difference in those situations where the p value is exceptionally small. The 
treatment difference is beyond any reasonable doubt when the probability level is 
minute. To remain unconvinced when the possibility of an error is infinitely small 
would be foolhardy. Still, demanding absolute certainty is a luxury you can not get 
with statistical testing.

There is much to be said for using the probability standard. We certainly don’t 
want to say a drug is effective if its perceived benefits are due to chance. A fixed 
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value for the probability standard also keeps all studies meeting a common crite-
rion. We wouldn’t want researchers setting their own level – many might be too 
generous and a flood of inferior drugs would be the result. Without the .05 probabil-
ity standard numerous results that occur by chance could be accepted as fact and 
we would be lot worse off than we are now. But that said, we must also realize that 
using a probability standard is essential, but not sufficient. There are other factors 
that influence the interpretation of a statistical finding.

The Null Hypothesis

Good research methods require the planners of a clinical study to declare a hypothesis 
for their project. They must formulate what is known as the null hypothesis. A null 
hypothesis is a statement that postulates that there is no difference between the study 
treatments. In most cases, it is not likely that researchers really believe the null 
hypothesis. Usually they are doing the clinical study in hopes that the experimental 
treatment is better than the comparison treatment. As a result, the null hypothesis is 
really just a straw man – a proposition set up with the intention of disproving it.

As we just saw, in the world of probability testing, nothing is ever proven abso-
lutely one way or the other. Statistical tests do not give simple “yes” or “no” answers. 
Instead the statistical analysis determines the likelihood or probability that the result 
is consistent with the hypothesis that there is no difference between the treatments. 
Nonetheless, the failure to reject the null hypothesis doesn’t mean that there is abso-
lutely no difference between treatments. To the nonprofessional it may appear that 
failing to reject the null hypothesis means it should be accepted. That’s perfectly logi-
cal, but in clinical research practice, failing to reject the “no difference” outcome does 
not always equal accepting it. There is almost always some kind of treatment differ-
ence, but it could be so small that it failed to result in a p-value of .05 or less. 
Consequently, clinical researchers often interpret a finding of no statistical signifi-
cance to mean there was insufficient evidence to show that there was a difference. 
Given the structure for statistical testing this is a reasonable conclusion to reach.

Cautious interpretation is also required when comparing two active drugs. 
A comparison of two drugs (e.g. a new one versus the current standard) is often 
referred to as an equivalence or comparative trial. The real purpose of such a study 
is often to see if the new drug is as good as the drug that is the current treatment 
standard. In other words, an acceptable goal of the study sponsors is to be able to 
claim their drug is equivalent to currently used treatment. In this case the real 
 objective is to come to a “no difference” conclusion – if the experimental drug is 
just as good as the current market leader, that’s good enough. There may be advan-
tages of the new drug (e.g. fewer side effects or a more convenient dosage schedule) 
that make equal efficacy a satisfactory outcome.

Because of the tendency to misinterpret the absence of statistical significance, 
reports on equivalence studies can be confusing. One investigation, which 
appeared in the British Medical Journal, looked into studies comparing two 
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active drugs (e.g. a test drug against standard therapy) and found that an inap-
propriate claim of no difference appeared in 20 percent of these kinds of studies 
without any qualification about clinical or statistical significance. These incorrect 
assertions were probably due to careless wording rather than a mistaken belief 
that no effect or difference had been shown. However, readers of the articles – the 
practicing physicians who do not engage in research – may accept the “no differ-
ence” inference as fact and shape their medical decisions based on this erroneous 
conclusion.

The Type 1 and 2 Errors

Earlier we examined the risk of finding a difference that is not real because it is due 
to chance. As previously noted the .05 probability standard is set up to control this 
kind of error. If an investigator concludes that there is a difference, but in fact there 
really isn’t one, that kind of mistake is called a Type 1 Error.

There is another risk that can lead a researcher to come to the wrong conclu-
sion. Researchers can conclude that there is no difference when, in fact, a differ-
ence really exists. Statisticians aren’t too imaginative and they call this kind of 
mistake a Type 2 Error. Note that the Type 2 Error is the opposite of the Type 1 
Error. One mistake is to conclude that there is a difference when that judgment is 
wrong (a Type 1 Error). The other mistake is to conclude that there is no differ-
ence when there is one (a Type 2 Error). Sometimes the Type 1 and Type 2 Errors 
can be better understood by showing their relationships in a table that is shown 
below (Table 13.3).

Table 13.3 Relationship between a Type 1 and Type 2 error

Conclusion True situation

Reached by the 
researcher

Treatments are really 
not different

Treatments are really 
different

Treatments are 
not different

Correct decision Mistake Type 2 Error

Treatments are 
different

Mistake Correct decision

 Type 1 Error  

In the diagram, the left-hand column represents what the researcher concludes 
from a study based on the p-value. There are two possible conclusions – the treat-
ments are not different (row 2) or they are different (row 3). The right two columns 
represent the actual truth. The treatments are really not different (column 2) or they 
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are different (column 3). In the interior are the four cells that indicate if the 
researcher’s conclusion is correct or not and the information is italicized. If, in fact, 
the treatments are not different and the judgment reached by the researcher is also 
that they are not different then, as indicated in the first cell, the researcher’s deci-
sion is correct. If on the other hand the researcher concludes that the treatments are 
different, when in truth they are not different, then that is an error on the part of the 
researcher. As noted in the diagram that mistake is called a Type 1 Error. This mis-
take is controlled by the probability standard. It is set at .05 so the risk of claiming 
there is a treatment difference when it is not true can not exceed five percent.

For the cells on the far right, the true situation is that the two treatments are in 
fact different. However, if the researchers conclude they are not different then that 
is a mistake. That kind of a mistake is called the Type 2 Error. In the last cell which 
is in the right hand corner, both the true situation and the researcher’s conclusion 
are that treatment differences exist and, as a result, the researcher has made a cor-
rect decision.

In most research trials the two types of error are not considered equally bad. The 
more serious blunder is the Type 1 Error. The reason for this can be appreciated by 
assuming the results of a study will be used to decide whether a drug will be 
approved for marketing or not. In this circumstance, to conclude a drug is effective 
when it is not, is considered the more egregious error. Allowing patients to take an 
ineffective drug is clearly unacceptable, especially if efficacious drugs on the mar-
ket could be used instead. The other alternative, Type 2 Error, means a useful drug 
will not be available to patients – that’s not good, but it’s considered less serious 
than the Type 1 Error since there may be an ample number of alternative treatments 
available for patients. There is one important exception and that has to do with 
equivalence trials. If you remember in an equivalence trial the goal is to show 
equality not superiority. In this case it’s important to focus on the Type 2 Error – 
incorrectly claiming no treatment difference when one really exists.

Sample Size

It’s important to appreciate the connection between sample size (i.e. the number of 
subjects participating in a trial) and statistical testing. A failure to have enough sub-
jects can lead to a serious error – an important treatment difference will not be 
declared statistically significant. But too many subjects always raises a problem – an 
excess number of participants can allow a declaration of statistical significance when 
there is only a trivial treatment difference.

There is a formula that statisticians use to determine the number of subjects 
needed for a trial. Most people hate formulas and I won’t present one, but I must 
talk about the three elements in the formula – (1) the size of the treatment difference 
researchers expect, (2) the variance of the primary measurement researchers plan to 
use and (3) the amount of assurance researcher want that they will find the differ-
ence they specified in item 1. It may help to give a brief explanation of the second 
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element, variance. Variance refers to the consistency of the response for the primary 
measurement by the subjects. There is low variability when all subjects have a simi-
lar response to a treatment. If subjects are inconsistent in their treatment response 
then variability is high.

The three elements that determine sample size affect the required number of 
subjects needed differently. Sample size is increased when:

1. A small treatment difference is expected.
2. A large variance occurs with the primary assessment.
3. A large amount of assurance is desired.

So if researchers want to (1) find a small treatment difference, (2) plan on using a 
measurement that is very erratic and (3) want to be real sure that they find a treat-
ment difference they will need lots of subjects. Researchers obviously want to use 
as few subjects as possible so they like just the opposite set of circumstances – large 
treatment differences, a measurement with a low level of variation and a willing-
ness to accept a low assurance level.

The sample size formula assumes the size of the treatment difference and vari-
ance of the primary measurement are known, but they are often not known. If 
researchers already knew what the treatment difference was, there would be little 
purpose in conducting the trial. However, researchers can approximate what is a 
likely treatment difference based on prior results. The expected variance can also 
be estimated from the results of past studies. To enhance the likelihood of low vari-
ance, researchers like to conduct studies with subjects who are alike. The homoge-
neity among subjects in respect to age, gender, degrees of the illness, etc. provides 
greater consistency in response than if the subjects are very different in respect to 
these factors. Substituting estimated values for the expected treatment difference 
and the variance usually result in the calculation of a reasonably accurate sample 
size, but it is important to point out if the estimates are incorrect then the calculated 
sample size will be off. For instance, if researchers overestimate the size of the 
treatment difference or underestimate the amount of variance, their trial will have 
too few subjects and they risk having a Type 2 Error (i.e. they will fail to show a 
treatment effect when there is really is one).

The third element in the sample size formula, the assurance level, requires a deci-
sion on the part of the researchers on how certain they want to be of finding a statisti-
cally significant difference. Do they want to be 75 percent certain that the trial will 
find the expected treatment difference or, if that’s not good enough, perhaps they 
should be 99 percent certain. It would seem reasonable to pick a high degree of cer-
tainty, but that choice comes with a high cost – it will inflate the sample size. A larger 
sample size means more cost and more time to complete the trial. Typically, an assur-
ance value of 90 or 95 percent is chosen, but if these choices end up with too large of 
a sample size, the study may proceed anyway with a smaller number of subjects and 
a greater risk of a Type 2 Error. Unfortunately, many published reports of clinical 
trials fail to describe how the sample size was chosen. When this information is elimi-
nated there is no way to appreciate the chance of a Type 1 or Type 2 Error and we 
have yet one more reason to be suspicious of the result from a clinical trial.
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One more comment related to the sample size question is appropriate. The sample 
size calculation is usually based on the primary effectiveness variable in a trial. 
There are many other variables assessed and corresponding p-values determined. 
For these other variables, the sample size determined for the primary variable may 
be grossly inappropriate. Nevertheless, the study is run as planned even though for 
most variables there will be too many, or more likely too few subjects, and in the 
latter case the Type 1 and 2 Errors will be much worse than that for the primary 
variable. In fact, clinical trials are very poor at finding conclusive evidence that a 
rare side effect is related to a medical treatment. The side effect could be lethal, but 
if it’s rare, a trial with 10,000 or even 20,000 subjects may not be able declare that 
it is an effect of the treatment at the usually level used for a statistically significant 
finding. The sample size calculation, based on the principle efficacy assessment, is 
invariably insufficient when it comes to unusual but serious side effects. The Type 
2 Error for these types of adverse effects will be extremely high because there are 
not enough subjects. Therefore, any given clinical study should not be relied on to 
fully determine the safety profile of a drug.

Clinical Relevance

A corollary requirement to judge whether the means of two treatments are truly 
different needs to be considered. Is the difference meaningful? When researchers 
conclude that statistical significance exist this means that there is a low probability 
that the findings occurred by chance. However researchers also need to answer the 
question: does the difference that was associated with the statistical significance 
have any practical value?

We have practical significance when a researcher looks at a treatment difference 
and says, “if this is the true difference then I would certainly prefer one treatment 
over the other.” In the medical research area the terms “clinically significant” or 
“clinical relevance” are often used when a difference is judged to be important 
medically. There are no statistical tests to help physicians and consumers of 
research determine clinical significance. It usually requires clinical expertise to 
interpret research results, and decide whether the treatment difference has any clini-
cal relevance. For example, researchers might design a study to evaluate a weight-
loss drug that is taken for three months. If subjects in the experimental group lost 
an average of 23 pounds and subjects in the non-intervention group lost an average 
of 21 pounds, the 2 pound difference could turn out to be statistically significant. 
But this slight weight difference could have little clinical significance. Researchers 
must consider clinical relevance before coming to final conclusion about the suc-
cess of the treatment. Unfortunately, there is evidence that far too many researchers 
have failed to do this in the past. A 1994 study published in JAMA examined 
slightly over 200 studies in which there had been a negative result (i.e. the experi-
mental treatment was not shown to be effective for primary outcome variable). The 
selected articles had been published in major journals over a 20 year period and less 
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than 20 percent made any statement related to the clinical significance of the 
observed differences. Another disturbing finding was that less than one in three 
indicated that there had been a sample size calculation to determine the number of 
subjects to be used for the trial in the first place.

The Type 2 Error has an important role when it comes to the issue of clinical 
significance. If there is a clinically important difference, the fact there is no 
statistical significance doesn’t mean the treatment failed. We need to ask, how 
likely was it, given the size and design of the trial, that a clinically important 
effect was missed? The kind of response we’d want in this case would note that 
a difference of X would have been found Y percent of the time. Note that X is 
the clinically significant difference and Y is a percent based on the Type 2 Error. 
For example, take a study evaluating drugs to treat obesity where 5 pounds is 
deemed the clinically important difference. The authors could state that a differ-
ence of 5 pounds would have been found 50 percent of the time. This hypotheti-
cal statement means that an important difference (5 pounds) would have been 
missed half the time. Because of the likelihood that an important treatment dif-
ference could have easily been missed, the drug shouldn’t be discounted until 
more research is performed.

It bears repeating: researchers always need to be cautious about the interpreta-
tion of a clinical trial that fails to find a statistically significant difference. In those 
situations, it would be helpful to know what kind of a difference could have reason-
ably been found. Inclusion of a statement such as the one given above that specifies 
the chance of finding an important treatment difference is particularly helpful when 
interpreting the results of a trial. It is invaluable to know how capable a trial was at 
finding a clinically important effect, and a study report that omits that information 
should be considered incomplete.

The Confidence Interval

Because of dissatisfaction with the use of the .05 probability standard, many 
researchers have turned to an alternative way to express the statistical quality of 
a research finding – it’s called the confidence interval. A confidence interval is a 
range of values that tries to define the true difference between treatments. Since we 
use samples, we never know the real treatment difference for sure. However, based 
on the difference observed in a trial, we can develop an estimate of the true popula-
tion difference. Nevertheless, there is uncertainty associated with that estimate. The 
confidence interval attempts to quantify the uncertainty associated with the observed 
treatment difference. Consider it as a range of plausible values. A short confidence 
interval implies an accurate assessment – the plausible values fall within a narrow 
range. A wide interval implies poor precision – the plausible values cover a broad 
range of values.

The usual convention is to calculate a 95 percent confidence interval. A 95 per-
cent confidence interval should include the true value for the treatment difference 
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95 percent of the time. This means that five percent of the time the actual mean for 
the complete population would be outside the 95 percent confidence interval range. 
A choice of a 95 percent confidence interval is arbitrary, but as we will see in a 
moment, it is in synch with the .05 probability standard.

Let’s again use a weight loss example that compares a drug against a placebo. 
Assume the confidence interval for a study gives a range of 5–15 pounds. This 
means that the true treatment difference is most likely greater than 5, but it is most 
unlikely that it exceeds 15 pounds. The center of the interval (in this case 10 
pounds) corresponds to the observed mean of the treatment difference. The interval 
could therefore also be described as 10 plus or minus 5, but it is customary to 
present it using the two extreme values – i.e. 5 – 15.

Although statisticians hate this explanation, the researcher could say that he or 
she is 95 percent certain that the true treatment difference lies somewhere 
between 5 and 15 pounds. Of course, either the interval contains the population 
mean or it doesn’t. As a result statisticians point out that there can’t be a 95 per-
cent probability that the interval contains the population mean because the inter-
val either contains it (and the probability = 1.0) or it doesn’t (and the probability 
= 0.0). Actually when a 95 percent confidence interval is calculated it corre-
sponds to a process in which the calculated interval includes the true population 
mean 95 percent of the time. Thus, the criticism by statisticians is justified, but 
for practical purposes it seems like an unnecessary complaint to the simpler 
explanation. Perhaps a compromise is to say a 95 percent confidence interval 
gives a range of values within which there is 95 percent certainty that the popula-
tion value occurs.

In our example of a 95 percent confidence interval falling between 5 and 15, we 
would have strong evidence that there is a treatment difference. There appears to be 
at least a difference of 5 pounds and it could be as great as 15. At either extreme 
the treatments is better than the placebo – it is only a matter of degree. However, 
what if the 95 percent confidence interval were −2 to + 8. The length of the interval 
is the same (10), but more importantly it now includes 0. A value of 0 is the point 
at which the treatments being compared show no difference at all. A value of −2 
indicates that the treatment is inferior to placebo, but a value of + 8 supports the 
opposite conclusion that the treatment is better than placebo. In this circumstance 
the results are inconclusive. There is insufficient evidence to claim one treatment is 
better than the other.

The margin of error. There’s a confidence interval that you are exposed to many 
times, but you’re probably unaware of it. The exposure becomes very intense every 
four years and has a noticeable drop following the first Tuesday in November. What 
I’m referring to is the presidential election. We tend to be inundated with polls 
predicting the winning candidate. In reporting poll results it is now customary to 
cite a margin of error. Candidate X was preferred by 54 percent of the people with 
a 5 point margin of error. If you perform a little math the information translates to 
a range of 49–59 percent. The 5 point margin of error is simply subtracted (54 – 5 
= 49) and added (54 + 5 = 59) to the mean value. The 49–59 range is in fact a con-
fidence interval and although the newspapers never report this, it is almost certain 
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that it is a 95 percent confidence interval. In this example, since the range overlaps 
50 percent, pollsters report that the survey is inconclusive – the election is too close 
to call.

This situation is akin to a clinical trial in which patients receive two treatments 
and decide which one is better (i.e. preferred). If the sample size was the same as 
used in the political poll and 54 percent of the subjects preferred one of the treat-
ments then the 95 confidence interval would match that from the political poll – i.e. 
49 – 59. In this case there would be no statistical significance since the range 
included the no difference point of 50 percent.

In reality the use of the .05 significance standard or the 95 percent confidence 
interval will lead to the same answer regarding the presence of absence of statistical 
significance. They are just different ways of expressing the same level of certainty 
regarding an observed difference. They are not different ways to determine statisti-
cal significance. As a result the negative criticism of the .05 probability standard 
that it is an arbitrary standard also applies to the confidence interval. Still, there is 
an advantage in the use of the 95 percent confidence interval because it does a better 
job of illustrating the nature of the treatment difference.

With the .05 probability standard you usually only get the mean treatment dif-
ference – a single number that is declared statistically significant or not statistically 
significant. By specifying a range of values the confidence interval has definite 
advantages over the single value used with the .05 probability standard method. Let 
us assume a study has a sample size of 100 and another researcher investigating the 
same problem with the same measurement uses a sample size of 25. Both calculate 
a mean for the treatment differences and it is the same value. Also assume each 
study ended up with the same conclusion regarding the statistical significance. At 
this juncture there would be no way to differentiate the two studies even though one 
has four times as many subjects. However, if each researcher reported a confidence 
interval, the study with the larger sample size will have a shorter interval and be the 
more appealing result. The confidence interval gives more information because at 
its center we have the mean treatment difference, but there are also the lower and 
upper limits. They add information and provide a more comprehensive and mean-
ingful way to understand trial results.

A good rule of thumb to follow when the confidence interval method of presen-
tation is used is to take the lower value and decide what you would do if that were 
true. For instance, you could decide that one drug was better than the other one or 
perhaps the differences were not clinically important. Next take the upper value and 
do the same thing. If you would come to the same conclusion whether you used the 
lower value or the upper number then the trial has been successful since it produced 
one conclusion. There is only a small risk that the true difference isn’t in the zone 
you looked at and led you to make the same judgment. If you would decide one way 
based on the lower number and reach a different decision based on the upper 
number, then the study has failed to provide a consistent result.

Statistics are a critical part of the clinical research world. However people who 
do not have statistical training, but are affected by the results from clinical research 
(e.g. health care providers and media reporters), can easily misunderstand clinical 
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trial results. An understanding of concepts such as statistical significance, clinical 
significance and margin of error are vital to the interpretation of medical research 
findings.

Statistical analysis and evaluation to prove significance is the hallmark of modern medical 
science. The requirement for statistical significance is, however, not necessarily coupled to 
enthusiasm, understanding, or appreciation of practicing clinicians. (J. Rothstein, Physical 
Therapeutic)



R.R. Gauch, It’s Great! Oops, No It Isn’t, 125
© Springer Science + Business Media B.V. 2009

Chapter 14
Analysis Issues – A Lot of Choices

Abstract In the statistical analysis of data from a clinical trial, one would expect 
the same set of data to lead to the same result. However analysts have many choices 
– what statistical test to use, what type of data to analyze, whether the underlying 
mathematical assumptions of the tests they use were met, etc. Depending on those 
decisions, different conclusions about a treatment’s efficacy and safety could be 
supported. Furthermore, today the recommended research practice for  analyzing 
a study is the intention-to-treat approach whereby all subjects the researcher 
intended to treat are included in the analysis, even if they didn’t meet the protocol 
requirements or left the trial prematurely. This approach can cause a bias, but the 
alternative that allows researcher to decide who should be dropped and who should 
remain in an analysis can also introduce bias. The importance of statistical deci-
sions is reflected in an astonishing report claiming that over half of all medical 
research findings are false. Too few subjects, small differences between treatments, 
the number of tests preformed and the incorrect interpretation of probabilities were 
used to support that premise.

Keywords Intent-to-treat analysis • multiple testing • statistical assumptions • 
statistical methods · statistical tests

In the analysis of data from a clinical trial, one would expect the same set of data 
would lead to the same result. However, an analysis involves many choices such 
as what statistical test to use to analyze the data. Depending on the analysis deci-
sions, different conclusions about a treatment’s efficacy and safety could be sup-
ported. As a result, there is no assurance that the same data set for a clinical trial 
will end up with the same conclusions. In this chapter, I explore the many choices 
research teams have when it comes to analyzing and interpreting the data from a 
clinical trial.

Huge sums of money are spent annually on research that is seriously flawed through the 
use of inappropriate designs, unrepresentative samples, small samples, incorrect methods 
of analysis, and faulty interpretation. (D. Altman, British Medical Journal)
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Choosing the Statistical Test

There is a wide variety of tests available and the best ones are those that that give 
the analyst the most information and the greatest efficiency. Efficiency is defined 
as the ability of a statistical procedure to come up with the smallest number of 
required observations to find a treatment difference, if one exists. For instance, the 
statistical test that required the smallest number of cases to reach the .05 probability 
level would be considered the most efficient test. Unfortunately, the most efficient 
tests require a lot of assumptions and, as will be explained in a moment, it’s at least 
difficult if not impossible to be totally sure that all the assumptions are met. On the 
other hand, the tests that require few assumptions are limited in what they can do. 
They are less efficient and give researchers less valuable information. The choices 
leave the statistician between the proverbial rock and a hard place.

One of the first questions that needs to be addressed when planning the statisti-
cal analysis is what class of tests is appropriate. There is one set of tests for vari-
ables that are considered numeric. A numeric measurement includes quantitative 
variables such as weight or a blood pressure reading. However, measurements can 
also be classified as categorical or ordered. In the categorical class, the measure-
ment result can only be placed in a response category. The categories may be a 
patient’s race (e.g., White, Asian, etc.) or whether the patient had to be hospital-
ized (e.g., a “yes” category and a “no” category). A categorical measurement is 
clearly different than a numerical measurement such as a blood pressure value 
since the outcome cannot be expressed as a quantitative value. A variable that 
belongs to an ordered scale of measurement falls in between the categorical and 
numeric scales. Like a categorical scale, an ordered scale has discrete categories, 
but they can be placed in a hierarchy. An example is pain that can be rated as none, 
mild, moderate and severe. Statistical texts refer to the measurement scales by 
alternative names, but those terms are not as descriptive (e.g. a categorical scale is 
called a nominal scale).

There is a group of statistical tests set aside for each measurement scale – one 
set for numeric variables, a different set for ordered variables and a third set for 
categorical variables. Within each class of tests there are also alternative statistical 
procedures offered. Consequently, analysts choose the test, within a class, that they 
considered most appropriate. The choice of a test is up to the analyst. Analysts have 
preferences and may not pick the same test to analyze the data collected in a study, 
which leads to the possibility that different statistical conclusions will be reached 
for the same data set.

There is also a related problem. Although it may appear that a given variable will 
distinctly fit into one of the three classification groups, that is not necessarily the 
case. Take temperature which can clearly be considered a numeric variable. 
However, temperature can also be considered an ordered scale by assigning tem-
peratures over 101 degrees to a class called “high fever”; 99–101 degrees to a class 
called “fever” and those below 99 degrees to the “normal” class. Temperature can 
also be treated as a categorical variable by just recording “fever-present” or “fever-
absent”. The way an analyst classifies a variable is important since the ability to 
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find a statistically significant difference can be influenced by the class chosen. 
Statistical significance is more readily declared when a variable is considered 
numeric and less likely if it is judged to be in the categorical class. Therefore, much 
could depend on whether temperature is recorded as a numeric, ordered or categori-
cal variable. The chance of finding a statistically significant difference would be 
more likely if temperature was judged a numeric variable and least likely if it were 
determined to be a categorical variable. It’s evident that different choices by an 
analyst can lead to different judgments about the effects of a treatment.

Selecting the data to be analyzed represents another decision facing the 
researcher and statistician. I’ll use a hypothetical example to illustrate this situation. 
Assume the trial used 50 patients with hypertension who were randomized to 
receive either an authentic or a sham acupuncture treatment. The primary outcome 
was based on blood pressure readings that were taken before and after treatment. 
There are three choices for selecting the data to be analyzed:

1. Compare the post treatment scores only.
2. Compare the differences between the post treatment and baseline scores.
3. Compare the post treatment scores while adjusting for the baseline scores.

A different statistical test would be appropriate depending on which of the three 
data sets is used. Significantly, each choice could lead to a different result.

Another concern is the fact that statistical tests are based on mathematical models 
and those models require assumption about the data used in an analysis. As might 
be expected, the “best” tests are also the most complicated ones and it’s not just the 
math that is more tedious. The group of tests considered the most powerful also has 
the most demanding set of underlying assumptions. If the assumptions for the test 
are not met then the results using that test are obviously corrupted. This situation 
gets even messier because the decisions on whether the assumptions are met do not 
have clear standards. For the most powerful and sophisticated tests, the assumptions 
are very stringent and satisfying the assumptions for these tests becomes even more 
problematic because there may be no way to adequately test them. In the end, a 
statistician has a lot of latitude in making decisions about whether test assumptions 
are met. Different decisions equate to dissimilar test choices and that means there is 
the possibility of inconsistent statistical decisions about a treatment result.

One last example of statistical methodology options involves combining treat-
ments into broader groupings and then analyzing the data based on the newly cre-
ated groups. The grouping of treatments is not a bad step if it is done in a logical 
and fair manner. It may be valuable to compare different classes of drugs rather than 
individual drugs to see if one class is better than another. By combining the results, 
the sample sizes are increased and that can increase the sensitivity of an analysis. 
But it is important that the merger of individual drugs into a class be done ration-
ally. In the next example this was not the case.

Sometimes an improper analysis decision surfaces when a study is looked at 
closely. A report in JAMA, by two researchers at Copenhagen University, illustrates 
this possibility. In the process of preparing a meta analysis, the researchers noted that 
the investigators for one of the trials they planned to use had combined the results for 
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two drugs. They also recognized that one of those drugs was known not to be useful 
for the indication under investigation. In addition, almost 80 percent of the patients 
taking the other drug took it orally rather than intravenously. The oral form was 
known to be much less effective. The results for the two drugs were merged and then 
compared to a third drug. Not surprisingly, the third drug showed superiority over the 
two-drug combination. In this dreadful case, the fact that the third drug turned out to 
have better results, and therefore declared superior, was a totally deceptive answer.

It seems obvious that this was a case of intentional manipulation of the options 
available to the analyst in order to show a drug’s superiority. The researchers 
weren’t particularly clever, but it is also disconcerting that the medical journal that 
published the original trial may have played a complicitory role when it accepted 
the study for publication. At a minimum, the journal was clearly inept in perform-
ing a reasonable review of the submitted study. Once medical research gets pub-
lished, even bad research, the medical community and the general public are the 
ones who eventually lose out.

Taking a more cynical view, it is also possible that faced with a negative result 
(when a positive finding was hoped for), a statistician may try different types of 
statistical tests, reclassify data and cases, or change the outcome variable until the 
desired positive result can be described as statistically significant. An article in 
PLoS Clinical Trials noted that there is evidence that this kind of behavior is prob-
ably a greater problem than most people think it is.

The potential problems discussed above can be mitigated by requiring a statis-
tical analysis section in the protocol that specifies, in advance, what statistical 
test(s) and data sets will be used to analyze the data. If there are valid reasons to 
alter the analysis plan, a full explanation for the change should be provided in the 
final study report. The CONSORT guidelines, developed by an august body of 
leading medical researchers, include standards for reporting the statistical analy-
sis methods for clinical trials. That section begins by providing an example that 
clearly supports the belief that the analysis of clinical trials be based on a pre-
established analysis plan.

The intent-to-treat approach. A critical decision in any study has to do with the 
inclusion and exclusion of subjects from the analysis. Today many researchers 
believe the recommended research practice for analyzing a study should be based 
on the “intention to treat” (ITT) approach. This means that all subjects the 
researcher intended to treat and were allocated to a randomized treatment group 
should be included in the analysis. This includes subjects with the following 
characteristics:

1. Subjects who did not take any \study medication or they did not receive an 
adequate course of treatment

2. Subjects who dropped out of the study before it’s completion
3. Subjects who were admitted by mistake and were actually unqualified for the 

study
4. Subjects who did not follow the protocol, missed important assessments and took 

unapproved drugs that could interfere with the assessment of the study drugs
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There are a number of reasons given to accept this standard. If subjects are excluded 
for any reason, their removal changes the make up of the treatment groups and 
jeopardizes the goal of having equivalent groups. It is also argued that including 
subjects in the analysis, even though they never took the drug or were on an inad-
equate dose, is like real life and they should be included to demonstrate what will 
happen when the drug is in general use. As a matter of fact, ITT advocates believe 
slightly deviant behavior, here and there, is good because there’s always some level 
of it in real world. The ITT supporters also favor including misclassified subjects 
who never should have been in the trial. Perhaps they were too old or had the wrong 
diagnosis. The argument in this case is that if false inclusions occur in the control-
led environment of a trial, it seems inevitably that misclassification will also occur 
in routine clinical practice and therefore the subjects’ experiences should count.

It’s not clear when the intent-to-treat approach became the preferred method, but 
a 1997 study in the British Medical Journal found that only two percent of the clini-
cal trials reported in the medical literature explicitly stated that all randomly 
assigned subjects were analyzed according to their original treatment assignment. 
A much larger number noted that ITT analysis was used, but the investigators pro-
vided insufficient data to support the claim. Clearly, there were also other investiga-
tions that eliminated subjects from their analysis if they felt the subject did not have 
a fair course of treatment.

The ITT procedure is often viewed as a conservative approach since it tends to 
make it more difficult to find statistically significant treatment differences. A rather 
bizarre example illustrates this position. Assume none of the subjects included in a 
trial have the correct disease. As a consequence, the value of an effective drug for 
the disease cannot be demonstrated. As a matter of fact, no treatment can demon-
strate superiority or inferiority when the wrong subjects are treated. The process of 
excluding subjects also has drawbacks since those very difficult decisions can 
become arbitrary and favor one treatment over the other. Neither situation is desir-
able, but note that the two approaches test different research questions. An analysis 
that eliminates subjects for cause provides a result for patients who follow the pro-
tocol rules, but the intention-to-treat analysis gives a result that applies to both 
compliant and nom-compliant patients. The current trend favors the use of the ITT 
method as the primary analysis for a clinical trial and major journals such as JAMA 
instruct authors to include an ITT analysis in the reports they submit for 
publication.

A related concern is what should be done if the decision is made to retain a 
subject in the analysis, but the follow-up results for the subject are so incomplete 
that there is no meaningful evaluation of a treatment effect? For example, the sub-
ject drops out before any meaningful outcome measurements are taken. Researchers 
faced with inadequate outcome data are left with a few unwelcomed choices. They 
can eliminate the subject from the analysis, forsaking the ITT goal and live with 
any bias that this decision may cause. They can also try to estimate what the final 
outcome would have been (e.g. by using the last outcome assessment they had no 
matter when it occurred or employing a mathematical model to predict the final 
result). Choosing one of these options rather than another can have an impact on 
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the results for a study. One subject may not matter very much, but if there are a 
number of subjects the effect could be important.

Multiple Testing

The .05 probability standard discussed previously applies when there is a single 
statistical test. In other words, with just one statistical test, there is only a five per-
cent chance of concluding a drug is effective when it really isn’t. However, in a 
clinical trial many statistical tests are performed, never is there only one test. In a 
typical trial, many variables can be used to determine the safety and efficacy of a 
drug and a statistical test performed for each variable. In addition, some of these 
variables may be assessed more than once during the trial. In doesn’t take long 
before analysts have performed a large number of statistical tests.

Two other situations lead to even more tests. They are interim analyses and sub-
group analyses. Interim analyses of the primary variable(s) occur when a clinical 
trial runs over a relatively long period of time. During such a trial, it is important 
for researchers to monitor the results so the trial can be terminated prematurely if 
patients are at risk because one of the treatments is unexpectantly very ineffective 
or unsafe. Analyzing the data at periodic intervals during a trial is therefore reason-
able and necessary.

Another reason for multiple testing is related to subgroup analyses. In a study, it 
is often interesting to know how certain demographic groups did in a trial. Were the 
results similar for whites and non-whites or did one gender do better than the other? 
The overall results that include all study participants can be misleading if they do 
not apply to important subgroups. Essentially, what is being looked for is a differ-
ential effect. If the subgroup were gender, researchers would like to know if males 
and females had a similar result. Knowing how a treatment works in subgroups can 
be especially valuable to the practicing physician. If the drug has minimal efficacy 
in females, and was found effective because of a very positive effect in males, that 
information may temper a physician’s decision as to use of the drug in women.

The statistical implications of multiple testing are not insignificant. When mul-
tiple testing takes place, statisticians worry about what is known as the experiment-
wise error rate. The experiment-wise error rate considers the possibility of a 
statistically significant result, given all the analyses performed. When there is only 
one statistical test, the probability standard is also the experiment-wide error rate. 
They both are .05 and that means there is a .05 chance that the experiment will 
result in a conclusion that there is a statistically significant difference when one 
does not exist. However, if there are two or more tests, the probability that one or 
the other or both will be declared statistically significant is greater than .05 (.095 to 
be exact). Instead of there being a five percent risk of a false positive result in a 
study with a single statistical test, there is now almost a 10 percent risk of at least 
one false positive result when there are two statistical tests performed in that study. 
Obviously, the more tests conducted, the greater the risk of having a false positive 
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finding associated with one of the analyses conducted. A failure to compensate for 
multiple comparisons can have important consequences; a new experimental drug 
may be declared superior to an existing drugs, when it is, in fact, only equivalent.

Fortunately, for analysts that want to control the false positive error rate associ-
ated with making multiple statistical tests in a study, there are mathematical tech-
niques that can do that. However, there is no guarantee that each of the methods 
used to control multiple testing, will give the same answer concerning statistical 
significance. The various methods should produce similar results, but if a treatment 
difference is at the marginal level of statistical significance, it could be altered one 
way of the other depending on the technique used.

There are other important issues regarding multiple testing that need to be men-
tioned. Multiple statistical tests are performed in the analysis of all clinical trials, 
but some variables tested are more important than others. For example, the primary 
efficacy variable is usually the single most important variable. The statistical test 
for this variable is the premiere test – and as such, it is tested at the .05 probability 
as if it were the only test. However, planners may recognize there is another 
 statistical comparison of major interest. For instance, they feel they must do a sub-
group test for gender because prior research indicated that males and females were 
likely to respond differently to the experimental treatment. Consequently, the sub-
group test is conducted using one of the methods to adjust the result for multiple 
testing so that the .05 experiment wise error rate is retained.

All the other variables are considered secondary and it would be unrealistic to 
do those statistical tests using one of the available multiple testing methods. As a 
result, when interpreting the results from tests on secondary variables, it just has to 
be understood that some false positive results will occur among the analyses per-
formed. On average, without a multiple test adjustment, there will be about one 
false positive result for every 20 statistical tests performed.

That still leaves the question about unplanned analyses. For example, what if a 
subgroup analysis wasn’t anticipated, but at the conclusion of the study there are 
clearly major differences between some groups. If the females fared poorly and the 
males did extremely well, that situation cannot be ignored and nothing done about 
it. Clearly, the finding needs to be examined and a statistical test conducted to 
determine the chance that the result was due to chance. But if that test turns out 
highly significant, even after adjusting for multiple testing, the interpretation is very 
tricky because the gender difference was not anticipated. There are a great many 
potential subgroups in a clinical trial (gender, race, age, etc.) and some, by chance 
alone, can show a large difference. No matter how strong the subgroup test turns 
out, researchers must be skeptical and not proclaim that they’ve uncovered a major 
gender difference. This kind of after-the-fact revelation is equivalent to betting on 
a horse after the race is over. Interesting subgroups identified after a study is com-
pleted deserve to be reported and possible reasons for the difference explored, but 
(and this is the main point), the finding needs confirmation based on the results 
from a second independent trial.

Here is an example, that was reported in a 1991 article in JAMA, that supports 
the need to confirm unanticipated subgroup analyses with a second trial. After 
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completing a study, subgroup analyses showed that benefit was confined to heart 
attack patients (1) under the age of 65 (2) treated within six hours of the onset of 
symptoms and (3) who had heart damage in a unique location. However, new trials 
and a review of findings from older completed trials failed to support this conclu-
sion. In fact, benefit took place irrespective of (1) age of patient, (2) time from the 
onset of symptoms or (3) of site of heart damage.

It should also be pointed out when interim analyses or subgroup testing is antici-
pated, that intention should be specified in the protocol. Accommodating the extra 
test(s) results in an upward adjustment to the sample size, however, the credibility 
of the study is enhanced and it is well worth the cost of the additional subjects.

Statistics and Medical Research

The extraordinary role statistics plays in medical research is evident when we recall 
the astonishing report that claimed over half of all medical research findings were 
false. The individual who caused the fuss over the quality of medical findings, 
J. Ioannidis, was Professor and Chairman of the Department of Hygiene and 
Epidemiology at a medical school in Greece. A prolific contributor of medical 
research articles, he also held an Adjunct Professor position at Tufts University 
School of Medicine. His major argument for the high percentage of incorrect medi-
cal findings had to do with statistical issues such as small studies, small differences 
between treatments, the number of tests preformed and the use of p values as a way 
of demonstrating conclusive research findings. However, he also pointed out that 
other factors such as difficulties with outcome definitions, loose trial designs as 
well as conflicts of interest on the part of investigators also contributed to spurious 
results, but it was the statistical problems that most concerned him.

The medical community met Ioannidis’ claim that most published research find-
ings were false with deafening silence. In the six months following his article, there 
were three short responses, published by same journal that published the Ioannidis 
essay. Although they each found his contention provocative, they basically offered 
helpful suggestions regarding the statistical issues he raised while accepting his 
basic premise. The low level of criticism or support is in contrast to the fact the 
article apparently was of high interest with over 100,000 downloads from the pub-
lisher’s Web site. The article even made it into the popular press with a Boston 
Globe editorial referring to it as a “cult classic”. Perhaps the lack of criticism was 
due to the emphasis on statistical issues. The editors of the journal that published 
Ioannidis’ original article noted that parts of his position were based on assump-
tions that even they did not fully understand.

There was a little more reaction in 2007 as three other articles appeared, but only 
one by Goodman and Greenland challenged Ioannidis on his conclusions. The other 
two essentially accepted his suppositions and expanded on its ramifications. The 
contrary article agreed that there were more false claims in medical research than 
many would believe were present, but they challenged the over 50 percent figure. 
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They felt that the over estimate by Ioannidis could be traced to a flawed mathematical 
model he used to “prove” his point.

The material in this chapter shows the important role statistics play in medical 
research and the recurring theme is that there are many opportunities for error when 
it comes to analyzing the data from a clinical trial. The type of measurement to be 
tested, the data set to use, satisfying the assumptions of a statistical test all can vary 
based on who the analyst is. There are also problems related to multiple testing that 
are not easily solved and can lead to inconsistent statistical conclusions depending 
on how analysts address the problems.

Is it any wonder, given all the choices that must be considered when it comes to 
the statistical analysis, that the same data may end up with a different result. This 
pessimistic statement in no way reflects on the quality or intelligence of the 
researchers and analysts involved. They are almost assuredly dedicated and well-
educated professionals. However, the environment in which they must operate 
precludes their ability to guarantee their analysis has provided the only true result.
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Chapter 15
Meta Analysis – An Alternative 
to Large Trials

Abstract A large series of studies on the same treatment and for the same  indication 
often include trials that lean one way while others go in the opposite direction and a 
few are just neutral. A relatively new statistical technique, the meta analysis, is seen 
as a hopeful method that can take a large body of studies and provide an overall 
assessment of a treatment effect. The technique, admired because of its ability to 
take many small trials and blend them into a consensus finding has its detractors as 
well. There are methodological issues such as accounting for unpublished studies, or 
the inclusion of published results that are of poor quality. The absence of individual 
patient data can also be a deterrent to a sound analysis. Examples of meta analyses 
cases illustrate where the method has provided useful revelations as well as question-
able conclusions. In the end, however, because there is an incomplete understanding 
of the technique, caution is called for when interpreting the results from a meta analy-
sis. There is clearly a need for meta analysts to educate the health care professions 
about the strengths and weaknesses of this promising technique.

Keywords Meta analysis • publication bias • research quality • review article • 
 systematic review

Meta analysis cannot make a silk purse out of a sow’s ear. (S. Simon, 
Statistical Evidence in Medical Trials)

Because of the inherent difficulties surrounding medical research, there may be 
many trials investigating the value of same experimental treatment in the same 
condition, but they fail to end up with a common finding. Still all that research cre-
ates a very large body of data and shouldn’t there be some way to obtain an overall 
assessment of the treatment? A meta analysis may be the answer.

Meta analysis is a procedure that combines the results from many studies that 
research the same question. It is a complex method, but when competent profession-
als perform a meta analysis it has the potential to provide unusually valuable find-
ings. This analytical approach is seen as an attractive alternative to doing large, 
expensive, and logistically difficult clinical trials. Supporters of meta analysis are 
optimistic that results from completed trials can provide the necessary number of 
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patients and the pooled data will lead to the detection of important findings about 
treatments that were lost in the conflicting results from individual studies.

Although the first meta-analysis was performed in 1904, its first use in medical 
research took place almost 50 years later. Even by 1987, less than 100 meta analyses 
had been performed by medical researchers. Then the technique caught on and in 
1996 there were over 800 meta analyses recorded for the medical field. The slow 
start was in part due to the fact that the initial meta analysis was shrouded in con-
troversy. And meta analysis remains a controversial issue to this day. Opponents 
refer to it as “meta-silliness” while proponents prefer the term “Newtonian”.

It’s no wonder meta analysis is popular among its proponents. The meta analysis 
uses result from completed trials so researchers don’t have to recruit and examinee 
subjects, worry about dropouts nor wait years to get an answer from their research 
project. The raw data already exists – the analyst only has to execute the meta 
analysis process, but unfortunately, that’s not a fail-safe endeavor.

To do a meta analysis, the studies that investigated the treatment and indication 
of interest, need to be identified and this involves a thorough literature search. An 
analyst wants to find all relevant studies, however, that’s not as easy as it may 
seem because not all clinical studies get published. If a research project produced 
a positive result, that was also statistically significant, then that trial will almost 
certainly be published. On the other hand, studies that were equivocal and failed 
to satisfy the .05 probability standard may never be published. Omitting this latter 
set of studies could easily bias a meta analysis. If only positive studies are used, 
an overestimate of a drug’s effectiveness is the likely result. In fact, the authors 
of a British Medical Journal article on selecting studies for a meta-analysis cau-
tioned that published trials tend to demonstrate a greater benefit of treatment than 
unpublished trials.

However, even if a study with a negative result does get published, it may not be 
easy to find. Positive studies are more likely to be published in widely read journals 
that are almost certain to be written in English. Studies with negative results, on the 
other hand, have a greater chance of publication in non-English journals. Analysts 
must carefully examine the non-English literature to be sure no study is overlooked. 
It is also possible for the same clinical trial to be published more than once and the 
duplication must be recognized so only one version of the study is included in the 
database. Finding a duplication can be challenging because the study title may 
change and the authors very often will be in a different order and names may be 
added or deleted from one report to the next. Even the number of subjects used can 
vary so the duplication may not be easy to spot. There can be good reasons for 
multiple publications. The original study data may be reworked to fit the special 
interest of a journal – concentrating on a subset of the original group of subjects 
with an illness that is the journal’s focus.

An article in the New York Times reported on an investigation that looked at 84 
studies that had been performed on a drug for the same indication. It initially 
appeared that there were almost 12,000 patients involved in those trials. However, 
after taking a closer look, it was discovered that some of the studies collected had 
been published twice. After sorting out the confusion, it was discovered that there 
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were really only 70 studies, in less than 9,000 patients. More importantly, it was 
discovered that the duplicated data would have led to a 23 percent overestimate of 
the drug’s effectiveness.

After identifying studies for the analysis, an analyst may decide to eliminate 
those of poor quality. After all, including poorly planned and executed trials could 
have a deleterious effect on any kind of analysis. However, analysts again face a 
difficult decision when it comes to identifying studies to be selected for a meta 
analysis. There are no standard rules to guide decisions about what studies should 
be included and which ones should be excluded and, as a result, the study selection 
process could introduce unwanted bias into the proposed meta analysis. Because of 
this concern, some authorities believe it might be better to escape the study selec-
tion step altogether and just include all trials.

For analysts who believe study selection is necessary, a research team estab-
lishes its own criteria for study selection. Some analyst may simply confine the 
database to RABCOTs that use the ITT principle. However, an attempt to have only 
one type of study included in a meta analysis can eliminate other research such as 
a carefully designed and executed cohort trial that contains valid and useful infor-
mation. Other researchers may select criteria that they believe would be appropriate 
such as requiring studies to be randomized, double blinded and published in a repu-
table medical journal. Analysts are free to select additional criteria such as a strict 
definition for an acceptable drug regimen that had to be followed, or the minimum 
length of time the subjects had to be treated. As a result, each meta analysis 
researching the same question can easily end up with a different set of trial data and 
that means the findings may differ.

It should be noted that there is a unique advantage in retaining all kinds of stud-
ies in a meta analysis. Some of the characteristics that differentiate the studies can 
be treated as variables in the analysis. In other words, the researchers may include 
studies that were randomized and those that were not to see if that factor (i.e. ran-
domization) influenced the results of the trials. Other factors about the studies, 
providing the data are available, may also be examined in a meta analysis. For 
example, did the results show a different outcome based on gender or age? The 
researcher is clearly testing subgroups, which as we know is a problem, but it is 
often nullified in a meta analysis because of the large sample size generated by so 
many trials.

Another challenge analyst’s face in a meta analysis is the need to combine the 
outcome effect from each selected studies to get at the overall effect. If all studies 
use the same outcome measurement the studies can be pooled without difficulty. 
But working with many different studies can pose a major problem when the stud-
ies use different endpoints. For example, take a look at studies investigating the 
value of a new appetite suppressant against placebo. Some researches could use 
weight change as the outcome variable, which seems to make sense. However, 
another set of researchers may prefer to measure calories of food eaten and a third 
group use a 10 point rating scale based on an evaluation the subjects made on how 
hungry they felt. Now we have results based on pounds, calories and a number from 
1 to 10. Clearly, these data can’t be combined to get a meaningful average.
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In the event that the available studies have different measurements, the meta analy-
sis relies on the concept of effect size for standardizing the results. An easy method 
to achieve this is to find the percent change from the baseline period (just before treat-
ment started) and the end of therapy. For instance, if the study using pounds showed 
an average weight of 160 pounds at baseline and a weight of 140 pounds at the end 
of treatment the difference is 20 pounds. There is therefore a 12.5 percent reduction 
(divide the 20-pound loss by the starting weight of 160 and multiply the result by 
100). In the study measuring calories if the caloric consumption began at 4,000 
 calories a day and ended at 3,200 calories a day the percent change would be 20. 
Finally if the rating on one’s physical condition improved from a value of 6 to a value 
5 the percent change would be 17. Now all the outcomes are measured in respect to 
the same measurement (i.e. percent change) and can be successfully combined and 
analyzed.

As noted earlier, because of the larger sample size generated in a meta analysis, 
researchers can often legitimately examine outcomes for subgroups. However, 
some meta analyses may have to work with summary data from the published 
report rather than individual patient data. Combining data across studies may be 
impossible unless all of the studies provide data on the same subgroup. For example, 
a subgroup for “elderly” subjects may include different sets of subjects depending 
on how the various studies defined elderly.

This dilemma could be overcome by gathering individual data for all subjects in 
all trials. Unfortunately, gaining access to the results for each subject in a large 
number of trials is not easy to do. Researchers may have confidentiality agreements 
that forbid such submissions or they may simply be reluctant to have their data 
scrutinized by a third party. Until there are ways to facilitate the sharing of clinical 
trial data, the meta analysts is left to rely on summary information.

Because meta analysis is a relatively new technique, as far as clinical research 
goes, many physicians are unable to neither appreciate its strengths nor recognize 
its weaknesses. Meta analysis can be a powerful tool for medical research providing 
attention is paid to the selection of studies, the consistency of the outcome measure-
ments, and other factors that could lead to a biased result. A 1997 article in the 
British Medical Journal on the potential and promise of meta analysis included an 
intriguing story illustrating the value of this methodology. The story begins with an 
influential editorial stating that there was no clear evidence that beta-blockers 
improved long-term survival after a heart attack despite almost 20 years of clinical 
trials. Then a meta analysis came out showing that a considerable beneficial affect, 
both clinically important and with a high level of statistical significance, was 
present for beta-blockers. What’s ironic is that the studies included in the positive 
meta analysis were completed years before the editorial was written that questioned 
the benefits of beta-blockers. In addition, subsequent clinical trials involving over 
13,000 subjects confirmed the value of beta-blockers. In the same year (1997), an 
analysis published in the New England Journal of Medicine put the meta trial is a 
less favorable light. The results of 12 large randomized, controlled trials (involving 
1,000 patients or more) were compared to the results of meta-analyses published 
earlier on the same topics. The outcomes of the RABCOTs were not consistent with 
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those of the meta analyses 35 percent of the time. Since results from a large 
RABCOT were considered the best evidence on the efficacy of a medical treatment, 
the assumption was that the meta analysis finding was wrong.

There were other results that suggested the findings from a meta analysis were 
off the mark. A 1995 British Medical Journal reviewed the rise and fall of mag-
nesium treatment in which a meta analysis played a major role. The article noted 
that, based on a meta analysis, it was concluded that magnesium treatment repre-
sented an effective, safe, simple and inexpensive intervention for patients with a 
heart attack. It was recommended that magnesium should be introduced into 
clinical practice without further delay. However, a few years later a large clinical 
trial reported negative results for magnesium treatment based on heart attack 
survival. This was a setback not only for magnesium, but it was a rebuke to meta 
analysis as well.

When there is a great deal of information about a treatment, journals usually 
publish a review by an expert that synthesizes the information from many clinical 
studies and formulates an overall evaluation of the treatment. Clinicians rely on the 
reviews to give then a comprehensive summary of the available information about 
the treatment. Essentially these reviews and a meta analysis are examining the same 
information and since the practicing physician tends to accept the expert reviews as 
a fair and reliable assessment of the treatment, they easily could treat a meta analy-
sis in a similar fashion. Whether meta analyses are given a great deal of weight in 
how these physicians prescribe drugs is not known, but they not be influenced very 
much. An example to support this possibility appeared in a British Medical Journal 
article titled “Meta-analysis – Potentials and Promise.” The article offered a telling 
story of how physicians appear to use meta analyses. The focus of the article was 
on dissolving blood clots in order to reduce the mortality rate for those who suf-
fered a heart attack and noted that the use of thrombolytic agents increased only 
after publication of two large RABCOTs in the late 1980s. The same lowering of 
the death rate had already been shown in two earlier meta analyses that used a 
number of small studies as the database. But it took the publication of the first 
RABCOT to establish that dissolving blood clots was an appropriate treatment for 
patients who had suffered a heart attack. It’s entirely possible that meta analyses are 
now having a greater impact on the practice of medicine as clinicians become more 
familiar with the methodology.

In conclusion, due to the difficulties inherent in clinical trial research, inconsistent 
findings are unavoidable. The meta analysis offers some hope that a reasonable 
consensus decision can be reached when there is a large body of inconsistent 
research finings However, because there is an incomplete understanding of the 
technique, caution is called for when interpreting the results from a meta analysis. 
There is clearly a need for meta analysts to educate the health care professions 
about the strengths and weaknesses of this promising technique.
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Chapter 16
Research Results That Clashed – What’s 
the Right Answer?

Abstract This chapter uses a series of case studies to illustrate that inconsistent 
research findings are all too common. The first case deals with the use of mam-
mography to screen for breast cancer and how the appearance of a negative study, 
after a run of studies that supported the use of mammography, caused the medical 
community to rethink the value of mammography. Eventually after a consensus 
was reached that mammography could detect early cancer and save lives, doubts 
lingered because of the harm caused by false positive results. The second case 
follows the disastrous plight of the contraceptive device, Dalkon Shield. Reports 
claiming the Shield caused a pelvic inflammatory disease became so pervasive that 
the product had to be withdrawn, but the number of lawsuits drove the company 
into bankruptcy. However, it appears likely that its downfall may have been due 
to shoddy research and overzealous regulators. The final example involves aspirin 
use to prevent a heart attack. Using the same kind of subject (doctors) and similar 
designs, contrasting results between major U.S. and U.K. trials occurred. Although 
additional research supported the US findings of a positive effect, the FDA never 
approved this use of aspirin.

Keywords Aspirin • cost benefit analysis • intra uterine devise • mammography • 
outcome measurement

There is probably no disease in women that is more feared than breast cancer and 
rightly so – the statistics are alarming – one in eight women will develop the dis-
ease. Mammography can find the cancer early and thereby improve the chances of 
survival. But, not everyone believes that this is the right way to go. This chapter and 
the next use case studies, such as the quixotic path mammography has taken, to 
describe controversial major health issues that emerged because of inconsistent 
research findings. A second case, a bit dated and many readers may not be familiar 
with it, but it is nevertheless invaluable because it shows how contradiction in study 
results can have a devastating effect on a medical product. The last case looks at 
aspirin, the all time favorite remedy for our ailments, but controversial research let 
to a dispute on whether it could actually save lives. These three cases have a 



144 16 Research Results That Clashed – What’s the Right Answer?

 common theme – patients, doctors and health authorities can be left bewildered and 
confused as researchers struggle to find the right medical answer.

Mammography – Should I or Shouldn’t I?

Many women you know have either had breast cancer or have been faced with that 
possibility – friends, neighbors, relatives as well as young mothers, career women 
and senior citizens. Articles about breast cancer, touting a new discovery or ques-
tioning an old one, appear regularly in the newspaper or on TV. Yet, in truth, there 
are other conditions that possess a greater threat to a woman’s health. The chance 
of developing heart disease is actually much higher than that of breast cancer. Other 
forms of cancer such as lung or pancreatic cancer, are equally devastating and 
harder to cure than breast cancer, but it’s breast cancer that produces the most terror. 
Maybe that’s because almost everyone knows someone who’s had it. Or, despite the 
greater rate of heart disease in all women, it may be because breast cancer is the 
leading cause of death among women under age 55. Or perhaps the fear is related 
to the possible disfigurement from breast cancer surgery.

A mammogram is nothing more than a low-dose x-ray that examines breast tis-
sue. It uses about the same amount of radiation as an x-ray of your teeth. It is a 
screening device that helps women find cancers that are too small to be found dur-
ing self-examination of the breast. Early detection is vitally important since a suc-
cessful outcome is vastly improved by starting treatment as soon as possible.

Mammography, as a screening device, has its proponents as well as opponents. 
In use since the 1960s, there still remains a lack of consensus on the benefits of 
mammograms. Contradictory results from clinical trials and concern with the accu-
racy of the test cast doubt on its value for fighting breast cancer. As a result, thousands 
of women are confused because they cannot get a clear answer about the value of 
the procedure. The research reported in medical journals, newspapers and maga-
zines leaves many health providers baffled as well. One can read forceful argu-
ments that “prove” harm or benefit from the procedure. What has made this issue 
such a bewildering muddle?

The first experimental study to show that mammography could reduce breast 
cancer mortality was done in the U.S. in 1964. The study, utilizing the records of 
the Health Insurance Plan of Greater New York, involved 62,000 women – an enor-
mous number for research in that era. The women, aged 40–64, were randomized 
to receive mammography examinations or not. After only a few years the findings 
were impressive – significantly fewer breast cancer deaths occurred in the mammo-
graphy group.

There appeared to be some consistency among the different research methods 
used to evaluate medical innovations. Case reports, exploratory studies and experi-
mental studies all found mammography effective. The exploratory studies generally 
found it more effective than the experimental studies, but what mattered most was 
that both approaches demonstrated efficacy.
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By the 1980s, mammography came to be widely accepted because of the belief 
that it could detect early cancer and save a woman’s life. Early detection of breast 
cancer meant the disease could be discovered before it spread. Treatment that was 
less damaging and more effective could be used as a result of early detection. There 
were some unresolved issues about its value in younger women and the frequency 
of tests for older women, but that did not influence the majority of women who 
marched off to medical labs to get their annual mammogram.

The good news continued. In 1993, results from five research centers in Sweden 
were reported in Lancet and they showed a positive effect for women who had had 
a mammography compared to those who did not. Although the results among the 
centers were mixed, after the data from the centers were pooled, the authors found 
that mammography clearly lowered the breast cancer mortality rate by almost 30 
percent. Additional experimental studies done in Canada and Scotland also resulted 
in positive findings, supporting the value of mammography. In 1995, American 
researchers used a meta analysis to evaluate mammography and published their 
findings in JAMA. In this case, the data set contained the experimental studies men-
tioned above and four other exploratory studies. As most observers would have 
expected, the analysis led to a positive assessment of mammography. What could 
be better – there was an overall positive result based on data from an array of dif-
ferent countries – Sweden, Scotland, Canada and the U.S. The value of mammog-
raphy looked secure.

And then the trouble began. An exploratory study conducted in Sweden came 
out in 1999, published by the British Medical Journal, with a most surprising 
result. It found no decrease in breast cancer deaths among women who had used 
mammography as a screening procedure, contradicting the earlier findings from 
Sweden. This discordant result peaked the interest of researchers in Denmark who 
went back and looked closely at the positive Swedish mammography trials dis-
cussed earlier. The Danish researchers’ review prompted a 2000 article in Lancet 
that questioned whether screening with mammography was justifiable. The Danish 
team found that three of the five Swedish trials were of poor quality and felt that 
the positive results concerning the efficacy of mammography from these trials had 
to be ignored. Of the two “acceptable” studies, one showed a slight decrease in 
breast cancer mortality with mammography; but the other showed an increase in 
the number of deaths. Combined, the two studies showed no advantage for mam-
mography. These extraordinary revelations placed the presumed unquestionable 
value of mammography in doubt.

The results shocked the medical world and received wide media attention. CBS 
Evening News used the turn of events as their lead story. The findings were featured 
in the Washington Post and Time magazine. Confusion reigned among adult women 
and the physicians who cared for them – should they continue to have annual mam-
mograms or not?

The shadow of doubt was also raised over another of the positive studies. The 
analysis of the 1964 U.S. trial, showing that mammography was effective, used the 
number of deaths due to breast cancer as the key outcome. The Danish researchers 
disagreed and felt that the most important indicator of success had to be all deaths, 
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not just deaths due to breast cancer. Using the number of deaths from all causes had 
a profound effect – the positive finding for mammography all but evaporated. To 
find a positive effect, only breast cancer deaths could be considered.

What should be the appropriate outcome measure for a cancer trial is an ongoing 
debate. Many researchers favor the all death standard because it can measure direct 
as well as tangential effects of a procedure. But others prefer to use the disease-
specific deaths because it’s more straightforward. Most of the time the two choices 
lead to the same conclusion. This time, however, they didn’t and the lack of agree-
ment added fuel to the controversy stirred up by the Danish investigators.

As you can imagine, the lead researchers of the five Swedish studies responded 
firmly. They defended their findings as appropriate and their methodology as 
sound. In 2002, they also published a follow-up report on the Swedish trials in 
Lancet based on a longer observation time. It showed that their “positive results” 
for fewer breast cancer deaths held up.

Most scientific controversy is aired in the medical literature by sending “Letters 
to the editor” of prominent journals. In this controversy, supporters of both sides 
entered the fray. Scientists have their unique way to vent their frustration and anger 
and there were plenty of nasty exchanges in the mammography controversy. The 
Swedish researchers were accused of withholding information by not reporting 
critical information about imbalances among the treatment groups used in their 
 trials. They were charged with concealing information by their failure to include in 
their report that adjustments for age were made in the analysis. An effort to deni-
grate the Swedish research through these charges was clearly evident.

On the other hand, the Danish researchers also came under attack by the pro-
mammography forces. They were accused of making accusations without supporting 
evidence and including irrelevant arguments riddled with misrepresentations, incon-
sistencies and errors. Other failings included applying made-up criteria to suit their 
personal objectives and conducting a flawed analysis.

There was, of course, no resolution in this bitter debate. The battleground 
stretched to another arena – cost-benefit analysis. The opponents to mammography 
relied on cost-benefit analysis to justify their position. They believed that mam-
mography was not warranted because its liabilities exceeded its benefits. Yes, it can 
save a life, but it can also contribute to the loss of a life because of a false negative 
report that fails to detect a cancerous breast. Furthermore, a false positive diagnos-
tic error causes psychological distress and unneeded medical procedures including 
a biopsy and even breast removal.

The truth is there are always false negative and false positive results with any 
screening test. Consequently, women should not take too much comfort in a nega-
tive result – the test may have failed to identify the cancer. And now the stakes 
are raised – the belief in a “no cancer” report may keep a woman from noticing 
or reacting to other signs and symptoms that indicate cancer is present. By the 
time the correct diagnosis is made, the women’s chance for recovery may be 
severely reduced.

However, the more common error of mammography, as is true for many 
screening tests, is the false positive. A false positive occurs when the test is positive 
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(i.e. the finding indicates that cancer is present), but the test is wrong (i.e. there 
is no cancer). A mass is detected, but it turns out not to be malignant. A perfectly 
well woman, who ends up with a positive mammogram, is presented with a con-
siderable dilemma that she should never have to face. At one extreme she can do 
nothing and risk dying from the disease. At the other extreme, she can pursue a 
vigorously treatment program that can lead to significant costs, unnecessary pain 
and surgery which was not necessary. A middle ground position, in the face of a 
positive test, is to do more investigation to determine whether or not cancer is 
truly present, but that takes time and when it comes to cancer delaying treatment 
can be fatal.

The quandary women face is complicated by the unreliability of mammography, 
but it’s next to impossible to find an accurate figure for the percentage of false nega-
tive and false positive tests. Age, weight, skill of the radiologist, hormone use, time 
between mammograms, breast density are just some of the elements that affect 
accuracy. As a result, the absence of accurate percentages for false negative and 
false positive results only add to the puzzle. Estimates range between 5 and 15 
percent for false negatives and 10 to over 50 percent for false positives.

Even the benefit side of mammography may not be as good as it first appears. 
The major benefit of mammography is limiting the number of breast cancer deaths. 
But those “saved” tend to be older women. Thus, the number of years of life 
restored is relatively small and this causes the benefit from mammography to be 
smaller than one would expect.

Those who challenge the value of mammography argue that the limited financial 
resources of health care systems should be channeled into more cost effective chan-
nels. One option is to spend more on public education about the disease, especially 
aimed at high-risk groups such as women with a family history of breast cancer. 
Another choice is investing in the development of more accurate screening tests.

Still, based on what public health authorities have recommended and what many 
patient’s physicians recommend, mammography won out over the groups who 
claimed there was a negative cost-benefit balance. In the end, although the Danish 
findings created quite a stir, they had little impact on U.S. health policy. Mammography 
continued to be advised by the National Cancer Institute and the American Cancer 
Society recommended yearly mammography starting at age 40 to be continued as 
long as a woman was in good health. Clinicians continued to believe annual mam-
mograms were useful as well. This is aptly illustrated by a survey of gynecologists in 
Sweden, Denmark and the U.K. that was conducted a few months after the Danish 
researchers published their report challenging mammography. The mammography 
controversy was most intense and well publicized in these countries. Nevertheless, 
the survey showed that over 90 percent of the gynecologists had not changed their 
favorable attitude toward mammography screening in spite of reading or hearing 
about the negative findings from the Danish research team.

The mammography case is intriguing because it illustrates just how crucial the 
choices researchers make in a research project can be. Trial design decisions 
researchers make seem perfectly reasonable to them, but when viewed by other 
researchers they can judged seriously flawed. Define an outcome one way and the 
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procedure is a success – pick an alternative outcome and it’s a failure. This case also 
shows even when science gets it right (i.e. mammography can and does detect early 
breast cancer) other considerations (e.g. cost benefit analysis) may intervene and 
place make the decision about valuable of the procedure in doubt.

There will come a time when all the study patients have been followed up, all the analyses 
have been done, all the expert groups have met, and all the editorials have been written, 
and we still won’t be sure how much benefit and how much harm are caused by mammog-
raphy. (S. Goodman, Annals of Internal Medicine)

Dalkon Shield – Destruction of a Company

The mammography debate is not alone in producing controversial results and creat-
ing a confused public. The Dalkon Shield was an extremely popular contraceptive 
method in the 1970s. It was classified as an intrauterine device or IUD, because it 
was placed in the uterus of women who wanted to prevent a pregnancy. IUDs of 
one kind or another had been around since the early 1900s. Manufactured in many 
different shapes such as a squiggly S or the number 7, modern IUDs were usually 
made of plastic and inserted by a gynecologist. An IUD was very effective in pre-
venting a pregnancy, relatively inexpensive, and could be removed easily when a 
woman no longer needed it.

The Dalkon Shield, developed in 1970 by a physician at Johns Hopkins 
University, was a particularly big hit. Beginning in January, 1971, it was marketed 
by the A.H. Robins Company and soon became the most popular IUD in the U.S. 
Based primarily on case reports, the Shield was found to be a safe and effective 
device – a boon to women. However, a problem with the device emerged. Reports 
claiming the Shield caused a condition known as pelvic inflammatory disease or 
PID started to roll in.

Bad news for Robbins, but there was even more dire news on its way. A star-
tling case series, reporting 10 deaths in pregnant women using the Shield, appeared 
in a leading U.S. journal, the American Journal of Obstetrics and Gynecology. 
Although there were almost three million women using the Shield, the manufac-
turer was in deep trouble. During the 1970s other studies, many using the case-
control methodology, also incriminated the Shield. One review published in the 
Journal of Reproductive Medicine even found that the Shield caused more than a 
four-fold increase in PID. The FDA reacted. In 1975 it advised Robbins to with-
draw its product.

In the mid 1970s litigation against Robins took off. One case found Robins 
guilty and awarded the plaintiff $600,000 plus another $6.2 million in punitive 
charges. The plaintiff in the case had to have an abortion due to an infection in the 
uterus. Even though her infection wasn’t in the pelvis, she won her case on the 
grounds that Robins failed to warn her, or her physician, about the potentially dan-
gerous character of the Shield, thereby preventing her from making an informed 
decision on the use of the IUD. Now the floodgates were opened. Robins soon had 
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over 1.5 million cases pending and it was estimated that they would cost the 
 company around $3 billion. What could it do? The company filed for bankruptcy; 
the product was removed from the market.

In 1976 the National Institutes of Health (NIH) commenced the Women’s Health 
Study (WHS), a retrospective review of IUD use. The WHS was an exploratory study 
of the case-control variety which focused on IUDs and the likelihood of contracting 
PID. Based on records from 16 hospitals, WHS published its results in 1981 in the 
journal Obstetrics and Gynecology. It was not good news for the IUD industry. The 
researchers reported that IUDs, in general, increased the risk of pelvic infections 
and it was especially high for the Shield. Although the Shield had already been 
removed from the market, this was still bad news for Robins because lawsuits were 
still wending their way through the legal system and the WHS obviously supported 
a belief that IUDs were harmful.

In the 1970s a rash of other studies had actually investigated the relationship 
between the Shield and PID. When there were significant results, they tended to 
incriminate the Shield. The WHS, and the mass of data that preceded it, seemed to 
prove the guilt of the Shield as well. By and large, there was no vital news during 
the rest of the 1980s. But, as we’ve seen in the world of medical research, the tide 
can turn and sure enough in 1991 researchers from the University of Washington 
published a report in the Journal of Clinical Epidemiology that re-examined the 
original data from the WHS case-control study. A bold move considering the WHS 
was an NIH sponsored trial.

The University of Washington group felt that some women had been eliminated 
from the study pool without satisfactory scientific rationale. They also suggested 
that adverse publicity about the Shield, at the time of the WHS trial, could have 
biased patient recall about their medical history. In addition, they raised a concern 
that doctors may have been more likely to diagnose PID infections in women who 
used the Dalkon Shield, after hearing about the problems with the product. The 
University of Washington researchers came to a momentous conclusion – the WHS 
trial was flawed in its design, conduct, analysis and interpretation of results.

The battle lines were drawn. The WHS researchers responded quickly and 
tersely, saying that the University of Washington re-analysis was replete with error, 
misrepresentation and overstatement. Clearly aroused, the WHS scientists  conceded 
their study may not have been perfect, but claimed the Washington researchers 
misrepresented facts and rendered opinions that were not adequately supported. 
Raising the ante even more, they pointed out that their critics had served as expert 
witnesses for Robbins, clearly implying that they had a conflict of interest. Pretty 
harsh language for brethren of the same medical research fraternity.

In the next year (1992) even stronger support for the Shield showed up in the 
journal Fertility and Sterility, even though the Shield and Robins were no longer 
around. The authors worked at the Center for Research on Population Security 
(CRPS), a non-profit organization specializing in reproductive research, and they 
looked at all the IUD trials conducted to see their effect on PID. These researchers 
wanted to see if the type of research method (exploratory vs. experimental) influ-
enced the final results. They determined that the incriminating evidence against the 
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Shield was almost all from the 18 exploratory trials included in their database. 
From the pooled 71 experimental studies, the researchers did not find any connec-
tion between the Shield and PID. They concluded that the indictment of the Shield 
was a mistake.

In that same year, T. Farley and associates reviewed the World Health Organization’s 
IUD clinical trial database and came to a very interesting conclusion. Their work, 
published in Lancet, found that PID was a risk with IUD use, but only during the 
first 20 days of use. Thereafter the risk was low and not unusual. Equally important 
was their finding that PID among IUD users is strongly related to the insertion proc-
ess. Combined with the other 1992 study, there was now impressive evidence 
that the Shield had indeed been safe and effective, providing (and this was their 
major contribution to the situation) it was inserted by a skilled and experienced 
physician.

However, just to confuse matters even more, back in 2000, epidemiologists at 
the UCLA School of Public Health, starting with essentially the same set of 
 studies that had been in the 1992 CRPS analysis, came up with a contradictory 
conclusion. Their meta analysis found that there was a positive association 
between the Shield and PID. This striking and different conclusion may be traced 
to the reason for conducting the UCLA analysis. As noted earlier, the cumulative 
data set for the first analysis by CRPS included a range of studies. Some studies 
showed IUDs were harmful and others did not. There were also studies that pro-
vided no clear answer.

The 2000 analysis, however, was undertaken precisely to find the reason for the 
inconsistency in the 1992 results. Thus, the analysts restricted the type of study they 
would use in their meta analysis requiring studies that had to have information on 
a number of factors which might account for the inconsistency in results (e.g. 
whether a patient had a prior PID). Consequently, using these criteria, they ended 
up with a much smaller number of studies involving the Shield. In fact, there were 
only 12 studies out of the original 89 trials the CRPS assembled. Of these 12, there 
were 11 that used the exploratory research model – the type of methodology that 
condemned the Shield in the first place. Remember that the goal was not to deter-
mine whether the Shield was safe, but to try and find an explanation for the incon-
sistency in the 1992 results. The authors did find that the rate of PID in women 
using the Shield varied and depended on whether the women had or did not have a 
prior history of PID. They also noted that results varied based on the kind of com-
parison group used. Different answers were generated depending on whether the 
controls were women who had other IUDs, women who had not previously used 
contraception or women who used a contraception method other than IUDs.

What does all this mean? There appears to be a good chance that questionable 
research analyses led to the demise of a useful product. Today only about 1 percent 
of the women in the U.S. use an IUD, even though it has the highest satisfaction 
rate of any contraceptive method. Elsewhere in the world IUDs are the most popu-
lar form of contraception with more than 100 million users. It has been more than 
25 years since the last Shield was inserted, but its troubling legacy keeps IUDs from 
gaining any popularity in the U.S.
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This case illustrates how utterly confusing medical research can become – for 
patients, doctors and heath officials. Select a different type of research method, and 
the results change. Select a different kind of comparison group, and the results 
change. Select a different type of patient for the study, and the results change. In 
spite of the lack of clarity public health decisions must be made – and those choices 
have momentous repercussions. What’s the truth about the Dalkon shield and PID? 
The best one can say is “it depends”.

Aspirin – Does It Save Lives?

Almost everyone has taken aspirin – it’s the most widely used drug in the 20th 
century. And it’s been around for a long time. Willow bark which is a primitive 
form of aspirin was prescribed for pain by Hypocrites back in the 5th century BC. 
But, as far as medical research is concerned, it’s just another compound over which 
research findings and tempers have clashed.

Although it never went through the rigorous clinical testing that new agents go 
through now, aspirin’s ability to reduce pain is well known and universally accepted. 
However, aspirin’s popularity is also due to other uses besides pain relief. One of 
the most significant is its ability to affect the way blood clots. When an artery is 
narrowed by heart disease, a blood clot can block the artery and cause a heart 
attack. When you take aspirin, blood is less likely to clot and block an artery.

Medical research had demonstrated that for people who had a heart attack, a 
daily aspirin dosage would help prevent a second heart attack. However, the next 
logical question was: could it prevent people from having a heart attack in the first 
place? Because of aspirin’s side effects – it causes stomach ulcers, bleeding in the 
gastrointestinal track and even brain hemorrhages – the benefits had to be large in 
order to offset its risks. Research studies were needed.

In the 1970s the needed research results began to appear, but they lacked con-
sistency. A case-control study by the Boston Collaborative Drug Surveillance 
Program raised the possibility of a significant benefit from aspirin to prevent a 
heart attack. However, the findings from a cohort study that appeared in the British 
Medical Journal were less upbeat about the value of aspirin. Using all heart related 
deaths as the outcome variable, there was little difference between people who 
never used, seldom used or often used aspirin. Note that the outcome variable the 
cohort trialists used was death from any heart-related event. As a result, they 
counted deaths from causes such as a blood clot or an obstructed artery in addition 
to death due to a heart attack. This contrasted with the case-control researchers 
who had concentrated on nonfatal heart attacks. In the following years, two more 
publications on this subject appeared. There was another case-control trial 
 published in Circulation and an update from the Boston Collaborative investiga-
tors. The case-control trial again used the broad outcome of death from multiple 
heart-related causes, and the authors concluded that the results failed to show a 
preventive role for aspirin. However, the Boston Collaborative group had completed 
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a second case control trial and it too supported a positive effect from aspirin. Given 
the inconsistent results, and the shortcomings of the exploratory methodology, the 
issue on the value of aspirin to avoid an initial heart attack looked to the controlled 
clinical trial for resolution.

In the 1980s two major experimental trials, one in the U.S. and the other in the 
U.K., set out to provide a more definitive answer regarding the value of aspirin to 
ward off an initial heart attack. The U.S. trial was organized by the Harvard 
University Medical School and designed to investigate whether aspirin could pre-
vent cardiovascular deaths in people without a prior history of heart problems. 
Researchers at Oxford University planned the U.K. trial to do the same thing. The 
two trials both used only male physicians as subjects.

The trial in the U.S., the Physician Health Study (PHS) and the U.K. study 
dubbed the British Doctors Study (BDS), were similar in many ways. They both 
used placebo as the control treatment, randomized the subjects and observed 
subjects for about the same amount of time (approximately five years). However, 
although the researchers collaborated with each other, they pretty much designed 
their studies independently. The PHS trial was blinded, the BDS was not. The 
PHS gave the aspirin every other day; the BDS gave a higher dose of aspirin on 
a daily basis. The U.S. study enrolled over 20,000 doctors equally divided 
between the aspirin and placebo treatments. The British study used only about 
5,000 participants and for every two doctors assigned to aspirin treatment, one 
was given placebo.

In spite of the design differences, a compatible result was anticipated. But that’s 
not what happened! The major end-point, fewer heart attacks, showed up only in 
the U.S. study. Indeed, the reduction of heart attacks in the U.S. trial was sizeable. 
Compared to placebo, there was close to 50 percent reduction in heart attacks for 
those taking aspirin every other day. Conversely, the U.K. study found on their 
aspirin regimen almost no reduction in heart attacks. There was clearly a differ-
ence in the aspirin dosage used in the two studies, but it was the study with the 
higher aspirin dose that failed to show a positive effect from aspirin. More side 
effects on aspirin would make sense, but not less effectiveness. Since the U.K. 
study was so much smaller then the U.S. study, their results were less precise, but 
this factor could not account for the wide discrepancy in heart attack rates between 
the two trials.

Other important end points produced disappointing results, but they, at least, 
were relatively consistent between the two trials. There was an insignificant 
increase in strokes for aspirin-users in both trials. Both studies also showed no dif-
ference between aspirin and placebo in terms of deaths due to heart disease. So here 
we have two trials, both using the “gold standard” research method, and for their 
primary outcome they end up with conflicting findings.

What is interesting is that in this same time frame, a relatively large cohort 
study (over 10,000 participants) was also underway in the U.S. conducted by 
researchers at the University of Southern California School of Medicine. It dif-
fered from the U.S. experimental trial in important ways. The cohort study used 
participants (males and females) from a retirement home in California and they 
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were  considerably older (on average by about 20 years) than the doctors 
 participating in the clinical trials. The findings from the cohort trial, published 
in the British Medical Journal, appeared in 1989, a year after those of the two 
experimental studies. In respect to the major end point (i.e. heart attacks) the 
cohort study had results more consistent with the U.S. study. The magnitude of 
the aspirin benefit was less, but it was still sizeable with about a 30 percent 
reduction in heart attacks among aspirin users. Again there was an increase in 
strokes on aspirin and no important difference in term of the number dying from 
all heart-related events. However, there were some unique findings in the cohort 
trial – an increased risk of kidney cancer in the aspirin group as well as an 
increased risk of heart disease (i.e. disorders such as arrhythmias and angina that 
indicate that the heart was not functioning normally).

It took another 10 years before new clinical studies were completed on this 
issue. Three RABCOT trials, the Thrombosis Prevention Trial, Hypertension 
Optimal Treatment Study and the Primary Prevention Project employed low-dose 
aspirin, averaging less than 100 mg of aspirin per day. A total of over 10,000 sub-
jects (mostly males) served as subjects. Each of these studies confirmed the value 
of aspirin to prevent non-fatal heat attacks. Adding these results to those studies 
already completed supported a conclusion that aspirin did indeed reduce the risk of 
non-fatal heart attacks, but its effect on stroke and all other heart related deaths 
remained unclear. All in all quite an impressive results.

In spite of all these trials and all these subjects the FDA never approved the use 
of aspirin to prevent an initial heart attack. Did the FDA fumble the ball? No – they 
too have their own experts, and that group provided the rationale to withhold 
approving aspirin for this new indication. The FDA’s advisory committee, also a 
group of highly respected medical experts, looked at the same data, but came to a 
very different conclusion. There would be no recommendation to use aspirin to 
prevent a heart attack. Several things troubled them: the low representation of 
women in the studies, the failure to lower overall death rates and the fact that 
 aspirin causes life-threading adverse reactions. For patients with a low heart attack 
risk, the chance of experiencing one of aspirin’s serious side effects meant they 
faced an unsatisfactory benefit-risk ratio.

To better appreciate the FDA’s position, look at the situation from their point of 
view. What’s the risk if they don’t permit the new indication for aspirin? Not 
approving the indication really just keeps the aspirin manufacturer from advertising 
their product as a way to avoid that first heart attack. It’s not like people can’t get 
the drug without a prescription. Aspirin is readily available – you can even buy it 
at grocery stores and gas stations. Hopefully the FDA action also may encourage 
doctors and patients to talk over the subject and decide what is best for the patient. 
Still this case reinforces the pattern we see in medical research – inconsistency in 
findings, interpretations and conclusions. Too often the result is a perplexed public 
and medical community.

That doesn’t mean the medical community as a whole agrees with the FDA. 
There are prestigious groups that take a different position. Medical associations as 
well as a U.S. Preventive Services Task Force, a special panel sponsored by the 
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government but consisting of independent research experts as well, ended up 
 creating guidelines for the use of aspirin to prevent heart attacks. The recommen-
dations supported the use of low-dose aspirin for otherwise healthy men and 
women providing they had a higher than normal risk for a heart related event. 
Thus, those who had risk factors for heart attacks such as obesity, high blood pres-
sure or tobacco use were advised to use a low-dose of aspirin to ward off heart 
related problems.

This case study also illustrates that there can be conflict between two experimental 
trials using the same kind of patients and comparing the same two agents. A satisfactory 
explanation for the conflicting findings between the U.S. and U.K. aspirin trials has 
still not surfaced. Except for the unexplainable failed trial using physicians in the U.K., 
the other studies had similar findings favoring aspirin. Did some condition related to 
heart attacks that we are not aware of affect the U.K. trial? There are so many possibili-
ties beyond the researchers’ control that could have produced the unique U.K. out-
come. Who knows, maybe U.K. doctors working in a national health system have less 
stress than their counterparts in the U.S. who work in a pressure-packed free enterprise 
system. The lower level of stress may keep heart attacks at bay.

One more comment must be made. Note that the expert group recommending 
aspirin included women as well as men in their recommendation, even though only 
a small minority of the subjects were female. As noted previously, the extrapolation 
of medical research results, when the studies contain a small proportion of women 
is a dangerous, but frequent practice. Unfortunately for the experts in this case, it 
appears that they got it wrong. An experimental trial of close to 40,000 women, 
published in 2005, revealed that aspirin therapy to prevent first heart attacks did not 
have the same benefit for women as it did for men. For too many years, after con-
ducting clinical trials on male subjects, researchers have assumed that the same 
result applied to women. But at last, more and more researchers have realized that 
differences in women’s biochemistry, hormone profiles, and body structure make a 
big difference in the way they react to drug therapies.
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Chapter 17
Hormone Replacement Therapy – 
The Silver Bullet That Misfired

Abstract Hormone replacement therapy (HRT) had gained a positive image due 
to results from the Nurses Health Study, and other cohort trials, but randomized 
clinical trials wiped out many of its presumed benefits. In 1998 the results of a 
large clinical trial challenged a crucial claim that HRT protected the heart. Then a 
second study, sponsored by National Institutes of Health (NIH), found that HRT not 
only didn’t reduce the risk of heart disease – it increased it! The NIH trial covering 
16,600 postmenopausal women also found other damaging evidence such as 
increased risk of stoke and breast cancer. Even some of HRT’s heralded advantages 
such as an improved quality of life were not supported. An explanation on why the 
nurses cohort study apparently got it wrong is traced to the nurses taking hormones 
who turned out to be healthier, better educated, from a higher socioeconomic class 
and with better health care access compared to the nurses not taking hormones. 
Key differences between the cohort studies and the clinical trials are also examined 
to see if the differences between them could account for some of the conflicting 
results as well.

Keywords Heart attack risk • heart and estrogen/progestin replacement 
study • hormone replacement therapy • nurses health study • women’s health 
imitative study

If there were a list of landmark cases in medical science, the trials and tribulations 
of hormone replacement therapy (HRT) could well head the list. The history of 
HRT research is a story of the rise and fall of a celebrated pharmaceutical product 
and illustrates the enormous difficulty medical research faces. As the 21st century 
began, almost everyone was singing the praises of hormone replacement therapy 
(HRT) in large part because of the findings from the Nurses Health Study (NHS), 
that large and prestigious trial that we read about in the chapter on cohort trials. 
Middle-aged women swore by products containing estrogen – it was their miracle 
drug. At last, the depressing symptoms of menopause could be relieved. Most 
women dreaded menopause, the time when menstruation ceased and there was a 
large reduction in the production of female hormones; most notably estrogen. Many 
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women experience a variety of difficulties related to the decrease in hormones such 
as hot flashes. Sleep disorders caused by night sweats and the dreary days that fol-
lowed, took the place of a more peaceful existence. It made sense to replace natural 
occurring hormones by taking pills containing estrogen, the most versatile female 
hormone. Taking hormone replacement therapy was thought to be the best way for 
a woman to get through this difficult time in her life.

It all started in 1942 when Premarin, a pill containing estrogen, was approved for 
marketing to American women. Premarin promised to control symptoms associated 
with menopause – in particular the hot flashes and vaginal bleeding women experi-
enced. In the 1950s and 1960s the Premarin legend grew. Estrogen seemed capable 
of bestowing all sorts of miraculous benefits to women. The book, Feminine Forever 
published in 1968 and still in print, made estrogen therapy sound like a second fountain 
of youth. The book celebrated estrogen for multiple reasons. It could prevent the 
dreaded aging process and much more. HRT eliminated the menacing menopausal 
symptoms and women would not have to face the mood swings associated with their 
middle-years. Because of estrogen’s positive effects of skin and hair they could also 
avoid becoming dull and unattractive. A fantastic opportunity to live a better life – 
what women in her right mind would want to be left out?

The accolades for estrogen continued to roll in. Not only could it make a woman 
look and feel better, it could prevent bone deterioration and reduce the risk of a 
heart attack or stroke. The dreaded problem of mental deterioration could also be 
postponed because hormones could enhance a woman’s memory. In particular, 
dementia, the loss of memory and language could be defeated. To end up with 
Alzheimer’s disease, the best known form of dementia, was an unbearable thought. 
Even more good news followed – there were claims that estrogen provided protec-
tion against breast and uterine cancer.

Given this glowing profile it is no wonder that Premarin became one of the most 
prescribed therapies in the U.S. It didn’t seem to matter that the evidence to support 
all the positive claims came from exploratory research methods rather than clinical 
trials. For most people at the time, medical research was medical research – the 
form of the research was unimportant. It was easy and felt good for doctors and 
their patients alike to have a positive outlook when it came to estrogen therapy.

The first hint of trouble appeared in the 1970s. That’s when a report, by the 
Coronary Drug Project Research Group based at the University of Maryland, 
reported that estrogen provided no heart benefit in men. But that study was in men 
and not women. Still the result was unexpected. Furthermore, the men taking estro-
gen had more blood clots and cancer, prompting the researchers to halt their trial 
prematurely. They reasoned that if the trial were continued, men who were assigned 
to the estrogen treatment group would be vulnerable to an avoidable health risks, 
and that was unacceptable.

In the mid 1980s, however, there was major news about the effect of female 
hormones on heart disease. The news regarding hormonal effects on the heart was 
mixed, but the good news seemed more believable than the bad news. The well-
regarded Framingham Heart Study (FHS), described earlier, published findings in 
1985 in which they reported that in their cohort of women, those who took  hormones 
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had more heart disease related deaths and a higher risk for stroke than women not 
using hormones. However, that bad news was pretty well wiped out by a report 
from the NHS that appeared in the same journal, the New England Journal of 
Medicine, at the same time as the FHS report. This research project following 
nurses, had about 100 times more women in the trial than Framingham. The NHS 
did not just find no difference, it reported that the rates of heart disease in women 
were much lower for women on estrogen. It was easy to accept this latter result 
since most other exploratory studies during this time-period had found good effects 
by hormones on heart disease as well.

Armed with these favorable results, in 1990, the manufacturer of Premarin, the 
most used form of estrogen, asked the FDA to approve their product for heart dis-
ease prevention. Their request was denied. It was one of the few times the FDA did 
not accept an advisory committee recommendation – the FDA advisory board had 
approved the change (with only a single dissenting vote). As far as the FDA was 
concerned, the evidence wasn’t strong enough. Where were the experimental stud-
ies to support the claim?

Then the biggest story of all came out in 1996 when the NHS researchers in a 
follow-up report claimed that HRT decreased the risk of heart disease by a whop-
ping 40 percent. In the same year, a case-control study reported in Obstetrics & 
Gynecology noted that long-term hormone use lowered overall mortality rate in 
postmenopausal women and the reduction was mainly due to less heart disease.

Heart disease wasn’t the only game in town, however. The effect of hormones 
on other diseases and problems had slowly dribbled in and raised important issues 
for women. What, for example, did the drug’s risk-benefit profile look like? 
There was no clear answer. On the down side, women had to worry about cancer 
and a potential problem when it came to strokes. On the up side were new promis-
ing uses of hormones to prevent hip fractures and potentially other conditions 
such as dementia.

For some researchers and members of the medical community, the propensity 
for hormones to stimulate uterine and breast cancer meant that a link between estro-
gen and cancer always loomed on the horizon. Back in 1976 a New England 
Journal of Medicine article had reported that female hormone therapy was linked 
to breast cancer. As the 1980s begin, there is a break in the bad news. It was dis-
covered that by adding a second hormone (progesterone) to the usual estrogen 
therapy, the higher risk of uterine cancer could be overcome. With the combination 
of estrogen and progestin, the synthetic form of progesterone used in many hor-
mone medications, a women’s risk was no higher than the normal risk.

Then the dam seemed to burst. A 1989 article in the American Journal of 
Obstetrics and Gynecology, indicated that women taking estrogen could have up to 
a 10 times greater chance of developing uterine cancer than women who didn’t take 
estrogen. The news more than offset a 1983 governmental case-controlled study by 
the Centers for Disease Control that had found no increase in breast cancer for 
women who had used oral contraceptives at sometime in their lives. The women 
ranged in age between 20 and 54 so the news, although positive, did not completely 
exonerate estrogen use in postmenopausal women.
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By the end of the 1980s the picture became even more confusing. The estrogen-
progestin combination that had been found to safeguard women from uterine cancer 
was also found to potentially have a serious adverse effect. Studies published in the 
New England Journal of Medicine showed that the combination appeared to mark-
edly increase the risk of breast cancer. However, a few years later, data from the 
NHS provided a way out. A 1995 article, by the NHS epidemiologists headed by 
G. Colditz, noted that both estrogen alone and the estrogen-progesterone combina-
tion increased the risk of breast cancer, but the increase was seen only in women who 
took HRT for five or more years. A review of articles published in the 1990s noted 
the widespread inconsistency in results among exploratory trials when it came to 
estrogen use and breast cancer. In their 1999 JAMA article on this topic Bush and 
Whiteman concluded that any risk must be small or must occur in a very limited 
population. If this were not so, a greater risk would have been detected by now.

In the end women faced a dilemma – take HRT and receive its likely benefits 
(including the lower heart disease risk), but run the risk of breast cancer. Women 
and their physicians were left to answer this question, but based on HRT sales dur-
ing this time, it appeared that most preferred the benefit of hormones over the 
cancer risk.

A warning signal had been raised on the connection between strokes and hor-
mone treatment as early as the mid 1980s, but after years of research the situation 
was still confused and unclear. A review in Cephalalgia showed that the set of 
completed exploratory stroke studies had come up with all sorts of incompatible 
results. You couldn’t tell if hormones increased, decreased or had no effect on the 
risk of a stroke. It seemed that the link between HRT and stroke would never be 
settled. Whenever there was a step forward, it was followed by one backward. For 
instance, in 1993s paper in the Archives of Internal Medicine by a group of 
researchers in the National Center for Health Statistics, described the outcome for 
women who did not have a history of stroke. Followed for an average of 12 years, 
the women who were on hormones experienced a large reduction in the risk of a 
fatal stroke. However, this time the NHS put up the red flag. In an Annals of 
Internal Medicine publication by F. Grodstein and other NHS colleagues found a 
weak relationship between postmenopausal hormone use and the risk of stroke. 
Compared to women, who never used hormones, the women taking the highest 
HRT doses appeared to have a slightly higher number of strokes.

There was much more consistency when it came to hormone benefits. Almost 
all exploratory studies came up with positive findings for HRT use in the reduction 
of hip fractures. With osteoporosis being a common threat to older people this was 
especially good news. Also on the bright side were additional reports that hormone 
therapy in postmenopausal women staved off dementia. However, the results were 
still inconclusive for there were prospective cohort studies reporting no benefit.

By now a reader is probably dazed trying to keep track of all the results from 
HRT treatment. You’re in good company – doctors, patients and the public at large 
were also overwhelmed. Based on my premise that you shouldn’t believe the results 
from any single research project, the litany of “answers” serves as an ideal illustra-
tion to support that argument.
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The plethora of incompatible results and FDA’s reticence to act amid all the 
confusion, it was left to the practicing physician to make sense out of this puzzle. 
On the positive side, long-term hormone use to ease the symptoms of menopause 
remained an uncontested benefit. It appeared reasonable to add preventing osteo-
porosis to its advantages. Other uses, such as forestalling dementia, also held out 
hope even though there was too little information to be sure. The uterine cancer 
scare seemed to be checked by adding a second hormone to estrogen. You could go 
either way with stroke. However, the risk of breast cancer couldn’t be overlooked. 
That left one important effect to be factored in – heart disease. The jury was still 
out, but heart disease was a major illness that could lead to thousands of deaths in 
postmenopausal women. Could the hope of less heart disease trump the nagging 
concern over the possibility of breast cancer? In this debate, as any statistician 
would have gladly pointed out, a reduction in heart disease of almost half would 
overwhelm any anticipated increase in the risk for breast cancer. For instance, in 
1994 there were a little over 200,000 deaths from heart disease compared with 
about 30,000 deaths from breast cancer in women older than 55 years. The potential 
benefits of HRT had an enormous public health impact. The medical community 
listened. Based on a 1995 survey of physicians, more than half said they would 
prescribe estrogen for the prevention of heart disease.

As the end of the 20th century approached, the scorecard for hormone treatment 
was clearly on the favorable side. However this record was based almost exclusively 
on exploratory trials. Even well into the 1990s, few clinical trials had been con-
ducted and those that were performed tended to be too small to be helpful. However, 
in 1997 an effort was made to pool the available RABCOTS and see what the accu-
mulated results showed. The authors, who published their results in the British 
Medical Journal, had to make do with variations in the reporting of the selected 
studies, their small size and limited duration of treatment. The goal of the research 
was confined to seeing what effect HRT had in terms of heart disease and cancer. 
Based on 22 trials and over 4,000 subjects on HRT or control treatments the authors 
found a great deal of variation from one study to the next. However, contrary to what 
the exploratory trials found, the authors were able to conclude that the pooled data 
could not support the notion that HRT prevented heart-related events. For cancers, 
the numbers of reported events was too low to arrive at a reasonable conclusion.

Major Clinical Trials

The FDA’s rejection of the heart-protection claim made it clear, positive results 
from the exploratory studies weren’t enough. They could not and did not establish 
causality. Well-designed clinical trials, which were less subject to bias than explor-
atory studies were not only needed, they were essential to help establish the truth 
about HRT.

In the mid 1990s, two research teams launched large experimental studies 
to evaluate hormones in postmenopausal women. The first study was the Heart 
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and Estrogen/Progestin Trial (HERS) paid for by the maker of Prempro (the top 
selling HRT drug that combined estrogen with progestin into a single pill). 
They would sponsor an experimental trial to satisfy the FDA. Close to 3,000 
women with heart disease participated. The goal was to see if hormone treat-
ment could reduce the risk of a second heart attack. It was a randomized, dou-
ble-blinded, placebo controlled RABCOT. It was a multi-center trial using 20 
clinical centers. The subjects had a maximum age of 89 and a mean age of about 
67. There was, on average, a little over four years of observation per subject.

The second major experimental trial was the Women’s Health Initiative (WHI). 
It was a massive undertaking, sponsored by the influential National Institutes of 
Health, that set out to assess the incidence on major diseases associated with the 
use of Prempro. It was also a RABCOT, using placebo as the control treatment, 
and took place at 40 clinical centers across the U.S. Over 16,000 postmenopausal 
women between the ages of 50 and 79 enrolled. The average time the women 
were treated was just over five years. These women were unlike those in the 
HERS trial because they did not have heart disease when they entered the trial 
and it is important to keep this fact in mind as you read the results from the two 
research projects.

Before the two RABCOT trials reshaped the positive profile for HRT, the 
exploratory study researchers defended their findings and they commanded a great 
deal of respect in the research community. The NHS researchers conceded that 
experimental studies provided stronger evidence of cause and effect relationships. 
However, they also pointed out that there were limitations with experimental 
 studies that were not found in exploratory studies. In particular the experimental 
studies could not, in general, determine long-term effects, whether these effects be 
positive or negative. It was up to exploratory studies to find the more long-term 
consequences. They also emphasized the more unnatural environment of experi-
mental studies versus the “real world” setting for cohort trials. Nevertheless, they 
rightly believed that only when the evidence from a number of different kinds of 
studies had been completed could one come to a firm conclusion about a cause and 
effect relationship. They were particularly supportive of the experimental WHI 
study, which was underway when they were making their views known.

In 1998 the HERS investigators published their initial report in JAMA and a 
follow-up report (HERS II) four years later in the same journal. The results did not 
bode well for the Prempro faithful. The researchers found that women who had 
heart disease and took estrogen plus progestin had more than a 50 percent increase 
in the number of heart disease events during the first year of treatment. However, 
by the fourth year of treatment there were fewer episodes reported for the women 
taking the hormones compared to those on a placebo. In other words, in the first 
year the women were in trouble, but by the fourth year the danger had disappeared 
and they even seemed to be a little better off. The experimental HERS study also 
had more bad news, however. It found that hormone therapy could cause blood clots 
in postmenopausal women taking hormones. The possibility that hormones could 
affect blood clotting had initially been seen in studies of oral contraceptives, but 
was not supported by early exploratory studies of postmenopausal estrogens. 
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The HERS study noted that their women showed a doubling of the risk for embo-
lism, a potentially dangerous free floating blood clot.

When the new century began the pluses and minuses of hormone treatment con-
tinued to be reported. The researchers of the NHS study found their earlier reports 
in 1995 were substantiated in a 2000 follow-up analysis that they published in 
Annals of Internal Medicine. They also noted, however, that the breast cancer risk 
was still there, but remember, it didn’t appear until after five years of hormone use. 
In contrast, the HERS trial had mainly challenged the positive effect of HRT on the 
heart, but according to their study, the higher heart disease risk didn’t seem to last 
long and it occurred in a unique group of women: those who already had heart 
disease. By and large, the believers in HRT continued to believe. On balance, HRT 
was still a good bet, but due to the HERS results, doctors and their postmenopausal 
patients had a bit more to worry about when it came to their continued use of hor-
mone treatment.

The findings from the experimental HERS trial were troubling, but the patients 
were somewhat unique because of their heart disease history and, in general, the 
medical community felt that they could get reasonably reliable answers from well-
done exploratory studies such as the NHS in spite of the handicaps associated with 
this method or research. After all, exploratory studies had a decent track record and 
besides, experimental studies could come to incorrect conclusions as well. For 
many it was more sensible to rely on good prospective cohort studies when experi-
mental studies did not exist or the trials applied to a specialized patient population. 
The alternative was to ignore the benefits hormone therapy promised – an unaccept-
able choice for many physicians and their patients. As noted previously, the domi-
nating NHS that had found so many worthwhile benefits, was clearly a carefully 
executed study. It was huge in terms of participants. It was methodologically sound 
and used a contemporary control group observed over a long period of time. It was 
based at Harvard and the subjects (nurses) were health advocates and thus respon-
sible providers of information.

The favorable profile for HRT however, was torn asunder when the second 
experimental study, the Women’s Health Initiative or WHI, announced it results in 
2002. The hormone combination not only increased the risk of breast cancer, there 
was also a stunning reversal when it came to heart disease. HRT didn’t decrease 
heart disease – it increased it! The researchers were so convinced of their result that 
they felt they could not ethically continue the trial and subject women on hormone 
treatment to the higher heart attack and breast cancer risks. Consequently, the 
Prempro portion of the WHI came to a premature close.

Other results from the WHI trial indicated that hormones also increased the risk 
of stroke and blood clots, but it did confirm the advantage of hormone for protect-
ing against fractures. Furthermore, the HERS trial, which raised the possibility that 
hormones might reduce heart disease in women who already had heart disease, 
reported in 2002 that their 1998 finding about less heart disease after four years of 
use was not sustained after an additional three years of follow-up. The three-year 
extension allowed all subjects some form of hormone treatment so it was not 
blinded. Nevertheless, the researchers concluded that there was no significant 
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decrease in heart disease and recommended that hormones not be used to prevent 
heart problems in women who had a heart condition.

Besides the heart disease issue, a second critically important difference from the 
experimental study results and the exploratory trials having to do with breast cancer 
surfaced. A studious review in the Annals of Internal Medicine, examined explora-
tory studies on the breast cancer question and located almost 40 studies done from 
1970 to 1990. Most studies found no difference at all, but there were four that reported 
a significant decrease and seven that found a significant breast cancer increase from 
hormone use.

A second review, published in Obstetrics & Gynecology in 2001, looked at all 
studies conducted between 1975 and 2000 that examined the breast cancer and hor-
mone use relationship. Once again, the analysts found there was little consistency in 
terms of developing breast cancer from the use of HRT. However, when it came to 
deaths from breast cancer, the incidence was higher among hormone users compared 
with nonusers. The analysts concluded that, although an increased risk of getting 
breast cancer with long-term use of hormones could not be ruled out, the likelihood 
of such a result had to be small. This relatively benign finding for hormones turned 
out to be in direct conflict with the WHI result that showed an approximate 25 per-
cent increase in the development of breast cancer for women taking hormones. Since 
the WHI was a RABCOT, its results carried the day making the few epidemiologists 
who had conducted case-control studies and found a high risk of breast cancer from 
hormone use before the WHI study published its results, look like visionaries.

Actually the WHI consisted of several parts or sub-trials, but the Prempro por-
tion of the project that focused on heart disease was the main trial and the first to 
publish findings. A second part of the project looked at the effect of estrogen alone 
versus placebo in women who had had a hysterectomy. Since the hysterectomy 
removed the uterus there was no need to worry about uterine cancer and progester-
one was not required. Over 10,000 women participated in this double-blind trial 
of estrogen alone versus placebo, but it too ended early because of the harm done 
by estrogen. In this study, published in JAMA the year after the first WHI report, 
estrogen was found to increase the risk of stroke and appeared to be no better than 
placebo in respect to heart disease. In both the main trial and this trial, about the 
only good news for HRT advocates was that hormone treatment reduced bone frac-
tures, but that advantage had not been in dispute.

Finally another area was examined by the WHI and published by the New 
England Journal of Medicine in 2003. In spite of all the negative results associated 
with hormonal therapy for postmenopausal women, there were still many believers 
in the drugs. Many women and their doctors said that the hormonal drugs had qual-
ity of life benefits. By that they meant they relieved symptoms such as hot flashes 
and night sweats. In addition, hormones made them feel more energetic, made sex 
more pleasurable and improved their memory. The women who took hormones 
simply believed in the product. They were convinced they were doing much better 
because of their daily intake of hormones.

Then the medical findings from the WHI quality of life trial destroyed that myth. 
Even the researchers who did this phase of the study were surprised by the results. 
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The women on hormones, compared to those on placebo, did no better in terms of 
vitality, mental health, depressive symptoms or sexual satisfaction. There was just a 
touch of good news, but it was not that impressive: women had less problem sleep-
ing. The difference, however, was marginal. Physical activity was just barely better 
and there was a minimal improvement in respect to pain. Hot flashes were alleviated 
by three out of every four women on Prempro, but if they were on placebo, two out 
of four women reported improvement as well. Not much of a difference considering 
all the positive anecdotal reports by those who swore by hormonal therapy.

Wyeth Pharmaceuticals, the drug company making Prempro, raised questions 
about the findings. They said the study subjects were not typical hormone users 
because they did not have the severe symptoms of menopause. They added that 
their quality of life was already so high that it was unlikely to improve while in the 
study. Few minds were changed by these arguments.

The early reports, that hormone therapy in postmenopausal women staved off 
dementia, had come up with a risk reduction that went as high as 30 percent. However, 
the results were mixed and there were cohort studies reporting no benefit. As you 
might guess, the hope that women could protect themselves from dementia was dashed 
in the 2003 report from the WHI researchers. Not only was there no benefit, there was 
actually an increased risk of dementia in hormone users over the age of 65.

The final example of WHI’s disastrous attack on HRT had to with stroke. The 
exploratory trials had been all over the place with some showing a decreased risk, 
others showing no effect and yet a number coming up with an increased risk. Would 
the experimental studies clear up the confusion? The WHI researchers reported that 
hormone treatment caused an increase in strokes by a striking 41 percent. But that 
monumental difference didn’t totally eliminate the state of confusion. The HERS 
trial found there was an insignificant relationship between hormone use and strokes. 
There may be a simple explanation for the difference was confined to women who 
had had heart disease and the WHI study used only women without such a history.

The picture gets a big more foggy or clear, depending on your point of view, 
after the exploratory study results for stroke enter into the picture. The fashionable 
NHS study found a 45 percent higher risk for stroke among women taking estrogen 
combined with progestin compared to those who had never taken hormone therapy. 
This was unusually similar to the 41 percent higher risk found in the experimental 
WHI trial, but that left HERS as the odd man out. Any questions about a connection 
between stroke and HRT were pretty well settled by a 2005 meta analysis published 
by the British Medical Journal. Based on 28 trials and almost 40,000 subjects, the 
authors found close to a 30 percent increase in strokes for women using HRT.

The Conflicting Results

What caused this mass of confusion about the role of hormone treatment in post-
menopausal women? The WHI ruled the day and its supremacy was barely threat-
ened. Among the WHI findings, the one that was the most sensational had to do with 
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heart disease. It should be clear that there were doubts about the advantages of hor-
monal therapy for postmenopausal women when only exploratory studies were 
available. Not all exploratory study results found hormones helpful in controlling 
heart disease, but most did. An analysis in Preventive Medicine of about 30 explora-
tory trials had half the studies finding a significant reduction and only one with a 
significant increase in heart disease. How could so many studies be wrong? 
Especially since the RABCOT WHI study found that there was not just no difference 
– there was an increase of heart disease of almost 30 percent for the subjects 
receiving Prempro!

What may have caused the NHS, the premiere exploratory study, to come up 
with an incorrect answer as it related to heart disease. Why did their results 
strongly suggest that HRT would prevent heart disease? To begin, there were obvi-
ous problems with the NHS’s selection of subjects which epidemiologists recog-
nized long before the WHI results appeared. In fact, the NHS researchers often 
qualified their results by noting that nurses were more health conscious, they had 
better medical care and enjoyed a life style that was far above that of most women. 
But they and others were reticent to say that this kind of subject selection bias 
could have a significant effect on the study results, especially on the claim of heart 
disease protection. But after the WHI findings became known, there were numer-
ous articles written that pointed out that the relatively healthy women used in the 
exploratory hormone studies were behind the misleading results that favored hor-
mone users.

An important 2002 analysis, in the Annals of Internal Medicine by L. Humphrey 
at the Oregon Health & Science University and her associates, lent support to the 
belief that the life style factor had indeed confounded the results of the exploratory 
studies. Shortly after the WHI results became available, the researchers performed 
a meta analysis using a set of well-done exploratory studies that investigated hor-
mone use and the incidence of heart disease. Variables, especially those known to 
be risk factors for heart disease such as age, smoking, high blood pressure and 
 family history, were examined. Also included were the socioeconomic level and the 
educational level of the study participants. These last two variables were felt to be 
reasonably well correlated with a healthy life style.

It was found that failure to adjust study results based on the socioeconomic and 
educational factors resulted in an outcome that showed a heart benefit for hormone 
use. The exploratory studies that considered these factors did not find the heart 
benefit. Simply put – the studies that failed to take into account socioeconomic 
status and education tended to produce more favorable results. When these aspects 
were factored into an analysis, hormone use was not associated with a better effect 
on the heart.

However, remember the two RABCOT studies had raised a question about 
(HERS) or shown (WHI) a harmful heart effect from hormones. Accounting for 
socioeconomic level and education among the exploratory trials had only brought 
the heart effect to a neutral position. Therefore, inequality in socioeconomic level 
and educational status could not be the whole answer. And in fact, the women on 
hormones had other traits that could have influenced the exploratory study results.
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Hormone users were more likely to have access to health care and if there were 
troubling signs of disease they could avail themselves of effective preventive treat-
ments and never come down with the illness. They also may have engaged in more 
health-screening programs that caught very early problems and treated them before 
they turned into more serious condition.

Hormone users were very likely to have a greater level of health awareness as 
well. As a result, they may have been more likely to take other medications that 
protected their heart such as blood pressure drugs or cholesterol lowering agents. 
Many exploratory studies took place at a time when there were questions about the 
safety of hormones. Physicians could have prescribed HRT only to women who 
they judged as being in excellent health. It’s also been observed that during the 
hey-day of exploratory studies the standard Physicians’ Desk Reference suggested 
estrogen should not be prescribed to women with heart disease. This meant that 
physicians would have been reluctant to even start HRT in many women who had 
a risk for heart disease. This latter group of women could end up in the non-estro-
gen arm of a cohort trial, but they were at a high risk to develop heart disease. 
Under this scenario it would be predicable that the women not taking HRT drugs 
would end up with a higher number developing heart disease.

Researchers who worried about the biases possible in exploratory studies also 
expressed another concern about the relationship between hormone use and heart 
disease. Research at the Northwestern Medical School had shown that people who 
are conscientious in taking placebo medication in a medical study had fewer heart 
problems than the subjects on placebo who are less diligent. In fact, a 1997 report 
in Archives of Internal Medicine noted that negative heart related events were sig-
nificantly lowered in the people who carefully adhere to the treatment schedule they 
were asked to follow. Now, assuming that women who took hormones, especially 
for long periods, had to be very good medication compilers, we have another pos-
sible difference between the hormone users and non-users that could contribute to 
the misleading positive results found in the exploratory trials.

An additional source of subject selection bias was also raised as a possible reason 
for the erroneous heart disease results. Many of the women in the exploratory studies 
were on hormones to prevent the symptoms of menopause, osteoporosis and bone 
fractures. These women tend to be thinner and to have lower levels of naturally 
produced estrogen compared to the non-hormone users. There was research that 
showed these factors protected women from developing heart disease. Thus, body-
type bias would be yet another reason for the overstated heart protection claim.

The preceding discussion shows that there were a number of ways that the 
exploratory studies could come up with the wrong answer. Hormone users and non-
users were different in important ways. The women taking hormones were  healthier, 
better educated and from a higher socioeconomic class. They had better health care 
access, were more conscientious about taking their medication and had a more ideal 
body type. However, there were additional problems that could have contributed to 
the ill-advised heart prevention claim.

It’s also possible that subjects in the NHS and other exploratory studies could 
have been assigned to the wrong treatment group when they enrolled in a cohort 
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trial. If a study enrolled only current users of hormones then women, who had 
started hormone treatment but then discontinued it when they became ill, could 
have been assigned to the non-user group. Because of their poor health, they would 
be more prone to heart disease thereby inflating the incidence of heart disease 
problems in the non-user group.

The designers of the NHS also noted another classification problem. The NHS 
updated the information on their subjects every two years. If a woman started 
 hormones, but then stopped HRT in the same two-year period she ended up in the 
non-HRT group. If in that same two years she had a heart related event it counted 
against the non-HRT users. That heart problem could have been caused by the HRT 
the woman took, and she therefore should have been counted as an HRT user with 
a heart event. But as it worked out, the wrong side took the hit.

There were, in addition, some elements from the NHS and other exploratory 
trials that troubled scientists. A dose-response relationship had not been found. In 
other words, as hormone dosage increased there was no sign of more protection. 
Furthermore, a longer duration of hormone use was not associated with a reduction 
in heart problems. In fact, there seemed to be less benefit with long-term use com-
pared to short-term use. On the other hand, additional factors lent support to the 
positive effects hormones had on heart disease. The biology fit. Estrogen was 
known to lower LDL cholesterol, the bad kind of fat that was one of the causes of 
heart disease. It also raised the level of HDL, the good cholesterol, which was 
associated with a strong heart. In addition, estrogens altered other biological sub-
stances that tended to affect the heart in a negative way. When it came to HRT, there 
were no easy answers.

Divergent answers in the medical research on HRT could also be due to other 
reasons beyond those already presented. For example, there were key differences 
between the NHS and WHI in respect to the type of subjects studied and the way 
HRT was given. In particular, notable differences were present for (1) ages of the 
subjects, (2) length of time since menstruation began before beginning hormone 
treatment, (3) the type of HRT regimen and (4) the duration of treatment. The WHI 
subjects were much older, had started treatment much later and were treated with 
different hormone products for a shorter period of time.

Age

Women in the WHI were, on average, in their mid 60s (an age range of 50–79) 
when they started hormone treatment and, as a result, they were on average more 
than 10 years past menopause. On the other hand, the women in the NHS were 
between 30–55 years old when they began taking hormones. The age discrepancy 
raises the question of whether the heart benefit could have been realized in the 
WHI, if younger women had been enrolled and if they started taking hormones as 
soon as they were enrolled.
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Commencement of Treatment

Note the time when HRT is initiated was also very different in the two trials. In the 
NHS study about 80 percent of the subjects started hormone use within two years 
after menopause. For the WHI women, menopause had begun many years and even 
decades before the hormone treatment began. Subsequent investigations  consistently 
revealed that the timing of HRT initiation may indeed be critical in its impact on 
the heart. Wait too long and the window of opportunity is shut – hormones no 
longer could protect the heart. Were the WHI women, a decade or more into their 
menopause, unable to derive a heart benefit from HRT?

Incompatible HRT Regimens

In the experimental trials, Prempro was a specific type of HRT and subjects took it 
on a fixed-dosage schedule. In the exploratory studies a variety of hormone  products 
were used and the dosage schedules were extremely variable. Most importantly the 
exploratory trials used estrogen alone or the combination of estrogen plus progestin. 
However, the prevailing treatment for the combination therapy included progestin 
for only 10–14 days out of every month. This differed markedly from the WHI trial 
which used a single pill, Prempro, on a daily basis and women thereby ended up 
taking progestin every day of a month. In addition only the oral route was tested in 
the WHI. Could different routes of administration (e.g. the estrogen patch) produce 
different results? It’s also true that the fixed dosage schedule used in the WHI was 
relatively high, compared to the dosage given in the NHS and many other explora-
tory trials. It’s easy to wonder how much of the harmful effects were due to the rigid 
WHI dosing schedule.

Duration of Treatment

There was also a major difference in the long-term exploratory studies and the 
experimental studies when it came to the duration of hormone use. In the NHS 
about 30 percent of the nurses used hormones for 10 to 20 years and in other 
exploratory trials that found a positive affect on the heart, the use exceeded 20 
years. The follow-up in the WHI was at best about seven years. Could it take long-
term use for hormones to protect the heart?

It is also relevant to point out that biases could have existed in the WHI as well. 
There was greater unblinding of the hormone treated subjects and there is speculation 
that this could have resulted in artificially higher detection rates for heart problems 
among the hormone users. The blind was prematurely broken for over 40 percent of 
the HRT users and less than 7 percent of the placebo users. The staff that broke the 
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blind didn’t necessarily make that information known to those making assessments 
about heart disease. However, the women themselves could have disclosed the infor-
mation to research staff members. It is also noteworthy that a relatively high rate of 
discontinuation of hormone therapy would lower the level of exposure for the HRT 
group and that could cause an underestimate of heart problems.

The point here is that experimental trials and long term exploratory trials pro-
duced results that were based on very different kinds of subjects, treatment regi-
mens and operating rules. The differences may have had little effect on causing the 
conflicting heart disease result, but the fact they exist is always troubling when 
there are conflicting findings. For my purpose they represent yet one more example 
of the unbelievable difficulty in getting a valid answer from any single medical 
research project, no matter how distinguished.

It’s even been postulated that there may be no conflict between the WHI and the 
cohort study results – perhaps everyone was right. Here’s the reasoning. The aver-
age duration of HRT treatment in the WHI was about five years. In comparison, the 
subjects in the cohort trials were treated, on average, for a much longer period of 
time. If it is assumed that the initial cardiovascular effect of HRT is negative, and 
it takes long term hormone use to reverse the process and provide a beneficial level 
of protection from heart problems, then the WHI had it right (a negative short-term 
effect) and so did the cohort studies (a positive long-term effect). Another theory 
can be advanced to support the contention that the results from WHI and the cohort 
studies were compatible. In the cohort studies estrogen without progesterone was 
the most common treatment. The WHI, on the other hand, combined the two drugs 
and patients took the combined products every day. If estrogen alone causes heart 
problems, but by adding progesterone that liability is converted to a beneficial 
effect, the findings from the two research approaches would make sense. This 
explanation loses some of its appeal because the cohort investigations that included 
the combined therapy, reported protection from heart ailments just as those only 
using estrogen. Then again, the combined treatment in the WHI trial was given 
every day, but in the cohort investigations the progesterone tended to be taken with 
long breaks (up to two weeks every month). If progesterone has to be given on a 
daily basis to offset the harmful impact from estrogen, then the theory that there is 
no incompatibility between the two types of projects holds up. Although these pos-
sible explanations may be far fetched, the unpredictability of medical research 
shouldn’t totally rule them out.

Medical research is incredibly difficult even when the best researchers are 
involved. Unexpected and uncontrollable controllable factors can influence a result 
and no matter how careful they are, researchers might get the wrong answer. In the 
case of hormone replacement treatment, the belief is that the experimental studies 
got it pretty right and the exploratory studies had some wrong answers. But that is 
not clearly the end of the story. More research may will modify what we know now. 
Maybe there is more truth in the exploratory studies than we are willing to concede 
at this point in time. The goal of epidemiology is to learn why some people acquire 
a disease and others are spared. Note that in the review of why exploratory studies 
missed the boat on heart disease sensitive variables such as life style could not be 
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studied because information on the variable was not collected. How many other 
variables that may play a role in the development of heart disease are there? How 
many can we afford to study? The hormone and heart disease issue shows that get-
ting at the truth is a long term and frustrating process and no one study can guaran-
tee that it has produced the right answer. It may be that for some women hormones 
increase heart disease, for others it decreases heart disease and for still others it has 
no effect. Sorry to say but until more research takes place on the effects of hor-
mones on the heart we won’t know for sure what’s the clear-cut answer.

Just before I end this chapter a note on the repercussions from the perplexing 
results of the medical research performed on post menopausal hormone therapy 
seems in order. When the dust cleared, HRT was left with an unsatisfactory risk 
versus benefit comparison for many women and their doctors. It helped with men-
strual symptoms and bone fractures, but on the negative side were heart and cancer 
risks that definitely trumped the benefits. At a minimum there was confusion – at 
the extreme there was outrage.

A leading women’s group called the National Women’s Health Network (NWHN) 
called the situation a case of corruption by the medical and scientific community. 
Their anger was aimed at all manufacturers of hormone products, but especially the 
major company, Wyeth Pharmaceuticals. The belief that hormones were good pre-
ventive medicine was a triumph of marketing over science, according to NWHN. 
They were particularly outraged that the manufacturers were allowed to skirt drug 
promotion restrictions and reap large sales from a flawed product. Hormones over 
the short term had been nowhere near as helpful as patients and their doctors were 
led to believe, and the long term dangers were life threatening. The NWHN in fact 
published a book detailing their concerns. In addition to women health advocates 
female physicians and scientists were authors of the book.

However Wyeth was not the only group criticized. The press, which will be 
examined in a subsequent chapter, was also a candidate for blame because of their 
failure to add appropriate qualifications to the results from exploratory trials. The 
epidemiologists who conduct exploratory trials were also singled out because of the 
dedicated belief they have in their methodology. By not being more reserved in 
promoting their results, physicians, patients and health authorities eagerly accepted 
them too easily. D. Sackett, a prominent clinical epidemiologist, writing in the 
Canadian Medical Association Journal, went even further when he blamed the 
“medical experts” who advocate preventive treatments that shape medical and 
public-health policy without ever being validated in RABCOTSs.

Putting aside who, if anyone, should be blamed for the early belief in HRT’s 
“sensational” advantages, almost all medical authorities accepted the experimental 
study results and urged individual patients to consult with their physicians about the 
decision to continue or halt hormone treatment. However, the practicing physicians 
were placed in a quandary. What should they do? Their patients trusted them and it 
appears they let them down. And if they continue prescribing HRT, how much lia-
bility do they face?

Not surprisingly the sales of HRT products, including the market leader Prempro, 
plunged. Sales were cut in half in 2003 and yet there were still well over five  million 
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users. The FDA also reacted to the news. They required the manufacturers of estro-
gens to include a warning with their product that there was an increased risk for heart 
disease, heart attacks, strokes, and breast cancer. The warning also emphasized that 
these products were not approved for heart disease prevention and were not to be 
used as a first-line treatment for osteoporosis – one of the few condition for which 
estrogen was clearly efficacious.

Research involving ongoing hormone studies also presented their sponsors with 
a serious challenge – should they continue or stop. The National Institutes of 
Health asked each of its major therapeutic research areas to decide what it planned 
to do about any ongoing hormone studies and it also wanted to know the rationale 
for their decision. The decisions varied depending on the status of the research 
project. For example, we know the main heart study of the WHI had been stopped, 
but other areas of research were continued. The dementia portion of the WHI went 
on until it ended up concluding hormones caused more not less problems for 
menopausal women. Another NIH study testing the effect of hormones on lupus 
erythematosus, an arthritic type disease that often involves skin lesions and weak-
ness, was halted.

The impact on patients required them to come to their individual decisions after 
conferring with their physician. A task force created by the U.S. Public Health 
Service came up with recommendations to guide physicians when making those 
decisions. The recommendation advised against the routine use of estrogen and 
progestin for the prevention of chronic condition noting that the benefits were 
unlikely to offset the harms. They urged physicians to engage in a shared decision-
making approach with their patients about what to do when they enter menopause.

The HRT case study is a classic example of showing that no one can know for 
certain when a study has got it right or wrong. An interesting evaluation supporting 
this point of view appeared in 2005 and was based on major research articles pub-
lished between 1990 and 2003 in prestigious journals. The analyst, J. Ioannidis 
writing in JAMA, looked to see if the conclusions from the original publication 
stood up when a subsequent clinical study was carried out. There were 34 original 
studies that had published positive findings and 19 did in fact have their results 
confirmed. But that left 15 or a scary 44 percent with inconsistent findings. In eight 
of those cases, the inconsistency was due to a more recent study showing that the 
first article had overestimated the effect of treatment. There was a good result, but 
not as good as what the initial study claimed. In the other seven, the new results 
contradicted the original findings. The latter statistic is sobering and supports the 
contention of this book that neither health care professionals nor the public can ever 
rely on the results of a single study.

There were only two case series trials and four cohort studies included in the 
original set of 34 studies, but none of those results held up in the second study. 
Perhaps this can be offered as additional evidence of the superiority of the clinical 
trial, but remember those trials were also far from perfect – almost a third of its new 
trials could not be reproduced in the follow-up research. And also do not assume the 
second study is right and the first one is wrong. Maybe it’s the reverse. The analysis 
could only detect an inconsistency not what trial (if any) got the correct result.
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It is clear there will be no more studies about hormones that are comparable to the 
WHI. The cost of the trial, estimated to be over $600 million, simply rules out new 
studies. Yet the WHI tested a specific HRT formulation and there are many hormone 
products that have not been tested. Without a comprehensive experimental trial, we 
will never obtain the quality and quantity of information that’s needed for untested 
hormone products. However, this is not just a cost issue. The organizers stopped the 
WHI early because of the high heart attack and breast cancer risk. The benefits of 
HRT could not compensate for these disturbing adverse effects. Future researchers 
will need unusually strong evidence of new advantages for hormone treatment before 
subjecting healthy women to the dangers of hormone therapy. A major negative study 
dooms a treatment and offers its proponents little hope for redemption.

New HRT trials may be dead, but the WHI trial is a fantastic database. Shouldn’t 
researchers tap that gold mine of information to learn more about hormones and 
their effects on women? Wouldn’t it be possible to identify subgroups from the 
completed study and see if the original results stand up for the sets of patient identi-
fied? Did one age group do better than another? Does the degree of sexually activity 
make any difference? There are many subgroups analyses that offer tantalizing 
results. But, as mentioned previously, there are many problems with a subgroup 
analysis. Analysts may come up with intriguing results, but they should not pawn 
them off as definitive answers. They really represent hypotheses that need verifica-
tion from other research endeavors.

In fact, in 2007 a WHI subgroup report appeared in JAMA. The authors had a 
legitimate interest. They wanted to know if the elevated heart disease and stroke 
rates with women on hormones was across all ages. What they found surprised 
them. Women in their 50s did not appear to have an increased risk of heart attack, 
but women who were in their 60s and 70s who still had hot flashes and night sweats 
had an increased risk of heart attacks, especially if they were taking hormones. 
They wisely warned that interest in an age analysis was not specified when the 
study was first designed, and the analyses should be viewed as providing explora-
tory rather than definitive answers. So far so good. However, by the time the results 
made it into the media, the following expressions, in a 2007 New York Times article, 
were attributed to the lead researcher concerning the study results: “clear as could 
be” or “And we know for sure that…”.

This case study also illustrates that medical research is like trying to solve a 
jigsaw puzzle that has a number of missing pieces and extra pieces that aren’t 
needed. Relationships and principles can be identified from the research, but some 
are right and some are wrong. We have to study the pieces we have, discarding 
some and imagining what others would look like. It takes time, patience and often 
a bit of luck to get a clear image of the complete puzzle. And it takes a lot of trial 
and error to reach that point – and sometimes we don’t.
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Chapter 18
Publishing – Getting the Word Out to Doctors

Abstract The lifeblood of scientific discovery is information. Unless research 
findings are published and reach the medical community, they are of little value. 
However, there are problems with the present method of publishing medical research 
results. Peer review, a process by which experimenters review each other’s work in 
order to weed out poor research, may not catch important errors. The results from 
some clinical research trials with negative findings may not be published and that 
also represents a serous problem. Paxil, a drug that some believe leads to juvenile 
suicides is used to illustrate this issue. A major Paxil trial with a positive result 
was published and presented at medical meetings, but a similar trial with a nega-
tive result ended up with no publication. The case illustrates that a drug’s safety 
and efficacy problems can be deliberately hidden from the medical profession and 
the public. There are therefore calls for a clinical trial registry, which would con-
tain the results of all clinical research investigations whether or not published in a 
journal. In addition, an innovative plan by faculty members of the London School 
of Hygiene and Tropical Medicine is used to suggest a radically way to change the 
current publication system.

Keywords Clinical trial registry • medical journal • peer review • publication 
bias • unpublished studies

Most physicians are not formally taught how to critically evaluate published 
results of clinical trials. (H. Rubins, Controlled Clinical Trials)

The lifeblood of scientific discovery is information. The findings from each 
research project serves as a base for new research in a continuous chain. Each 
clinical study contributes to an evolving body of evidence. To make the process 
work, research findings must be published and be easily available to the medical 
community. The sharing of ideas, successes and failures, helps researchers dis-
cover new knowledge that leads to better health for everyone. But, anyone familiar 
with medical research recognizes that there is a litany of challenges with the pub-
lication process.
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After completing a clinical study, the researcher’s attention turns to writing a 
report of the trial and getting it published in a medical journal. Not all medical 
journals are equal and the most important research findings usually end up in the 
top U.S. and U.K. journals. The best journals publish a wide variety of articles 
covering molecular research, clinical practice developments, political issues, and 
ethical behavior. There are also excellent journals for every kind of medical spe-
cialty, from allergy to urology. Thus, researchers have a choice of a broad array of 
journals where they can submit their research papers. Frequently a medical journal 
is produced by a medical society. For instance JAMA, a highly regarded journal, is 
the property of the American Medical Association, but journals may also be owned by 
for-profit originations. The well-respected journal Nature, for example, is owned 
by the publishing house Macmillan Ltd.

Peer Review

Medical journals serve as a key link in the information chain that runs from basic 
research on medical treatments to their broad use by millions of patients. Quite 
simply, they act as the gatekeepers for the veracity and usefulness of medical 
 science news. Editors of journals naturally want to publish only well-executed stud-
ies that are accurate, relevant and presented with clarity. To achieve these goals, the 
editors rely heavily on what is called peer review to ensure the quality of the 
research they publish. Peer review can be defined simply as the process by which 
journal editors solicit evaluations of submitted articles from outside experts who 
remain anonymous to the authors. The role of journals as the filter for scientific 
work dates to the 17th century in Great Britain, though the modern process of 
“blind” peer review is much more recent. Until the mid -20th century, many papers 
were approved solely by a journal’s editors rather than by independent reviewers, 
and for some journals this is still the case. The explosion of scientific productivity 
after World War II strained the review process, significantly extending the lag time 
between submission and publication. More personnel were needed and peer review 
was the answer.

In time, peer review not only speeded up the editing process, it also strength-
ened the ability to identify incorrect or inadequate work and improve the accuracy 
and clarity of medical reports. In theory, it provides a rational, fair and objective 
way to assess scientific reports. Peer review, then, should weed out serious 
method ological and content errors, but that assumes there is an ample supply of 
experts in multiple fields to review the article. It’s true that the goals of peer review 
are appealing and the system has a long proud history, but the system has its critics 
and there has been little research to prove that peer reviews achieve the purposes 
for which they were established.

In general, medical journals enjoy a high degree of respect for their selection and 
vetting process. But as in any media enterprise, there are critics as well. One of 
those critics was J. Kassirer, an insider – the former editor of a top medical journal, 
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who wrote a critical review of his fellow journalists in the journal Annals of Internal 
Medicine. He cataloged the following flaws, which represent a broad array of issues 
that he found in too many published studies.

1. The use of intermediate endpoints rather than meaningful clinical outcomes
2. Results rendered meaningless because of small numbers of subjects
3. Strong conclusions based on findings that barely reached statistical significance
4. The use of placebo controls instead of insisting on active drug controls
5. Conducting unplanned analyses of variables based on the study results
6. The rejection of exploratory studies that provided useful information
7. Permitting authors to describe the value of their work rather than getting them to 

help readers to understand the weaknesses as well as the strengths of their studies

Indeed, it’s not surprising that, in spite of good intentions, there are frequent 
errors in published research articles that have gone undetectable by peer review-
ers. Obviously, such errors had to exist before the peer review process began. 
From the publisher’s perspective, it often may not be possible to detect the errors 
based on what reviewers have to work with – a manuscript written by the 
researchers. The journal editor and the assigned peer review team, for instance, 
almost never have the individual case reports, the protocol, the record of  decisions 
made before, during and after the trial was conducted. They receive a finished 
product. But that product may well lack the details on how it was assembled and 
produced in the first place.

An example of a flawed trial that made it into print is covered in a report pub-
lished in Circulation by an NIH researcher G. May and his colleagues. The drug 
involved was Anturane, a medication approved by the FDA to treat gout, but early 
studies showed it also was an effective anti-clotting agent and that property could 
keep some patients from having a heart attack. It therefore made sense to conduct 
a study investigating the ability of Anturane to prevent cardiovascular deaths. The 
results, published in a leading journal, claimed that after using Anturane there was 
a 74 percent reduction in sudden death in patients who had suffered a heart attack.

However, unlike a medical journal, the FDA receives the raw data for a trial and 
when the FDA reviewed the data from the Anturane trial, it recognized that mis-
takes had been made on the way causes of death were classified. After correcting 
for this error and reanalyzing the data, the FDA determined that Anturane had no 
effect in reducing the rate of sudden death in recent heart attack victims. As this 
sorry example shows, articles on flawed studies can appear in distinguished peer 
reviewed journals because not enough information is available to either the editor 
or the peer reviewers.

Other problems such as authorship integrity, plague medical communications as 
well. A number of articles in medical journals, claiming to be written by the 
researcher who conducted the trial, are actually written by professional ghostwriters 
experienced in technical writing. These writers, whose names never appear in the 
report, are employed by the sponsor to make the report more appealing to readers. 
The opposite problem occurs as well, the name of highly respected co-author may 
be added, but the person may have played no role in the study and didn’t know that 
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his or her name had been added. Journal papers have had to be retracted once this 
masquerade was discovered.

Journal articles can also leave out information without providing a rational 
explanation for the omission. For example, a 2005 critique of published studies 
found that not all outcomes in clinical trials are reported. In this telling review, 
published in the British Medical Journal, it was found that some outcomes meas-
ured in a trial were simply omitted in an article because of the authors’ decision that 
it lacked clinical importance or it failed to be statistically significant. As a result, 
the medical literature can represent a selective and biased subset of study outcomes 
and readers need to be aware of this possibility. Here’s an example that further 
illustrates the problem. An analysis of study protocols, and the corresponding pub-
lished report by five noted research methodologists, came out in a 2004 paper in 
JAMA. It showed that the reporting of trial outcomes were seriously incomplete. 
About 50 percent of efficacy outcomes and 65 percent of harms were incompletely 
reported. Furthermore, over 60 percent of trial reports had at least one primary 
outcome that was added, changed, or removed from the protocol. Obviously, the 
consequence of these acts may well lead to a serious bias in the overall study result 
reported in a journal article.

To overcome this problem, it has been argued that protocols should accompany 
the submission of a research report to a journal. Requiring authors to submit the 
trial protocol along with their manuscript is in effect at some of the major medical 
journals today (e.g. British Medical Journal and Annals of Internal Medicine). With 
concurrent submission of the protocol, editors do not have to chase after authors 
when they run into a potential problem because the manuscript indicates that pro-
tocol deviations may have occurred.

Gratefully, editors of leading journals are not at all complacent about the con-
tent of study reports. An attempt to have high standards for what should be cov-
ered in a clinical trial article led to the creation of publication guidelines and 
represented a major accomplishment in elevating the reporting of medical research. 
A group of scientists and editors developed the CONSORT (Consolidated 
Standards of Reporting Trials) guidelines to improve the quality of clinical trial 
reports and their publication. These standards include a checklist and flow dia-
gram that authors can use when writing up their results. Many leading medical 
journals have adopted the CONSORT standards since they facilitate the prepara-
tion of a clear and informed description of a clinical research project. Nevertheless, 
as valuable as standards are, they cannot overcome all the many issues associated 
with the quality of medical publications.

Statistical Review

Previous chapters emphasized the vital role statistics plays in medical research. The 
report on a clinical trial benefits from the presence of statistical expertise in the 
preparation, execution and write-up of a study. Nonetheless, how often statisticians 
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participate in a clinical study is not known. An estimate of their rate of participation 
comes from a survey, by D. Altman and associates, who contacted the authors of 
clinical papers appearing in two of the leading medical research journals (the 
Annals of Internal Medicine in the U.S., the British Medical Journal in the U.K.). 
They asked the authors if they received assistance from a person with statistical 
expertise and the nature of any such contribution. They found that there was no 
statistical input in over one quarter of the papers. And in some of the papers that 
claimed there was statistical input, the assistance did not come from a professional 
statistician or epidemiologist.

The absence of sound statistical advice during a trial makes it more likely that 
there will be statistical errors in the manuscript submitted to a journal for publica-
tion. Unfortunately, the chance that statistical errors will be caught at the editorial 
review stage is problematic because, in spite of their importance, less than one in 
three medical journals does a statistical review. A related issue is to ask how many 
statistical errors get through the editorial and peer review system. The one study 
that looked for such errors appeared in The Economist in 2004. The examination 
was confined to two highly valued journals, both published in the U.K. They found 
that 38 percent of the papers in one journal and 25 percent in the other journal 
contained one or more statistical mistakes. Most of the errors were not likely to lead 
to grossly erroneous conclusions, but there were key mistakes that caused non-
statistically significant conclusions to be incorrectly presented as significant ones. 
The editor of one of the journals subjected to the statistical critique noted that 
attempts to avoid numerical problems were handled by their routinely asking for 
the raw data, but the data were seldom received. On the other hand, a deputy editor 
of one of the journals also wondered whether it would be a good use of reviewers’ 
time to scrutinize countless numbers and perform tedious calculations.

There have even been calls in the publication field for mandatory sharing of data 
to be a safeguard against fraud and the mishandling of patient information. In spite 
of a certain appeal for this approach, it has its negative aspects as well. As noted in 
previous chapters, there are so many subjective decisions in data analysis that 
 sharing the study data from a trial could open up a Pandora’s Box. Re-analyses of 
trials would become popular sport and few original conclusions would escape a 
“new” analysis that could easily reverse the initial findings.

The large number of statistical mistakes found in medical articles again suggests 
that statistical expertise may be missing or underutilized in too many medical 
experiments. It’s entirely possible that research teams, that do not include a quali-
fied statistician, allow the medical researchers (who may have only a shaky grasp 
of proper statistical techniques) too much leeway. No one knows how many medi-
cal findings claiming statistical significance have been wrong; the result of poor 
statistical technique. Since it is often felt that a key factor in the acceptance of an 
article for publication is a statistically significant result, there are clearly incentives 
to stretch the data and the analysis in order to declare there was a statistically sig-
nificant finding.

The concern over an impartial statistical analysis has also motivated JAMA to 
add the condition to all industry-sponsored studies. JAMA will not accept a study 
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for publication, if the data analysis was conducted only by statisticians employed 
by the company sponsoring the research, unless there is an additional independent 
analysis performed at an academic institution such as a medical school.

Publish or Perish

Researchers obviously want their study results to appear in a medical journal – the 
more prestigious the journal the better off the researcher. Publications add to their 
stature among their peers and are a requirement to get additional funding to do 
more research. Higher stature and remuneration from their institution are additional 
motivations to publish a lot. These incentives can lead to their writing articles that 
gloss over problems and exaggerate what was found. Outright lying and faking 
results also takes place and the forged manuscript can sneak past journal editors as 
well as those doing a peer review.

How quickly one can publish also becomes an issue for clinical researchers. 
Being first brings much acclaim, being second is far less rewarding. However, 
the chances of getting a reasonably correct answer in a medical study can fall in the 
rush to publish. Quality control steps may be sacrificed, the search for alternative 
explanations minimized and ambiguous information ignored in order to beat the com-
petition with a significant result. As a result, contradictory information from subse-
quent studies on the same topic is commonplace.

There are hundreds of medical journals looking for articles and an estimated two 
million new research articles are published worldwide each year. However, there 
are contrasting forces in play when it comes to publishing so many research arti-
cles. On the one hand, researchers are encouraged to undertake multiple projects 
and publish their findings thereby expanding the scientific knowledge base in their 
field. Yet, the net result can be information overload with few in the field of medi-
cine able to keep up with the ever-increasing volume of information that never 
seems to end. It is therefore, disappointing to realize that some researchers are 
urged to milk a single study for as many papers as possible. The practice results in 
a more impressive curriculum vitae, but the redundancy can fool others into think-
ing there’s been replication of a finding and, as noted earlier, it can have a negative 
impact on a crucial meta analysis.

Absence of Reports

In December, 2003 clinical researchers held a meeting in Puerto Rico and FDA 
reviewers met in Washington DC to resolve a problem. The same question was 
probed by each group – does the use of antidepressants in children lead to an 
increased risk of suicide? The meeting in Puerto Rico included many of the 
researchers who had conducted studies on three extremely popular antidepressants. 
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However, this group faced a formidable problem – they did not have access to all 
the data they needed to cone to an informed conclusion. Because of confidentiality 
concerns, the drug companies that sponsored the trials refused to provide the 
requested data.

The suicide issue was first noted by British regulators who had earlier asked 
drug companies in their country for some of the unpublished data from the antide-
pressant trials they had conducted. In this case, the data the British authorities asked 
for was turned over to them. A review of that data suggested that a bizarre event 
could occur – antidepressants may prompt young people to attempt suicide. The 
possibility of suicide was not apparent from the published studies. It was only 
revealed in the unpublished studies. One drug, Paxil, seemed to be the most obvious 
offender. When the news media got hold of the story, the manufacturer of the drug, 
GlaxoSmithKline, was asked about the results from all their studies. They replied 
that all the results of their clinical trials had gone to the FDA, as required by law.

Paxil was originally approved for the treatment of depression in adults, but after 
securing approval, GlaxoSmithKline sponsored five trials of the drug in adolescents 
suffering from depression. By researching the drug in young people, the company 
hoped to extend the drug’s use to this age group. In the process, they would also be 
entitled to a five-year patent extension for the drug because they had sponsored 
research in young subjects. Unfortunately, for the manufacturer only one of the five 
trials produced a good result for the drug. The investigators of the favorable trial pub-
lished their results, but there was no publication of the any of the four failed trials.

As it turned out, not only did the unpublished trials fail to show any benefit for 
the drug in ameliorating depression in adolescents, they suggested that it might 
increase the risk of suicide. The FDA, which had all the Paxil data, now went to 
work establishing a regulatory position on Paxil. After completing their review, 
including the concern over teenage suicides, the agency recommended that Paxil 
not be used in children and adolescents for the treatment of serious depression. The 
FDA determined that each anti-depressant manufacturer should also include a 
warning statement that recommended close observation of adult and pediatric 
patients treated with these agents for “possible worsening of depression or suicidal-
ity”. Then things got even worse for GlaxoSmithKline – in 2004, the Attorney 
General of New York filed a lawsuit against the drug maker.

The NY lawsuit claimed that the manufacturer engaged in fraud by failing to tell 
doctors that some studies of Paxil showed that it did not work in adolescents and 
might even lead to suicide. Instead of warning doctors, the lawsuit claimed that the 
company promoted the use of Paxil in youngsters. The Attorney General argued 
that the company was making selective disclosures of information and did not give 
doctors all the evidence available. Relying on FDA rules, that allow the results they 
receive about clinical trials for new drugs or indications to be treated as confidential 
on the ground that it is proprietary company information, the company disputed the 
charge. Therefore, GlaxoSmithKline took the position that they had acted respon-
sibly in conducting and distributing the data from their pediatric studies.

The criticism of the company focused on two particular studies, which were 
used to show the inconsistency in the company’s behavior. Both studies were 
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multicenter trials and were very similar except that one was conducted in the U.S. 
(study 329) and the other in countries outside the U.S. (study 377). Study 329, the 
positive trial that showed that Paxil was effective in adolescents with depression, 
was completed first. Its results were presented beginning in 1998 at several medical 
meetings. The study was published in 2001. In the case of Study 377, the one with 
negative findings, there was no publication – not even a press release. However, one 
of the investigators, a Canadian who conducted one of the segments that made up 
the multicenter trial, expressed a desire to report the findings from study 377. He 
felt that even though the results were negative, they could reveal trial design flaws 
and that revelation could help others design better antidepressant trials in adoles-
cents. The Canadian researcher presented his study results at a scientific meeting, 
taking this action after the manufacturer told him that they did not intend to publish 
the results of the multicenter study.

Two and a half months after the lawsuit charging fraud was filed, GlaxoSmithKline 
settled. The terms of the settlement required the company to place negative data on 
the safety and effectiveness of its drugs in a registry that could be accessed at its 
web site. The company would also update the information as new data became 
available, and keep it available for at least 10 years. The Attorney General who 
brought the lawsuit noted that the settlement sent a signal to the other pharmaceuti-
cal manufacturers that there now was a new standard with regard to disclosure of 
clinical studies.

This case illustrates a major problem in medical research publication: results of 
negative clinical trials sponsored by drug manufacturers are not widely published. 
As a result, the medical profession can remain ignorant of safety and efficacy prob-
lems with a drug. Experts have long faulted the tendency in the industry to publish 
mainly positive clinical trials, arguing that this distorts the knowledge base of medi-
cine. The term “publication bias” is used for this method of preferential selection. 
Research is more likely to be published if it has a positive finding supported by 
statistical significance. Reporting that (1) one drug is better than another, or (2) that 
one treatment produces fewer side effects than another, or (3) that one patient group 
has a better prognosis following treatment than another seems to be more interesting 
than research that finds no significant treatment differences.

In addition, it’s worth repeating that the drive to reach a statically significant 
result is a quest industry and academic researchers can’t resist. Thus, there is an 
incentive to tweak the data so that the all-important “statistically significant” label 
can be stamped on their findings. In fact, there are software packages for “data 
mining” that rumble through databases looking for every possible kind of relation-
ship that has “statistical significance”. That approach may be great for business 
organizations that collect masses of data and want to see what kind of relationships 
exist that may help their marketing approach. But for clinical research, data mining 
can be terribly misused. Clinical research studies are based on a single a priori 
hypothesis and data mining is an after-the-fact “discovery” which comes about after 
testing a vast number of possible relationships. Any remarkable result, positive or 
negative, is essentially accidental. In clinical trials to claim statistical significance 
for a relationship found through data mining is ridiculous. At best, data mining 
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results can suggest hypotheses that need further study, but they should never sneak 
into a report as an “extraordinary” finding.

From a commercial standpoint, it’s useful to examine the rationale by pharma-
ceutical companies to withhold full disclosure of clinical research. Certainly, they 
are the ones with a lot to lose from a negative study about one of their products. 
Drug companies, however, have other explanations as well. They say that because 
they pay for a trial, they own the data and that their concern about data confidential-
ity is not intended to suppress possibly negative trial findings, but to make sure that 
data is properly analyzed before it is released. However, when this rationale is 
applied to a medical school that has researched one of their drugs, it is not particu-
larly convincing, Medical schools run many clinical trials for pharmaceutical com-
panies and the quality of their research is highly regarded as is their competency to 
properly analyze data. Yet the results of their studies may never appear in print 
because of the control exerted by drug makers. The reason for the omission lies in 
the data disclosure clauses contained in the pharmaceutical company contracts that 
medical school researchers sign. Those contracts generally forbid them to publish 
data without the company’s permission. It is generally believed that unless medical 
schools take tough stands on issues like confidentiality and publication rights, their 
ability to publish will continue to be restricted. Leading academic research centers 
with a lot of clout and can get around this issue and eliminate such clauses, 
especially when they are the only ones conducting a study. But medical school 
researchers have less ability to set terms for a multicenter trial that is run at many 
academic and private testing centers. They may be able to publish the results from 
their center, but that’s only one piece in a large puzzle and can be misleading.

A Clinical Trial Registry

In response to growing criticism about unpublished research, the American Medical 
Association urged the federal government to set up a public registry of all trial 
results. The editors of some of the world’s most prestigious medical journals joined 
the crusade and want to require drug companies to register their trials publicly as a 
prerequisite to publication. The World Health Organization became involved in the 
effort in 2004, calling for the registration of all clinical trials to increase the public 
trust in medical research. Leading drug companies such as Eli Lilly and Schering-
Plough also supported the proposal to create a public database that would include 
the results of all drug trials. The announcement of the creation of the clinical trial 
registry was made on International Clinical Trials Day, 2006 – a day devoted to 
raising awareness about the methods and challenges of medical research.

While the announcement was met with general approval, there still remained 
the issue of whether the registration of trial data would be mandatory or voluntary. 
Proponents said a mandatory program would eliminate the harm done by concealing 
negative data and provide researchers, physicians and the public, information 
they need.
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The trade association for pharmaceutical companies, however, took a more con-
servative stand and supported a voluntary program. Supporters of voluntary regis-
tration pointed out that mandatory registration could reveal information that 
manufacturers consider proprietary, such as the results of small or exploratory stud-
ies and that could expose their research strategies and progress to competitors.

Perhaps the major roadblock to a mandatory program was that it would require 
Congressional action and whether that would happen depended on the unpredicta-
bility of political action. The answer came in 2007 when Congress passed and 
President George Bush signed the FDA Revitalization Act. A provision in the new 
law required the registration of all but early exploratory clinical trials to be placed 
in a public database.

The importance of a drug registry played a leading role in one of biggest uproars 
over unsafe drugs that also occurred in 2007. In this brouhaha, the manufacturer 
was again GlaxoSmithKline and their drug, Avandia used to treat diabetics, came 
under attack in 2007 because of a meta analysis that reported an increased risk of 
heart attacks with the drug. The analysts from the highly regarded Cleveland Clinic 
published their findings in the New England Journal of Medicine. They used as 
their data source, trial results that were on the GlaxoSmithKline web site listing 
results from clinical trials with their drugs. The database used by the Cleveland 
Clinic analysts contained 42 studies and about 16,000 patients on Avandia plus an 
additional 12,000 patients who made up the control group. In their paper, the 
Cleveland Clinic author’s noted that their approach had limitations because it had 
been necessary to rely on summary data rather than patient-specific information. 
They also acknowledged that there were weaknesses in a meta analysis, but in spite 
of these caveats, they still believed there was evidence of a potential serious risk of 
heart attacks with Avandia.

After the meta analysis by the Cleveland Clinic researchers appeared, there were 
Congressional hearings, accusations that the FDA had again failed to do its job, and 
charges that the manufacturer knew years ago of the heart attack risk, but did too little 
about it. GlaxoSmithKline reputed the charges and argued that it would be a big mis-
take if the FDA acted against Avandia prematurely. The company had a major trial 
going on that was looking into the heart related risks with Avandia and until those 
data were available, it would be unwise to remove the drug from the market. An 
interim analysis of the data from that study was performed, published in the New 
England Journal of Medicine and concluded that the findings were inconclusive. This 
was not unexpected since the trial was only about half completed. Nevertheless, crit-
ics of Avandia pointed out that the interim analysis showed the rate of heart attacks 
were higher on Avandia. However, they conceded that the rate was not as high as that 
found in the Cleveland Clinic analysis.

That was not the end of the story. In August, 2007 a paper in the Annals of 
Internal Medicine described a re-analysis of the data used in the Cleveland Clinic 
analysis and it should come as no surprise that the new analysis, which employed 
different meta analysis options, had come to a different conclusion. By choosing 
this alternative approach, the second group of analysts concluded that a greater 
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heart attack risk with Avandia was uncertain and that neither an increased nor a 
decreased risk could be established.

In the end GlaxoSmithKline again escaped the axe. An FDA advisory committee 
recommended that Avandia remain on the market, but with stricter label warnings. 
In addition the company also had to institute an extensive educational effort 
 regarding the proper use of Avandia and the committee also requested further stud-
ies because none of the ongoing clinical trials was likely to provide a clear answer 
concerning the absolute heart risk for the drug.

Amending the System

For many, the system for the publication of clinical trial results is broken. Problems 
with peer review, the need to publish clinical trial findings fast and frequently on 
the one hand and not to publish them at all on the other, are symptoms of a ailing 
system. However, it would be terrible unfair to place the blame for the current situ-
ation primarily on the editors of journals. They pretty well inherited a flawed proc-
ess and, in fact, have been in the vanguard promoting change. Nevertheless, editors 
and editorial boards are inclined to make modifications incrementally and that will 
take a lot of time and may not be enough in the end. Consequently, extraordinary 
changes may be the answer. For example, an innovative plan has been developed 
by faculty members of the London School of Hygiene and Tropical Medicine that 
would radically change the current system.

They propose that trial organizers post on the web, a review of the existing evi-
dence about an experimental treatment they plan to study including its effectiveness 
and research needs in the future. A new trial would be registered and its protocol 
would appear on the web site, as well as the names of the research team members 
and their roles. The protocol would need to specify any planned subgroup analyses, 
stopping rules etc. Any interested party could add their comments about the informa-
tion (e.g. completeness of the evidence, reliability of the research methods, etc.).

The proposed statistical analysis would be explained and when data collection 
was over, the full dataset would be added to the site. Description of the methods to 
avoid data fabrication and falsification would also be included. In addition, when 
data collection was over, the entire dataset would be uploaded and the statistical 
analyses presented. There would be no investigator commentary permitted. However, 
at a designated time the research team would be expected to prepare an updated 
review of the evidence concerning the treatment.

The London proposal offers some appealing features such as the emphasis on the 
totality of the evidence about a treatment rather than a focus on a single trial. There 
are, in addition, deterrents to unreported protocol changes and unwarranted statisti-
cal manipulations. Furthermore, in this plan there would be better control over the 
issues of multiple reports and no reports.
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However, the advantage of having a great deal of input also means lots of oppor-
tunities for biased opinions, masquerading as honest critiques, to get equal attention 
in an arena without referees. In an entrepreneurship society, other avenues to 
present medical research studies could result in more chaotic and unfair systems. 
Nevertheless, what is needed, in addition to better-quality medical research, are 
new ideas and proposals to increase the timeliness, thoroughness and accuracy of 
medical findings so in the end researchers, public health officials, practicing physi-
cians and their patients have the right information so they can make more informed 
medical decisions.
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Chapter 19
The Public Forum – Sharing the News 
with the Public

Abstract What the public learns about medical research usually comes from 
newspapers, television, magazines and the Internet. This requires a journalist to translate 
a medical report into a newsworthy story, but the media and medical research profes-
sions each have a distinct method of operation, different standards and certainly different 
goals so that the communication between these two bodies can lead to incomplete 
and misleading articles. The media largely gets its information from press releases 
prepared by the organization that sponsored the medical research study and that can 
cause a lack of objectivity. Another source of information is a scientific conference 
where researchers present new work to colleagues, but the papers presented are usu-
ally a work-in-progress and based on exploratory research without the safeguards of 
peer review or thorough analysis. The way data are presented can influence a person’s 
interpretation of the significance of a story and too often only the more sensational 
statistics makes it into print. Direct-to-consumer advertising by the drug industry is 
also an issue and the strong differences of opinion that exist are reviewed.

Keywords Absolute difference • direct-to-consumer advertising • medical 
reporting • press release • scientifi c meeting • relative difference

We’ve come to a point where, unless we can communicate to people out-
side of medicine, we can’t achieve a lot of our goals. (D. Satcher, 
US Surgeon General)

The public has a voracious appetite for medical news. They’re aroused by startling 
headlines such as “Study: No Heart Damage from Diet Drug,” and “New Therapy 
Builds Bone Without Unpleasant Side Effects”. Health stories are regularly found 
on page 1 of newspapers and appear as daily segments on prime-time television 
newscasts. The amount of medical news that fills the headlines seem to increase 
dramatically every year and in the process, it plays an increasingly vital role in 
society. However, the media and medical research each have a distinct method of 
operation, different standards and certainly different goals. To be sure, the interaction 
between these two institutions can be awkward and distressing. A good illustration 
of the conflict between the two fields is how the results of a clinical trial finding 
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should be interpreted. The results of medical studies, which invariably use statistical 
testing, give results that are based on probabilities (not certainties). However, to 
appeal to the public, reporters are trained to use commanding headlines and unam-
biguous descriptions rather than qualified conditional statements and conclusions. 
In the media world, the best story is one that is black and white, clear-cut and simple, 
but these are attributes that medical research can’t posses.

Press Releases

The public and many physicians often first learn about new medical research 
through the news media. In turn, the media largely gets its information from press 
releases. The title of a scientific article, not to mention the text, are usually far too 
complex for the common reader. As a case in point, how many people would be 
interested in reading the article “Inducible nitric oxide mediates systemic micro-
vascular leak following acid aspiration and mechanical ventilation”? The value of 
a press release is that it simplifies the information and transforms it into informa-
tion that is newsworthy. Press releases, however, are usually prepared by the very 
organization that sponsored a successfully completed study and, as would be 
expected, that can cause a problem in objectivity. Often the sponsor is a pharma-
ceutical company, but press releases are also written by medical journals and other 
sponsors such as medical schools and governmental agencies. Whatever the source, 
press releases it’s been argued often exaggerate the significance of the research 
findings, fail to highlight important caveats and overlook conflicts of interest.

One investigation of medical journal press releases, by physicians at the Dartmouth 
Medical School, concluded that press releases did not routinely highlight study 
limitations. Furthermore, the article, published in JAMA in 2002, noted that study 
findings could be presented in a manner that elevates the perceived importance of the 
research results. This conclusion is ironic because the editorial staff, and the process 
used to review manuscripts prior to publication, are preoccupied with making sure the 
articles fairly represent study findings; no exaggeration tolerated. Editors try to ensure 
that the articles they publish acknowledge important limitations of a study. Still, over 
100 releases from medical journals were examined in the above mentioned study and 
less than one quarter of the releases noted study limitations. Industry funding of the 
trials was noted in less than a quarter of the releases as well. Since many believe that 
the sponsor who provides the money for a trial can affect nearly every aspect of the 
research, the identity of the sponsor is important to understanding the context of the 
findings and should be included in any press release and resulting news article.

Scientific Meetings

A scientific conference is intended to provide a forum for researchers to present 
new work to colleagues. Conferences provide a platform for researchers to share 
information and learn about each other’s projects through the presentation of 
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research papers, long before the results will ever appear in print. Science reporters 
attend scientific meetings looking for noteworthy stories though the material pre-
sented may be preliminary and may not yet have gone through a true peer review 
process. Frequently, what is presented is a work in progress and many projects fail 
to live up to their early promise.

Despite this limitation, scientific meetings can be used as a public relations 
opportunity by researchers or sponsors to court the media present. Thus, premature 
or not, investigators who make presentations and their institutions may become 
headline news and receive priceless publicity. Unfortunately, press coverage at this 
early stage clearly presents very real risks, leaving the public with the false impres-
sion that the data are in fact fully verified, the methods valid, and the findings 
widely accepted.

No question, the general public has a strong desire to know about the latest 
developments in science and medicine, and a scientific meeting holds the promise 
of dramatic stories about new cures, discoveries, and breakthroughs. Without a 
doubt, the early results from a clinical trial that are presented at a scientific meeting 
can receive substantial attention in the news media. But premature dissemination of 
medical research in the media often brings findings to the public before the validity 
and importance of the work have been established in the scientific community. 
Adding to this concern, the abstracts receiving media attention may involve studies 
that have weak designs, are small, and based on animal or laboratory rather than 
human subjects. These distinctions may or may not be made clear in media articles 
touting the latest medical “breakthrough”.

There are numerous examples of early promising results reported in the press as 
significant that ended on the trash heap of clinical research. One that illustrates that 
the problem can occur when too much credence is directed at a preliminary finding, 
is described by Schwartz and others in JAMA. A clinical study, reported on at a 
1998 meeting of a major medical society, the American Society of Clinical Oncology 
contained sensational news. Stories appeared in many publications including a 
front-page report in the New York Times. The media described the trial as the first 
to show that screening reduced prostate cancer deaths. However, after the research 
was completed and analyzed, and the full set of results published, the trial was 
discredited for serious errors in methodology.

The reverse can happen as well – condemning a drug before all the facts are in. 
Concern about the drug naproxen, the active ingredient in the popular pain reliever 
Aleve, produced the following headlines:

“Aleve Ingredient Joins Painkillers Linked to Risks” the Washington Post;
“Another Painkiller Tied to Heart Attack Risk” the Boston Globe
and
“Study Links a Fourth Painkiller to an Increase in Heart Problems” the New York Times.

In this case the news media alerted the public to the “risk” before the risk was 
determined to be real. Reporters want stories that attract readers because the news 
is startling and useful. Scientists are, or at least they should be, more cautious. In 
the Aleve story, the two approaches collided. The researchers of the study that 
prompted the newspaper headlines had reported preliminary figures. They did not 
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know whether these figures represented actual risks, or whether they were just the 
result of coincidence. In any study, there is a possibility that an outcome, such as a 
higher heart attack rate, occurs randomly. This is why scientists must first deter-
mine whether the results are statistically significant. In this instance that determina-
tion hadn’t been made.

Media Coverage

Similarly, journalists who use articles published in medical journals as their source 
material may not recognize that the scientific report is based on exploratory 
research and that its limitations are inadequately described in the medical article. 
As already noted, case-control and cohort studies are not equipped to demonstrate 
that a treatment causes a specific outcome. They show there is an association, but 
media accounts are likely to confuse causation with association and thereby misin-
form the public. Due to deadline pressures, journalists are often constrained to fully 
evaluate the quality of evidence presented in a medical article or recognize the 
significance of a medical report. For instance, prior to the publication that brought 
down hormone treatment for postmenopausal women, there were too few stories 
directed at the general public about the negative effects of HRT. Had there been 
more comprehensive press coverage, maybe the shock that HRT was harmful could 
have been softened.

Journalists are keen to get their stories right and have a strong sense of respon-
sibility about reporting medical research accurately. They can routinely translate 
medical jargon into readable news, but reporters are less able to report the credibil-
ity or importance of the research. They rely heavily on the journal peer review 
process and the opinions of medical experts they may contact to compensate for 
these shortcomings.

There are a number of outstanding reporters at major media organizations who 
do a responsible job of reporting medical news in a reasonably balanced fashion. 
However, they can only work with the material they are given and too often the 
information they receive directly from the researcher of the sponsoring organization 
may be biased. To obtain better objectivity, a journalist may turn to an independent 
source to comment on the material the journalist has gathered and incorporate those 
views into the story. A good plan, but their independent expert may have received 
financial aid from the sponsor or have a professional connection with the research-
ers that are unbeknownst to the journalist. Under those circumstances, even the best 
reporter may not get the truly independent opinion he or she sought.

It is also true that there is tension between writing responsibly and producing 
articles considered newsworthy. Faced with a strict word limit, journalists may find 
it impossible to include all the caveats and qualifying statements that need to be 
included in research reports. In the end the public can get an exceedingly optimistic 
impression of a medical finding. Conversely, if it’s bad news they can come away 
with an overly pessimistic concept of the situation. An apt illustration comes from 
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a 2000 paper that appeared in the New England Journal of Medicine. The ABC, 
NBC, and CBS television networks included a broadcast about a conference in 
which the results of a RABCOT study for a drug to counter osteoporosis were pre-
sented. All three stories gave only the relative reduction in risk, stating that the new 
drug could reduce the incidence of hip fractures by 50 percent. One commentator 
described these results as “almost miraculous.” None of the stories cited actual 
event rates in treated patients (1 percent) and untreated patients (2 percent). Only 
one network mentioned gastrointestinal distress as a potential adverse effect from 
drug usage and no story disclosed that the study investigator being interviewed had 
received funding for the study from the drug manufacturer.

I should re-emphasize that when reading news stories it is essential to know who 
sponsored a study. It’s not surprising that some research has indicated that studies 
sponsored by industry are more likely to have a positive outcome in favor of the 
experimental drug, which is the sponsor’s drug. Certainly, more and more research 
is funded by private industry, nevertheless, just because a pharmaceutical company 
sponsored a study, it doesn’t mean the study is biased. For example, in the hormone 
replacement episode, the maker of the drug (Wyeth) sponsored the critical trial that 
showed that their drug was associated with more rather than fewer deaths.

The 2000 New England Journal of Medicine investigation cited above also 
uncovered other extraordinary findings. The authors sought to determine how well 
the benefits and risks of medications were covered in the news media and they to do 
that studied news stories about three medications used for the prevention of common 
maladies such as cardiovascular disease. They examined whether benefits were 
stated in a meaningful manner and potential harms were identified. They also noted 
whether the cost of the treatment, and any connections between the researchers and 
industry, were included in news stories. The authors collected data on over 200 
newspaper and television stories and discovered that more than 50 percent of the 
stories did not include information about potential harms. They found that 70 percent 
of stories made no mention of cost and a majority of the stories citing a study group 
or an expert with a link to the drug manufacturer failed to mention that link.

Their research also revealed another troubling tendency. They established a 
standard for a satisfactory explanation of drug benefits which required the inclusion 
of both relative and absolute benefits. As the following example shows, it matters 
greatly what statistic is used. If the mortality rate falls from 4 to 3 percent the abso-
lute difference is 1 percent. But, the relative difference is a whopping 25 percent 
and seems so much more impressive. The examination of media stories on this 
issued found that only 15 percent of the stories included both kinds of changes. 
Relative benefits were presented in over 80 percent of the stories and the authors of 
the study emphasized that the exclusive use of this presentation method only tends 
to exaggerate the expectation of doctors and patients.

It is obvious that the way data are presented can influence a person’s interpretation 
of what the data mean. Here’s another short illustration of that principle. Imagine 
the outbreak of an unusual disease that has the potential to kill many people. You 
are given the result for two treatments used to treat the disease and you must choose 
which treatment is better. You are told that treatment A can be given to 600 patients 
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and it is certain that it will save exactly 200 lives – no more, no less. You are also 
told that treatment B is available and it has two possible outcomes. In outcome 1 
there is a one-third chance of saving 600 lives. In outcome 2 there is a two thirds 
probability of saving no lives. If offered this choice which treatment would you 
choose – A or B?

Most people prefer treatment A, but in actuality treatment A and B are equal. 
Treatment A will clearly save 200 of the 600 lives – that’s a given. What will happen 
with treatment B is a bit more complex, but the average number of lives that would 
be saved is also 200. You need to multiply the 600 lives by the outcome’s probability 
and add the results for options 1 and 2 together. In option 1 you multiply the 600 by 
1/3 and get 200. For option B you multiply 600 by 0 (no lives will be saved) and you 
get 0. The sum is 200 lives saved. The 200 saved lives are certain with treatment 
A. With treatment B there is uncertainty, but on average you also end up with saving 
200 lives. Both treatments will, in the end, save the same number of lives.

Advertisements

In 1985 the FDA removed a moratorium on prescription-drug advertisements 
directed at the public. Prior to this change, drug advertisements could only be aimed 
at the medical profession. Now drug advertisements could be made to the public, but 
they had to contain information relating to side effects, contraindications, and effec-
tiveness of a drug. Drugs are deemed to be misbranded if their advertising is judged 
false or misleading, and the FDA provides pharmaceutical companies guidelines that 
manufacturers must follow in order to market their products directly to consumers. 
However, there’s a glitch because the FDA does not have the authority to pre-screen 
advertising messages that drug companies create. They can only stop an ad after the 
fact. By then, an advertisement that is determined to be misleading or providing false 
information, could be seen by millions of people. The agency does request compa-
nies to submit their advertisements voluntarily before they are run so the agency can 
determine if they are acceptable, but note that’s a request, not a requirement.

There are a number of reasons that support advertising directly to the public. 
Ads help to create a highly competitive marketplace and that environment can lead 
to price breaks for the consumer. Proponents of consumer advertising also believe 
that there is an educational value in having ads seen by consumers, and feel that this 
practice can improve the patient- physician relationship by causing a discussion 
about treatment options for the patient. It may even allow consumers to have a more 
direct role in deciding which treatment regimens are best for them, and patient 
compliance in taking a medication might also increase because people will feel they 
have a more direct stake in the treatment decisions. In addition, advertising directly 
to consumers could prompt people to seek medical care whom otherwise might not 
be aware that they suffer from a disease for which effective treatment exists.
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Critics of consumer ads argue that the marketing programs used are often mis-
leading by failing to adequately communicate risk information in the advertise-
ment. They say that if a patient learns about possible treatments through ads, the 
patient-physician relationships can be undermined. Patients may attempt to either 
self-medicate, or dictate to their doctors the specific treatments they want to take. 
Opponents also fear that direct-to-consumer advertising may lead to excessive 
demands on physicians, over-medication, and drug abuse as patients demand a 
remedy for every symptom that ails them. Additional concerns include ads that may 
not be written in layman’s terms and thereby confuse patients. Patients may be 
duped into believing that a minor difference in drugs represents a major therapeutic 
advance. Another problem is that pharmaceutical companies may increase drug 
prices to recoup the costs of expensive promotional campaigns.

When it comes to medical research findings, getting the news right is probably the 
greatest challenge healthcare reporters’ face. U.S. newspapers, TV stations and maga-
zines are a pervasive force that can profoundly influence our beliefs, attitudes, expec-
tations and behavior when it comes to healthcare. Studies have shown that adults 
obtain much of their health information from these sources. Moreover, research in 
health communications, demonstrates that the mass media may be more important 
than interpersonal communication in increasing awareness and knowledge of health 
issues. Even fictitious TV, starting with Dr. Kildare in the early 1960s to the current 
hit ER, can affect people’s understanding of and belief in medical treatments.

Another widely used medium, the Internet, allows unlimited access to medical 
news and can provide around-the-clock medical advice and recommendations. Just 
about every print and TV organization maintains a world wide web site. Hence the 
concerns expressed about the media in general, apply to their Internet sites as well. 
Sometimes it is difficult to recognize whether the health information on a site rep-
resents an advocacy or commercial position. This means, for individuals searching 
the web to gain advice on specific diseases and treatments, that the quality of the 
available online information can be questionable or even erroneous. This may 
explain why articles in medical journals, that assessed the quality of information 
available on the Internet, generally find it biased and of poor quality.

As illustrated in this chapter, reporting scientific news is a tough job and medical 
journalists must both understand and interpret very detailed, technical and sometimes 
jargon-laden information in order to transform it into interesting reports that are com-
prehensible to consumers. Errors in this conversion only compound and exacerbate 
the mistakes that already occurred in the medical research publication phase.

Although the medical profession is quick to fault journalists for unbalanced and 
misleading news stories, they too bear some of the responsibility. Instead of viewing 
journalists as inept and preoccupied with sensationalizing health news, medical 
researchers need to play a more collaborative role. These specialists should work 
with journalists and assume some of the responsibility for the production of a fair 
and accurate news story. Through collaboration, the tendency to exaggerate findings, 
overstate benefits and make inappropriate generalizations can be held in check.
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Chapter 20
Product Development – Getting Discoveries 
to the Market

Abstract The odyssey that drugs travel as they work their way through the devel-
opment maze on their way to the marketplace is reviewed beginning with the 
search for a new drug in the laboratory of a company, government or university. 
The next step, involving the use of animals to screen potentially useful drugs, 
has a clear-cut advantages over conducting studies in humans because the control 
and test groups can be almost identical and the test conditions tightly controlled. 
However, in spite of the advantages differences in the biology of humans compared 
to other animals may result in different effective doses and disease susceptibility. 
Overly cautious governmental reaction to negative animal studies is exhibited by 
rescinding the charge that saccharin caused cancer in laboratory animals. After 
animal testing the next stage involves human studies which begins with the filing of 
an Investigational New Drug application and culminates, hopefully, with a Food 
and Drug Administration marketing approval. The drugs that make it are presumed 
to be safe and effective, but this cannot be guaranteed because the standards 
of “proof:” simply cannot identify all the vulnerabilities that permeate clinical 
research studies.

Keywords Animal studies • drug effi cacy • drug safety • new drug application 
approval • saccharin

This chapter reviews the odyssey that medical discoveries travel as they work their 
way through the development maze on their way to the marketplace. The steps are 
similar whether the product comes from the pharmaceutical, biotechnology or 
medical device industry. Let’s consider the hurdles a new drug must overcome as it 
attempts to receive an FDA marketing approval. Getting over all the hazardous and 
challenging hurdles of the development process can only be achieved by an excep-
tional drug, but there is still no guarantee that it will live up to the developers 
expectations and hopes.

The search for a new drug begins in the laboratory of a company, government or 
university, with chemists looking for and designing chemical substances that can be 
developed into safe and effective medicines. After synthesizing and purifying the 
substance it moves ahead to pre-clinical testing. At this stage studies are conducted 
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in test tubes and animals to see how the compound might affect the human body. 
On average, out of every 5,000 new compounds identified during the discovery 
process, only five end up being tested in humans. The flunkout rate during animal 
testing is high, but it doesn’t guarantee that all drugs that make it through and move 
on to human testing are the best choices, nor does it mean that the preparations that 
fail are always the inferior ones. An examination of the animal testing process 
reveals why this is so.

Animals Testing

It should be obvious that animal testing has some clear-cut advantages over con-
ducting studies in humans. In an animal study the control group and the test groups 
can be almost identical and the test conditions can be tightly controlled. Dosing 
amounts and schedules can be imposed without fear that the animals will not comply. 
They can be exposed to painful procedures without the risk of having them quit the 
study. Animal research can also use germ-free animals with better supervision and 
control compared to studies conducted in humans.

Animal studies are used not only in the testing of new drugs, but they are also 
useful for development of new surgical techniques (e.g. organ transplants) and in 
nutritional research. Animals are especially valuable in research involving diseases 
in which there is a deterioration of the body such as arthritis or heart disease. 
Examples of animal diseases that are quite similar to commonly occurring human 
diseases include emphysema in the horse; leukemia in cats; muscular dystrophy in 
chickens; hardening of the arteries in pigs; gastric ulcers in swine; diabetes in hamsters 
and hepatitis in dogs.

Selective breeding can produce a superb specimen for use in animal studies. 
Animals that possess a particular trait can be mated and this process repeated for 
many generations. Over time, a strain eventually emerges with a very unique, but 
well-entrenched trait. This approach has been used to produce alcohol-preferring 
strains of rats and mice that can be used to study alcohol addiction.

Animal research can also investigate areas that are totally impossible to do in 
human investigations. A wide range of doses can be administered – and especially 
valuable are tests using extremely high doses because they can expose the potential 
harm a drug could cause. After drug administration, animals may be sacrificed and 
the drug’s effect on the animal’s tissues and organs examined. Did the kidneys show 
signs of damage? How much drug ended up in the brain?

In spite of the advantages of using animals in research, there are significant 
problems as well. There is a major controversy over whether animal experimenta-
tion is even humane or not. But for our purpose (understanding research methodology) 
it will not be necessary to get involved in that issue, although it certainly raises 
important ethical questions. We will have to be content knowing that there are a 
growing number of regulations on the care of animals and standard training necessary 
for personnel involved in animal research.
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To begin with, the biology of humans and other animals may be similar, but 
there can be crucial differences when it comes to a drug’s effect on critical elements 
such as the effective dose, the tolerable dose, disease susceptibility, life span and 
predisposition to withstand or succumb to different types of adversity. Although 
researchers can push dosing limits much further in animals compared to humans, 
an aggressive trial in animals may lead to a misleading conclusion. As an illustra-
tion, when animals are subjected to massive doses in a short period of time, there 
may be no chance for their body to repair damaged cells before they become 
cancerous. This phenomenon leads to a charge that the drug is a carcinogenetic 
agent, but that finding would only be true when there is an aggressive dosing schedule, 
which would never be applicable to humans.

For many diseases there is no useful animal model. For example, a common 
problem with many drugs is their harmful effect on the liver. The way the human 
liver functions is exceedingly complex. A drug’s effect on the liver is dependent on 
numerous enzymes, co-factors, and other elements (e.g. the environment). When 
investigators sought animal models to estimate how drugs would affect the liver, 
they encountered appreciable differences between rodents and humans.

Governmental reaction to negative animal studies can be overly cautious. For 
instance, studies published as far back as the 1950s reported that saccharin, the 
popular sugar substitute, caused cancer in laboratory animals. However, it took a 
late 1970 pivotal Canadian study in rats to arouse governmental concern. The 
Canadian study showed high doses of saccharin caused cancer in rats and prompted 
both the United States and Canada authorities to caution the public about the use of 
saccharin. In the U.S., labels were required on foods containing saccharin advising 
consumers that saccharin caused cancer in laboratory animals. Today the consensus 
among most of the scientific community is that saccharin is not a risk to humans. 
The way the rats developed their cancer was not possible in humans. In addition the 
incriminating rat study used very high-doses of saccharin – in humans they were 
the equivalent of hundreds of cans of diet soft drinks per day for a lifetime. When 
it was found that the mechanism that induced cancer in rats was not applicable to 
humans, saccharin was finally removed from the government’s list of possible 
carcinogens, but it took 25 years for that to happen.

In the chapter on usefulness, we worried about how comparable a study done in 
humans with a narrow set of demographic characteristics (e.g. middle-aged males 
with a severe illness) would do in predicting what would happen in a broader 
human population. But when it comes to transferring results from animal studies to 
man, the research community seems to be far less concerned. Fortunately there are 
scientists who are skeptical about applying rat and other animal studies to humans. 
They point out that even if humans and rats once had a common ancestor, the two 
species today are just so different that it seems ridiculous to extrapolate the experi-
mental results with rats to man. To some, the use of research findings from animals 
appears to be out of control – it lacks common sense.

An excellent example of what can go wrong is represented by a study reported 
in 2001 in the journal Stroke. Because clinical trials performed with nimodipine did 
not demonstrate a beneficial effect on outcome following a stroke, researchers 
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wanted to determine whether the evidence from nimodipine animal experiments 
supported the use of the drug in clinical trials. The condition treated was extremely 
important – reducing the extent of brain damage in people who had a stroke. In 
exploring the animal evidence, the authors concluded that their review did not show 
convincing evidence to substantiate the decision to perform trials with nimodipine 
in large numbers of patients.

Unfortunately, effective drugs can also be left behind because they did not 
perform well in the animal screening tests used to evaluate prospective drugs. Their 
efficacy is missed because the mechanism of action of a drug in animals is simply 
too different from that in man. Drugs that fail the efficacy screening tests never get 
a chance to demonstrate their value in human clinical trials. Good drugs may also be 
rejected from further study because of harmful toxicity results in animal trials that 
would not be a problem in humans. A good example of this phenomenon is probably 
aspirin, which if it were an experimental drug today, would be found to be too toxic 
for human research based on animal experiments. Aspirin can cause gastric prob-
lems in humans, but they are manageable and its many advantages far outweigh its 
risks. However, the rate of bleeding and ulcer development in animals is so high that 
it would rule out aspirin as a drug worthy of human experimentation.

In general the best animal models for man are primates, such as the monkey. 
It should be noted, however, that although monkeys are more similar to man regard-
ing certain functions, they might be no better or no worse than other species for 
other functions. But we are awed when we learn that primates share up to 99 
percent of their DNA with humans. Jane Goodall’s experiences have impressed 
millions by the human-like behavior gorillas display. All this surely means labora-
tory experiments on primates are reliable indicators of what will happen in humans. 
Unfortunately, the track record using primates as a screen for human drug safety is 
not always that great.

Indeed, primate research has gotten it wrong when it comes to predicting 
dangerous side effects of medications. Aspirin produces birth defects in primates, 
but not humans. It’s just the other way around with Thalidomide, the drug that 
sparked major drug legislation in 1963. An arthritis medication (Flosint) was well-
tolerated by monkeys, but in humans it caused deaths. A medication for heart failure 
(Amrinone) was tested on numerous primates and looked fine. But when adminis-
tered to humans some hemorrhaged because their blood couldn’t clot properly.

These examples indicate that we should not naively believe primate research will 
always be comparable to human research. Yes, we are impressed when we’re told that 
there’s only a 1 percent difference in DNA. But what a difference that 1 percent makes.

Human Testing

In spite of its limitations, many potentially useful drugs survive the animal research 
process and enter the next stage which involves human studies. Before starting 
studies on people, all drug sponsors must first file an Investigational New Drug 
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application (IND). The IND allows tests in humans and becomes effective if the 
FDA does not disapprove it within 30 days. The IND contains the chemical structure 
of the compound; how it is thought to work in the body, any toxic effects found in 
the animal studies and how the compound is manufactured.

The IND also includes results of previous animal experiments and plans for 
future human studies (e.g., how, where and by whom will the first human studies 
be conducted). In addition, the protocol for all human trials must be reviewed and 
approved by an Institutional Review Board (IRB) where the studies will be con-
ducted. Progress reports on clinical trials must also be submitted at least annually 
to the FDA.
The clinical testing of a drug is then done in three phases.

Phase I

Phase I studies are primarily concerned with assessing the drug’s safety. This initial 
phase of testing in humans is done in a small number of healthy volunteers (e.g. 
20– 100) who are usually paid for participating in the research. Studies are designed 
to determine what happens to the drug in the human body – how it is absorbed, 
metabolized and excreted. A Phase I study will also investigate side effects that 
occur as dosage levels are increased. A trial in this initial phase of testing typically 
can take several months or more. There are a number of Phase I studies required so 
a drug will spend about a year in this phase. About 70 percent of experimental 
drugs pass this initial testing period.

Phase II

Once shown to be relatively safe, a drug must then be tested for efficacy. This is the 
second phase of testing in human beings and it lasts for several months to two or 
more years. Several hundred patients may participate in these trials. Some, but not 
all, Phase II studies are RABCOT trials. These studies provide additional compara-
tive information about the relative safety of the new drug and begin the assessment 
of its effectiveness. About one-third of experimental drugs successfully complete 
Phase II.

Phase III

In a Phase III study, a drug is tested in several hundred to thousands of patients. 
This large-scale testing provides a greater level of understanding concerning the 
drug’s effectiveness, benefits and a range of possible adverse reactions. Most all of 
the Phase III studies are RABCOT trials. The length of Phase III studies depend on 
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the condition being investigated, but can typically last several years. On average, 
around 70 percent of drugs that enter this phase make it to the end.

If the Phase III studies show the drug is relatively safe and effective, the drug’s 
sponsor requests FDA approval for marketing the drug by submitting a new drug 
application or NDA. The NDA must contain all of the scientific information that 
the company has gathered and they tend to be massive documents. NDAs typically 
run 100,000 pages or more.

An outline of the drug development process is shown in the chart (Chart 20.1) which 
appears on the following page. No one year is like the last year so the numerical infor-
mation in the chart should be interpreted as rough estimates and not fixed values.

The most critical step in the clinical testing period is the Phase III trials. The 
concerns expressed in the previous chapters of clinical trial difficulties are clearly 
at play during these studies. The drugs that make it ands win NDA approval are 
presumed to be safe and effective, but this cannot be guaranteed. The FDA standards 
of “proof:” simply cannot identify all the vulnerabilities that permeate clinical 
research studies. Consequently, approval mistakes cannot be avoided and the post-
marketing experience, which is discussed later, becomes critical in further defining 
the safety and efficacy of a new drug.
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Chapter 21
Medical Innovations – Regulators, 
Resources and Results

Abstract The major players that influence the development of medical innovations 
include the FDA, the chief regulator, and the National Institutes of Health, the 
primary resource for training the skilled research personnel as well as sponsoring major 
clinical trials. A historical review of the Food and Drug Administration shows that 
disasters have been the catalyst that has molded the agency which faces the impos-
sibility of satisfying its many interest groups. Timeliness has been a constant 
battleground – should product availability or safety be stressed? In the early 1990s 
the “speed-up-the-process” side won and the agency implemented programs that 
would lead to quicker drug approvals such as fast tracking and accelerated review. 
These innovations led to a change to the “substantial-evidence” standard that 
required only one rather than two well-controlled clinical studies for a marketing 
approval, providing the product treated a life-threatening condition. For-profit com-
panies are also a indispensable member in developing new products. For decades, 
new novel and important drugs wended their way through the testing phases and 
onto the market. But that flow has slowed. Consequently, drug discovery must 
exploit new opportunities such as that created by the Human Genome project in 
order to bring more major new products to the marketplace.

Keywords Accelerated NDA review • substantial evidence standard • Food and 
Drug Administration • National Institutes of Health • pharmaceutical industry

The last chapter laid out the path that drugs and devises had to transverse in order to 
make it to the marketplace. Let’s now consider the role of the major players along 
the route. The government plays a huge role – the FDA is the chief regulator that 
defines and oversees the steps and standards of most of the process. Another govern-
mental agency, the NIH, has an important role as well. The NIH makes a valuable 
contribution because it is a primary resource for the highly skilled personnel needed 
to conduct the basic and applied research that moves a novel medical product 
through the system. However, there would be no product development without private 
industry. Pharmaceutical, biotechnological and medical devise organizations spend 
millions of dollars funding the discovery and development of promising innovations. 
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With all the investments on the part of government and industry, it is appropriate to look 
more closely at the roles these organizations play and ask how well is the operation 
doing in finding new treatments that truly advance healthcare.

The FDA’s Role

The FDA, the primary governmental agency that oversees the drug developmental 
process, has an enormous responsibility. As other regulatory bodies they come 
under relentless attacks from all sides. However, their presence is essential. Without 
the FDA, the drug development process would be out of control and Americans 
would be the big losers.

Disasters have been the catalysts that have molded the FDA. Shocking disclo-
sures in the 1900s of unsanitary conditions in meatpacking plants, the use of poi-
sonous preservatives or dyes in foods, and cure-all claims for worthless and 
dangerous patent medicines led to the birth to the Food and Drug Act of 1906. 
However, federal oversight had begun earlier. In 1848 federal controls over the drug 
supply had started with the inspection of imported drugs. But attempts to create an 
actual agency to regulate drugs were unsuccessful throughout the 19th century. All 
that changed in 1906 when Upton Sinclair authored The Jungle, containing sensa-
tional stories about the filth in food manufacturing and the unfounded claims for 
patent medicines finally motivated Congress to pass legislation to prohibit interstate 
commerce in misbranded and adulterated foods and drugs. This responsibility fell 
to the USDA Bureau of Chemistry which later became the FDA.

A second shocking disaster struck in 1936, 30 years after creating the agency. 
A consumer product known as a Sulfanilamide Elixir contained a poisonous solvent 
and killed over 100 people including many children. The tragedy prompted 
Congress to pass a new bill that required evidence of drug safety before a drug 
could be marketed thereby extending the FDA’s authority.

A period of insignificant change was followed in 1962 by another devastating 
event. Thalidomide, a new sleeping pill that also could prevent morning sickness in 
women, was on the European market and sales were growing. Then tragically it was 
found that Thalidomide caused birth defects and thousands of deformed babies lit-
tered European countries. U.S. citizens were spared the horror because an FDA 
medical officer had kept the drug off the U.S. market. Still this “near miss” galva-
nized Congress to change the law governing new medications. First, makers of new 
drugs needed to demonstrate that their products were effective as well as safe. 
Second, the effectiveness had to be proved by “substantial evidence.” Third, no 
drug could be marketed until the FDA agreed that the drug had been shown to be 
safe and effective. In response to the new legislation, FDA established a standard 
for substantial evidence. To meet the standard there had to be two adequate and 
well-controlled studies before a drug could win marketing approval.

The next major pieces of legislation affecting the FDA took place in the 1990s 
when a number of actions designed to modernize the FDA were put in place that 
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allowed the agency to review NDAs much more quickly and order applications so 
the most important medial advances received priority attention. As the 20th 
century ended, the FD had become the target of fierce but quite divergent criticisms. 
However, there was consensus on one issue – the FDA had to change. Nevertheless, 
one side believed that the FDA was slow to address dangers associated with old 
drugs and careless in guarding against the hazards of new ones. The other side 
focused on getting new drugs on the market sooner and believed that the agency 
was too slow in reviewing and approving new medicines. They argued that new 
and valuable drugs were delayed in reaching the U.S. public while these same 
drugs were readily available overseas. The battle lines were drawn – should drug 
approval decisions emphasize safer drugs which would delay drug approvals 
or should they emphasize quicker availability and that meant speeding up the 
approval process?

FDA has always faced the impossibility of satisfying its many interest groups. 
Timeliness has been and is a constant battleground. It’s valuable to learn as much 
as one can about a drug before it becomes available to millions of people. 
Approving a drug with inferior efficacy is costly to patients and can jeopardize 
their health needlessly, especially if a more effective preparation were already 
available to treat their medical condition. Still the greater cost is often missing 
harmful or even lethal side effects because the Phase III clinical trials were too 
short, too small or too few. However, getting additional safety information on a 
drug can add years to the pre-approval process and hundreds of million dollars to 
the development costs. Even then, it’s likely that some important safety features 
may be missed. On the other hand, holding back on drug approvals keeps a useful 
product from reaching needy patients and adds to the price tag of new drugs. 
Approval delays also cost the drug sponsor because they are not able to start 
receiving a return on their sizable investment in developing a drug. In addition, 
statistics had shown that drugs were being approved sooner in other countries and 
that made the FDA appeared overly cautious.

The “speed-the-process-up” side won out and ways to accelerate drug reviews 
began in earnest in the early 1990s. There had been just too many pressures to 
expedite drug approvals. For instance, the lack of drugs to fight AIDS motivated 
AIDS advocates in the 1990s to demand faster approvals of drugs that could help 
patients who had been infected with HIV. In addition, the cost of developing new 
drugs continued to rise because the trial designs, conduct, and analysis of clinical 
trials became increasingly rigorous and expensive. Approval delays only made a bad 
situation worse. The need to make the kind of subjects who participated in a clinical 
trial more like the patients who were likely to use the drug (e.g. by increasing the 
number of women and minorities) expanded the size of trials and added to research 
expenditures. The importance of doing studies in pediatric populations also would 
lead to more trials that had to be conducted.

The agency responded by implementing various programs that would lead to 
faster drug approvals. For example, by the mid 1990s appropriate drugs could earn 
“fast track” status or a priority review. This meant the sponsors received early 
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input from the FDA about their development plans, the option of submitting a New 
Drug Application (NDA) in sections rather than as a complete application and the 
possibility of using surrogate endpoints in the Phase III clinical trials. In addition, 
in special cases a priority review was available that shortened review time of an 
NDA. An even better option was an accelerated review. The program, available for 
drugs that treated life-threatening conditions, granted approvals with less stringent 
standards. However, this substantial benefit came with a cost. The sponsor had to 
agree to undertake studies the FDA deemed necessary to confirm the drug’s safety 
or efficacy following an approval. In addition, for drugs that would be used in 
children, the FDA could issue a drug approval without all the necessary data, if the 
manufacturer agreed to do the required trials in children during the postmarketing 
phase. The agency also relied increasingly on outside medical experts, whose 
views about the risks and benefits of new drugs were expected to be less cautious 
than those of the FDA reviewers.

The data indicating that, on average, it took the FDA longer to process new drug 
applications (NDA) and approve drugs than it did in other industrialized countries 
had to be dealt with as well. Some NDA reviews took as long as eight years. Often, 
the cause of delay was not the difficulty of the application, but merely backlog. 
Applications would sit unexamined for months or even years. The FDA concluded 
that the process of approval could be speeded up if they had better equipment and 
more workers to review applications. Congress was unwilling to increase FDA 
appropriations, however and the solution was addressed by charging applicants a 
fee for processing their marketing applications. The user fees, charged to manufac-
turers to have their NDA evaluated, had to be earmarked for NDA activities like 
hiring and training additional staff to review NDAs.

The stage was set for other profound changes in the FDA operations. The 
“substantial-evidence” standard for proof of a drug’s effectiveness that required at 
least two well-controlled clinical studies was about to change. The agency announced 
that it would approve a drug based on a single study under special circumstances. 
For example, when the drug offered treatment for an otherwise untreatable disease. 
They noted that it would be unethical to require a second study when an initial 
study demonstrated a profound effect (e.g. reductions in death). It was argued that 
large multicenter studies were also convincing, even without replication. In the 
end the FDA was granted discretion to base a drug approval on a single controlled 
study if, in addition, there was other “confirmatory evidence” or sound reasons for 
this action.

To put this change into perspective, realize that even with the prerequisite of two 
adequate and well-controlled trials, there was the possibility that that requirement 
would not weed out undeserving drugs. This concern is valid, even though there are 
often more than two large RABCOT studies included in the NDA, because some 
studies can result in an inconclusive answer and sponsors would be foolish to run 
only two major trials. Nonetheless, the criterion of at least two well-substantiated 
studies is not really as stringent as it sounds, leaving plenty of room for poor drugs 
to make it onto the market that eventually have to be withdrawn because they are 
ineffective or unsafe.
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What’s paradoxical about FDA’s emphasis on having a faster approval system 
rather than pressing for grater assurance on drug efficacy and safety is that it 
appears to contradict what the American public wants. The results of a 2004 poll 
published in the online edition of the Wall Street Journal showed that more than 
half the respondents believed that ensuring safe and effective drugs was FDA’s most 
important job. Moving drugs to the market faster was a distant second. However, 
the FDA could take some comfort from another result – in 2004 a majority of 
Americans (56 percent) rated the FDA as excellent or good in terms of the job the 
agency was doing. In spite of FDA’s exposure to criticism, the general public did 
not appear pessimistic about its performance. Unfortunately, for the agency their 
performance rating fell in later years and was down to 35 percent by 2008.

At the heart of regulatory decision-making are judgments about risks and ben-
efits. Under this philosophy there are arguments to support the decision to accept a 
single study as evidence of the safety and effectiveness of a drug. Benefits include 
reducing the number of subjects who must participate in a clinical trial – a major 
gain in reducing cost and time. In addition, if placebo controlled trials were called 
for, there was an added benefit – it eliminated subjecting volunteers to an ineffec-
tive treatment. However, the most appealing reason for the single study policy was 
that it made the new drug more quickly available to the public.

There are justifiable concerns with the one-study strategy as well. The down side 
is an increased risk that an ineffective drug or a drug with unknown harmful effects 
(the far more likely possibility) would now be accessible to unsuspecting consum-
ers. Even with the two-study requirement that remained in place for most drugs, 
there is the possibility that a drug approval error could happen. It is just not possible 
to know all there is to know about a drug before an approval decision must be made 
even after conducting two adequate and controlled studies. Serious side effects may 
exist in some cases, ineffectiveness may be present for subpopulations now and 
then, and a poor harm/benefit ratio may exist as well. Nonetheless, requiring only 
a single study places increasing pressure on the post-marketing phase to monitor a 
drug. However, whatever standard is used, the FDA can not do the impossible and 
approve only the perfectly safe and efficacious drug. They can only strive to approve 
drugs in which the benefits clearly appear to outweigh reasonable risks. Most of the 
time the FDA will get it right, but not always. It is therefore left to the post-marketing 
period to weed out the bad drugs.

In the end, no matter how many studies were done, the FDA must decide if a 
drug has an unacceptable benefit/risk ratio. However, note that the two factors, 
benefits and risks, are not measured by the same common attribute so there is no 
identifiable benefit/risk ratio that can be met. It’s only in the eyes of the decider (i.e. 
FDA) that the right ratio is satisfied. For the consumers the inescapable certainty is 
that, for some, the risk of a serious adverse event will become a reality.

Even if the agency could calculate a legitimate benefit/risk ratio for a drug when 
it is approved, that calculation would also certainly be inaccurate. There are many 
positive and negative effects of drugs that go undetected during the clinical research 
phase. The greatest threat is hidden safety issues and at the time of approval, the 
extent of that threat is unknown.
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Clinical Research Resources

The NIH, the principal health-research agency of the federal government, is argua-
bly the world’s leading biomedical organization. The NIH traces its roots to 1887, 
when a one-room laboratory was created within the Marine Hospital Service. Congress 
established the service in 1798 in order to provide medical care to merchant seamen. 
Today the NIH is one of the world’s foremost medical research centers, and the focal 
point for government sponsored medical research in the U.S. The NIH, which is part 
of the Department of Health and Human Services, consists of 27 separate institutes 
and centers. It employs nearly 20,000 people and has a budget of almost $30 million. 
Its primary goal is to acquire new knowledge to help prevent, detect, diagnose, and 
treat disease and disability. The NIH conducts research in its own laboratories; supports 
the research of scientists in universities, medical schools, hospitals, and research 
institutions and helps to train research investigators.

The NIH has the size, scale, and collaborative culture to advance clinical 
research in the 21st century. Its accomplishments of the past, promise that it will be 
a force in the future. The NIH’s emphasis on innovation and creativity are essential 
for the advancement of clinical trial methodology. The greatest hope for advancing 
medical research and maintaining an adequate level of skilled medical researchers 
falls to the NIH.

Certainly, there can be no medical advancement without people to do the work. 
No one in the drug development cycle is more necessary than clinical researchers. 
For a full time clinical researcher, the combination of time commitment and the 
daunting challenges of performing research on human subjects often discourage all 
but the most committed physicians. A career in clinical research did not become 
broadly accepted in most medical centers until an expanded federal commitment to 
it was implemented by NIH after World War II. But even then, the federal commit-
ment was largely directed toward basic research.

A 2001 survey by the Association of American Medical Colleges revealed that 
about one in ten medical school graduates plan careers that have to do with some 
form of medical research. Nonetheless, most of the graduates tended to favor basic 
versus applied research. Basic research advances scientific knowledge, but is not 
directed at commercial objectives. Clinical research, on the other hand, is considered 
applied research because its purpose is to produce results that are directed at real 
world problems.

However, even before the survey, applied clinical research careers appeared to be 
held in low esteem by academic health centers as well as at the NIH. Both institutions 
seemed to favor basic science. Many qualified to perform clinical trials viewed the 
road to academic promotion (and higher salaries) steep, long, and rocky. High educa-
tional debt and prohibitive costs of housing forced many into a more lucrative 
specialty practice. Furthermore, the regulatory aspects of clinical research consumed 
inordinate amounts of time for which there was little or no compensation.

Bach in 1995, the leadership of NIH had recognized that clinical research itself 
was in trouble. This finding was supported by a survey of senior researchers and 
department chairs of U.S. medical schools a few years later. There was clearly an 
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insufficient supply of trained clinical researchers currently available to meet the 
demand. Predictably, there was substantial concern among the leadership at medical 
schools with respect to the entire clinical trial environment at their institutions. 
Problems included:

• The pressure to see patients taking time away from research
• Insufficient money for clinical research
• Inadequate supply of trained researchers
• Competition from commercial research organizations
• Problems introduced by the institutional review process
• Lack of research subjects

At NIH, a panel was convened to make recommendations to foster support for the 
clinical research field and steps were taken to implement the panel’s recommenda-
tions. In 2003 an NIH report concluded that the steps taken (e.g. clinical training 
programs and educational loan relief for those who pursue research) diminished the 
aura of discouragement surrounding clinical investigation.

The supply of researchers for clinical trials is augmented by practicing physicians 
who have access to many potential subjects The physician may also enjoy the 
prestige of being involved in research and the intellectual stimulation that the 
research affords him or her. Doing some thing beyond the usual routine of office 
practice, the opportunity to be on the cutting edge and contributing to actual 
improvement of medical care are additional incentives. Furthermore, the physician’s 
patients are given the chance to participate in studies that offer new treatment 
options. Despite these potential advantages, the incorporation of research proce-
dures such as recruitment and principles of informed consent into an office system 
requires a delicate balance between the demands of scientific rigor and the clinical 
mission of the practice. The psychological conflict in the simultaneous roles of the 
physician as (1) patient advocate and (2) experimental researcher may represent an 
additional obstacle.

Private Industry

The for-profit companies specializing in health remedies employ numerous health 
care professionals to discover and assess new products. Major companies have their 
own resources that can take a product from the laboratory bench to the marketplace. 
However, there is a trend in the clinical research process that merits our attention. 
Driven by mounting costs to design and run clinical trials in the mid 1990s, drug 
makers turned to greater use of outsourcing clinical research. They, therefore, 
looked to a new developing business venture – contract research organizations or 
CROs. A CRO can do just about everything involved in the drug development 
process – carry-out pre-clinical evaluations, design a study, manage a trial, collect 
data, conduct a statistical analysis and submit regulatory applications to the FDA. 
Although their most obvious purpose is to provide extra capacity for a drug 
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company, a CRO can also provide expertise in a research area (e.g. pediatric 
research) that may be lacking within a company. Furthermore, the pharmaceutical 
industry may prefer to employ the more applied approach of a CRO compared to 
the theoretical orientation of an academic medical research team, which was the 
research team of choice for many years.

The industry continues to be one of the most profitable, although in large part 
that’s because the consumption of medications has skyrocketed in recent years and 
more people are given prescriptions for longer periods of use and at higher prices. 
Yet the strategies that produced a steady flow of new drugs don’t seem to be work-
ing to the degree they once did. To make matters worse there’s that rise in clinical 
research costs to test medications. It’s been estimated that a new drug costs from 
$800,000 to $1.7 billion to bring it to market.

The quality of the clinical research sponsored by drug companies has been 
questioned. Reviews that appeared in medical journals such as the British Medical 
Journal indicate that the clinical research methods and the rigor of industry spon-
sored trials are comparable to that done for not-for-profit study sponsors (e.g. 
private foundations and government). However, there is a concern that when a 
pharmaceutical company funds a trial, the published results are more likely to 
find their drug superior to the control drug compared to studies financed by the 
government and non-profit organizations. A number of possible explanations 
have been offered for this result. For example, a comparison treatment may have 
been selected that was almost assured to be inferior to the sponsoring drug 
maker’s product. The possibility that the design may have allowed the compari-
son drug to be given at a less than optimal level has also been suggested. Another 
reason for the higher number of positive results in industry sponsored studies may 
be due to the likelihood that negative studies for a company’s product simply 
aren’t submitted for publication. Even if they are submitted there could be publi-
cation bias, a journal’s reluctance to publish studies that end up with inconclusive 
findings or do not demonstrate statistical significance.

Results – A Downturn in Important New Products

For decades, new novel and important drugs wended their way through the testing 
phases and came onto the market. According to the FDA, in the 1990s about 14 drugs 
were approved that were new chemical compounds and had the potential to represent 
a significant medical advancement. In the early 2000s that number was down to an 
average of about eight. Considering that 5,000 drugs are tested each year, it is an 
amazingly poor outcome. Although there are numerous ways to measure how the 
product development process is doing, there seems to be consensus that it is a down-
ward trend. In the mid-1990s, the FDA received on average close to 50 applications 
for new drugs in a year but that rate fell by about a third a decade later. A similar 
downward pattern was reflected in the submissions for novel medical devices.
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What is clear is that the overall poor performance in developing major new drugs 
was not caused by a lack of research effort or funding by pharmaceutical companies. 
In a 10-year period, starting in the early 1990s, there was a three-fold increase in 
research and development expenditures. Productivity, measured as the amount 
spent to find a new drug got worse year after year. The lack of new drugs, and 
especially “blockbuster” drugs, (so named because of their high profitability) is 
naturally of special concern to the health care and drug industries.

A study, by J. DiMasi at the Tufts Center for the Study of Drug Development, 
looked into the question of why drugs, that made it through animal screening, 
flunkout in the human testing period found that the most common cause was a lack 
of efficacy. The other two primary reasons had to do with safety and economics. 
Safety problems stemmed from toxicity found in humans or on-going animal studies. 
A small and unprofitable market for a drug was the primary economic cause for not 
pushing a drug along.

The frustration with new drug discoveries is especially visible in the field of 
antibiotics. Since their discovery in the 1940s antibiotics have saved millions of 
lives. But the bacteria they are designed to kill have grown more resistant and the 
number of drug-resistant infections is on the rise. In this instance economic consid-
erations play a major role. There’s been a lack of interest on the part of industry to 
do research in this area for some time. First, the field is very competitive and many 
of the products became relatively inexpensive. Furthermore, targeting a drug to 
treat resistant organisms translates into a small market. An added disincentive is the 
fact that efficacious drugs work quickly, and there is much more profit in drugs that 
can be used for long periods of time.

To stimulate more antibiotic research and development, the FDA, in recent 
years, has provided incentives to private industry to pursue new novel products. For, 
example one of their strategies is to provide an expedited NDA review. It would 
appear that from an industry perspective, finding new antibiotics should be an 
attractive option. However, only a few major corporations have taken up the chal-
lenge. Conversely, many small biotech firms have shown an interest in this area.

The Future

Drug research has contributed magnificently to the progress of medicine during the 
past century. The failure of the current drug development system to come up with 
major new treatment breakthroughs is an ominous sign. The current trend suggests 
that the drug discovery enterprise must exploit new opportunities to restore momen-
tum. The Human Genome project provides an unprecedented opportunity to under-
stand diseases and provides medical science a new avenue to find useful 
pharmaceutical agents. For instance, consider a genetic database that can be searched 
for causal associations between genetic traits and disease states. With this model, 
it may be possible to identify a particular patient type and know, in advance, if the 
drug is suitable. Asthma, migraine headache, Alzheimer’s disease, depression, psoriasis, 



210 21 Medical Innovations – Regulators, Resources and Results

and arthritis will be among the diseases that could profit from this approach. Most 
pharmaceutical companies are building or buying access to genetic databases to 
achieve these ends. Genetic information can also aid toxicological investigations. 
How genes influence adverse drug events and what is the genetic pathology in some 
kinds of cancer are also promising avenues of investigation. Even though these dra-
matic gains are years away from realization, and some may not succeed at all, it’s 
hard to resist visualizing a new golden age of drug discovery.

The study of how genetic variation between individuals affects their response to 
medicines also has the potential to revolutionize clinical trials. New compounds 
that are developed, based on the genetic make-up of patients, could allow investigators 
to restrict the type of subjects selected for a clinical trial. If the genetic profile of 
potential subjects indicated the experimental drug would be harmful or ineffective, 
they would not be chosen as participants in a trial. Not only would unresponsive 
patients be spared the ordeal of a clinical trial, but by removing these patients from 
a study, fewer subjects would be needed and time could be saved as well. This 
would in turn reduce the overall costs of clinical development as well as shortening 
its duration.

There are no calls to make major modifications in the steps that drives drug 
development. The use of animal experimentation early on to find drugs that may be 
effective and to root out those that would be harmful to humans, is far from being 
a perfect system. Still, much is learned using animals, and even if some of the 
information is misleading, the insights gained far offset the liabilities. In the future, 
alternatives to using animals such as computer simulations or the use of cultured 
cells may turn out to be practical and better predictors of human reactions, but for 
the present animal testing remains an essential part of the progression needed to 
seek safe and effective drugs.

What is clearly needed is the development of better predictive tools. Pharmaceutical 
research could improve change dramatically if scientists could come up with better 
methods to predict success such as computer modeling techniques and finding 
biological markers (a physical sign or laboratory result that can tells us something 
about that state of an illness). As this happens, there will be corresponding improve-
ments in the selection of drugs.

The discovery process of medical science is a cumulative one; each discovery, 
no matter what its source, informs us in many ways. A single trial can only give us 
a portion of the total picture. Progress comes from researchers building on the work 
of others. With each new answer, it seems, new questions arise. And with them 
come new clinical researchers who pursue new knowledge. We have progressed 
from individuals making magical potions at home to thousands of scientists con-
tributing to the highly complicated drug development process of today. Along the 
way many incorrect beliefs have been tossed out and new information has taken 
their place. History can repeat itself and many of the current drugs are destined to 
be replaced with more effective and safer agents in the future.
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Chapter 22
Science and Politics – A Troubling Mixture

Abstract An analysis of the prominent role of special interest groups in medical 
research reveals that these groups can indeed be influential. Congressional 
involvement is also evident, especially when it comes to ideological issues such 
as abortion drugs, condom use, and concerns regarding sexually transmitted dis-
eases. The far-reaching power of the drug industry to shape clinical research is 
also extraordinary. The industry preference to compare their drugs to placebo, and 
therefore avoid studies that use competitive products as the comparative treatment, 
has been unusually successful. The healthcare field is also laden with all sorts of 
advocacy and support groups that seek ways to influence medical research. For 
example, cancer patients have been successful in getting priority attention for 
oncology drugs and AIDS advocates were instrumental in getting the FDA to 
modify their regulations to make drugs that treat HIV available sooner. However, 
there are examples, such as the unsuccessful cancer drug Iressa, that indicate 
that changes in FDA approval standards have also had untoward consequences. 
Involvement in medical research by independent groups and citizens has also been 
noteworthy. For instance a Lyme Disease association and a breast cancer survivor 
have been able to change the policy and recommendations of professional medical 
societies concerning medical treatment.

Keywords Advocacy groups • congress • interest groups • pharmaceutical 
industry • politics

Medical research is not immune from the political process. On top of the dif-
ficulty medical science faces to find the truth lays the additional burden of pos-
sible political meddling. Political intervention is often done for a noble reason 
– a belief that it will help to promote better science and public policy. Because 
the decisions made by the FDA cannot guarantee that all the drugs it approves 
are safe and effective, there is constant debate about what should be done to 
improve their decision-making process. But politics can play an intrusive role 
and Congressional actions can trump FDA’s authority to reshape the standards 
for new drug approvals.
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Because health care is an issue that affects everyone, an array of special-interest 
groups gets involved in the selection of issues and solutions that are pursued by 
Congress. One of the largest and most influential of the groups is the pharmaceutical 
industry. In addition to the pharmaceutical lobby, other influential special-interest 
groups are active and include patient advocacy groups for almost every conceivable 
illness, the insurance industry, medical schools and professional health societies. 
The energetic participation by all parties makes reaching rational decisions on 
research subjects extremely difficult.

The FDA has an almost impossible task in supervising a multimillion dollar industry in the 
face of public criticism and political pressure. (E. Gale, Lancet)

Political Intervention

Because of its power to approve drugs and devices, the FDA has become a major 
pawn in political struggles based on ideological beliefs. Some of the issues legislators 
have gotten involved with include abortion drugs, condom use, free needle exchange 
and concerns regarding sexually transmitted diseases.

Abortion, one of the most controversial issues in America, polarizes Democrats 
and Republicans. It is a major question in vetting Supreme Court candidates and a 
subject that produces legions of proponents and opponents. It makes for an ideal 
flash point for a confrontation between science and politics.

Abortion-rights supporters hailed an FDA decision to approve a unique contra-
ception drug in 2006, but only after a series of unbelievable delays. Plan B, a novel 
name for a drug, was often referred to as “the morning-after pill”. Plan B mainly 
acts by preventing fertilization, but it could occasionally dislodge an hours-old 
fertilized egg and therefore abort it. Barr Laboratories, the Plan B manufacturer, 
had been selling the drug in the U.S. for years on a prescription-only basis. The 
FDA rejected their first application to sell Plan B over-the-counter (i.e. without a 
prescription) in 2004. The drug had adequate data on its safety and efficacy in 
adults, but there was little information on its effect in young women. Barr then 
submitted a revised application offering to sell Plan B to adults without a prescrip-
tion, but requiring a prescription for women younger than 18.

The revised application went before an FDA expert advisory committee and 
received a favorable judgment. The vote was 23 to 4. An internal FDA review by its 
professional review staff also recommended approving Plan B. The Acting 
Commissioner of the FDA, L. Crawford, who had had to get past a Senate Committee 
before he became the official commissioner, had also signaled his intention to 
approve the drug during his confirmation hearings. He promised the Senators that a 
decision about the drug was forthcoming. Approval seemed imminent. There were, 
as would be expected, socially conservative groups opposed and close to 50 members 
of Congress representing their interest, joined together and wrote a letter to President 
Bush asking that the application be rejected.
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The storm broke in May 2004 when the FDA sent Barr a non-approval letter 
rejecting its application. A top FDA official said politics had had no part in the FDA 
decision, but Plan B proponents charged foul. A U.S. representative announced that 
a bill would be introduced requiring the FDA to review their negative decision. The 
FDA’s Assistant Commissioner for Women’s Health resigned her position in protest 
and charged the Commissioner with pandering to conservative interests. Newspapers 
across the country carried the story and a biting editorial in the Washington Post 
condemned Crawford’s refusal to approve the drug claiming science was being 
trampled by politics. A coalition of women’s health and pro-choice groups also 
protested the decision and another group of Congressmen wrote a letter to Crawford 
asking that the decision be reviewed and overturned.

Although the non-approval letter did not outright reject the application, it clearly 
delayed its approval by telling the company that they had not provided enough 
information to ensure that the drug could be safely used by girls 16 and under. The 
FDA position, that there were regulatory problems with availability based on age, 
meant there would now be further study and public comment and that could take 
years. To many, politics had triumphed over science.

A short epilogue deserves inclusion. Crawford resigned shortly after his Plan B 
decision. He had served as Commissioner for less than two months. He denied 
his decision to leave had anything to do with his failure to approve Plan B. 
Speculation about reasons for his early departure (he was Acting Commissioner for 
close to two years before becoming Commissioner) varied. One possibility was that 
Plan B was too much and he wanted out, given all the unfavorable publicity heaped 
upon the agency highlighted by the Vioxx debacle some months earlier where the 
FDA was assailed for not acting quickly enough. Another likely reason was the 
possibility that he would face legal and ethical challenges because he had not fully 
disclosed financial holdings prior to his appointment at the FDA. Incidentally, 
under a new Commissioner, the application was approved.

Another touchy subject involves the use of condoms to prevent the spread of 
sexually transmitted disease (STD). In way of background, a virus called HPV 
(human papilloma virus) produced genital warts, which could lead to cervical 
cancer. Since HPV was transmitted during sexual intercourse, an HPV infection 
was considered a sexually transmitted disease.

During the 1990s, condom use was recommended in order to prevent sexually 
transmitted diseases, but a few preliminary studies appeared late in the decade 
suggesting that condoms might not protect against HPV. Conservatives seized on 
the findings to support their campaign for abstinence. The NIH convened an expert 
panel to assess the evidence on condoms’ effectiveness and found that condoms 
offered substantial protection against HIV, the virus that causes AIDS, but there 
was not enough data to draw conclusions about other sexually transmitted diseases 
such as HPV. However, the NIH report cautioned that the absence of definitive 
conclusions was a result of too little data and should not be interpreted as proof of 
the adequacy or inadequacy of condoms. Nonetheless, the HPV issue quickly 
became a rallying point for social conservatives to challenge the claim that condoms 
could help contain the spread of sexually transmitted disease. In fact, a U.S. 
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Representative, T. Coburn who later became a Senator, engineered the passage of 
legislation that mandated the FDA to reexamine condom labels “to determine 
whether the labels are medically accurate regarding the overall effectiveness or lack 
of effectiveness of condoms in preventing sexually transmitted diseases, including 
HPV.” The transparent goal of the abstinence lobby was to force condom manufac-
turers to add a warning on their condom packages. The warning would note that 
condoms might not prevent the HPV virus that could lead to cancer. The FDA was 
now expected to make a “scientific decision” with only limited data at their disposal 
and an influential politician pressuring them to imply that condoms were not 
particularly effective.

In 2006, the FDA issued its proposed rules: condom packages should say that 
condoms are thought to be less effective against certain STDs, including HPV, 
because those diseases can be transmitted through skin-to-skin contact in places not 
covered by a condom. In addition the labeling should add that studies have shown 
condom use does reduce the chances of a person suffering from some of the worst 
effects of HPV, which include genital warts and cervical cancer. Senator Coburn, 
who was also an M.D. responded with a press release berating the FDA for refusing 
to use its authority to ensure the “scientific accuracy” of condom claims and taking 
five years to issue the proposed guidelines.

This contentious issue was resolved by a 2006 study published in the New 
England Journal of Medicine showing that consistent condom use offered protec-
tion against HPV. The study, conducted by an epidemiologist at the University of 
Washington and published in such an influential journal, appeared to be the most 
serious blow yet to the campaign to promote abstinence until marriage as the only 
responsible way to prevent sexually transmitted diseases. Fortunately, the FDA did 
not let a politician with strong ideological beliefs sway their medical judgment.

Interest Groups – The Powerful Drug Industry

An impressive example of the potency of the drug industry on capitol hill is 
illustrated in passage of the Medicare Prescription Drug Bill which was to be the 
cornerstone of the Republican Party’s domestic agenda. The 2003 bill, designed to 
help senior citizens pay their prescription drug bills, is distinguished by the massive 
lobbying effort by the pharmaceutical industry to secure its passage. Because of the 
pharmaceutical lobby, the law included a provision barring the government from 
negotiating with the pharmaceutical industry for lower prices. This provision keeps 
drug prices higher in the U.S. compared to other countries. For instance, prescrip-
tion drugs cost, on average, are 30–50 percent higher in the United States than in 
Europe. The major argument for the negotiation exemption was the need to keep 
the industry financially healthy so it could continue to discover new and effective 
treatments. That argument has some validity, but without a doubt, Americans have 
ended up underwriting the costs of drugs that are sold worldwide. Surly a benevolent 
act, but it comes about through political manipulation not generosity.
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In 2004 it was estimated that the drug industry spent over $150 million on lobbying 
the federal government and gave almost 20 million more to federal politicians as 
campaign contributions. It is not surprising that many feel they are one of the most 
powerful groups in Washington and frequently get what they want from federal 
agencies.

Their interest in what goes on in the halls of Congress makes sense. They have 
a significant investment in the health care field. Most drug research is financed by 
the pharmaceutical industry. For many years drug companies did a large share of 
their research at academic medical centers and teaching hospitals. However, the 
current trend is to place more studies in private practice settings. As the 21st century 
began, the percentage of industry-sponsored trials conducted in academic medical 
settings dipped below 50 percent for the first time.

When being criticized, drug makers are quick to point out that their research 
costs grow each year and they invest a greater percent of sales in research than any 
other American industry. They boast that they spend more on research than NIH 
spends on its total operation. The industry believes drug development costs keep 
going up because the scientific measurements used in research become more 
sophisticated and expensive. Furthermore the research areas they pursue represent 
more difficult diseases that are not as amenable to drug therapy. In particular, 
finding ways to treat degenerative diseases such as cancer or a mental illness (e.g. 
Alzheimer’s) are exceedingly difficult and costly.

On the other hand, there has also been a corresponding rise in the use of medica-
tions produced by the industry. The industry attributes the rise to the development 
of better drugs that prolong lives, alleviate suffering, and improve the quality of life. 
Drug costs are often defended on the basis that they replace the need for other more 
invasive and expensive treatments as well as reducing the length of hospitalizations. 
They argue that a narrow focus on the cost of drugs, without regard to their value 
and their role in the health system as a whole, would discourage innovation.

In spite of their many success in the economic and political arenas, drug makers 
face difficult choices. Firms that do not invest heavily in the drug discovery process 
run the risk of falling by the wayside. Those that push for extensive drug research 
may not succeed and end up with a poor return on investment. Overall the industry 
has an outstanding record of developing useful and important drugs, but in their 
effort to be highly profitable, they also incurred bad publicity and blame for errors 
of omission and commission. Thus, it is not surprising that a 2004 Harris poll found 
that only seven percent of the public polled do not trust the prescription drugs they 
take compared to 41 percent who do not trust pharmaceutical companies. Another 
Harris poll asked the public if the industry was doing a good or a bad job in serving 
its customers. Starting in 1997 with a 60 percent plus rating, the industry fell to a 
minus 4 percent rating by 2004. The numbers improved a bit in the next two years, 
but the drug makers still trailed the automotive industry. For company scientists and 
for the industry as a whole, the trend shows the quandary they face. No doubt, 
pharmaceutical firms must operate as a profit-making businesses, but the effort to 
maximize profits can make conducting research in the public interest an elusive goal.



216 22 Science and Politics – A Troubling Mixture

Another example showing how business interests can influence medical research 
deals with learning what marketed drug is best and safest. When there are several 
drugs available to treat a given condition, it’s only natural to wonder which one is 
the wisest choice. From a research perspective, the answer to that question comes 
from the head to head equivalence trial.

There is growing concern in the medical and insurance communities about the 
lack of comparative studies for marketed drugs. After a drug is approved, key 
questions remain such as how different is the new drug, compared to the current 
standard in respect to effectiveness and tolerance? How much does the new drug 
cost and is the cost commensurate with the drug’s efficacy and safety? Those who 
pay a sizeable portion of the bill, government and private insurance companies, 
have a stake in this as well. They’d love a more rational basis for deciding what 
drugs merit a reimbursement. However, drug companies are not eager to have 
their drugs compared to a competitor’s and they’ve been extremely successful in 
avoiding comparative trials. To overcome the reticence on the part of the drug 
makers, it has been suggested that there should be an independent unit within the 
NIH for testing prescription drugs against each other without involving the indus-
try. This idea faces a major hurdle because the drug industry would lobby against 
such a move and, as we’ve seen, they have a very successful track record when it 
comes to influencing Congress. A drug ally, fiscal conservatives, might also have 
trouble with this role for the NIH because it would be one more intrusion into 
private industry by a federal agency and the enormous cost of such trials would 
have to be paid by the government.

Under the current legal and regulatory environment, head to head tests won’t be 
done unless the pharmaceutical companies agree to do them. It’s hard to believe 
that the drug manufacturers would go along with such testing of their products 
because results showing a company’s drug to be inferior to a competitor’s product 
would be disastrous for the company especially if it turned out that they were the 
ones sponsoring the study.

There is also a practical aspect to this discussion. Would the results from equiva-
lence studies change the prescribing practices of doctors? A very interesting com-
parative drug trial, conducted by the NIH, sheds some light on this question. The 
clinical trial, a 33,000 patient, eight-year, $125 million study, compared the effec-
tiveness of blood pressure medicines. The trial found that diuretics (50-year-old 
drugs that cost around 10 cents a pill) worked better than a relatively newer drug that 
costs about $2 a pill. As you might guess, the study design was criticized and the 
debate over the best way to treat high blood pressure was not resolved. One of the 
study’s problems was, as usual, its rigidity. All subjects had to take the drug they 
were originally assigned. They could not switch to the other comparison drugs even 
though patients suffering from hypertension routinely change medications until one 
that really works is found. Yet allowing treatment switches creates a mess for the 
researchers because it becomes almost impossible to know what outcome should be 
assigned to what treatment. What’s ironic, however, is that after publication, instead 
of the newer drug’s sales eroding, they grew. The following year sales were up by 
13 percent, to over four million making it one of the top selling drugs in the world.
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In a confrontation between interest groups, the drug industry took on a coalition 
of organizations pushing for comparative studies that also had the backing of Con-
sumers Union, AARP and many other consumer-oriented organizations. The contest 
centered on a budget provision to be added to a Medicare bill that provided $50 
million for head-to-head trials of comparable drugs. The winner was …..? You 
guessed it, the pharmaceutical industry. They succeeded in eliminating the full 
amount required to run the comparative tests from the President’s 2004–2005 
budget. Opposing groups pushed to restore some funding with little success.

Another illustration of the power of pharmaceutical companies was evident 
when they were able to persuade Congress, in the 2003 drug entitlement provision 
under Medicare, to remove a provision known as “functional equivalence.” Under 
this provision, a new drug deemed equivalent to an existing one would be reim-
bursed at the rate of the older drug. For example, a newer more expensive drug 
would be reimbursed at the lower price established for the older drug. The industry 
argued successfully that without removal of the provision, the industry would be 
discouraged from developing new innovative drugs.

It’s easy to criticize drug companies, they make so many decisions that give them 
an awful reputation. However, we should not lose track of all the good things they 
do and have done. Some of the most powerful weapons society has are effective 
drugs created by the industry. The first antibiotics, developed during World War II, 
were called wonder drugs and changed history by subduing many deadly infections. 
Pharmaceutical research ushered in the modern age of vaccines, and progress 
continues as new technologies, rather than just curing an infection, actually teach the 
human immune system how to prevent the infection in the first place. The accom-
plishments of the industry are amazing and include anti-hypertensive preparations 
facilitating control of high blood pressure to effective psychotherapeutic medicines 
such as tranquillizers and antidepressants. Countless people have been helped by 
anti-inflammatory medicines for rheumatism and arthritis as well as beta blockers 
and ace inhibitors for heart disease. Thanks to drug companies, millions of people’s 
lives improved following the introduction of oral contraceptives and medicines that 
treat ulcers. In a disaster the industry is one of the first to respond, donating life-
saving products such as vaccines, antibiotics, antiseptics, and other drugs. Insulin, 
wound-care products, surgical equipment, millions of cans of infant formula, tens of 
thousands of personal care kits, plus a wide range of other supplies and large 
amounts of cash are also provided. Criticizing the drug industry without also 
acknowledging all the good it has done for mankind would be a serious oversight.

Citizen Advocacy

The healthcare field is laden with all sorts of advocacy and support groups that 
want to influence medical research. Some are large and well known (American 
Association for Retired Persons), others are professional organizations (American 
Medical Association), There are groups for any kind of illness (National Down 
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Syndrome Society) or condition (Spina Bifida Association of America). There’s 
even a non-profit, organization dedicated to the continuing education and development 
of clinical researchers, the Society of Clinical Research Associates. Each group has 
a mission and goals and an essential method to reach those goals is by being 
politically active.

A notable success story of what these kinds of groups can achieve in the health-
care field involves the plight of people with AIDS. The terror of AIDS dominated 
the last two decades of the 20th century. Because there were so few approved AIDS 
drugs, there was an enormous drive for more drugs, and that made the FDA the 
center of attention. AIDS activists wanted to be heard and for a full day they 
managed to paralyze operations at the agency’s headquarters. They demanded 
immediate approval of drugs that were still considered experimental, if they offered 
any kind of hope for those otherwise facing death. The pharmaceutical industry also 
saw this movement as an opportunity to expedite an array of new products to the 
market. The companies and the AIDS advocates pressed the FDA and Congress to 
take action. If freed from the usual standards required for a drug approval, these 
groups felt that more drugs could be available sooner. Their efforts paid off, and as 
noted earlier, in 1998 the FDA put in place procedures to accelerate approval of 
certain new drugs that served an exceptional medical purpose.

AIDS groups also wanted access to drugs sooner, even before they had FDA 
approval. They pressured the FDA and drug companies to supply investigational 
drugs while they were still in the clinical testing phase. Again they met with success 
and under the FDA’s Investigational New Drug (IND) Treatment Program the 
agency accepted many applications so that experimental drugs could be taken by 
patients with an HIV infection.

Cancer patients have also been successful in getting priority attention for their 
disease. For instance, the number of cancer support groups over time has grown to 
several hundred, and they have become increasingly educated about the intricacies 
of clinical trials. Inspired by the accomplishments of AIDS advocates, they 
successfully pressured drug companies, FDA and their local representatives into 
allowing cancer patients to also take investigational drugs, thereby allowing thousands 
of patients with cancer to be treated with a drug prior to its approval. Many new 
cancer treatments were also eligible for FDA fast tracking and sponsors eagerly 
took this route to hasten their products entry into the marketplace.

Unfortunately, these “accomplishments” didn’t always turn out happily. Given 
how vulnerable medical research is to errors, the reduction in clinical trials usually 
required by the FDA, opened the door to possible disasters. Take the case of a drug 
to treat lung cancer called Iressa. It was approved through the accelerated program. 
The approval, based on small clinical trials, didn’t include placebo controls. The 
available data indicated that the drug shrank tumors (a surrogate endpoint) in about 
10 percent of the patients. After approval, the results of a confirmatory study 
designed to see if the drug prolonged lives (a more meaningful measure than tumor 
shrinkage) became available. The results failed to show a statistically meaningful 
survival advantage for the drug compared with placebo. Questions arose – was the 
FDA program allowing ineffective drugs on the market? Public Citizen, a consumer 
group founded by Ralph Nader, filed a petition urging that Iressa be removed from 
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the market. The petition pointed to the failed survival study and deaths in Japan and 
the U.S. that were linked to the drug. Public Citizen also noted that patients now 
taking Iressa could continue to receive it through the investigational clinical trial 
program or they could switch to an alternative drug that was similar, but shown to 
be more effective.

The drug nevertheless had a strong number of backers since it had been on the 
market and benefited a select minority of patients. A cancer support group said it 
was unrealistic to expect a drug to be proven effective for the entire lung cancer 
population when it provided striking benefits for a small subset of patients. Patients 
were distressed at the possibility that the drug might be withdrawn. With their 
backs to the wall, the drug’s manufacturer offered up irrational arguments. It said 
that the confirmatory trial barely missed statistical significance and, based on sub-
group analysis, the results suggested the drug was effective in those who never 
smoked and in those of Asian descent. Clearly further studies that might predict 
which patients would benefit from the drug were needed, but the damage had been 
done. In the end, the manufacturer pulled the drug from the European market and, 
although it remained available in the U.S., its access was severely limited. For 
FDA’s critics, the agency appeared to have acted recklessly.

The experience with Iressa focused attention on the practice of issuing faster and 
less detailed NDA approvals. Critics of the accelerated program noted that in many 
cases only a few dozen patients were actually helped by drugs that were granted a 
fast approval. Even worse, 25 percent of the accelerated cancer drugs were on the 
market for less than 18 months before serious side effects were observed. The FDA, 
in turn, supported its actions claiming that since 1996, 68 drugs for cancer therapies 
had received priority review and approval adding that, in some cases, the reviews 
were completed in less than six months.

Controversies over the accelerated approval process will certainly continue. 
Has the agency’s energized approval process become too widely used, potentially 
allowing some drugs on the market with only limited evidence of efficacy and 
safety? In the case of Iressa, the answer was “yes”. But the Iressa case must be 
considered in light of the fact that effective and reasonably safe drugs have also 
been made available sooner to people with serious diseases. Patients with deadly 
illnesses want a chance at recovery and are willing to band together to make their 
case. They are often quite willing to take high risks that may seem unacceptable 
to others, but their desperation should not be exploited. The only thing that seems 
certain under the accelerated program seems that there will be both impressive 
successes and dismal failures.

Involvement in medical research by independent laypeople has been especially 
beneficial when it comes to influencing professional medical groups. For instance, 
the Lyme Disease Association, a national nonprofit group of patients who suffer 
long-term problems with the disease pressured the Infectious Diseases Society of 
America, a national doctor’s association, to review its guidelines for the long-
term use of antibiotics in treating the disease. Even more stunning was the role 
R. Kushner, a breast cancer victim, played in changing the common practice of 
performing a radical mastectomy. She boldly took on the American Cancer 
Society and openly criticized surgeons. She wrote articles and attended profes-
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sional medical meetings to challenge the medical establishment. Her campaign 
paid off and surgeons revised significantly the conditions under which radical 
mastectomy would be recommended

Finding a Balance

There are many stakeholders in the product development process: researchers, 
healthcare providers, corporations, governmental funding organizations, citizens 
with a shared interest, public health officials and legislatures who count on votes 
from concerned constituents. Each seeks political leverage to secure decisions that 
favor their interests. The FDA is clearly in the center of the interaction between 
politics and medical science. The agency is faced with a controversy almost every 
time they take any kind of action. Whenever there are important changes in their 
regulations, the impact almost invariably has positive as well as negative results.

Due to their past effectiveness, major parties involved in the political-regulatory 
interaction are likely to remain dominant players. Well-organized patient advocacy 
groups that enter the fray tend to do well and their accomplishments suggest that 
their participation will grow in the future. On balance, grassroots organizations 
have a positive effect and their participation should be encouraged. Many politicians 
play a key role in health matters and use their office to influence agencies such as 
the FDA. Some have advanced medical research and regulatory control, but others 
have had a damaging effect through their ideological and partisan behavior. The 
FDA has become a politicized bureau with Commissioners chosen on the basis of 
their conservative or liberal credentials. Due to the political climate, in Congress 
there will continue to be staunch defenders and unyielding critics of the agency. 
The powerful pharmaceutical industry is quite successful by many standards, but its 
negatives are also high. To correct the self-serving behavior of the industry there 
are those who advocate that nonprofit drug developers, either government or foun-
dations, will serve the public interest better than the pharmaceutical industry. This 
may be so, but it is unlikely or impossible to believe that the record of major drug 
discoveries in the last 50 years could have been accomplished under the aegis of 
the not-for-profit sector. The vigor, determination and sense of urgency of the 
private sector cannot be matched. It’s wiser to find ways to check its power than 
solve the problem by its elimination.

The FDA has a tough enough job and doesn’t need the distractions and pressures 
caused by organizations and individuals with self-serving agendas. The current 
environment accepts lobbying efforts from all sorts of groups and creating the best 
policies and practices for making scientific decision is a tremendous responsibility. 
For both Congress and the FDA, how to come up with the right legislative and regu-
latory approach is an awesome challenge. Strong regulatory policies lead to a lack 
of incentive to develop drugs. Weak policies lead to an abundance of mediocre 
drugs. Strong regulations lead to fewer drugs. Weak regulation leads to more drug 
failures. Strong enforcement leads to greater cost and time delays. Weak enforcement 
leads to dishonesty and manipulation. Looking ahead, the path the FDA will take 
will continue to be determined by politics, not medical science.
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Chapter 23
Research Misconduct – Irresistible Temptation

Abstract Temptation is ever-present in the clinical testing environment, and 
a conflict of interest can turn that temptation into an unacceptable moral act. 
Impropriety may also take the form of outright fraud as a researcher tries to profit 
from the lucrative medical research field. When it comes to safeguarding subjects 
in a clinical trial, the most important body that can insist on ethical behavior are 
Institutional Review Boards, which review and monitor research studies involv-
ing human subjects. There has always been concern over the relationship between 
clinical investigators and pharmaceutical companies. With all the complex financial 
relationships between drug companies and researchers, concerns about imprudent 
behavior cannot be overlooked. A series of case studies show how personal greed 
can disgrace the proud research profession. The brilliant academic who authored 
numerous articles in very good journals until it was discovered they were based on 
fabricated and falsified data. The successful entrepreneur in California who was 
caught conducting fraudulent research, exposed by his own employees. The phony 
physician overseeing clinical trials charged and convicted of fraud and criminal 
negligent homicide, ending up with a six-year jail sentence.

Keywords Confl ict of interest • ethics • fraud • misconduct • whistleblower

In the creation, study and promotion of drugs, personal and professional decisions 
play a key role all along the line. As in other professions, medical researchers can 
be guilty of flagrant and criminal behavior or more subtle misdemeanors because 
of their decisions. Intriguing case studies illustrate how researchers destroy their 
careers and disgrace their proud profession. Often the victim of an unethical act is 
an unwary subject who volunteered for a clinical trial. Medical investigators can 
lose sight of their professional obligation to safeguard these individuals. Temptation 
is also abundant in the clinical testing environment, and a conflict of interest can 
turn that temptation into an unacceptable moral act. Impropriety may also take the 
form of outright fraud as a researcher tries to profit from the lucrative medical 
research field.
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Kickbacks, fraud and misconduct are rife among American medical researchers, according 
to a scathing critique published by a US Congressional committee this week. (C. Joyce, 
New Scientist)

Ethical Concerns

Many of the news stories about clinical trial misconduct receive headline coverage 
in the media. But there are also more subtle types of transgressions that degrade the 
value of research studies that the public never hears about. Take the survey, published 
by Nature in 2005, of almost 3,500 U.S. scientists who received NIH support. 
A listing of conduct exhibited by this elite group of researchers is shown in the 
table below and provides important insight into the extent of poor ethical behavior 
that takes place in American science (Table 23.1).

Table 23.1 Unethical behaviors of health scientists

Behavior Percent

Inadequate record keeping related to research projects. 28
Changing the design, methodology or results of a study in response 

to pressure from a funding source 16
Dropping observations or data points from analyses based on a gut feeling 

that they were inaccurate 15
Using inadequate or inappropriate research designs 13
Overlooking others’ use of flawed data or questionable interpretation of data 12
Withholding details of methodology or results in papers or proposals 11

Gross misconduct such as falsifying data and plagiarism was also reported, but 
occurred infrequently (2 percent of the time or less). Noticeably, there are sins of 
omission and commission included in the table. Some events may simply be care-
lessness, but others are more serious such as changing the trial design and results 
to suit the study’s sponsor. Taken as a whole, the survey results indicate a surprising 
number of scientists engage in bending the truth and purposely deceive others. 
These deceptive actions certainly damage the reputation and integrity of the health-
care research profession.

Investigational Review Boards

The most important institutional unit that can insist on ethical behavior in medical 
research is the Institutional Review Board (IRB). The IRB authority to approve, 
require modifications or disapprove clinical trial plans as it reviews and monitors 
research involving human subjects is an effective method to safeguard study 
volunteers.



Investigational Review Boards 223

The concept of an IRB was the direct result of a 1966 article in the New England 
Journal of Medicine, by H. Beecher a Harvard Medical School professor. The arti-
cle focused on the conduct of U.S. human experiments since 1945. It included 
examples of studies that were out and out unethical or had questionable ethical 
properties. The criticism was somewhat subdued: the offences often described as 
thoughtless and careless acts by responsible investigators. Nevertheless, Beecher 
took a tough stand when it came to a remedy for the problem. He suggested that 
medical journals not publish results of studies unless the researchers had properly 
weighed the risks and gains for trial participants prior to starting the trial. In addition, 
researchers should not have begun their trials until they had obtained informed 
consent from the subjects. He also wanted these functions reviewed by an inde-
pendent committee before the investigation began. In addition, at the time the 
researchers’ sent their manuscript to a journal, the names of the committee mem-
bers would be included in the submission.

Prior to the middle of the 20th century, research ethics were primarily governed 
by individual conscience and professional codes of conduct. However, in 1966, the 
Public Health Service (PHS) established a set of rules and regulations for medical 
research studies. No research grant would be issued under the PHS policy unless 
the researchers requesting the grant obtained prior review of their intended study by 
an independent committee of “institutional associates”. Today there are hundreds 
of IRBs, located in the U.S. and overseas. Some boards are dedicated to a specific 
organization such as a medical school, but there are others that serve independent 
investigators who conduct trials for private organizations (e.g. pharmaceutical com-
panies). Currently, IRBs must have at least five members with varying backgrounds 
and no IRB can consist entirely of members of one profession. Furthermore, if the 
research calls for a vulnerable category of subjects, such as children, prisoners, 
pregnant women, handicapped or mentally disabled persons; then the possibility of 
including one or more individuals to represent these subjects must be considered.

Researchers, while appreciating the importance of protecting subjects from 
harm, express concerns with the effect the IRB process has on clinical research. For 
many years most clinical studies were conducted at a single facility, but the demand 
for large number of subjects means major trials must be conducted at multiple loca-
tions as multicenter trials. The result is a much more complex review process 
because of the potentially large number of IRBs (one per study location) that need 
to be involved. Different local reviews may also result in different required changes 
causing the trial plan to be in a constant state of flux. To be sure, all investigators 
do the research in a common way, additional requirements by one IRB may trigger 
a resubmission to the other IRBs which is time consuming and frustrating.

There is a concern that IRBs spend too much time scrutinizing the informed 
consent document and requiring exceedingly long detailed forms. The well-
intended efforts of an IRB may even distort the methods planned for a trial and 
thereby threaten the validity of the trial. The growth in the number and complexity 
of clinical trials has also placed a strain on the availability of review boards. The 
net result is that researchers have to overcome yet another hurdle in their efforts to 
conduct a sound clinical study.
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The effectiveness of the formal IRB system to ensure ethical conduct of clinical 
research is limited. Attention also needs to be focused on the actions by the physician-
investigator. The professional integrity of these physicians is vital to an ethically 
sound clinical research system. A typical issue is how far should they go in explain-
ing the nature of a clinical trial that a potential subject may enter? A good example 
of this dilemma occurs in early cancer trials.

In the first clinical trials for a new drug, the primary goal is to gain scientific 
information about a drug’s actions rather than help a subject suffering from the 
illness. Nevertheless, desperate subjects seek out these trials as a last chance 
because other conventional treatments have not worked. Yet the purposes of an 
early clinical trial may be to identify a dose of an experimental drug that can be 
tolerated by patients. In that setting, curing or even retarding the disease is not a 
goal. And still it would seem unnecessarily cruel for the research physician to 
destroy all hope for subjects by insisting that they understand that the purpose of 
the trial has nothing to do with giving them a chance at therapeutic relief.

Patient risk rises enormously when the experimental treatment is unusually 
novel. Under this condition there is added incentive to be cautious and safeguard 
the health of a subject. Here’s a tragic case that clearly violated that moral standard. 
Jesse Gelsinger was 18 and a subject in a clinical trial at the University of 
Pennsylvania and about to become famous. He was the first person known to die as 
a result of being treated with a brand new experimental approach to curing disease 
– gene therapy. Investigations into the death disclosed that Gelsinger became 
extremely ill, but his gene treatments were continued when he should have been 
withdrawn from the trial. It was also revealed that the researchers concealed from 
the subjects the fact that monkeys had died from treatment similar to the one they 
were receiving. The head researcher also claimed he had no financial conflict of 
interest, but it turned out that he had a strong financial interest and stood to profit 
if the treatment turned out to be successful.

Conflicts of Interest

There has always been concern over the relationship between clinical investigators 
and their private sponsors, such as pharmaceutical companies. The ties between 
clinical researchers and industry include not only grant support, but also a host of 
other financial arrangements. Researchers serve as consultants to companies whose 
products they are studying. They join their advisory boards and speakers’ bureaus. 
They can be involved with patent and royalty arrangements. Researchers may also 
help promote a company’s drugs at a symposium sponsored by the company. These 
events may involve expense paid trips in lavish settings. Many researchers also own 
stock in pharmaceutical companies with whom they work.

The relationship between researcher and a drug company might also take the 
form of a partnership. Universities set up research centers and establish teaching 
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programs in which students and faculty members often carry out research projects 
sponsored by a drug company. Many research institutions, strapped for cash as a 
result of events beyond their control (e.g. reductions in Medicare reimbursements), 
find it hard to pass up these opportunities. It’s a symbiotic arrangement. For an 
academic medical group, it means a source of funding; for the drug companies it 
means access to research talent, as well as affiliation with a prestigious school.

With all these complex financial relationships between drug companies and 
researchers, concerns about a conflict of interest cannot be overlooked. Many 
editorials and articles in the medical press address this topic and can agree on at 
least one common conclusion: the relationships among industry, scientific investi-
gators, and academic institutions are pervasive. One investigation led by S. Krimsky, 
a Tufts University professor, reported that lead authors in one of every three articles 
published hold relevant financial interests in a company that would be affected by 
the outcome. Another investigation reported in a 2003 JAMA article, cited a survey 
by the Association of University Technology Managers that found that approxi-
mately two thirds of academic institutions held equity in “start-up” businesses 
sponsored research performed by their faculty. This same paper also noted that 
about one fourth of biomedical investigators at academic institutions receive 
research funding from industry.

Even if investigators involved with healthcare companies do not let that relation-
ship influence their research, there is the perception that it has and that impression 
has a negative impact on the public’s image of the integrity of the clinical research 
enterprise. The issue prompted a joint editorial, co-authored by the editors of a dozen 
of the world’s most influential journals. The editorial noted that contract research 
organizations or CROs, the commercial organizations that run clinical trials and 
perform other duties for a sponsor, had become very competitive with academic 
research institutions when it came to conducting lucrative clinical trials for com-
mercial companies. The editors complained that too often the competition had a 
detrimental effect on the independence of academic researchers because CROs were 
more willing to accept terms laid down by a company. The negotiated agreement 
could limit the academic researcher’s input on the trial design, access to the raw data, 
and participation in data interpretation. In addition, the editors strongly opposed 
contractual agreements that denied investigators the right to submit a manuscript for 
publication without first obtaining the consent of the sponsor.

However, researchers deny that their financial attachment to industry has an 
effect on their work. They insist that, as scientists, they can remain objective. They 
resent the idea that they can be bought. To support their position, they like to point 
to double blind studies arguing that double blinding keeps them from showing an 
unwarranted preference for any outcome. Nevertheless, a concern over the financial 
ties between industry and researchers led to an editorial in the World Health 
Bulletin that said the reliability of clinical trials was seriously threatened. The WHO 
worried that study bias could take place by inappropriate involvement of research 
sponsors in the design and management of trials, as well as incomplete dissemina-
tion of study results. Furthermore, new editorial policies adopted by the JAMA, 
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New England Journal of Medicine and other major medical journals, require 
authors submitting a manuscript for publication to sign a statement verifying that 
their results and conclusions have not been influenced unduly by an industry 
sponsor.

A potential conflict of interest is also present at another level for the researcher 
who also sees private patients. The person trained in medicine, who wants to do 
clinical investigations, faces a schizophrenic life. The relationship between investi-
gator and patient differs in important ways from the traditional patient-physician 
relationship associate with a clinical practice. Clearly, the physician-researcher has 
two roles – that of a clinician and that of a scientist. The physician–researcher ends 
up trying to integrate the clinician roles (e.g. do no harm to the patient) with the 
scientist’s goal (e.g. optimizing the research setting by giving placebo treatment, 
curtailing concomitant drugs, etc). A conflict of interest between these roles cannot 
be avoided. In the end, medical investigators may have to sacrifice scientific rigor 
when the health and welfare of a subject is at risk. For example, what if a subject 
experiences potentially harmful side effects while in a clinical trial? Withdrawing 
subjects prior to the study’s termination can reduce the scientific validity of the 
trial. In this situation the physician–researcher is in a quandary: sacrifice scientific 
purity by dropping the subject from the trial or waiting a while longer hoping that 
the dangerous side effect subsides?

Government Agencies

Prior to 1995 NIH had, what many felt was a very conservative conflict of interest 
policy. An NIH scientist could earn no more than $25,000 annually from any single 
outside source and not more than $50,000 per year in total. Stock or stock option 
payments were prohibited, and senior NIH officials could not accept any payments 
from outside sources. That changed in 1995 because it was believed that the rules 
were more stringent than those of other federal agencies. The change required 
senior NIH officials to file public financial disclosure forms revealing their incomes 
as well as any stock, fees, and payments from pharmaceutical and biotechnology 
companies that had dealings with the agency. Whereas the pre-1995 policy may 
have been overly restrictive, its replacement was viewed now viewed by some as 
too permissive when it came to a conflict of interest.

In 2003, a Pulitzer Prize-winning journalist at the Los Angeles Times broke a 
front-page story accusing top NIH scientists of receiving massive consulting fees 
from major pharmaceutical companies. The problem came to light when it was 
found that a test drug was the probable cause of a death in an NIH study. The trial 
had been supervised by a physician who energetically defended the drug, but then 
it was revealed that the NIH sponsored physician also received consulting fees from 
the drug manufacturer. The newspaper’s story prompted hearings on Capitol Hill 
and forced the NIH to redefine their conflict of interest rules. In response to the Los 
Angeles Times article chastising almost all of the top-paid NIH employees because 
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they failed to file public income-disclosure reports, the NIH approved more stringent 
standards and transparent policies in 2005. However, the revised rules that used 
the model designed for medical schools, were considered by many as too lenient 
for an organization such as the NIH. In fact, it rekindled concerns about a 1980 
Congressional Act that allowed medical schools and their faculty to patent their 
discoveries. The argument was made that the NIH was not just another medical 
school. As a flagship governmental institution it was expected to meet higher stand-
ards. The premier scientific institution should have its scientists pursue promising 
leads no matter where they go and not be distracted by how much money they could 
make privately from patents they might secure.

The conflict of interest issue is also relevant to the FDA’s advisory committees 
that provide advice to help the FDA make sound decisions about new drugs. There 
are committees for all drug classes and typically range in size between 10 and 15 
members. Committee members, mostly scientific experts in a field, greatly enhance 
the level of expertise that goes into the decisions made by the FDA. The downside 
to this arrangement is that these same experts are in demand by the pharmaceutical 
industry, which also wants the advice and consul of research leaders. Committee 
members must disclose their financial ties to industry, but such relationships do not 
exclude their participation as FDA advisors. However, just the perception of a con-
flict of interest can affect the credibility of FDA decisions and a case that illustrates 
this principle is given below.

Generally, the advisory system works well, and a committee’s advice to the FDA 
invaluable, but there can be embarrassing controversies. At a joint meeting of the FDA’s 
Arthritis and it s Drug Safety and Risk Management committees in 2005, the reten-
tion or removal of three drugs from the market was under discussion. The drugs 
belonged to the same chemical class (Cox-2 inhibitors), were for the relief of pain 
and had done extremely well in the marketplace. There were 32 expert committee 
members in attendance. Ten had declared ties to drug manufacturers leaving only 
22 without any possibility of a conflict of interest. Votes cast on each of the three 
drugs determined whether the committee’s recommendation would be to retain or 
remove the drug from the market. Breaking the vote down by those with and with-
out a possible conflict of interest showed that there was a total of 30 votes cast by 
those with industry ties (10 experts and votes on 3 drugs). Of the 30 votes, 28 or 93 
percent favored the drugs. For the members without industry connections, 66 votes 
took place (22 experts and votes on 3 drugs). In this case there were just 37 
(56 percent) of the votes that favored the drugs. There is clearly a substantial dif-
ference in the percentages (93 versus 56) and it put the FDA in a bad light. The 
agency looked particularly weak because prior to the meeting they had claimed that 
due to the “general nature of the discussions before the committee” any potential 
conflicts were mitigated and all committee members could therefore take part in the 
vote. Unfortunately for the FDA, many felt that whether a drug would remain on 
the market wasn’t a trivial issue and allowing the 10 experts who received money 
from the industry to vote was a mistake. In the end, no one claimed the 10 pro-drug 
members were dishonest or prejudiced, but the notoriety of the case contributed to 
a commitment by the FDA to revise its conflict of interest rules.
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Fraud in Clinical Research

Fraud has been part of science for a long time and may be present in the work of 
some of the world’s great scientists. Mendel, the founder of genetics, had results 
that today are felt to be just too good to be true. Pasteur’s notebooks, long kept 
secret, revealed that he misled the world and his fellow scientists about the research 
behind his most famous experiments. It is also alleged that Freud fabricated many 
of the case studies on which he built his psychoanalytic theories.

One theory about scientific fraud maintains that fraud is common because it is 
the inevitable product of the elevated status given to science in our culture. 
Scientists enjoy a privileged place in society because they are seen as seekers of 
truth and creators of progress. After all, medical research has produced numerous 
“miracle drugs” and saved thousands of lives. However, the opportunity to commit 
fraud is too available in institutional cultures such as scientific research organiza-
tions that are characterized by secrecy, privilege, and a lack of accountability.

Probably the most common form of fraud in science is the submission of papers 
to journals in which the data have been faked, numbers fudged, and ideas stolen. 
As mentioned before, the pressure to publish findings is intense. Researchers can 
gain prestige from publication in top journals and that can lead to better positions 
and more funding for their projects.

There’s no way to know how common fraud is in medical research. However 
some form of it may occur more frequently than one would think. A confidential 
survey of medical statisticians by the International Society for Computational 
Biology was published in 2000 and found that half of the interviewees knew of at 
least one fraudulent project, 25 percent reported knowledge of fabrication and 
falsification, one in five were aware of deceptive reporting of data and 20 percent 
knew of cases in which data were suppressed.

Research misconduct can occur in any research setting and involve almost any 
member of a research team. Even well know and respected researchers can become 
ensnarled in a controversy. There are numerous ways to expose a guilty party, but 
whistleblowers who usually are support personnel in a research project, are often in 
the best position to reveal and document the unscrupulous behavior of a researcher. 
The following case histories illustrate the depth, breadth and seriousness of fraudu-
lent behavior.

The Brilliant Academic

In 1981, Dr. Jon Darsee was regarded as a brilliant student and medical researcher. 
His affiliation at four well-regarded universities (Notre Dame, Indiana, Emory and 
Harvard) added to his stature as an important investigator in the evaluation of heart 
medications. In less than two years at Harvard, he authored seven papers in very 
good medical journals and his future looked bright.
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Unfortunately, for Dr. Darsee, assistants saw him recording data for observations 
that he had never made. When confronted, Darsee admitted he was guilty of fabri-
cation, but he said he did it because he had been under intense pressure to complete 
the study quickly. He asserted his innocence and claimed this was the first and only 
time he falsified data. However, over the next months, other research conducted by 
Darsee was examined and that raised more questions. One result showed the data 
he recorded was unbelievable consistent. His data simply looked too good to be 
believed and an analysis of the data showed this to be the case. There were strong 
suspicions that Darsee had been fabricating or falsifying data for some time and his 
work lost its credibility. His research fellowship was terminated and an offer to join 
the Harvard faculty withdrawn. Darsee’s career was ruined, but there was also a 
major impact on the organizations that utilized his services. Because of his actions, 
the NIH required the return of over $100,000 of their grant money from the institu-
tions where he had worked.

The Successful Entrepreneur

Dr. Robert Fiddes earned his medical degree in 1970 and went to Long Beach, 
California as a hospital intern. He joined a medical practice and then opened his 
own office. The practice did well, but managed care became an impediment in the 
delivery of health care and Fiddes resented the limitations the rules placed on his 
discretion to treat patients. His best option was to find a new area to apply his medi-
cal skills. He saw, in the growing clinical research business, a chance to be an 
independent businessman and continue treating patients at the same time. Many of 
his patients would now become subjects in the clinical trials he contracted to do for 
pharmaceutical companies.

His clinical trials business grew rapidly, and he built a large staff of assistants to 
help him conduct the trials. Fiddes had successfully changed his restrictive medical 
practice into a thriving research business and he became a major research arm for the 
pharmaceutical industry, ever searching for clinical investigators with many patients. 
Companies large and small turned to him and he ended up running almost 200 studies 
making millions of dollars in the process. Then it all came to a sudden stop.

Fiddes was caught conducting fraudulent research, exposed by his own employ-
ees. The subsequent investigation found that he cut corners and invented data. 
Fictitious patients were created and “enrolled” in his studies. If the rules called for 
excluding smokers from an asthma study, Fiddes’ employees were told to enroll 
them anyway and not to mention their smoking habit in material sent to the spon-
soring drug company. If a certain blood pressure was required for patients to par-
ticipate in a study, employees recorded the required value regardless of the actual 
reading. If certain bacteria had to be present in a person’s blood sample, Fiddes 
bought the bacteria from a commercial source and added it to the subject’s blood 
specimen. If patients’ medical records included information that precluded them 
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from acceptance into the trial, the data were destroyed and the patients participated 
in the study is spite of the possibility that they could be injured by doing so.

Even though the data from his studies were audited for many years, no suspicion 
of deceit was apparent until a number of Fiddes employees, who realized what was 
going on, no longer wanted to be a part of his illegal behavior. One employee was 
particularly critical and wrote a letter to Fiddes declaring she would no longer par-
ticipate in his fraudulent activities. Fiddes’ response was to order her to clean out 
her desk immediately, and she was escorted from the building. The spurned 
employee went to the FDA and contacted other former employees to try to convince 
them to also speak with the FDA. Meanwhile Fiddes and his top aides planned a 
cover-up that entailed the destruction of incriminating evidence and the preparation 
of new false records so the blame for the corrupt practices could be placed on the 
whistleblower herself.

The case came to a close shortly after federal agents swarmed into Fiddes’ 
offices and video taped every employee’s face for use in future identifications. The 
drama had its intended effect – employees decided to tell the FDA what was going 
on. In the end Fiddes and three of his employees pleaded guilty to fraud. Thus 
ended one of the most flagrant cases of dishonest research that required all sponsors 
to re-evaluate any drugs that used Fiddes as an investigator to see if the elimination 
of his data would alter the safety and efficacy of the drug.

The Phony Doctor

Paul Kornak was hired by the VA hospital in Albany, NY as a research coordinator 
for a large cancer drug trial in veterans. He seemed especially qualified because he 
had attended medical school and although he did not finish, he was well versed in 
medical terminology and clinical research methods. However, he clearly was not a 
physician and was not hired to function as one. In his role as a study coordinator, 
Kornak reviewed prospective subjects’ medical records to see if they qualified for 
the cancer experiment. For the four years he worked at the hospital, many subjects 
were enrolled in the studies under the assumption that he was a physician, an 
impression Kornak did not try to correct. Scores of the veterans who were admitted 
to the study were, in fact, not eligible according to the protocol specification. 
Because of the nature of the trial, some of these individuals were placed at great 
risk, especially those who were already very sick.

When hired, Kornak claimed he had been a doctor, but lost his medical license 
because he could not document a year of medical school in Poland. That didn’t 
matter one way or the other since, except for physicians and dentists at that time, 
the VA did not require much background information for health workers. But a 
thorough review of his history would have discovered that Kornak had obtained and 
lost medical licenses in several states by forging credentials. In fact, he once had 
been charged with and pleaded guilty to a felony fraud charge.
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A drug company, that offered $2,500 for each study subject, sponsored the project 
Kornak worked on. The money went to the Albany VA hospital not Kornak, but 
securing a high enrollment clearly advantaged him as well. On a routine visit to the 
hospital by a representative of the drug company, some paperwork reviewed by the 
representative raised suspicions – some dates simply didn’t look right: the date of a 
biopsy was later than the report of the biopsy results. How could you have results 
before the biopsy was taken? As a result, the drug company conducted an audit and 
the hospital carried out an internal review of the study. Based on what was found the 
drug company stopped its study and alerted the FDA. By the time the FDA was 
through, there was more than enough evidence to accuse and convict Kornak. He 
was dismissed and charged with fraud, making false statements and criminal negli-
gent homicide in the death of one of the subjects. With no where to turn, he pleaded 
guilty to the charges and in 2005 was sentenced to almost six years in jail.

Medical research is inherently difficult to conduct properly. But there is no ques-
tion that breeches in ethical behavior by medical researchers contribute to clinical 
trial misinformation and a general mistrust of published results. It is disheartening 
that this noble profession must bear the damage brought by unscrupulous individu-
als. Fortunately, this small minority is overwhelmed by the hundreds of honest 
investigators who do their best to get at the truth.
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Chapter 24
Postmarketing Surveillance – An Imperfect 
System

Abstract The FDA does not and cannot guarantee that all the medical treatments 
it approves are safe and effective. Thus, it is left to the postmarketing period to 
identify inferior products, especially those that have deadly side effects. Finding 
and removing inferior products falls to FDA’s post marketing surveillance (PMS) 
program, but unfortunately the current system is inadequate. The PMS relies pri-
marily on the lowest level of research methods – case reports, which are sent to the 
agency where they are analyzed and remedial steps taken if the evaluation shows 
there is an unanticipated problem. However, it was taking the FDA too long to 
identify a significant problem and decide what to do about it and in the interval; 
people were suffering and dying needlessly. There were numerous suggestions on 
how to improve the system, but FDA’s response tends to be judged as unresponsive 
by its critics. To meet the postmarketing challenge the FDA needs the authority to 
require (1) independent teams to investigate serious adverse reactions; (2) the use 
of cohort studies to monitor the performance of newly approved drugs and (3) the 
employment of clinical trials to investigate unresolved efficacy and safety issues.

Keywords Adverse reaction • drug labeling • drug safety • market withdrawal • 
postmarketing surveillance

Launching a new product provides hope for many patients and new options for 
numerous physicians. For a pharmaceutical company it’s almost certainly its big-
gest event of the year. There is no question that a successful launch offers the 
company a chance to recoup years of expensive and risky research and development 
– the opportunity to add profits to the bottom line for years to come. It also marks 
the beginning of a crucial FDA function – instituting the postmarketing surveillance 
system (PMS) where the FDA monitors drugs in the marketplace to see if they are 
living up to expectations.

How to protect the public from previously unrecognized harmful adverse drug 
reactions is a most demanding assignment. Phase III studies, the final stage of 
pre-marketing research leading up to FDA approval, provide relatively little 
information about long-term safety because they are not run long enough. 
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Financial considerations make it impractical for sponsors to run long-term trials 
in Phase III. Extending the length of Phase III clinical research almost certainly 
would make the development of drugs even more expensive, and delay their entry 
into the marketplace.

In addition, the controlled nature of the Phase III clinical trials decreases the 
ability of researchers to find all relevant adverse events that could occur with a 
new drug. Sending the drug into the public marketplace opens up a vast range of 
new situations that were not examined in the pre-approval research period. 
Clinical studies could not investigate all the new situations a drug faces once on 
the market, e.g. different dosage schedules, drug interactions, diet variations, 
geographical environments and effects from use in broader age groups. Exposures 
to these new conditions creates the opportunity for new safety problems. When 
we add in the fact that the number of treated subjects in the premarketing period 
is too small to identify the rare, but serious side effect, the situation is ominous 
for patients. This depressing picture only gets worse when we learn that 
 information about drug safety in under-reported in medical reports. Articles in 
medical journals allocate results concerning safety issues an average of about 
one-third of a page which is equivalent to the space they devote to the authors 
names and affiliations.

According to a 2002 report from the Medical School at Harvard University, 
over half of all approved drugs had serious adverse effects that were not detected 
in the clinical testing period. Worse yet, seven drugs approved in one 10-year 
period (1993–2002), were withdrawn from the market and may have contrib-
uted to over 1,000 deaths. The study found that less than 10 percent of drug 
reactions are reported to FDA’s voluntary postmarketing surveillance system. 
Another finding showed that drugs frequently had to be removed from the mar-
ketplace or required a warning label because of newly discovered adverse drug 
reactions after they were marketed. Between 1975 and 2000, the investigation 
discovered that ten percent of all drugs marketed subsequently required the 
addition of a serious warning and three percent had to be withdrawn from the 
market altogether. Clearly, the data provided for drug approval too often does 
not detect important and even life-threatening problems with a drug. This accusation 
is not confined to the U.S. A U.K. physician and pharmaceutical consultant, 
R. Shah stated in a 2006 paper that during the past 16 years, 38 different drugs 
had been withdrawn from major markets world-side due to safety concerns.

A tragic example of what can happen is illustrated by the use of Propulsid, a 
drug for a rather insignificant problem (heartburn). At the time of approval the 
FDA was aware of only minor side effects caused by the drug, and certainly noth-
ing life-threatening. Although approved for adults in 1993, there was no warning 
about the drug’s use in children. Although children died in the clinical trials, the 
data apparently were not sufficient to include a warning in the labeling against 
use in children. Once on the market pediatricians prescribed it for infants. The 
number of deaths led to the removal of Propulsid in 2000, but not before the 
heartbreaking loss of 24 children under age 6.
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The Postmarketing Surveillance System

It is not just important, it is essential to monitor the safety of marketed drugs with 
the utmost care. Learning more about a drug becomes a mandatory public respon-
sibility that falls to primarily to FDA’s postmarketing surveillance system (PMS). 
How to protect the public from previously unrecognized harmful adverse drug reac-
tions is a most demanding assignment. The crucial question becomes; is the FDA 
up to the challenge?

After drug approval and marketing, the FDA uses different mechanisms to 
gather information about a drug’s performance in the real world. One requirement 
for an approved drug is for manufacturers to submit all the adverse reaction 
reports they receive to the FDA. In addition to industry reports, the PMS program 
also allows health professionals and the public to voluntarily report adverse reactions 
and problems. The FDA’s voluntary reporting system is far from perfect because 
it expects others (e.g. busy doctors) to send information to them using a cumber-
some process. Predictably, instead of a big jump in the number of non-industry 
reports, there is only a trickle. Healthcare professional submissions account for 
less than 1 percent of the 300,000 accumulated reports FDA receives each year. 
Not surprisingly as few as one percent of all the adverse reactions physicians see 
are sent on to the FDA. Regrettably, the quality of the information collected tends 
to be low as well.

FDA physicians and epidemiologists evaluate the reports to identify safety 
issues. When the agency discovers a problem it informs the drug manufacturer that 
a warning should to be added to the product’s labeling. It may also decide that the 
manufacturer should send a “Dear Doctor” letter that warms doctors and others of 
a new drug risk. If there are alarming or life-threatening effects, the agency may 
conclude that a drug’s risks outweigh its benefits and it is too dangerous to remain 
on the market.

The PMS effort focuses on safety and that is as it should be. The presence or 
absence of safety issues is much harder to investigate in Phase III trials than effi-
cacy. Furthermore, once on the market an ineffective drug can be discovered more 
quickly than an unsafe drug. A drug that fails to help a patient isn’t going to be tried 
too many times before a physician stops writing prescriptions for it Thus, the mar-
ket has a way of relegating inferior products to an obscure market share. As a result, 
postmarketing surveillance concentrates on establishing safety, especially finding 
the uncommon but deadly adverse event.

A 2002 survey asked FDA scientists what they thought about the about the 
agency’s program to monitor marketed drugs. Conducted by the Health and Human 
Services Department’s Inspector General, the results revealed that the majority of 
workers had significant doubts about its adequacy. In addition, a third of those 
polled were not even particularly confident of the FDA’s ability to assess the safety 
of drugs in the first place.

The judgments and actions by the FDA were also challenged by a survey con-
ducted by the Union of Concerned Scientists that was released in 2006. Approximately 
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one-fifth of the nearly 1,000 FDA scientists surveyed said that they had been asked, 
for nonscientific reasons, to exclude or alter technical information as well as modify-
ing the conclusions they had reached. Twenty percent said that they were asked 
explicitly by FDA decision-makers to provide incomplete, inaccurate or misleading 
information to the public, industry, the media and government officials.

In addition, external FDA critics add their claims concerning the quality of 
FDA’s postmarketing surveillance system. Their complaints include:

• Too much reliance on voluntary reporting by health care professionals.
• Poor quality of the reports submitted.
• Under reporting of adverse reaction outcomes.
• Difficulty in calculating rates of adverse events because of incomplete data.
• Limited ability for spontaneous reports to establish causal relationships.

Other concerns about PMS is that it is slow to react and requires expensive resources 
to come to a conclusion. There’s no question that analyzes of post-marketing data are 
time consuming and tedious. However, information technology improvements that 
might fill some of the gaps have not always been exploited. There have been organi-
zational concerns as well. Staff, who had a role in approving drugs, also participated 
in decisions about keeping drugs on the market that they may have approved in the 
first place. Could they render an impartial judgment in that situation?

The answer came in 2005, when the FDA, responding to its critics, announced 
the creation of a new safety board – an “independent” body to more aggressively 
monitor the safety of drugs on the market. The Drug Safety Oversight Board would 
include FDA officials, but none who approved new drugs. The omission of new drug 
reviewers on the board made sense because as noted above, these individuals might 
be hesitant to take tough positions on marketed drugs since such actions implied they 
made a mistake when they approved the drug in the first place. Generally, the new 
body was met with approval, but an editorial in the New York Times complained that 
although no drug reviewers would be allowed on the board, the board was not fully 
independent since most members would be FDA staffers. They also lamented the 
fact that too little money was allocated to upgrade the monitoring effort. The absence 
of a commitment to give the FDA the power to act against drugs that had already 
won marketing approval was even more disturbing. The editorial also chided the 
administration for not seeking greater legal authority to force manufacturers to con-
duct postmarketing tests when safety concerns arose.

The medical community also reacted to the FDA plan. The FDA move appeared 
to some as being too little too late. One of the most prestigious medical journals 
published an unusually harsh editorial opposing the board. According to the New 
England Journal of Medicine, the creation of the board was just more internal 
restructuring by the FDA. The editorial took the agency and the pharmaceutical 
industry to task for not adequately protecting the public from unsafe drugs.

Back in 1998, the Journal of the American Medical Association and the New 
England Journal of Medicine, arguable two most prominent journals in the U.S., 
had called for a truly independent drug safety board to monitor the drug safety 
program. The proposal visualized a board fully detached from the FDA. It was felt 
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an independent board was essential to ensure objectivity and avoid conflicts of 
interest. A recommended alternative would use the model followed in the airlines 
industry. In that approach, the Federal Aviation Administration (FAA) set standards 
for airlines and the National Transportation Administration investigated airline 
accidents and identified flaws with FAA standards.

Behind the uproar was a belief by FDA skeptics that until drug safety became as 
important as approving drugs quickly, the fundamental monitoring problems would 
remain and the availability of unsafe drugs would continue on the market too long. 
From the FDA perspective, establishing an independent board would amount to an 
admission that the FDA had paid too little attention to drug risks, focusing instead 
on speeding new products to market. Support for this contention came from an 
analysis that appeared in the Journal of Law and Economics on the effect of the 
policy reforms put in place to accelerate the evaluation of new drugs. The article 
noted that by 2002, review time had fallen by as much as 50 percent, but that 
improvement was associated with an increase in adverse drug reactions resulting in 
deaths and patient hospitalizations.

A 2005 conference at NIH with the imposing title of “Moving from Observational 
Studies to Clinical Trials: Why Do We Sometimes Get It Wrong?”, highlighted 
concern over the inability to identify harmful drug effects in a timely fashion. The 
warning by Dr. E. Zerhouni, Director of the NIH was clear – failure to spot serious 
side effects of drugs was eroding public trust. The FDA was essentially censored 
for its failure to give equal weight to safety as it did to the efficacy of medicines.

Analyzing the System

By 2006, disturbed by the run of bad news about drug withdrawals and poor over-
sight of pharmaceuticals companies, a number of reports appeared aimed at both 
changing the FDA and improving the integrity of clinical research. Each report 
shed light on issues pointing to unsatisfactory FDA performance.

A report by the Governmental Accounting Office (GAO) took the FDA to task 
for disorganization, infighting and failure to force drug makers to conduct needed 
safety tests. In addition to the FDA’s weak emphasis on the postmarketing drug-
safety program, the general quality of clinical trials sponsored by drug manufacturers 
leading up to drug approval were also criticized. The spotlight fell on the failure to 
detect serious adverse drug reactions. The GAO report confirmed many of the handi-
caps that led to the need for a strong PMS – there were too few subjects in clinical 
trials to detect serious adverse reactions in the clinical trials leading to an approval 
and that too often, the studies were carried out on homogeneous population that did 
not reflect the full range of patients who would eventually take the drug.

The next report appeared in September, written by a committee of the distin-
guished Institute of Medicine (IOM). This evaluation titled “The Future of Drug 
Safety” called for a stronger system of drug regulation. The authors, skilled 
researchers in multiple disciplines, charged that speedy approvals and poor safety 



238 24 Postmarketing Surveillance – An Imperfect System

oversight had made the U.S. patient population the world’s testing ground for new 
drugs. Among the many recommendations, there was an urgent call for a more 
timely use of side effect information throughout the entire drug approval process so 
harmful drugs could be identified and eliminated before they could harm people. 
The authors argued that under current operations, after a drug was approved there 
appeared to be little effort to follow up with informative postmarketing studies. It was 
easy to interpret the implications of the assessment – a drug approval came with 
many unanswered question about the drug, especially its safety. Additional active 
research following approval was necessary to answer the unresolved issues.

In October the next commentary appeared, authored by members of FDA’s own 
Drug Safety and Risk Management Advisory Committee. It called for Congress to 
step in and overhaul the agency. The authors repeated many of the criticisms 
directed at the FDA by the other reports, but added some new important ones as 
well. Some typical examples included accusing the FDA of allowing massive 
under-reporting of adverse reactions, having an ineffective safety oversight struc-
ture and a lack of expertise and resources to insure drug safety.

The FDA responded to these critical reports pointing out the strategies they had 
and were implementing to improve the PMS operation. For instance, they would 
continue to develop ways to increase the frequency of adverse reports from health 
care professionals. Reports would be filed by fax, telephone and the Internet as well 
as the conventional mail system. The FDA also created ways to expand the base of 
potential reporters. It reached out to the health care professionals stressing the 
importance of recognizing and reporting serious adverse events. The outreach pro-
gram included Internet appeals, speeches, articles and exhibits. The FDA developed 
educational programs directed at the public that emphasized the importance of 
patients sharing drug problems with their physicians and urging the doctors to send 
in reports. The FDA also worked with health maintenance organizations and gov-
ernmental agencies that had large databases (e.g. Medicare records) to tap into the 
rich resources they had to detect drug safety problems in a timely manner.

In January 2007, the agency made its initial response to the IOM assessment 
describing plans to improve its operations. The reaction to the FDA plan was 
mixed. A positive assessment said that the plan was an important step in the right 
direction. Others were dismayed because what the FDA had in mind fell short of 
expectations. For example, frustrations were evident with the FDA’s reaction to the 
IOM’s recommendation to conduct an in-depth analysis of adverse drug reaction 
reports within 18 months of a drug’s launch. The FDA answer to this was a pilot 
program that would take a year to create, 18-months to gather data and then addi-
tional time to conduct the analysis.

The New England Journal of Medicine reacted to this plan with an article entitled, 
“Sidelining Safety – The FDA’s Inadequate Response to the IOM,” in which it said 
the FDA’s response once again highlighted the low priority it assigns to its respon-
sibility for arbitrating drug safety. They concluded that the FDA’s response to the 
IOM report demonstrated a lack of understanding of the magnitude of the changes 
required to create a culture of safety.
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A New Approach to Post Marketing Surveillance

The system in place for post marketing monitoring relies primarily on one method; 
gathering case reports and then trying to make sense out of them. The truth is we 
need all our arsenal of research methods to help us meet the postmarketing 
challenge – the cohort study, the clinical trial and case reports. I believe the best 
strategy requires the use of each method.

Cohort Trial

By virtue of its unique advantages, the cohort trial could be a powerful tool in a new 
postmarketing environment. As new drugs enter the marketplace, patients with the 
target illness or condition would be encouraged to join a cohort group. For instance, 
there would be a cohort for patients with diabetes, rheumatoid arthritis, AIDS, etc. 
Initially new cohort groups would have to be established for each disease, but over 
time it would only be necessary to maintain the cohort. Obviously, members of a 
cohort will be on different treatment, and perhaps some receiving no treatment at 
all. They are therefore an excellent source to maintain, investigate and evaluate 
adverse reactions and other issues related to marketed drugs. The cohort trials 
would need to be run by research centers not directly connected to either the phar-
maceutical industry or the FDA. An excellent example is the Center for Education 
and Research on Therapeutics (CERT) an organization currently consisting of 11 
research centers and a coordinating center. The CERT organization is administered 
by the Agency for Health Care Research and Quality, an agency within the 
Department of Health and Human Services. The lion share of costs for the cohort 
program would be paid by the drug company on a prorated basis based on the pro-
portion of patients in a cohort taking its drug.

This approach takes advantage of the cohort’s ability to find potent adverse reac-
tions in a reasonable amount of time. Confirmation of the findings might require 
clinical trials or other means to support a cause and effect relationship, but at a 
minimum there would be an early alert about possible harm and allow the medical 
community to take appropriate action.

A good example of what can be accomplished using the cohort paradigm 
involved a multicenter safety study of three different drug as well as patients who 
received no treatment. The study, conducted by the Ischemia Research and 
Education Foundation, enrolled over 4,000 patients from many medical practices in 
various parts of the world. The data showed a clear-cut connection between one of 
the study drugs, aprotinin, and serious end-organ damage. A New England Journal 
of Medicine editorial praised the study as an example of what can be achieved in a 
postmarketing setting. Subsequently, the FDA performed a review of aprotinin, 
which culminated in the manufacturer suspending marketing of the product.



240 24 Postmarketing Surveillance – An Imperfect System

Clinical Trial

One place for a clinical trial in the post-marketing period would be to investigate a 
major health risk discovered by a required cohort trial. Such trials would have to be 
carefully justified because of their the cost and length. However, as illustrated by 
the hormone replacement confusion, they may be the only way to settle a contro-
versy that has huge health ramifications.

A more common role will be to provide the assurances needed for drugs that 
have received an accelerated approval. These Phase IV trials would be mandatory 
and sponsors must be required to perform them in a timely manner in order to 
address problems left unanswered during the premarketing research phase.

Another category of clinical trials should also be mandated. For patients, their 
doctors, and health insurers it is critical to know how the efficacy and safety of a 
new medication measures up to the best available alternative. Again, these competi-
tive drug studies should occur post-approval and be paid for by the companies 
whose products are tested. The design and execution of such trials are best left to 
impartial research centers. Again CERTs, mentioned previously, could be the type 
of research groups that would be able to carry out these trials.

CASE REPORTS. Collecting case reports is crucial in sifting out adverse reac-
tions and cannot be abandoned. The FDA needs to continue to enhance their case 
report system and improve the drug safety monitoring system. For example, as 
recommended by Congress new drug applications should contain a risk evaluation 
and mitigation strategy that would lay out a post-marketing safety surveillance 
plan. In addition, a public-private partnership should be established to speed the 
development of a new generation of predictive tools to increase safety and speed 
product development

A prototype of what can be accomplished in the surveillance of case reports 
merits attention. There are impressive results from a project called RADAR 
(Research on Adverse Drug Events and Reports). A multidisciplinary team of inde-
pendent researchers work together to evaluate initial reports of previously unrecog-
nized, but serious reactions. They develop possible explanations on data collected 
from multiple sources (e.g. case series reports, physician correspondence, pub-
lished trials, unpublished trials, FDA databases and manufacturer sales figures). 
Core investigators located at various centers throughout the U.S. hold meetings to 
discuss issues that surface. The teams, funded by NIH and the American Cancer 
society, prepare summary safety information and send it to the FDA and drug 
maker. The results may also appear in medical journals or at medical conferences.

In addition to these steps, international cooperation is another avenue that needs 
to be pursued. The WHO is in the position to be a pivotal player in gathering drug 
related problems from multiple sources and sharing the information with participat-
ing nations. The FDA must continue to innovate and be mindful of ways to enhance 
the case reporting system using worldwide resources.

In conclusion, the book’s title, Its Great – Oops No It Isn’t, emphasizes that 
there are still many unknowns when the FDA approves a new medical treatment. 
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Based on what they know at the time of approval a new product looks …. well 
great. The FDA declares it to be safe and effective, the manufacturer emphasizes 
its strengths and its researchers highly recommend it. Then we run into the post-
marketing phase and the oops begins.

It is important that interest in medical research not be focused primarily on the 
pre-approval period. Look at all the things we don’t know about a drug when it hits 
the market and only find out later – months and years after a drug is released. Some 
of the news is going to be bad. When a serious problem is revealed, perhaps we 
should be grateful. The recommendations of this chapter are designed to find severe 
problems that went unrecognized at the time of a drug’s approval as quickly as pos-
sible. The sooner we discover unsafe reactions, the sooner we can reduce pain and 
suffering. The quicker we identify harmful effects, the more lives we save.
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Chapter 25
Regulatory Reform – Changes Needed

Abstract The weaknesses of the postmarketing surveillance (PMS) system weren’t 
the only problem the FDA had. Another burning issue was poor supervision of post-
marketing studies that were to be conducted in return for an accelerated product 
review and approval. It was found that the agency had allowed drug companies to 
renege on performing the postmarketing trials. Analyses indicated that almost half 
of the promised studies remained unfinished. While the FDA had made enormous 
strides in improving the time to approve products, it had neglected its postmarket-
ing responsibilities. This situation occurred because under a user-fee agreement, the 
industry paid the FDA to review their marketing application, but the money was 
only for functions related to those applications. In the meantime, the overall FDA 
budget was being cut and those reductions had a serious effect on other programs 
such as PMS. The downfall of Vioxx, a top selling pain drug illustrated the deepen-
ing negative image of the FDA. Congressional hearings and press stories painted 
a picture of overly aggressive drug marketing and negligent regulation by the FDA. 
Corrective action by Congress led to passage of the FDA Revitalization Act giving 
the agency the power to deal with many of the postmarketing problems it faced.

Keywords FDA budget • FDA Revitalization Act • postmarketing studies • 
prescription drug user fee • Vioxx

The weaknesses of the PMS system that could delay detection of harmful medicines 
wasn’t the only problem the FDA had when it came to the post-marketing period. 
Another burning issue arose that could be traced to the early approval of promising 
products for life-threatening diseases. The regulatory reforms, that led to NDA fast 
tracking and accelerated approvals, were instituted by the FDA for a very sound 
reason – speeding up the approval of these vitally useful drugs. The steps the FDA 
had taken were considered highly successful since they made valuable drugs avail-
able to consumers sooner than if they had to meet the usually NDA approval 
requirements. The clinical trials, that would normally have been required as part of 
an NDA for other drugs, were allowed to be conducted as Phase IV trials after a fast 
track drug was on the market. However, the FDA’s performance came under attack 
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in 2005 when extraordinary news broke that the agency had allowed drug companies 
to renege on performing the Phase IV trials they promised to do if they received an 
early approval.

There were early signs that there could be trouble in the accelerated approval 
program. A 1996 report by the Inspector General of the Health and Human Services 
Department showed that that the percentage of new drugs with postmarketing study 
commitments was increasing. An FDA report to Congress in 2002 found a similar 
trend. However, the 2005 finding of a low level of completion of the postmarketing 
studies commitments came as a shock. Congress was especially alarmed and rea-
soned that the deficit in completed post-marketing trial commitments was due to 
lax regulation by the FDA. Lending fire to the criticism was a chilling detailed 
report by C. Bennett, and other Northwestern University researchers, that appeared 
that same year. They found that the FDA had requested follow-up studies for 26 
drugs, but a disturbing two-thirds of those had not been carried out. Some of the 
delinquent trials had been pending for over a decade. Nevertheless, those studies 
were not classified as “delayed” because the agency had never set a specific time 
for the studies to be performed or completed. The Northwester researcher’s report 
also pointed out that the FDA had yet to rescind an approval even when the follow-
up findings from a Phase IV study were disappointing. In the eyes of an increasing 
number, the FDA was too soft. Critics argued that if a follow-up study was not done 
by a designated time, the sponsor should lose its drug approval designation.

In addition, there was also concern about the low number of subjects treated at 
the time of an expedited review. Almost two-thirds of cancer drugs receiving an 
accelerated approval included less than 200 patients, a number most would consider 
quite inadequate for drawing conclusions about safety. Four of the drugs approved 
for cancer treatment had a total of 472 treated patients for an average of 118 sub-
jects per drug. Again, a woefully inadequate sample size to detect a rare but deadly 
adverse reaction.

Criticism of the agency continued to roll in. One 2005 report from a U.S. 
Congressman (E. Markey) was particularly damaging. He independently conducted 
a detailed analysis of FDA’s postmarketing records and found that 42 of 91 promised 
postmarketing studies remained unfinished. Even the Department of Health and 
Human Services, the governmental agency that housed the FDA, faulted the agency. 
An Inspector General report in 2006 said the FDA simply did not know the status of 
many post-approval studies promised by drug makers. The Inspector General went 
on to say that the FDA needed to improve its monitoring of the studies by upgrading 
its tracking systems and, based on interviews with FDA staff, it concluded that moni-
toring the committed studies was not considered a top FDA priority.

From the industry point of view, there are mixed feelings about conducting clinical 
trials after a drug is granted marketing approval. Pharmaceutical firms eagerly 
conduct many offensive trials after a product is approved. Offensive trials are 
undertaken to expand the drug’s sales (e.g. acquire a new indication or a new for-
mulation). Most defensive trials commence because there is a potentially serious 
problem with a drug, and are frequently forced upon a company by the FDA. 
Defensive studies are also carried out when pressure from the medical community 
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compels a company to act. For the industry, the “best” result from a defensive trial 
is a negative finding – the drug does not do this or cause that. At best, the study 
maintains the drug’s market share, but at considerable cost and consternation.

Pharmaceutical companies are well aware that research isn’t perfect and an unto-
ward finding in a defensive study could do irreparable damage to a perfectly good 
product. Add to that, the trial expense, estimated on average to be about $4 million 
per trial, and it’s easy to see why drug makers are reluctant to invest in post marketing 
studies. Furthermore, ambitious researchers aren’t interested in the studies because 
the benefits to them pale compared to the chance of studying a new breakthrough 
drug that may bring fame and fortune. It can also be extremely difficult to obtain 
subjects for postmarketing RABCOT studies. For instance, few cancer patients are 
willing to risk enrolling in a study that might result in their receiving a placebo. After 
all, they can easily get an active drug at their oncologist’s office.

Because of the poor response by companies to undertake follow-up studies, 
there were calls for the FDA to reduce the breaks given to manufacturers. There are 
interest groups on both sides of this issue, but the pleas from those supporting the 
accelerated approval process dominate. Their position may resonate more with the 
public at large and legislatures, as well, when they argue that patients may die if 
there are delays in providing access to life-saving drugs.

Writing in JAMA, B. Strom suggested that in order to mitigate the unrecognized 
harmful effects of a drug, its entry into the marketplace should be slowed. This 
could be accomplished by introducing a new phase called a “conditional approval.” 
When a drug was initially approved, its use would be restricted (e.g., no direct-to-
consumer advertising and a statement added to the drug’s label that the drug had 
been studied in only a limited number of patients). This condition would not be 
removed until the number of exposed patients reached a predetermined limit (e.g. 
30,000) and all safety questions raised from the pre-approval clinical trials were 
addressed. In essence, drug availability would be restricted until there was adequate 
evidence of safety. There would be plenty of opposition to this approach led by 
the pharmaceutical manufacturers. Plus it would only work if, for the given indica-
tion, there were alternative drugs available to patients. Nevertheless, option such as 
conditional approvals have merit and deserve serious consideration.

Awash in bad publicity once again, the FDA defended itself. The agency argued 
that for a long time it did not have the power to require postmarketing studies. It was 
not until 1992, that the FDA received authority to require Phase IV follow-up studies. 
This authority applied to drugs that received accelerated NDA status and those that 
could be used in pediatric patients. Prior to that time, if the agency felt a Phase IV 
trials was required, it included a statement in the letter approving the drug asking 
the sponsor to conduct such studies. Without enforcement powers, however, the 
stipulation was in reality a “gentleman’s agreement”. This latter condition still 
applied to the post marketing Phase IV trials that were approved by the customary 
rather than the accelerated process.

The FDA also faced a legitimate resource problem that affected Phase IV studies, 
the PMS program and almost all its other functions. The one activity in which 
adequate resources were assured was reviewing and approving NDAs. Under the 
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1992 user-fee agreement, the industry promised to give the agency millions of dollars 
to reduce the time it took to conduct new drug application reviews. However, the 
agency could spend the money only on functions related to new drug approvals. 
This stipulation assured the industry that its cash would be spent on evaluating their 
drugs and not simply doled out to staff assigned other duties. Starting at about 50 
percent of the overall budget, new drug approval activities grew to over 80 percent 
of FDA’s budget in the first 10 years of the user-fee program. However, what wasn’t 
anticipated was that Congressional support for the agency as a whole would shrink. 
As Congress slashed FDA’s budget, cuts had to be made somewhere: there were no 
sacred cows and programs dealing with the safety of marketed drugs were hit.

In response to the cuts, FDA officials eliminated half of the scientists in the 
agency’s drug laboratories and slashed the budget for new equipment. There was 
more. The agency dropped many projects they had with academics to scrutinize 
marketed drug problems. Independent scientists had long helped the agency to not 
only identify possible problems, but also to perform tests to help solve them. The 
termination of contracts for this valuable kind of scientific detective work did not 
have to do with performance or need – it simply had to do with the lack of funds. 
The agency was forced to reduce outside grants, raided money set aside for furni-
ture and cut travel budgets. No question, the many FDA responsibilities focused on 
the postmarketing period suffered from the Congressional budget cuts.

Former and current FDA officials, outside scientists and patient advocates 
believed the agency compromised its ability to monitor the harmful effects of mar-
keted drugs because, through the user-fee program, the White House and Congress 
forced a marriage between the agency and industry. FDA budget restrictions 
became a bipartisan endeavor as Democratic and Republican administrations 
happily participated in the financial onslaught.

The FDA was not the only party criticized for the number of drugs that had to 
be removed from the market. Criticisms was also focused on the pharmaceutical 
industry. It was assailed for the massive expenditures used to advertise and promote 
medicines. Drug companies were faulted for their lack of diligence when it came 
to collecting, evaluating, and reporting data from postmarketing studies. There 
were charges that drug manufacturers concealed data that could signal the possibil-
ity of major drug risks and that they were reluctant to follow-up on the potential 
risks they uncovered. The behavior by the drug industry motivated a bill in the 2005 
Congress that would have sent drug industry CEOs to jail for at least 20 years and 
pay a fine of up to $2 million if they knowingly concealed serious adverse drug 
experiences associated with their products. In addition, the CEOs would be required 
to attest that all evidence of serious adverse effects for an approved drug had been 
disclosed. The bill was never voted on and never became law.

The Vioxx Saga

Because of lax regulatory enforcement by the FDA and poor supervision of their 
products by industry, the number of their detractors only increased. The deepening 
negative image of the FDA and the drug industry it regulated, was heightened by 
the astonishing downfall of a hugely successful pharmaceutical product – Vioxx.
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Vioxx, a drug used in the treatment of rheumatoid arthritis and other conditions 
in which pain relief was important, was considered a breakthrough when it came 
onto the market in 1999. Produced by Merck, a prominent manufacturer and one of 
the most successful companies in the industry, the filing to gain approval was a 
large one by FDA standards. Over 5,000 patients had been studied. Almost 400 
subjects had been on the drug for at least one year and some had been on it for up 
to 86 weeks. In spite of this impressive résumé, the dangerous problem that would 
demolish Vioxx was not detected at the time the NDA was approved.

Vioxx belonged to a class of drugs, called Cox 2 inhibitors, that offered a great 
deal of promise. However, once on the market, Vioxx would be up against a set of 
well-entrenched pain drugs – aspirin, Aleve, ibuprofen, etc. – and they had been 
around a long time and could be purchased at a very low price. In addition, the 
consumer could buy these cheaper drugs without a prescription. As a class, these 
over-the-counter agents were quite effective, but there was a chance that they could 
cause gastrointestinal side effects. Research showed that the Cox drugs would not 
be more effective, but they would be better tolerated, and that was a promising 
marketing advantage.

The already crowded pain relief market became very heated by the introduction 
of Vioxx. Contributing to the calamity that was about to unfold was the fact that 
prescription drugs were advertised directly to the consumer. Because Vioxx had 
no efficacy advantage over the older drugs on the market – it would require a lot 
of promotion to make it more attractive. In addition, Vioxx had no recognized 
advantage over other Cox 2 drugs that were entering the market, (Celebrex and 
Bextra) so there was another incentive to promote the drug heavily. By 2003, the 
aggressive marketing of the drug appeared to be well worth the cost. Worldwide 
sales reached an impressive $2.5 billion. The company estimated that 20 million 
patients took Vioxx.

Not all the news, however, was good. A year after gaining approval, a red flag 
appeared based on a study the company itself designed to show Vioxx was better 
tolerated than an older drug. The comparison drug for the study, referred to as 
VIGOR, was naproxen but, better known by one of its trade names, Aleve. Although 
the study demonstrated that Vioxx had a lower incidence of serious gastrointestinal 
events, there was a higher rate of cardiovascular problems with Vioxx. But the trial 
did not include a placebo group and, as a result, it was very hard to interpret. You 
could conclude that Vioxx was risky or that naproxen had a protective cardiovascu-
lar effect. Without a placebo control group, it was impossible to tell whether Vioxx 
was hazardous or naproxen was beneficial. The makers of Vioxx chose to believe 
that naproxen protected the heart – a choice that allowed them to continue to pro-
mote their product vigorously.

In 2001, in response to the cardiovascular problem exposed by VIGOR, an FDA 
advisory panel convened by the agency recommended that a warning be included 
in the labeling for Vioxx that mentioned the cardiovascular problems. However, it 
took over a year before the FDA and Merck agreed on labeling changes that incor-
porated a cardiovascular warning.

In 2002 and 2004, exploratory studies had found a higher rate of cardiovascular 
problems with Vioxx. One of the trials was led by researchers from Harvard and the 
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other involved over a million patients from the health maintenance organization, 
Kaiser Permanente. However, Merck maintained that these case-control studies 
were too vulnerable to error and only evidence from a RABCOT could be trusted. 
The possibility of conducting such a trial was investigated and rejected by the com-
pany. Any such trial would have to be extremely large and a definitive answer 
would not be forthcoming for many years. After the fact, a FDA representative also 
questioned if such a study would even be ethical. Giving subjects a drug to see if 
they contract heart and blood vessel abnormalities places subjects at a risk for harm 
with too few offsetting benefits.

In September, 2004 the company found out that once again one of their own 
RABCOT studies, an attempt to find a new indication for the drug, had backfired. 
A trial, started in 2000, set out to determine whether Vioxx could prevent nodules 
in the colon of patients that could lead to colon cancer. This trial was stopped pre-
maturely because twice as many subjects on Vioxx, this time compared to placebo, 
developed heart problems. In fact, out of 2,600 subjects enrolled in the trial relatively 
few experienced a stroke or heart attack, so although there was a two-fold differ-
ence (estimated to be 15 on Vioxx versus 7.5 on placebo) the risk that an individual 
patient would suffer a heart attack or stroke related to Vioxx was very small. 
However, the two-fold difference was a crippling finding given the millions of 
patients taking the drug. One week after ending the trial, the company withdrew 
Vioxx from the U.S., and more than 80 other countries where it was marketed. The 
company maintained that they had acted responsibly – they withdrew Vioxx volun-
tarily as soon as it was clear that the drug was harmful.

The ramifications from the withdrawal were stunning – thousands of lawsuits were 
filed against Merck, possibly costing the company billions of dollars. In addition, 
Congress stirred by the plethora of negative stories in the press held hearings about 
the case. Hearings by the powerful Senate Finance Committee produced harsh criti-
cism of the FDA. Witnesses and committee members charged the FDA with delaying 
too long to add a cardiovascular warning and allowing Merck too much control over 
what was stated in the Vioxx labeling. There were also claims that the original 
approval for Vioxx was rushed and the agency’s reluctance to act on safety problems 
was because it didn’t want to cast doubts on its original approval decision.

An article in the New England Journal of Medicine, by H. Waxman, a leading 
U.S. Congressman, reported results from hearings in the House on why drugs such 
as Vioxx could remain popular in spite of a serious safety issue. The hearings con-
tained a litany of deceptive marketing devices used by Merck to bolster the sales of 
Vioxx. Merck was chastised for giving physicians, their sales staff called on, 
misleading and incomplete information about Vioxx’s risk. In addition, selective 
evidence and biased presentations, were use to get doctors to ignore potential harms 
associated with Vioxx.

Critics saw the saga of Vioxx as a case of overly vigorous marketing by a 
company and negligent regulation on the part of the FDA. Major medical figures 
and Congressional leaders faulted the FDA, claiming the agency was passive and 
simply didn’t do enough to discover and remedy the cardiovascular problem. 
Merck, critics said, was overly promoting the drug not only by its manipulation 
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of information given to doctors, but through its aggressive consumer advertising 
campaign as well. Merck countered, no, its consumer advertising campaigns were 
created to heighten consumer awareness about drugs, not to manipulate them so 
more drug could be sold. The exchange only reinforced a question about the way 
drugs are marketed, raising fears that the public doesn’t receive clear and balanced 
information.

Ironically, the Vioxx case offers a good example of how a catastrophic side 
effect can go undiscovered with the present approval and post-approval systems. 
Although there is ample evidence to fault Merck in this case, it’s also true that 
the FDA failed. It’s also relevant to ask: without the clinical trial that convinced all 
the players that there was a cardiovascular problem, how long would it have taken 
the PMS operation to find the problem and then FDA to act?

The Vioxx collapse led to a flurry of criticism by the some of the same members 
of Congress who had cut the FDA budget. An internal FDA whistleblower, D. 
Graham who was a physician in the FDA’s Office of Drug Safety, and prominent 
medical journals made news when they accused the agency for the Vioxx mess 
alluding to the possibility that the FDA was too cozy with drug makers. Graham 
became a media favorite and his criticisms of the FDA received a great deal of 
press. For example, he appeared on 60 Minutes where he lamented the fact that 
drug approval personnel received all the attention and had all the power at FDA and 
those like himself, who were in a different unit that worried about safety, received 
little notice and had no power.

FDA Revitalization

Thankfully, Congress took a good hard look at the FDA. Particular help was clearly 
needed to improve regulatory control in the postmarketing period. Congress 
responded – in September, 2007 the House and Senate past major regulatory legis-
lation, the FDA Revitalization Act, which was signed into law by President George 
W. Bush. It gave the FDA the power to deal with many of the concerns its critics 
raised, such as:

• Order warnings on drug labels
• Require a review of drug ads before they air on television
• Register and make results of drug clinical trials publicly available
• Reduce the number of FDA expert advisers who have industry ties
• Require studies of a new drugs’ performance
• Probe patient databases for early signs of side effects

This law is a step in the right direction, providing the agency is also given the funds 
to conduct these important duties. However, more needs to be done. The programs 
described in the last chapter: improving the collection and utilization of case reports, 
using cohort trial to monitor newly approved drugs and insisting on comparative clinical 
trials are needed to truly protect the public from harmful products.
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Chapter 26
Journey’s End – A Call for Action

Abstract The book ends with a call for readers to become more informed and 
engaged in the clinical research enterprise. We live in a society in which medical 
science frequently decrees not only whether we live or die, but how we live and 
die. The public has as much right to participate in these decisions as any medical 
expert. Professionals and non-professionals may clash on what the best path for 
medical research is, but deliberation and dispute enriches both parties. The pub-
lic’s lack of knowledge means it is excluded from any debate about improving how 
medical research is done or used. Healthcare professionals should lead the way in 
becoming better informed about clinical trials and the public will follow their lead. 
It’s ironic that people, in spite of their complacency, believe they should have a lot 
of influence on how governmental funds for medical research are spent. One poll 
found that only scientists were considered more important than the public. And 
this new role for the citizenry is absolutely legitimate – after all it’s their health 
that is at stake

Keywords Healthcare professionals • health research priorities • medical 
research funding • medical research goals • public participation.

The National Institutes of Health should focus on educational strategies to help patients 
and communities better understand clinical research. This will help scientists because 
educating the public will empower and prepare individuals to be informed partners in the 
clinical research process. (National Institutes of Health Director’s Council of Public 
Representatives)

If you remember only one thing from this book, let it be that reliance on a single 
study is unreasonable for no study can be comprehensive enough to provide 
answers to the multitude of questions that need to be answered. Researchers must 
explore questions about drug efficacy and safety in different ways, never relying on 
the findings from a single trial. The answers generated from a series of investiga-
tions cumulate and interact to give us more complete knowledge about how a 
human being will respond to a new medical intervention. The more drug research 
conducted, the better perspectives and understanding we will have.
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You should come also away with something else. That something else requires 
action on your part. Currently clinical research is an enterprise in which the vast 
majority of people have little or no knowledge. It may not be surprising that phar-
maceutical companies and even many researchers like it that way. How could any-
one without scientific training understand medical research? However, the public’s 
lack of knowledge means it is rightfully excluded from any debate about improving 
how medical research is done or used.

It doesn’t have to stay that way. The American public does not have to remain an 
innocent under-educated and defenseless bystander. Healthcare professionals should 
lead the way in becoming better informed about clinical trial and the public will fol-
low their lead. When that happens citizens no longer will have to play a passive role 
in how drugs enter and leave the marketplace. Remember the AIDS activists who 
essentially forced the FDA to change its standards for approving drugs.

Obviously, public participation does not mean the average citizen will play a role 
in the design, conduct or analysis of medical research investigations – those func-
tions must be done by the talented and competent researchers that now carry out 
these activities. But healthcare workers and the other influential members of society 
should become contributing players when it comes to deciding things like (1) the 
diseases and medical conditions that require the most attention and (2) the best 
place to assign responsibility for doing postmarketing research and (3) the need to 
do comparative trials.

We live in a society in which medical science frequently decrees not only 
whether we live or die, but how we live and die. You and I, our parents and our 
children have as much right to participate in these decisions as any medical expert. 
Medical institutions and bureaucratic organizations shouldn’t be allowed to exclude 
us. We should join in the decision-making dialogue. Professionals and non- 
professionals may clash on what the best path for medical research is, but delibera-
tion and dispute enriches both parties. Regardless of the final resolution, there will 
be growth and better understanding when there is interaction.

In our lifetime, support for medical research has reached unprecedented levels. 
It devours over 10 percent of the annual federal budget. On top of that is the billions 
of dollars spent by the private sector. University research centers, pharmaceutical 
companies and governmental medical institutions all promote acceleration in spending. 
Furthermore, these same groups also dominate the regulation of research, the ethical 
standards for research and the policy issues surrounding research. Under this arrangement, 
it is imperative to ask: is medical research serving us as well as it should? And to 
demand that the answer to that question does not come from these same groups who 
have the most to gain by the present system. Unfortunately, out of complacency too 
few speak up, but now and then a maverick raises a voice and challenges the medical 
research establishment. For example, the medical ethicist D. Callahan, argues that it is 
acceptable to support research that preserves and restores health, but it is not acceptable 
to simply lengthen a person’s life. We need more mavericks to join the debate. We also 
need to hear from more citizens in and out of the healthcare field.

Medical research is everybody’s business. The impact from research is not con-
fined to one area – medical science. The outcomes from medial research touch 
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social, environmental, technological and behavioral arenas as well. Therefore, it 
makes sense to have more than one core discipline participate in setting priorities 
and making decisions. Other specialists also should have a role, the practicing doc-
tors, healthcare teachers, nurses, social workers, pharmacists and above all the 
patients who in the end are the ones that matter most. A greater opportunity for 
input from all these sectors leads to more robust debate and a more responsible 
research policy.

Indeed, the involvement of a broad-based public in any debate about clinical 
research can and should expand. Informed citizens should have a say in the formu-
lation of the research agenda, but that voice is rarely heard. It’s ironic that people, 
in spite of their complacency, believe they should have a lot of influence on how 
governmental funds for medical research are spent. One poll found that 41 percent 
of the public say patients should have the most influence in how funds are spent. 
Only scientists had a higher percent (50) and elected officials came in with a dreary 
5 percent. It’s true, knowledgeable consumers can make a valuable contribution in 
assessing research studies, establishing the standards for drug approvals and insist-
ing on studies that have more practical value. But to play those roles they first have 
to become knowledgeable.

On a personal level, each person should feel free to ask about treatments their 
doctor decides they should take. This is especially critical when new drugs become 
available. Is the doctor familiar with the research that supports the use of the drug? 
As a nation, we believe in technology and always want to be among the first to 
benefit from the most recent advances. This attitude carries over to the choice of 
medicines where Americans and their doctors want access to any new treatment 
that comes along, even though the data to support the treatment’s efficacy may be 
tenuous and its safety profile woefully incomplete. Patients need to take a greater 
role in educating themselves about the uncertainties associated with drugs, espe-
cially the newest ones. Citizens who get more involved in their medical care will be 
healthier citizens. Informed citizens through social pressure, their elected officials, 
and direct communications can help in the drive to have the pharmaceutical indus-
try provide better, more complete, and relevant evidence about the clinical trial 
results they sponsor. A truly informed public can extend their scope and encourage 
clinical researchers to focus their assessments on outcomes that are crucial to them 
and their health care.

I now close our exploration into medical research. I hope you have enjoyed 
your journey. As an educator, my aim in writing this book is to give people infor-
mation, but more than that, to cultivate an awareness about the process through 
which medical advances are studied and brought to needy patients. When asked 
– what do you want from medical research? – we all need to give a confident 
answer. There are a variety of measures to judge that goal. For the medical pro-
fessional it may be the number of lives saved. For the person with an incurable 
disease it may be the quality of life that’s left. For the sick child it may be curing 
a disease. For the public health official it may be reducing costs through innova-
tion. In coming to an answer you too have a legitimate role to play – after all it 
is your health that is at stake.
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Glossary

Absolute Difference  The difference between two measurements 
obtained by subtracting one measurement from 
the other. If the risk of a heart attack is 2 in 100 
(2%) in one group of patients and 1 in 100 (1%) 
in a comparison patient group, the absolute dif-
ference is derived by simply subtracting the two 
risks (2 – 1) and getting an absolute change of 
1 percent. See Relative Difference.

Accuracy  A determination of how close a measurement 
comes in respect to its true value.

Adverse Effect See Side Effect.
Adverse Reaction See Side Effect.
Applied Research  Scientific investigations that are directed at real 

world problems. See Basic Research.
Baseline Measurement  A measurement made at the beginning of a trial. 

Most baseline measurements will be repeated 
during and at the end of the trial to determine 
what kind of change occurred.

Basic Research  Scientific investigations that advances scientific 
knowledge, but is not directed at commercial 
objectives. See Applied Research.

Bias  An error in the design or conduct of a medical 
investigation that leads to a wrong conclusion. 
For instance, study groups that are not equiva-
lent may cause one group to end up with a more 
positive or negative treatment result. See 
Publication Bias and Selection Bias.

Blinding  The process by which the treatments used in a 
clinical trial are disguised so subjects and 
researchers cannot identify one treatment from 
another.

Case Report  A description of a patient or group of patients 
who have an unusual condition or response 
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that a health professional believes should be 
brought to the attention of others. The case 
report is considered the lowest level of the 
primary medical research methods.

Case-Control Study  A research method that starts with an outcome 
and looks retrospectively for a cause. In a case-
control study, the histories of a group of patients 
with a disease or condition of interest (the 
cases) are compared to another group (the con-
trols) who do not have the disease or condition.

Categorical Scale  A way of classifying variables that are mutually 
exclusive and cannot be arranged in any kind of 
hierarchy. Examples include gender (male or 
female) and outcome (lived or died). Statisticians 
commonly call this kind of scale a nominal 
scale. See Ordered Scale and Numerical Scale.

Causation See Cause and Effect.
Cause and Effect  A relationship in which one event produces a 

change in another factor and there is no other 
explanation for that change. If you do X then 
the direct consequence is an alteration in Y.

Clinical Relevance  The minimal treatment difference that is medi-
cally meaningful. A clinically significant differ-
ence should be sufficiently large to have a 
practical benefit for patients.

Clinical Trial  A research study in humans who receive an 
experimental or control treatment in order to 
assess treatment safety and/or effectiveness. 
Randomization, blinding and a controlled 
experimental setting are generally employed to 
control for bias in a clinical trial. See 
RABCOT.

Cohort Study  A research investigation that records the health 
status of subjects who are followed over a 
period of time. Typically, two sets of people 
(those with and those without a disease or medi-
cal problem) are compared to see how the 
groups differ in terms of health factors collected 
in the study.

Comparative Trial See Equivalence Trial.
Composite Endpoint  A medical outcome that combines multiple end-

points together to make a single measurement.
Confidence Interval  A range of values that is likely to include the true 

difference between treatments. A given 95 percent 
confidence interval will either include or exclude 
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the true population value, but 95 percent of the 
time the true value is included.

Control Group  The group of subjects participating in a medi-
cal study who do not receive the experimental 
treatment. The treatment results from the con-
trol group are compared to the results from the 
experimental group.

Controlled Trial  A study that includes an experimental treatment 
and a control treatment (usually a placebo).

Cost Benefit Analysis  An evaluation technique in which expected 
costs are compared to expected benefits to 
determine the most profitable course of action.

Cross Sectional Study  A survey of people that usually is used to deter-
mine prevalence of a disease or other medical 
factor. A cross-sectional study can be com-
pleted in a relatively short period of time, but 
cannot guarantee that the finding is a cause and 
effect relationship. See Exploratory Research 
Method.

Database  A collection of information that is organized so 
that it can easily be accessed, managed, and 
updated.

Data Mining  Searching a database and looking for every kind 
of a relationship between variables that have not 
been previously discovered.

Declaration of Helsinki  A series of guidelines adopted by the World 
Medical Association in Helsinki, Finland in 
1964. The Declaration addresses ethical issues 
for physicians conducting medical research 
involving human subjects.

Double-Blind Study  A clinical trial in which neither the participants 
nor the research staff know if a subject is in the 
experimental or control group.

Efficiency  Ability to obtain reliable results from a medical 
investigation in terms of minimizing time, cost 
and resources (e.g. number of subjects required).

Endpoint  An outcome in a medical investigation.
Epidemiology  The study of factors affecting the health and 

illness of people.
Equivalence Trial  A clinical trial designed to evaluate whether an 

experimental treatment is similar to a standard 
treatment.

Experiment-Wise Error  The probability that at least one statistical test 
will yield a positive result (e.g. produce a 
p-value of .05 or less) when statistical tests are 
used repeatedly in the same study.
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Experimental Setting  The environment in which a clinical trial takes 
place where researchers try to keep extraneous 
factors from biasing the trial results. For exam-
ple, researchers want all experimental conditions 
except for the treatments being administered, to 
be the same for all study groups.

Experimental Research Method  A research technique in which subjects are usu-
ally assigned to a treatment group or control 
group by a randomized method. Assessments 
are made at the start and repeated at the end of 
a study to determine what differences exist 
between the study groups. Investigators are able 
to intervene and control to some extent a sub-
ject’s behavior during the study. See Clinical 
Trial Randomization and RABCOT.

Exploratory Research Method  A class of research studies in which the sub-
ject’s treatment is chosen by the patient or 
his/her physician and other medications the 
subjects took or is taking were also selected 
in the same manner. Furthermore, the behav-
ior of the subject is not restricted to any 
extent. See Cohort, Cross Sectional, and 
Case-Control studies which are examples of 
exploratory studies.

False Negative  A test result that indicates that a person does not 
have a specific disease or condition when the 
person actually does have the disease or 
condition.

False Positive  A test result that indicates that a person has a 
specific disease or condition when the person 
actually does not have the disease or condition.

Generalizability See Usefulness.
Historical Controls  The use of data from the medical records of 

subjects who were treated some time in the past. 
Their information is compared to the data for 
subjects who participated in a current clinical 
trial.

Informed Consent  The principle that potential subjects are given 
adequate, accurate and understandable informa-
tion about a research study before they agree to 
participate in the study.

Institutional Review   A specially constituted review body established 
Board (IRB)  to protect the welfare of human subjects recruited 

for a clinical trial.
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Intention-to-Treat Analysis  The evaluation of study results in which all 
subjects who were assigned to a treatment 
group are included in the analysis whether they 
completed or even started treatment.

Interim Analysis  A statistical analysis that compares the treat-
ment groups at any time before the formal com-
pletion of the trial.

Investigational New   The document by which a drug sponsor requests 
Drug Application (IND)  the FDA to allow human testing of its experi-

mental product.
Margin of Error  A range of values reflecting the amount of error 

in the result of a poll or survey. A margin of 
error is actually a 95 percent confidence inter-
val. See Confidence Interval.

Mathematical Model  An abstract representation of a process that uses 
mathematical language and relationships to 
describe its behavior.

Measurement  Refers to all the data collected on the subjects in 
a medical study including qualitative and quan-
titative assessments. Measurements include 
responses to questions (“how do you feel”), 
making elementary observations (noting eye 
color) or recording results from sophisticated 
medical equipment.

Measurement Validity  The extent to which an assessment instrument 
or test accurately measures what it is supposed 
to measure.

Meta Analysis  A statistical method that combines the results 
from a number of studies investigating the same 
research question and provides an overall 
assessment by integrating the findings from the 
individual studies.

Multicenter trial  A clinical trial conducted at multiple sites using 
a common protocol.

Multiple Testing  Performing multiple statistical tests in a single 
study. Typical situations that cause multiple 
tests are analyzing many variables, doing sub-
group analyses and conducting interim 
analyses.

New Drug Application (NDA)  The submission to the FDA of all the chemical, 
production and scientific information that the 
sponsor has gathered about a new drug. Approval 
of an NDA allows the drug to be marketed.

Null Hypothesis  A contention used when conducting statistical 
tests that there is no difference between the 
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treatments being compared. Investigators usu-
ally hope that the experimental treatment is 
better than the control treatment thereby allow-
ing them to reject the null hypothesis.

Numerical Scale  A way of classifying variables in which uni-
form mathematical units make up the measure-
ment scale. Examples include age and blood 
pressure. Statisticians commonly call this kind 
of scale an interval scale. See Categorical 
Scale and Ordered Scale.

Objective Measurement  An assessment based on observable and meas-
urable attributes that are not distorted by per-
sonal judgments and interpretations. Examples 
include height and weight measurements. See 
Subjective Measurement.

Ordered Scale  A way of classifying variables that can be 
ranked and placed in an ordered sequence, but 
they cannot be distinguished in terms of the size 
of the difference between the ranked items. An 
example is pain that can be classified as no 
pain, mild pain, moderate pain and severe pain, 
but the differences between the rankings are not 
numeric. Statisticians commonly call this kind 
of scale an ordinal scale. See Categorical Scale 
and Numerical Scale.

Outcome Measurement  An assessment used to measure the safety or 
efficacy of a treatment. The primary outcome is 
the assessment of greatest importance.

Peer Review  The process by which journal editors solicit 
evaluations of submitted articles from outside 
experts who remain anonymous to the authors.

Phase I Study  The initial set of clinical trials in humans that 
are usually conducted on small numbers of 
healthy subjects to learn about a drug’s toxicity, 
absorption, distribution and metabolism.

Phase II Study  The early clinical trials of patients with the dis-
ease or condition that an experimental drug is 
expected to help. These trials provide additional 
information about the relative safety of the new 
drug and begin the assessment of its 
effectiveness.

Phase III Study  Large clinical trials designed to generate the 
data needed to gain marketing approval.

Phase IV Study  Clinical trials that are carried out after a drug 
has been approved by the FDA. Phase IV studies 
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may be required by the FDA to confirm an effi-
cacy or safety claim, explore additional patient 
populations or new conditions in which the 
drug may be of value, compare the drug to a 
competitor’s product or study a serious safety 
issue that was not recognized earlier.

Placebo Effect  An explanation of how placebos work. There 
are many theories, but no general agreement on 
why and how people respond to placebos.

Placebo  A chemically inert substance (e.g. sugar pills) 
often given to control groups.

Population  The entire group of people with the disease, ill-
ness or condition who will potentially be treated 
with the experimental treatment.

Probability Level  The likelihood that the results of a statistical 
test could be due to chance. A .05 probability 
level means there is a 5 percent chance (i.e. 
a .05 probability) that the result obtained in a 
trial could be due to chance. See Significance 
Level and Statistical Significance.

Probability Standard  The probability value selected to determine 
whether a treatment difference is or is not asso-
ciated with statistical significance. In medical 
research, that standard is almost always .05.

Protocol  The formal plan for the conduct of a clinical 
trial that includes a description of the research 
design or methodology to be employed, the 
eligibility requirements for prospective subjects 
and controls, the treatment regimen(s), and the 
clinical measurements that will be assessed.

Protocol Deviation  A failure to adhere to the conditions and restric-
tion specified in the protocol.

Publication Bias  The increased likelihood that studies will be 
published if there are positive results (e.g. the 
treatment differences were statistically 
significant).

P-Value  The probability that a treatment difference 
could have occurred by chance. In medical 
research, a p-value of .05 or lower has become 
the acceptable level needed to claim that there 
is a statistically significant treatment effect.

Qualitative Research  Investigations that attempts to provide insight 
into social, emotional, and experiential phe-
nomena in health care. Examples include 
inquiry about the meaning of illness to patients 
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or evaluating how counseling influences the 
medication taken by the elderly.

Quality of Life  An evaluation of a person’s ability to enjoy 
normal life activities. The components that 
measure quality of life vary depending on the 
patient’s age, expectations, and physical and 
mental capabilities.

RABCOT  A clinical trial that randomizes study treatments to 
subjects, is blinded and includes a control group.

Randomization  A process used to assign study treatments to 
subjects in which the treatment allocated to a 
subject is determined by chance. The treatment 
assignment is not influenced in any way by the 
researcher(s) conducting the trial.

Relative Difference  The ratio of one statistic compared to a second 
statistic. If the risk of a heart attack is 2 in 100 
(2%) in one group of patients and 1 in 100 (1%) 
in a comparison patient group, the relative 
change is derived by calculating the ratio of the 
two risks (1/2 = 50) and getting a relative 
change of 50%. See Absolute Difference.

Reliability  The degree to which repeated assessments of a 
measurement gives consistent, stable, and uni-
form results.

Risk Factor  A characteristic or condition that increases a 
person’s chance of getting a disease.

Sample  A subset of the population. In medical research, 
the members of a sample should be representative 
of the population of interest. See Population.

Sample Size  The number of patients or subjects selected for 
a research study.

Scientific Method  The systematic pursuit of knowledge used by 
scientists that involves, identifying an issue or 
problem, forming a hypothesis, testing the 
hypothesis by conducting an experiment and 
drawing conclusions based on the experimental 
results.

Selection Bias  An incorrect result in a medical investigation 
because the treatment group assignments pro-
duced dissimilar groups in respect to factors 
that influenced the treatment evaluations.

Side Effect  An undesired effect from a treatment. Common 
side effects include nausea, headache, dry mouth 
and insomnia. However, side effects can be seri-
ous resulting in permanent harm or death.
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Significance Level  The probability level set by a researcher to 
determine whether or not to declare that the 
result of a treatment comparison is statistically 
significant. In medical research the probability 
level is almost always .05. See Probability 
Level and Statistical Significance.

Sponsor  A company, institution, or organization that initi-
ates, manages, and/or finances a clinical trial.

Standard Treatment  The currently accepted treatment considered to 
be effective in the treatment of a specific dis-
ease or condition.

Statistical Association  The presence of a relationship between two 
variables, but one that is not necessarily a cause 
and effect relationship.

Statistical Assumption  Suppositions about the characteristics of the 
data used in a statistical test. If the study data 
are inconsistent with the suppositions then the 
test result can be inaccurate.

Statistical Significance  A declaration made by researchers when the 
probability, that the treatment difference they 
found could be due to chance, is .05 or less. The 
.05 probability standard is routinely used in 
medical research, but in unique situations it 
made by more liberal (e.g. .10) or conservative 
(e.g. .01).

Study Validity  Refers to the rigor in which a medical study has 
been designed and executed so that the study 
ends up with correct and accurate conclusions.

Subgroup Analysis  Conducting statistical tests to see if treatment 
difference exists among patients with particular 
characteristics (e.g. performing tests to see if 
treatment effects are the same for male and 
female subjects). Subgroup analyses should be 
specified at the start of the trial with an appro-
priate adjustment incorporated in the analysis 
for the additional testing required.

Subjective Measurement  An assessment that takes place primarily in 
one’s mind and is heavily influenced by indi-
vidual bias and personal experiences. An exam-
ple is an assessment of a subject’s degree of 
happiness. See Objective Measurement.

Trial Monitoring  The process of overseeing the way a trial is 
performed and determining whether the results 
in a double blind study require early study ter-
mination. Monitoring committees, independent 
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from the study researchers, review and analyze 
the data on a periodic basis to make certain that 
the level of risk incurred by participants remains 
acceptable.

Type 1 Error  The mistake that occurs when an investigator 
concludes that there is a treatment difference 
when, in fact, there isn’t one.

Type 2 Error  The mistake that occurs when an investigator 
concludes that there is no treatment difference 
when, in fact, there really is one.

Usefulness  The extent to which the results and conclusions 
from a clinical investigation can be applied to 
other groups or situations than the one studied. 
Usefulness is frequently called external validity 
in the medical literature.

Validity  See Measurement Validity and Study Validity.
Variance  A measure of the degree to which the values for 

a given variable are dispersed. The greater the 
dispersion, the greater the variance.
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