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The XIXth International Workshop on
Operator Theory and its Applications. I

Joseph A. Ball, Vladimir Bolotnikov, J. William Helton,
Leiba Rodman and Ilya M. Spitkovsky

Abstract. Information about the workshop and comments about the first vol-
ume of proceedings is provided.

Mathematics Subject Classification (2000). 15-06, 47-06.

Keywords. Operator theory, matrix analysis, analytic functions.

The Nineteenth International Workshop on Operator Theory and its Applications
– IWOTA 2008 – took place in Williamsburg, Virginia, on the campus of the Col-
lege of William and Mary, from July 22 till July 26, 2008. It was held in conjunction
with the 18th International Symposium on Mathematical Theory of Networks and
Systems (MTNS) in Blacksburg, Virginia (Virginia Tech, July 28–August 1, 2008)
and the 9th Workshop on Numerical Ranges and Numerical Radii (July 19–July 21,
2008) at the College of William and Mary. The organizing committee of IWOTA
2008 (Ball, Bolotnikov, Helton, Rodman, Spitkovsky) served also as editors of the
proceedings.

IWOTA 2008 celebrated the work and career of Israel Gohberg on the occa-
sion of his 80th birthday, which actually fell on August 23, 2008. We are pleased
to present this volume as a tribute to Israel Gohberg.

IWOTA 2008 was a comprehensive, inclusive conference covering many as-
pects of theoretical and applied operator theory. More information about the work-
shop can be found on its web site

http://www.math.wm.edu/~vladi/IWOTA/IWOTA2008.htm

There were 241 participants at IWOTA 2008, representing 30 countries, in-
cluding 29 students (almost exclusively graduate students), and 20 young re-
searchers (those who received their doctoral degrees in the year 2003 or later). The
scientific program included 17 plenary speakers and 7 invited speakers who gave
overview of many topics related to operator theory. The special sessions covered
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Israel Gohberg at IWOTA 2008, Williamsburg, Virginia

a broad range of topics: Matrix and operator inequalities; hypercomplex opera-
tor theory; the Kadison–Singer extension problem; interpolation problems; ma-
trix completions; moment problems; factorizations; Wiener–Hopf and Fredholm
operators; structured matrices; Bezoutians, resultants, inertia theorems and spec-
trum localization; applications of indefinite inner product spaces; linear operators
and linear systems; multivariable operator theory; composition operators; matrix
polynomials; indefinite linear algebra; direct and inverse scattering transforms for
integrable systems; theory, computations, and applications of spectra of operators.

We gratefully acknowledge support of IWOTA 2008 by the National Science
Foundation Grant 0757364, as well as by the individual grants of some organizers,
and by various entities within the College of William and Mary: Department of
Mathematics, the Office of the Dean of the Faculty of Arts and Sciences, the Office
of the Vice Provost for Research, and the Reves Center for International Studies.
One plenary speaker has been sponsored by the International Linear Algebra So-
ciety. The organization and running of IWOTA 2008 was helped tremendously by
the Conference Services of the College of William and Mary.

The present volume is the first of two volumes of proceedings of IWOTA
2008. Here, papers on operator theory, linear algebra, and analytic functions are
collected. The volume also contains a commemorative article of speeches and rem-
iniscences dedicated to Israel Gohberg. All papers (except the commemorative
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article) are refereed. The second volume contains papers on systems, differential
and difference equations, and mathematical physics.

August 2009

Added on December 14, 2009:

With deep sadness the editors’ final act in preparing this volume is to record
that Israel Gohberg passed away on October 12, 2009, aged 81. Gohberg was a
great research mathematician, educator, and expositor. His visionary ideas inspired
many, including the editors and quite a few contributors to the present volume.

Israel Gohberg was the driving force of iwota. He was the first and the only
President of the Steering Committee. In iwota, just as in his other endeavors,
Gohberg’s charisma, warmth, judgement and stature lead to the lively community
we have today.

He will be dearly missed.

The Editors: Joseph A. Ball, Vladimir Bolotnikov, J. William Helton,
Leiba Rodman, Ilya M. Spitkovsky.

Joseph A. Ball
Department of Mathematics
Virginia Tech
Blacksburg, VA 24061, USA
e-mail: ball@math.vt.edu

Vladimir Bolotnikov, Leiba Rodman and Ilya M. Spitkovsky
Department of Mathematics
College of William and Mary
Williamsburg, VA 23187-8795, USA
e-mail: vladi@math.wm.edu

lxrodm@math.wm.edu

ilya@math.wm.edu

J. William Helton
Department of Mathematics
University of California
San Diego
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e-mail: helton@math.ucsd.edu
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c© 2010 Birkhäuser Verlag Basel/Switzerland

Speeches and Reminiscences

Abstract. This is a collection of speeches given by Israel Gohberg’s colleagues
and family during the banquet that took place on July 24, 2008 at the Sadler
Center, the College of William and Mary, as part of the XIXth International
Workshop on Operator Theory and its Applications. The speech by Dan Amir
delivered on November 17, 2008 at the meeting of the School of Mathemati-
cal Sciences of Tel-Aviv University on the occasion of Israel Gohberg’s 80th
birthday is also included as well as a note by H. Baumgärtel. The texts by
Gohberg’s colleagues were revised and approved by speakers. The texts by
Gohberg’s family were submitted by Gohberg.

Mathematics Subject Classification (2000). 47-06.

Keywords. Israel Gohberg.

1. Presentation of book

Marinus A. Kaashoek

Dear Professor Gohberg, dear Israel, dear Mrs. Gohberg, dear Bella, dear
members of the Gohberg family, dear guests, dear colleagues and friends.

Edited by Leiba Rodman.





xiv Speeches and Reminiscences

I am speaking on behalf of Harm Bart and Thomas Hempfling. The three of
us are the editors of the book Gohberg and Friends, which will be presented to
Professor Gohberg shortly.1

As you know mathematicians stand a long and time honored tradition. They
write papers and sometimes books, they read publications of fellow workers in the
field, they meet other mathematicians at conferences all over the world and some-
times in Williamsburg. In this way, in contact with colleagues from far away and
nearby, from the past via their writings and the present, mathematical results are
obtained which are recognized as valid. In this process, some distinguished indi-
viduals play a special and striking role. They assume a position of leadership, they
guide people working with them through uncharted territories, thereby making a
lasting imprint on the field, something which can only be accomplished through a
combination of rare talent, unusually broad knowledge, unfailing intuition, and a
certain kind of charisma that binds people together. All this is present in Israel Go-
hberg, the man to whom this book is dedicated on the occasion of his 80th birthday.

The documents collected here give a fascinating and sometimes moving in-
sight in the human factors that influence the development of mathematics. The
focus is not on formal mathematical results but instead on the personal relation-
ships that constitute the underlying propelling power of scientific cooperation.
Centered around the remarkable figure of Israel Gohberg, a picture emerges of the
development of operator theory and its applications during the last four or five
decades.

The above is a quote from the preface, and you can see and hear what an
excellent book it is. I want to tell a bit more about the contents of the book. It
consists of seven parts, and I will read to you the titles of the parts, adding some
additional information.

Part 1. Mathematical and Philosophical-Mathematical Tales.
This part begins with Mathematical Tales a presentation given by Israel Gohberg
at the 1988 Calgary Conference organized to celebrate his 60th birthday. It contains
stories from Gohberg’s career in mathematics, mostly from the times when he
lived in the Soviet Union before immigrating to Israel. The paper is preceded
by an introduction by Ralph Phillips. The second contribution, Philosophical-
Mathematical Tales: A personal account, is a talk given by Gohberg in January
2002 at the University of West Timişoara, where he was awarded the degree of
honorary doctor. It contains reflections on the general nature of mathematics and
on the way mathematical research is done. About the final article in this part I
will speak a little later.

Part 2. Work and Personalia.
This part contains Gohberg’s curriculum vitae, the list of his publications and a
list of his Ph.D students. Also included are a translation of a letter of reference

1The present text is an expanded version of my speech given at the banquet. Much of the material
is taken from the book.
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written by M.G. Krein, when Gohberg was a master student, and translations
of letters and telegrams supporting his nomination as a corresponding member
of the Academy of Sciences of the Moldavian SSR. The next two documents,
written by Rien Kaashoek and by Rien Kaashoek and Leonid Lerer, respectively,
present a review of Gohberg’s mathematical work. The final document concerns
the Nathan and Lily Silver chair of Mathematics of which Israel Gohberg has been
the incumbent from 1981 to 1998.

Part 3. Gohberg Miscellania: Celebrating the 60th birthday in Calgary, Alberta,
Canada.
This part consists of the Gohberg Miscellanea, written on the occasion of his
sixtieth birthday. This biographical text was composed by H. Dym, S. Goldberg,
M.A. Kaashoek, and P. Lancaster from reminiscences, notes, letters and speeches
prepared by Gohberg’s former students, colleagues and friends.

Part 4. Celebrating the 70th Birthday at the IWOTA meeting in Groningen, the
Netherlands.
This part contains the texts of the speeches given by Alek Markus, Hugo Wo-
erdeman, Heinz Langer, Cora Sadosky, Hary Dym, Bill Helton, and Harm Bart at
the conference dinner of the IWOTA meeting in Groningen, in the context of a
pre-celebration of Israel Gohberg’s 70th birthday later in 1998.

Part 5. About Colleagues and Friends.
This part presents a collection of sixteen articles that were written or coauthored
by Israel Gohberg himself. Some of these have character of a memorial article,
paying tribute to a dear colleague who has passed away. Others are recollections
or reviews that highlight personality of a friend celebrating a special occasion.
These documents together give a fascinating, and sometimes moving, insight into
human factors that influenced the development of the field.

Part 6. Honorary doctorates, laudatios, and replies.
This part concerns the six honorary doctorates that Israel Gohberg has received.
Corresponding documents such as laudatios, acceptance speeches, and other re-
lated material are presented here.

Part 7. Festschrift 2008.
This final part consists of material comparable to that of Parts 3 and 4, but then
from a younger date and written especially for this occasion. In short articles,
seventeen friends, colleagues, and co-authors reflect on their experience with Israel
Gohberg. All of them have felt his influence. In some cases, it has changed their
lives.

Who are the authors of the book Israel Gohberg and Friends? From the short
description I gave you, you may guess, well, the authors of the book Israel Gohberg
and Friends are Israel Gohberg and friends. This answer is almost correct. There
are two authors who do not fit into these two categories. They are Zvia Faro-
Gohberg and Yanina Israeli-Gohberg, the two daughters of Israel and Bella. They
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wrote a beautiful article which appears in the first part of the book under the title
Dad’s Mathematics. It is a fascinating account on how their father’s mathematics
came to them in their younger years. At the same time Dad’s Mathematics gives
an impression of Israel Gohberg’s talent to convey the beauty of the field even
to those lacking elaborate mathematical training. The two Gohberg daughters are
present here at this banquet. I ask them to stand up so that we can see them and
welcome them with a warm applause.

Dear Israel, my task is completed. I wish you many happy returns. Thomas
Hempfling, the mathematics editor of Birkhäuser Verlag, will continue and present
the book to you.

Thomas Hempfling

Do not worry, I will make it short. First of all, thanks for your marketing proce-
dures, if you are out of business just apply so that we can do something together.

I would like to congratulate Israel. One reason obviously is that we celebrate
his 80th birthday. The second reason is that he has continuous business with us for
30 years, which is really remarkable. And third, I did some computations yesterday
afternoon, because I had a guess, concerning the total number of pages Israel is
responsible for as an editor. Can you guess? It is close to 100,000 pages [applause],
about 37,000 for the journal and more than 60,000 for the books. This is really
something remarkable I think.

When the idea came up to do this special commemorative book, we thought
that there should be one very special version just for Israel, and here it is. It is a
bound version with silver shine on it. I think you deserve it. I congratulate you.

2. Gohberg’s colleagues

Joseph A. Ball

My first contact with Israel was as a graduate student at the University of Vir-
ginia. There were the books by Gohberg and Krein from which operator theorists
were supposed to study Operator Theory. Later we intersected at University of
Maryland. He was settling down in a new place at West Hyattsville, Maryland,
just a couple of blocks from where I grew up. So I showed him the place I grew
up. He said, “Some people are local, but you are an aborigine”. I had experience
of working with Israel over a period of four or five years on a book, one of many
books in which Israel took part. It felt like becoming part of the family. He leaves
behind a large legacy in Operator Theory, and I congratulate Israel and wish him
the best in the future. Thank you.

Ronald G. Douglas

I first met Israel at the 1966 International Mathematical Congress in Moscow. As
far as I know, this is something that most of the people here do not realize, since
they are young. If you go back to the 60’s, there were two worlds of Operator
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Theory: there was one world on one side of the iron curtain, and the other world
on the other side of the iron curtain. There were occasionally letters that went
back and forth, and a few visits, but not many. The Moscow congress provided
people in the rest of the world, the United States, Europe, Australia, Japan and
so forth, with an opportunity to actually meet these people that were creating so
much of Operator Theory. Otherwise, we would have to learn from translations of
books which would occur in one year, two years, three years, or may be never.

Among the people I met there was Israel. At the same time I met both Kreins,
M.G. Krein and S.G. Krein, Arov, Adamyan, and I can just keep going. I certainly
remember Israel standing out, I do not remember what we talked about but we
talked. We both knew who each other was. The “official” translator between the
two sides was Ciprian Foiaş. We had some rousing seminars where Ciprian would
listen to the Russian and explain it to us in English, and then he would comment
in English and then in Russian, and this went on and on and on. In any case, after
that meeting I got a letter from Israel, and I also, in a bit of a surprise, started
getting these large envelopes with Israel’s reprints. And of course you heard a few
days ago that there are more than 400. I do not know what the number was there
but it was substantial. Of course I was very pleased to get those even though most
of them were in Russian; I think all of them at this point were in Russian. I later
found that, as one of the family indicated, Israel is methodical about planning and
possibly planning for the best or the worst.

After Israel emigrated to Israel, one of his first visits to the United States was
to Stony Brook. He came and spent many semesters there. In fact, he reminded
me today that his crash course in English was because Stony Brook’s Dean or Vice
President or somebody told him, “We have money to hire you, but you have to
lecture in English, and that classes started almost immediately”. So he was telling
me that his first month in Stony Brook was a lot of work, a lot of effort.

I’ll just say two more things. I remember a couple of more visits, he came
to Stony Brook many times around the seventies. But I remember one visit to
Amsterdam. I will not go through the whole visit. His grandson talked about
berries. The thing I remember, walking back from the Mathematics Department to
the apartment, was that Israel spied wild mushrooms all over the place, mushrooms
I have never seen before. He picked them up, gathered them, and took them to
the apartment. His mother was there, and she cooked wonderful dishes I could
not have imagined. I was sure I would be dead next morning. I was somewhat
surprised when I woke up. The other comment I am going to make has also to do
with Israel’s mother. She was very important part of his visits. He brought her
to Stony Brook on more than one occasion. My first visit to Israel was in 1977,
arranged by Israel, and I came over to their apartment. I was there with my family.
Israel’s mother fixed a meal that, well, it seemed like it went on and on, and my
children had to be excused because they could not even look at the food. It was
an absolutely wonderful meal which I still remember. It is clear to me where Israel
got his loving nature and optimism for life: that was from his mother. I can say
more about mathematics, but probably I have said enough.
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Roland Duduchava

Dear Colleagues.
I am very happy to call this outstanding personality my teacher. When I ar-

rived in Kishinev, it was 1968, unexperienced young man not only in mathematics
but also in life. I learned a lot from Israel Gohberg. He was a wonderful teacher
in mathematics, and in life. When I left Kishinev three years later, I brought with
me back to Georgia not only dissertation, but also wife and child. In the process
of my marriage Bella Yakovlevna and Israil Tsudikovich played an essential role,
and I am very thankful to them for this.

Harry Dym

Sayings of the Fathers is a short extract from the Talmud that includes a number
of suggestions for virtuous living. I think that many of you who are here tonight
share the sentiments expressed in the following transparency:

Sayings of the Fathers:

Acquire a teacher
and
Acquire a friend

Thanks to Israel on his 75\ th
80th

for being both.

As you can see, I have used this transparency on Israel’s 75th birthday, I am using
it again for his 80th birthday, and I would like to point out that there is a lot of
space left for the future.

I do not want to take too much time. Israel’s family is a hard act to follow,
and there are many more speakers.

You all know about Israel’s mathematical accomplishments. I would like in-
stead to tell four stories that illustrate his other dimensions. I have told them
before, but I rely on the fact that the audience is largely new, and the hope that
the older members of the audience who have heard these stories before have for-
gotten them.

I met Israel for the first time in Spring of 1975, when he joined the Depart-
ment of Mathematics at the Weizmann Institute as a part time member. Shortly
thereafter we began to work together and continued to do so for close to ten years.

Israel used to spend a day and a half at the Institute. On Sundays he would
usually arrive between 9 am and 9:30 am, we worked a little, he would lecture
from 11:00 am to 1:00 pm, afterwards we would go for lunch, then work again.
One day he arrived rather late. What happened? Well, on the way, while driving
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from Raanana (where he lives) to the Weizmann Institute, a car crashed into him
from behind. I believe it was a police car. Anyway, after he settled in, Israel called
Bella, his wife, and explained to her that he had an accident on the way to work,
someone bumped into his car from behind, but there was no need to worry, he was
not hurt.

Bella: “Why did he do that?”
You can imagine your response to that question. But Israel very calmly says,

“Bellechka, this question you have to put to him not to me.”
In between our working sessions we would talk about other things, and from

time to time would drift into anecdotes. I would like to relate two stories that I
heard from Israel from his Russian period, which illustrate Russian humor, maybe
Jewish Russian humor, sort of bittersweet.

One story is about a baker. A man goes to a bakery and wants to buy a loaf
of bread.

Baker: “Fine, it is two rubles.”
Man: “Why is it two rubles? In the store down the street it is only one ruble.”
Baker: “Ah, but that baker has no bread. If I had no bread, I would also sell

it for one ruble.”
Another story is about a collective farm where they raised chickens. An in-

spector came from the Central Committee, to see how the farm workers were doing.
He goes to one worker and asks,

Inspector: “What do you feed your chickens?”
First worker: “Corn.”
Inspector: “What! You feed your chickens corn? We do not have enough wheat

or grain to feed our children! – Siberia!”
The inspector turns to a second worker and repeats the question.
Second worker: “Chocolate.”
Inspector: “What! You feed your chickens chocolate? We do not have candy

to feed our children! – Siberia!”
He then turns to a little old Jewish worker with the same question.
Worker: “I do not feed my chickens. I give them each a ruble, and they can

buy what they want.”
The final story is based on a conversation that took place when Israel met

our youngest son Michael for the first time.
Israel: “How many children are there in your class?”
Michael: “Forty three,”
Israel: “Forty three? That’s wonderful, so many friends.”

Lillian Goldberg

I am pleased to say that I go back before any of these people. I am the wife
of Seymour Goldberg who has passed on, and he met Israel in 1964, before the
mathematical congress, before anything else. I just tell one funny story, I think it
is funny.
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Bella and Israel were given permission to have Seymour at their home. This
was not easy; the KGB had to know everything about Seymour before he is per-
mitted to enter Russian house, including if you see him mailing a letter tell me
what mailbox, if he is talking to somebody tell me who he is talking to. Israel and
Bella, being what they are, and Clara, said they are going to make him a special
dinner. And they stood on line, both women, cut all these wonderful things, meat,
chicken, and everything else which was very hard to get. Shortly before Israel is
going to take Seymour home for dinner, Seymour says, “Oh, by the way, I forgot
to tell you that I am a vegetarian.” Seymour related to me, and to many other
people, that Israel called home and told his mother and his wonderful wife. And
from across the room Seymour heard in the phone two “Oy”’s. That’s how loving
families got together, and we love them, their children and grandchildren.

J. William Helton

I am honored to be here honoring Israel Gohberg on his 80th birthday. As we are
all seeing, this conference honoring Gohberg is in our own self-interest, because it
is this occasion which has drawn here this remarkable broad collection of powerful
mathematicians from all branches of operator theory.

As we all know Gohberg has had a profound influence and much of what you
see around you this week stems from areas he invented, students he trained, and
areas where he solved basic problems. Since we all know this, maybe I should say
something about his lesser known side.

I will always recall the first time he visited my house in San Diego. We all
know Gohberg can fix bad matrices; he adds a column, takes off a row, transposes,
permutes and voila! the matrix is beautiful. However, Gohberg can also fix plumb-
ing. Our guest bathroom had drain caps on fancy levers which did not work, so
we had rubber stoppers and gaskets. I was afraid he would have trouble with our
“system”. After his shower, after breakfast, I went in with new towels; but behold
all the rubber stoppers were gone. I asked Israel if his shower went OK and he
said, “All is fine, I will show you.” He took out a coin, unscrewed the plate holding
the lever, pulled some rods out of the wall, showed how to clean and unstick them,
“that is all there is to it”.

My wife was delighted. On the other hand from then on I faced the problem
that my wife thought plumbing was easy to fix.

Another example, concerns the IWOTA conference I did not like. This is
unusual because I always love IWOTA conferences. However, at this conference a
screw fell out of my glasses. They fell apart, so I could not see anything. I could
not see the talks, but that probably did not matter much, since they are hard
to understand anyway. Unfortunately, the lever on the conference coffee pot was
small, so I had trouble using it; clearly the situation was serious. When there are
serious situations at IWOTA we go to our president. He looked at the pieces of my
spectacles and said: “no problem, such glasses were very common” in the Soviet
Union. Immediately he got a paper clip from the registration desk, threaded it
through the hole in the glasses frame and in the paper clip tied a knot so strange
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it is found only in Moldova. Immediately, the conference began to make sense to
me.

In conclusion, Israel Gohberg is always welcome in my home, he is of great
value at conferences and his mathematics and his friendship are welcome anywhere
in the world.

Peter Lancaster

It is a great pleasure and privilege to be here, and to have the opportunity to say
a few words. I would like to repeat a number of sentiments that already have been
expressed. They each have to do with family.

I remember Israel’s mother quite well, although I could not possibly know
her intimately. I never cease to wonder at the way that she was able to protect and
inspire her children – in spite of the most dreadful times and conditions of war.
Israel and I are about the same age, and I can’t help contrasting his war years
with mine. I had a relatively sheltered and secure existence in England through
my first 15 or 16 years. So for me, it is hard to imagine the trauma that Israel and
the family went through and, in particular, how much is owed to Israel’s mother. I
sensed the strength of her personality even though I could not know her very well.

Secondly, it is wonderful to see all the Gohberg family together once more,
as we did twenty years ago in Calgary, and I am so delighted for each and every
one of you.

The third aspect of Israel’s extended family has to do with the mathematical
community. How did this come about? Of course, scholarship is at the root of it,
but it is unassuming scholarship, a modest scholarship, scholarship that does not
intimidate, that welcomes ideas and people on an equal basis. I am privileged to
have been one of these friends and colleagues.

The last little twitch on the family theme is to mention my own family, who
all have very fond memories of Israel. They join me in wishing you many happy
returns of the day.

Henry Landau

When I was a student, we heard a lot about a famous chemist. The problem for
chemists in those days was to understand the structure of molecules, and in order
to do that they had to crystallize them. This was a difficult art, but this chemist
was phenomenal not only for being able to do it seemingly at will in his own lab,
but also wherever he went all those waiting chemical solutions would suddenly
crystallize. The explanation finally given was that he had a long beard, and that
over the years so many different crystals had found their way into this beard that
when he leaned over a sample something would drop out that was just the right
seed around which everything would coalesce. Now Israel has been doing exactly
that for us for about sixty years, going from place to place and wherever he goes
ideas crystallize, beautiful structures appear – and he doesn’t even have a beard!

Well, Iz’ia, as everybody knows we owe you so much, not only in mathematical
ideas – they are precious – but even more precious are he worlds of friendship which
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you create for us and among us. You take us into your marvellous family: Bella,
Feya, Tzvia, Yanina, all of you welcome us, and make us join work with feeling.
This is something so extraordinary, as we can see just from our gathering here.

I think that every celebration really unites past and future, folds them into
the present. So I think of Mark Grigoryevich Krein, Israel’s friend and collaborator,
whom he always brings to life on such occasions. And I think too of the dark stories
of his early years that terrify even today. Here’s one I always remember: when the
nazis invaded, Israel’s mother miraculously managed to get him and Feya with
her on a train heading east away from the fighting. In the course of this voyage,
always uncertain, they stopped in a little town and were told that the train would
stay all day, so she went to try to find some food, but when she returned a short
time later the train was gone! How can one imagine this moment? Someone told
her that there was another place where the train might be, so in desperation she
gave away her only winter coat to be taken to it, and providentially the train was
indeed there and they were reunited. Such things are part of their past, as is the
endless hardship of Soviet antisemitism, and yet in all these situations Israel was
able to maintain brightness and hope. We saw this so clearly in Kishinev, on the
occasion of his honorary doctorate. There was a strange atmosphere at the formal
ceremonies, with the officials saying nothing about how he had been treated, but
later in more private meetings, when Israel broached the subject, there was such
an outpouring of emotion on the part of every one. They remembered details from
thirty years ago. It seemed to us that they had always kept him in their minds as
their source of joy, learning, and happiness in mathematics.

So as we are here all together, four mathematical generations of your friends
and students gathered in this lovely place, with a full moon overhead, it is a
wonderful moment in which to thank you. As I picture it, things may get a little
dark at times but when you appear the sun comes out and mathematics blossoms.
This will always be true, Iz’ia, so the only thing to say is: L’CHAIM!

David C. Lay

I am really pleased to participate in this conference honoring Professor Gohberg.
I think my first contact with Israel’s work was in 1973, when I spent the first
half of a sabbatical at the Free University. Rien Kaashoek and Harm Bart were
working on ideas from Gohberg’s paper, and Rien invited me to participate. Then
I met Israel in 1974 when he came to visit Seymour Goldberg at the University of
Maryland.

I have two short stories about Israel and my family that illustrate how gen-
erous and kind Israel is on a personal level. You know, I thought people will be
talking a lot about his mathematics tonight, and yet I find I am doing the same
thing they did, seeing him as a man, a wonderful man.

In the fall of 1979 I began a sabbatical year at the Free University in Ams-
terdam, and we lived in a house in the same town as Harm and Greetje Bart. My
wife Lillian and I had a 14 month old adopted daughter, Christina, and Lillian was
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pregnant as well. Soon Lillian gave birth to our second daughter in our home. For-
tunately, the midwife arrived in time, because I did not have all the preparations
ready. After a few weeks, Israel came to visit, to see our new baby. Shortly after
he entered our house, Lillian came down with our new baby, Deborah, followed
by little Christina who was just 14 months old. When Christina saw Israel she
stopped and stood very still. But Israel smiled, held out his arms, and without
hesitation Christina ran to him to be held.

After we returned to the University of Maryland, Israel and Bella started
to visit Seymour and Lillian Goldberg at our university. They came for about
two months each year for twenty years, and Israel visited our family on most of
these trips. Israel became like a grandfather or uncle to our children. When our
daughter, Deborah, was three and a half years old we had a large playhouse in our
main family room. We still have a photograph of this house with Israel down on
the carpet playing house with Deborah. He was there a long time that afternoon.
You can imagine how the children looked forward to these visits each year.

Jürgen Leiterer

Dear Israel. You know, I too have an anniversary this year. Forty years ago I
became a student of yours, exactly forty years ago. In September 1968, I moved to
Kishinev and started my active mathematical life as your Ph.D. student. After two
years I think I got some qualification after learning the basics, and you proposed
to me to come as your collaborator. This was a big aid in my life. After that, I
think it was three or four years, we worked together. It was a very good, maybe
the best time of my life, it was a pleasure to work with you.

Then this collaboration stopped for political reasons, you moved to the West,
I remained in the East. There was an attempt of Rien Kaashoek to join us again
inviting us at the same time to Amsterdam. But this was “observed” and pre-
vented. So we have a long way back.

Already when we were working together we observed that several complex
variables are important for us, and you encouraged me to study such things. As
a result, I became more and more interested in several complex variables. At the
end, I changed the field completely. I worked in several complex variables, and
forgot about operator theory for almost twenty years.

Then politics changed and we lived again in the same world. (I did not have
to move for that, the West came to me to Berlin.) We met again, and you proposed
to me to continue our collaboration. In the beginning I was skeptical about this,
because I forgot almost everything. Nevertheless, five years ago we have started
again, and I am again very happy that we have decided to start. It is again a very
pleasant time for me.

How to explain that? There are many remarkable properties in your person-
ality. But one which is most important – you are not only the founder and the
head of a mathematical school. What you have is much more – it is a home, a
house of hospitality not just for mathematics, but for people doing mathematics.
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If I would meet somebody who is looking for a good problem to work on, I
would say, “Go go Israel. He will speak to you, you will speak to him, he will speak
to you, and at the end you will work on one of his problems. Even more, if you
have a good problem, and you approach him, then he will speak to you, you will
speak to him . . . , and at the end you will forget about your problem and start to
work with him.”

Dear Israel, I am most impressed with your optimism. Meeting you I am
always infected by it. It seems to me, there is nothing in the world that could
destroy your optimism. I wish you on your birthday, most of all, keep this optimism.

Thank you.

Vadim Olshevsky

I seem to be one of the few people who are not wearing a jacket, but I believe I
got a special permission from Gohberg.

Kishinev was already mentioned quite a few times today. I got my Ph.D.
degree in Kishinev as well, but this was many years after Israel left. So I did not
have a chance to meet him until I moved to Israel in 1989 to start a post doc
position at Tel Aviv University.

I remember that Israel immediately told me that we should do something
about structured matrices. Today we have a three-day special session on structured
matrices at IWOTA which indicates that the topic has garnered a lot of attention.
But in 1989 I told him that I do not find structured matrices interesting. Well,
he insisted, and we wrote several papers together. When the first joint papers
were completed, we submitted a contributed talk for the 1990 ILAS conference
in Haifa. By mistake, it was listed as Gohberg’s talk and not mine. It was only
a contributed talk, and there were four or five parallel sessions, but many people
showed up nonetheless to come hear Israel speak.

There were about a 100 people in the room. Peter Lancaster was the chair-
man; when he announced Israel’s talk, Gohberg rose up said, “We changed the
title of the talk, and we also changed the speaker.”

And somehow I got this large audience which came to listen to Gohberg,
but instead received someone completely unknown. This helped me greatly at the
beginning of my career.

Now I realize how right was Gohberg in predicting how important this re-
search topic, structured matrices, will be in two decades. Everybody knows that
this ability to choose “the right topic” is one of Israel’s many talents. I thank you
Israel Tsudicovich for many years of working together [applause].

This was my first remark, and I would like to make a second remark.
I would like to say a few words about the “Gohberg phenomenon,” because I

believe Israel is unique in succeeding in every enterprise he starts. One may think
why this is, and of course there are many obvious ingredients: talent, hard work,
personal charisma. But since this is a dinner speech, here I can tell you the truth.
I think that luck that plays a crucial role in Gohberg phenomenon.
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How many times today have we heard people quoting Gohberg as saying
“Do not worry, everything will be OK?” Somehow there are people with whom
everything is always OK: they can eat wild berries, wild mushrooms (as someone
mentioned a moment ago), a police car can hit you from behind (as we learnt from
another speech today), and yet “Do not worry, everything will be OK.”

Let me tell you one more personal story. Seven or eight years ago Israel visited
us in Atlanta. He gave a terrific talk, and afterwards we went to dinner together
with Mihaly Bakonyi. At that time Israel was two hours late for his dialysis, and
Bellochka was very nervous. But Israel said: “Do not worry, everything will be
OK.”

So, we went to the restaurant, and Israel ordered beer. Bella was again cau-
tious, but Israel said again: “Do not worry, everything will be OK.”

A couple of hours later, he was already four hours late for his dialysis. Ac-
tually, I needed to go back to the university because I had a class, I believe the
time was about 8 pm, and the plan was that Mihaly would drive to highway 75,
and Israel in his car would follow Mihaly, and we believed that once Israel was on
highway 75, he will find a way to my house (where his dialysis machine was). It
was back in pre-GPS era. In accordance with the plan, Mihaly drove to 75, made
a gesture to indicate this is it, and took an exit. Israel instead followed him and
also took this exit. Mihaly stopped, expecting that Gohberg would also stop and
they would talk. Instead, Gohberg continued straight ahead and disappeared.

Now let me describe the topology of Atlanta. The Chattahoochee river divides
the city, and one can cross it in only two places. Needless to say, my house was on
the other side of the river. Given all this, in the direction which Israel followed it
was simply impossible to get to my house. So we were very worried. We tried to
call him but his cell phone was off.

About an hour later, I called my house, and Israel picked up the phone. I
said, “Israel? Izrail’ Tsudikovich?” And he said, “Yes”. “How did you make it?”
“What do you mean, how did we make it? We just followed the direction you
indicated!”

To sum up, “some people” are successful even after initially taking the wrong
turn. (As you can see, by successful I mean they come to my house).

3. Gohberg’s family

3.1. The young years of Israel Gohberg

Dr. Feya Gohberg

My name is Feya Gochberg–Eidelstein and I have been a surgeon for over 50 years.
I am Israel Gochberg’s younger sister. My brother Professor Israel Gochberg was
born on August, 23, 1928 in the small town Tarutino in the region of Bessarabia,
that was then Romania and now belongs to the Ukraine.

He wasn’t born an outstanding personality nor even a professor. Like all
newborns he was small, helpless and very noisy.
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His parents Clara and Tsudick Gochberg adored him and his arrival brought
great happiness to their marriage.

His grandparents Izhak and Rivka Gochberg were very observant Jews. They
loved their firstborn grandson very much and spoiled the child in every possible
way, since he remained their only grandson for quite a long time. Our father was
one of 6 children, and he was an educated person, he had graduated in accountancy,
opened his own prosperous business – a printing house – and was a very devoted
family man.

Our mother was quite a different person: she was a resourceful, very beautiful
woman with dark skin, long brown hair and green eyes. Our mother Clara-Haya
Gochberg was a midwife. She had lost her parents at a very young age, an orphan
since the age of 14, she achieved everything in her life on her own. She graduated
from Kishinev’s nursing school, got her diploma as a qualified midwife and left for
Tarutino where she started her working career. There she met our father. The two
fell in love and soon got married. They gave birth to 2 children: my brother Israel
and 5 years after his birth – to me.

My brother was brought up in a loving, well-off family, surrounded with
warmth and care. From his early childhood his thoughts were filled with logic.
When he was only 4 years old, while visiting some relatives, he saw a young couple
kissing. When he came back home he asked his mother: “I don’t understand, why
Leon and Balbina kissed each other all the time?”. Mother, worried about his
“sexual education” tried to detract his attention and answered: “They probably
were going away and saying “good bye” to each other.” My brother thought for a
while and said: “I don’t think so. There were no suitcases around!”

Our parents tried to give him the best of everything: he had a new Mustang
bicycle, a real Sima watch and each summer they took him to a sea resort.

When he was 7 years old he began to study in Tarutino primary school and
finished with good grades.

At the age of 9 he started smoking and I was honestly fulfilling the role of a
guard warning when our mother was approaching. I had a tricycle with 3 wheels.
My brother used to let me pedal it and he himself liked to stand behind me on the
tricycle and I had to pedal on it forward. Once, while riding like that on a high
speed we both fell into a deep hole and almost got killed.

When he was punished for his deeds, I used to cry bitterly and say that
it was my fault and I was the one to be punished. He appreciated it and never
neither during our childhood nor later did he offend or hit me. Never has there
been between us jealousy or envy. Through all of our lives we have always kept a
warm and loving relationship and it was all our mother’s achievement. It was our
mother who taught us to love, honor and take care of each other. During our life
in Tarutino our parents did their best to give my brother a good education: he
took violin lessons, he was taught the Bible by a private teacher, he liked sports
and was the only goalkeeper of the school’s football team.

On finishing school in Tarutino, our parents decided to send him to one of
the best secondary schools in the region, but he wasn’t accepted there because of
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his low mark in mathematics and only because the school had a lack of students
was he enrolled there. He studied there only for one year. The Second World War
started – the most dreadful war for the whole world and especially for Jews. But
in our family a great disaster had happened before that.

When the Soviet troops occupied Bessarabia our father was arrested in the
middle of the night, without any explanation. Our mother was told that in 20
minutes, after answering some questions, father would be back home. We never saw
him again. Our father was accused of Zionism and without being even prosecuted,
he was sent to Siberia, to a Gulag. There, at the age of 40, he died of hunger.
Our mother kept waiting for him all her life! The details of his death became
available only few years ago, when the Soviet regime had changed. Our father was
rehabilitated due to the lack of any proof of his guilt. In his holy memory my
brother’s firstborn daughter was called Tsvia. Exactly 15 years later, on the day
of the anniversary, of our father’s death, I gave birth to my only daughter, whom
we naturally also named after him – Tsvia.

During the years of WW II my brother suffered hunger. We were always
hungry, we fell asleep being hungry and we woke up being even more hungry. My
brother worked in the fields together with our mother in order to get some carrots
and potatoes so that we would not starve to death. He was very creative: he learned
to make rubber rain-shoes from old tyres and exchanged them for some food. At
this period of his life, my brother had already a mature personality and he was
our mother’s chief adviser and partner. At the age of 14 he decided to change
his life and fight starvation. He stopped attending school and started working in
a bakery. When our mother found out about his new career – I remember there
was a serious scandal at home after which my brother preferred to remain being
hungry and went back to school. In spite of his absences he completed his school
education during the last year of the war.

He graduated from school with very high marks and at that time his outstand-
ing abilities in mathematics were discovered. His school teacher, Mr. Shumbarsky
noticed his talent in math. I think that he was the one who played an important
role in forming my brother’s interest in math. His teacher was sure that math
should become his future. But our mother didn’t think so. Working as a midwife,
all her life she dreamt to be a doctor, but that was impossible for her to reach. She
certainly thought that her talented son should become a physician. There was a lot
of disagreement at home and at last mother told my brother that if he didn’t ap-
ply to medical school she wouldn’t support him financially. My brother was scared
and told his teacher everything that had happened at home. His teacher paid us
a visit and told my mother that if she insisted on my brother’s learning medicine
– she should know for sure: that on that very day a great talent in mathematics
will be not developed and be lost. My mother got scared and gave in. In 1946, at
the age of 18 years, my brother became a student at the faculty of mathematics
of the Kirghiz State College. A new period in his life started.

All her life our mother lived with my brother’s family. She always helped us
and the last 10 years of her life she spent in Israel.
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Our mother died at the age of 80, she always helped us, until her last day
and was full of energy, had a tremendous sense of humor, an outstanding example
of dignity, loyalty and love. In memory of our mother Clara-Haya were named our
grandchildren: my brother’s granddaughter – Keren and my grandson Hannan.

This is our family today: my brother and his wife Bella, his elder daughter
Tsvia, her husband Nissim and their children Tali and Jonathan; his younger
daughter Yanina, her husband Arie and their children: Keren, Raviv, and Tslil,
and I – his sister Feya, my daughter Tsvia, her husband Malcolm and their children:
Hannan and Liat.

3.2. My father I.C. Gohberg

Zvia Faro (Gohberg)

As we were growing up Dad’s work seemed very mysterious and unclear to us, we
considered it his “Dark Side”.

There was also the bright side, the Dad, whom we understood, who made us
laugh, taught us math, history, science, who was fun to be around and learn from.
I want to talk about this side, the side so dear and familiar to us.

Our Dad is a devoted family man, caring son, loving husband and Father,
dedicated brother and uncle. He is a wonderful Grandfather, who can do magic
tricks like a professional magician.

He is very athletic a good soccer player, skier, swimmer and runner.
His “golden” hands can fix or make anything. Dad is a good cook and can

create some elaborate gourmet dishes. He is a well rounded man, and has many
other interests in life besides mathematics, being very thorough, he does not accept
shortcuts and excels in everything he does.

He had many hobbies, at times it was photography, aquariums, later fishing,
agriculture, wine making and many more. When I was born Dad’s hobby was
photography. At night, when everyone was asleep, our tiny bathroom turned into
a dark room and in the morning there were many photos drying on the blanket
on the floor.

Another hobby was his bicycle, to which he installed a motor, tied a little
pillow to the ramp and often took me for long rides to the country fields.

I still remember the fun, the wind was blowing in our faces, while we were
riding and singing. Here I will probably uncover one of the very few things that
he is not good at: he does not have an ear-for-music, and I am the same. My
Mom and my sister have a perfect ear for music, so we never even dare to sing at
home, but on those trips only the wind, the cows and the sheep we passed by were
our audience and at that time I thought that they really enjoyed our out-of-tune
singing.

On the way we played games, he asked me riddles, logical puzzles and taught
addition. As I grew the trips became longer and the problems harder. Our family
often vacationed on the Black Sea. I remember how writing with a stick on the
sand he explained binary numbers and limit. Limit was hard, I kept asking what
does it mean that for every epsilon there is a delta? What if I find a smaller epsilon,
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I asked, then I will find a smaller delta he replied, drawing another segment on
the sand. He was never tired or impatient and could repeat things over and over
with new intuitive examples and jokes.

Notwithstanding his busy schedule, there always was time for us. Dad taught
us riding bike, skiing, ice skating, swimming, diving. We loved long walks in the
woods where we learned survival skills and the difference between good mushrooms
and the poisonous ones. When our Mom who is a doctor was on call, he cooked
us our favorite dinner, it was the best mashed potatoes I have ever had.

When we decided to immigrate to Israel, we were refused the exit visa and
became refuseniks.

I was expelled from the University, Dad stopped going to work, it seemed
that my life was over. We have spent a lot of time together, he became my best
friend and cheerleader. He was encouraging me, telling about the infinite opportu-
nities that awaited me and my children in the free world. I wanted to hear about
our wonderful new life, but he never painted a pink picture, preparing me for
difficulties. During those long months we discussed politics, listened to the Voice
of America, he allowed me to read forbidden Solzhenytsin SAMIZDAT books. I
learned about the world outside the Soviet Union, my heritage, the history of my
people and many other subjects that were dangerous even to think about at that
time. He taught me to fight and not to give up under any circumstances. I was very
impressed by the story of Massada fortress, a source of inspiration and a symbol
to everyone, who fights for freedom.

When we came to Israel he could not speak neither English, nor Hebrew
and in a very short time with no formal training was fluent and lectured in both
languages.

35 years since we left Russia I still admire his courage and confidence, that
helped us overcome those difficult times and opened to me and my family new
unsurpassed opportunities.

I always looked up to you, you were my role model. Today, when my kids are
grown up, I still look up to you, ask for your good advice, for encouragement, you
always stands by us and support us in all our endeavors.

When I was little, I looked very much like my Dad. People who did not know
me, stopped me on the street and asked if I was Gohberg’s daughter. I hope that
now when I am all grown up I am at least a little bit like you, and not only look
like you.

Many good wishes we are sending your way,
Get younger and younger day after day,
May you live long and happy life
Always together with your wonderful wife
(Always share with us your good advice)
The troubles and misfortunes should pass you by
May your humor and jokes make everyone smile
May your laughter roam like a thunder
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And good friends be always around you
Have nakhes from children, grandchildren and family
Happiness and sunshine with Bella sharing
We wish you health – it is needed a lot
May luck always follow you and support
Keep dreaming big and may all your dreams come true
Travel, research, prove new theorems too
And on your 80th birthdays we say right from the start
Accept our best wishes from the bottom of the heart.

3.3. Dad’s 80th birthday

Yanina Israeli (Gohberg)

I have always admired my Dad’s outstanding personality. He is a man of many
talents and excels in everything he does or puts his mind to. There are many
contradictions in his character; I often think that these contradictions make him
the remarkable person he is.

Dad is an optimist and a believer in good outcomes, but he always plans and
prepares himself for the worst.

A person, who had overcome a lot of difficulties in his life, who knew loss and
sorrow, but nevertheless loves life and enjoys every minute of it.

He is a wonderful friend with a lot of friends all over the world but on the
other hand a very private person, who religiously guards his privacy.

A devoted and loving family man, who spent a lot of time travelling far away
from the family and dedicated his life to mathematics.

Humble and modest, does not need much for himself, but very giving and
generous to the people he loves.

Flexible, curious, progressive and open-minded, he can be very conservative
and stubborn at the same time.

A person who describes himself as not a sentimental one, he is very compas-
sionate and kind-hearted.

Demanding, critical and tough he expects everyone to excel, but at the same
time he is the most caring and supportive person, who stands by and encourages
in the difficult and most disappointing moments.

Dad has a rare sense of humor and roaming laughter and a joke for every
situation, but he knows how to be very serious and with one glance can make
serious everyone around him.

He can advise in the most difficult situations, but does not interfere and
volunteer his advice, unless he is asked for his opinion.

Although he has very logical and analytical mind and believes in thinking
things through, sometimes he tends to rely on his intuition.

He can spend hours concentrating on mathematical research, being discon-
nected from the world around him, but will drop everything in a second to help
his children or grandchildren with their homework.
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Can’t live without email, loves technology and internet communication, but
on the other hand loves nature, enjoys long walks, good swim and camping away
from the civilization.

These contradictions in his character make him the most interesting, surpris-
ing and creative person. We love you and hope to be together with you and Mom
for many years to come, may you be healthy and happy, tell jokes, make us laugh,
keep being unexpected and surprise us over and over again.

3.4. Family reminiscences

Bella Gohberg

In 1951 in Bishkek, Middle Asia there were 3 inseparable friends, Nora, Fani and
me. We were juniors in college, studying medicine. It was Nora’s birthday and we
were ready to party. For some reason Fani could not come and send a “delegate”,
her brother Israel, or Izia, as she called him. The delegate was tall good looking,
skinny guy with big green eyes, long eye lashes and full head of hair. He was smart
and funny, his laughter was loud and infectious. We liked each other and after the
party Israel walked me home, he talked about math with a lot of enthusiasm.

Math was not my strongest subject, I did not believe then that math can be
a source of inspiration and disappointment, that it was possible to dedicate one’s
life to this science. I have learned it much later. Israel was the first mathematician
I have ever met.

His vacation was over, he returned to complete his degree in mathematics
in Kishinev, my studies were just beginning. After that meeting, we have written
each other and met occasionally.

A few month in the beginning of 1954 Israel worked on his Ph.D. thesis in
Leningrad, where I was completing my medical studies. He invited me to attend
the defence of his Ph.D. thesis. I felt proud and honored, was very impressed how
freely, with ease he used mathematical formulas and how attentively everyone was
listening. As my husband likes to say: It was wonderful – but not clear at all.

This was my first introduction to Advanced Mathematics.
Later in winter of 1956 Israel came to Leningrad and asked me to become his

wife. He stayed for 6 days, everyone told us it was impossible to register in 6 days,
but against all odds on February 1, 1956 we have registered our civil marriage. We
could not even dream about a traditional Jewish wedding in those difficult times.
We have celebrated our Jewish wedding 50 years later in Raanana, Israel.

I joined my husband in the town of Beltsy, Moldova 6 months after our
marriage. I was already a licensed medical doctor. 3 months later on November 1,
1956 our first daughter was born. Our friends often joked that those were precise
mathematical calculations.

In 1960 we moved to Kishinev, where our younger daughter Yanina was born.
Israel’s Mother lived with us, she was part of our family and helped us a lot. All
five of us shared a 1 bedroom apartment with a tiny kitchen.
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After 10:00 pm when everyone was asleep the kitchen became my husband’s
study. On the kitchen table under the black reading spot lamp he wrote his Ha-
bilitation thesis and his books with M.G. Krein.

Every morning we found on the table many new handwritten pages and an
ash tray full of cigarette stubs.

Often Israel went to conferences and presented his results, his Mother was
impatiently waiting for him. When he returned she would ask: “How did it go? Did
people ask you questions?” the answer was “Yes”. “So, Did you know the answers
to those questions?” “Yes”. After the second answer she looked at him with a little
skepticism and surprise, but at the same time with great love and admiration. She
was very proud of him.

An important part of his life was collaboration with Mark Grigorievich Krein.
Israel used every opportunity to work with M.G. and traveled to Odessa, often on
the weekends. Trips to Odessa and work with M.G. has inspired Israel and charged
him with energy. Even during our vacations on the Black Sea he managed to carve
some time for the work with M.G. Krein at his dacha. Professor Krein was very
demanding of himself, of his students and his coauthors. There were many revisions
of the books and many trips to Odessa.

Usually when he returned from the trips we wanted to know whether the book
was completed. Israel’s answer was: “Almost, some very little changes remained.
One more trip to Odessa”. There were anecdotes and legends among his friends
about this subject. Josef Semyonovich Iohvidov dedicated the following poem:

(From M.G. Krein’s dream, New Year’s Eve, 1963)

Around the festive table all our friends
Have come to mark our new book’s publication.
The fresh and shiny volume in their hands,
They offer Izia and me congratulations
The long awaited hour is here at last.
The sourest skeptic sees he was mistaken,
And smiling, comes to cheer us like the rest
And I am so delighted . . . I awaken

(Translated from Russian by Chandler Davis)

I vividly remember an episode, when our daughter Vilia was 4 years old, we
moved to Kishinev. I was concerned, that I did not have a job and asked Israel
what are we going to do. Always an optimist my husband answered: “We will
fight!” Our little girl, heard his answer, understood it literally and said: “I don’t
want you two to fight”. It was very funny and we all laughed then, but on the
serious note the “fight” was an important part of Israel’s life. He had to fight for
his survival during the war. He had to fight for his education and career in a very
difficult situation during the time when his Father, was wrongly accused and died
in Gulag as a political prisoner.
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Israel not once fought diseases, he fought for his life when severely burned
from explosion of the gasoline vapors. The doctors considered his recovery a mir-
acle. Israel fought for the immigration to Israel. It was his dream and he initiated
this responsible event in our entire family. My husband have won many battles,
too many to name here.

His strong will, incredible optimism and intuition helped him in the “dead
ends” and most difficult situations. Israel’s life was not a rose garden. There were
plenty of thorns, that at times hurt leaving deep scars.

I am thankful to G-d for helping us overcome all the difficulties. I am very
fortunate and excited to celebrate your 80th birthday, surrounded with colleagues,
family and friends. Our life together was never boring, was always interesting and
filled with love and understanding. We are blessed with wonderful children and
grandchildren, who fortunately were born in the free world in Israel.

I am praying for many more years to be together.

3.5. Congratulations Izinka

Zvia Kavalsky

Good evening ladies and gentlemen. Dear mathematicians, family, friends, and
dear Professor Gohberg. My name is Zvia Kavalsky, and my mom Feya Gohberg
is Israel’s one and only sister and since I am her only daughter, I believe that I
just proved to everyone that I am Israel’s one and only niece.

I never called you uncle. For me you are Izinka, it’s a lovely name we call you
only at home and it is reserved only for a very close family.

Today we celebrate your 80th birthday, and I, your sister Feya, and my
daughter Liat, travelled from overseas to be able to participate and celebrate this
wonderful event. So, Israel, Izinka thank you so much for inviting us and making
it possible to share this special moment for our family here together with you.

Ever since I was a little girl, I remember you in my life. Every summer
vacation I would go to Kishinev, to my uncle’s house and have fun with my cousins.
I did it for more than 10 years. More than anything else I love to remember the
times that we spent together, the weekends, a lot of good jokes, good food, good
laughter and good energy around. It is in your house I was taught to believe that
there is a lot of goodness in the world, that one has to work hard to earn wealth
and respect, that we should be always honest, very thoughtful and extremely
rational, you shared with us your life experience, you taught us to take knowledge
and education seriously and your advice through all of my life was always useful,
sincere and worthwhile. You and your wife Bella (for me Belluchka), always treated
me as your daughter, you both always made me feel welcome and very comfortable,
you never made any difference between me and your daughters. Therefore, I will
prove now that 2 is equal to 3: what I mean is that everybody knows that you
have 2 daughters but really you do have 3, Tzvia, Yanina and me. And if anybody
can present a counterexample – I have many other proofs to present.

I would like to conclude with a quotation of a famous scientist, Louis Pasteur,
who said: “I am convinced that science will triumph over ignorance, that nations
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will eventually unite, not to destroy, but to create, and that the future will belong
to those who have done the most for the sake of humanity.”

I am very proud tonight while I stand here belonging to the family side of
this splendid event, I believe that you always managed to gather together a lot of
talented scientists that the future belongs to you and to them.

3.6. My grandfather

Jonathan Faro

I am lucky enough to have inherited a lot of traits from Israel Gohberg, my grand-
father, my mother’s Father. We all grandchildren call him Pappi. I’ll start with
the most obvious one:

The Bald Gene: As a kid I remember hearing: “Hair is inherited from your
mother’s father”. I knew very early on that the odds were against me having a full
head of hair.

An appreciation of sports: I remember as a young boy, Pappi taught me how
to play soccer. And, although looking at him you may not be able to tell, he has
some serious moves!

A love of nature: Ever since I was a little kid, I remember taking nature walks
with Pappi. We’d pass by chicken coops, picked oranges from a grove and threw
things at the pecan trees so that we could collect pecans (half for eating and half
for my grandmother to bake with). These trips however, were a source of great
nervousness for me. As a boy I learned 3 rules of thumb to follow while in nature:
(1) Stay in groups
(2) Avoid dangerous wildlife
(3) Don’t eat wild berries

But on these walks Pappi would pick and eat wild berries wherever we went.
If he saw me being nervous he would say “Don’t worry these are good”, he would
then point to another bush with IDENTICAL looking berries and say “But don’t
eat these, they are VERY POISONOUS”. To this day I still enjoy our nature
walks, But I still don’t eat the wild berries.

A Thirst for Knowledge: One of the greatest gifts I got from Pappi was the
need to learn and understand things. As a boy, I remember Pappi asking me riddles
and giving me challenges. Sometimes I would solve them and sometimes I would
not. When I’d ask Pappi for the answer he’d respond “That’s not important, It’s
the road to discovering it that really matters”. Ever since, I’ve looked at problems
in a whole new light; I see them as opportunities to think outside the box and learn
something new. It is this quality that he instilled in me that has encouraged me to
continue my studies after attaining my degree and it motivates me to constantly
challenge myself and to learn more.

Pappi, you’ve always been a role model for me. Every quality I’ve inherited
from you makes me a better person. I hope as I grow older I become even more
like you.

I love you and Happy 80th Birthday!
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4. To Izia Gohberg on his 80th birthday

Dan Amir

I do not intend to praise Israel Gohberg the mathematician. His mathematical
merits, achievements and honors are well known, and other speakers are better
qualified to talk about them. Neither am I going to talk about Gohberg the great
teacher, I am not one of his lucky students. But I do have my own special point
of view on Izia.

It is told in the Mishna that Rabbi Yohanan Ben Zakai, the famous Rabbi
who managed to secure the continuation of Judaism after the fall of Jerusalem,
asked five of his famous pupils what do they consider as a good course for a man
to follow?

Rabbi Eliezer said: a benevolent eye. Rabbi Yehoshu’a said: a good friend.
Rabbi Yossi said: a good neighbor. Rabbi Shime’on said: seeing the forthcoming.
Rabbi El’azar said: a good heart. Rabbi Yohanan said he prefers this last answer,
because it implies all the others.

One can argue about the logic behind Rabbi Yohanan’s statement, and I will
not boast about choosing always the best way. Anyhow, I can compliment myself
upon following at least three of the advices given by his students:

When I retired and had to give away my single room and share an office with
another retired colleague, I had the foresight to choose Israel Gohberg to be my
roommate. Thus I gained not only a good neighbor, but also a good friend. As for
the other two advices, I got them too, though indirectly: Both the benevolent eye
and the good heart, I found them in my roommate Izia.

That decision was not as trivial as it might seem to be. Israel is a very diligent
retired mathematician. In fact, besides stopping lecturing, he continued, and he
still continues to this day, to work and do mathematics just as he used to do before
retirement. It was quite tempting to share office with some other retired fellow who
is much less active than Izia, who comes to the office only once a week, and not
daily as Izia does, and who has no pupils or collaborators from all over the world
who come so often to visit him in the common office, and most important: who
does not need so much shelfspace as Izia does: only the so many books he has
published, not to mention the huge book series he has edited, fills easily half a
room and more.

Yet, I was lucky to overcome all these temptations and even luckier, since
Izia was willing to become my roommate. This critical decision cost me at least
half of my mathematical books and reprints, but was one of the best decisions I
have ever made.

I am afraid Izia had to do the same and reduce his library too, but we manage
together beautifully. If you wonder how do we manage, I’ll tell you another Jewish
story, from the Talmud, about two big rabbis, Rabbi Yishma’el and Rabbi Yossi.
“Big” here means literally big – it is told that when they stood together belly to
belly, a bull could pass underneath their bellies without touching them. A foreign
lady tried to tease them and said: “Your children are not yours” (because of their
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huge bellies). They answered: “Love squeezes the flesh”, i.e., with good will you
can manage even when very cramped. (By the way, there is a also a much nastier
answer attributed to them, an answer which lead the same Rabbi Yohanan to wild
speculations about the size of Rabbi Yishma’el’s organ).

Anyhow, Izia has proved himself during the years we share office to be a
wonderful roommate. He is always patient and good-spirited. He has a great sense
of humor and shares with me interesting stories and jokes. We help each other in
translation from Hebrew to English and from Russian to Hebrew. He even shares
with me the tasty sandwiches, vegetables and fruit that his wonderful loving wife
Bella sends with him daily. I don’t believe there is another roommate like him in
the all world! I hope we’ll continue to share office for many years to come!

5. Reminiscences of meetings with Israel Cudicovic Gohberg

Hellmut Baumgärtel

The beginning of my meeting and subsequent friendship with Israel Cudicovic
Gohberg is a concatenation of several independent events. In 1964 I published a
little paper entitled “Zur Störungstheorie beschränkter linearer Operatoren eines
Banachschen Raumes” in the Mathematische Nachrichten (MN). After that the
Editor of the MN invited me to be a referee for this journal. In 1965 I refereed
for MN a paper of S.K. Berberian on a theorem of J.v. Neumann with the com-
ment “the proof is too complicated”. After some letter exchange with Berberian
he invited me to write a modified paper together with him to publish it in MN.
A few months later he became Editor-in-chief of the Mathematical Reviews (MR)
and he invited me to be a referee of MR. 1967 I received from MR the monograph
“Perturbation Theory for Linear Operators” of Tosio Kato. When I overviewed it I
was pleased at the positive mention of my paper from MN in this book. It encour-
aged me to announce this topic under the title “Analytische Störungen isolierter
Eigenwerte endlicher algebraischer Vielfachheit” for a talk at the Second Congress
of the Bulgarian Mathematicians on September 1967 in Varna/Druzba. (My main
interest in that time was directed to the operator theory of wave operators in
quantum mechanics.) Professor Gohberg was a participant of this congress and he
was even chairing the session with my talk. As Professor Gohberg told me later,
at the beginning he was a little bit skeptical and he did not believe that anybody
would know more than him about the topic of my talk. As he remembers at the
end of the talk he completely changed his opinion. After the talk we have had an
exciting discussion on the matter (he spoke Russian, I spoke German but there
was a tranlator) with the result that his inquiries could be answered and he invited
me for a visit at the Institute of Mathematics of the Academy of Sciences of the
MSSR in Kishinev.

The discussion was continued during a visit of Prof. Gohberg at the Institute
of Mathematics of the Academy of Sciences of the DDR in Berlin in December
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1967. My visit in Kishinev was fixed for 1968 and the encouragement of Prof. Go-
hberg (“these are good results”) was stimulating for the idea to close completely
the already detected gap in the analytic perturbation theory. Fortunately there
was success in this project and so in June 1968 I could present the final result
in two talks entitled “Analytische Störung diskreter Spektren” at Professor Go-
hberg’s Functionalanalytic Seminar of the Institute of Mathematics in Kishinev,
i.e., the complete characterization of the behaviour of the Jordan structure for an-
alytic perturbation of an eigenvalue of finite algebraic multiplicity using the theory
of vector spaces over suitable function fields. The friendly and helpful atmosphere
in this group, into which I was naturally incorporated, did good and it is unforget-
table. Moreover, I had the occasion to visit Professor Krein in Odessa, where I got
exciting remarks on the structure theory of wave operators which were useful for
me later. Finally Prof. Gohberg recommended me to present the now completed
theory as a whole in a monograph.

In October 1968 I obtained the qualification “Habilitation” at the Humboldt-
University (HU) Berlin with these results together with structural results in scat-
tering theory. (A professorship for Analysis at the HU, supported by Professor
Schröder, was not achieved. Probably my activities in the protestant church played
a role that I could not get the position. Since the times I was at the university I have
been a “black sheep”, especially because of June 1953 where I escaped expulsion
from the HU only by the invention of the so-called “Neuer Kurs” (New Direction)
which turned into the old one soon. The ruling (communist) party forgot nothing.)

In the following time Prof. Gohberg attended the progress of the book by
valuable hints and critical remarks (he had much experience how to write Math-
ematics), for example on the occasion of my second visit in Kishinev in January
1970. We understood then that we may relay one on the other and our discussions
touched a much wider list of topics including politics also. Our meeting culminated
in the visit of Prof. Gohberg at our Institute of Mathematics in November 1970.
At that time the manuscript was finished and found Prof. Gohberg’s agreement.
It was a great event for our Institute, for example because it was the first visit
of a famous mathematician from the SU. It was highly appreciated, especially by
the chief of the institute, Prof. Schröder. My last visit in Kishinev took place in
October 1971. At that time we discussed already new topics, for example spectral
concentration coupled with factorization.

The book appeared in 1972 at the Akademie-Verlag Berlin under the title
“Endlichdimensionale analytische Störungstheorie”. It is dedicated to Israel Cu-
dicovic Gohberg. In February 1974 I was told that Prof. Gohberg left the SU to
emigrate to Israel. Since that time he was “persona non grata” also in the DDR
and I have had no further contact with him.

In 1982 I was informed by the Akademie-Verlag that Birkhäuser were inter-
ested to publish an English version of the book, i.e., they planned a joint edition
with that publisher. The Akademie-Verlag let me know that they would like to
have my agreement to omit the dedication but I rejected, and the English ver-
sion appeared under the title “Perturbation Theory for Matrices and Operators”



xxxviii Speeches and Reminiscences

with the original dedication. In April 1983 Professors Gromov and Lomov from
Moscow visited me in our home and told me that they were translating the book
to Russian. However a publisher was not yet found. There was a difficulty, the
page of dedication. They did many efforts to convince me to agree with omitting
this page. They did not succeed and the book did not appear in Russian.

In 1987 I was invited to the conference to be held in 1988 in Calgary on
the occasion of the 60th birthday of Prof. Gohberg. In the following months a
tug-of-war was developed for preventing this visit: funding problems, limiting of
the number of participants from the DDR, missing signatures and wrong dates on
visa, to and from between Warsaw and Berlin. Finally, success for me came by
mediation of a colleague from the higher staff of the academy, the late Professor
Budach. (These discriminations in the eighties were typical for me, in the seventies
the situation was better because in that time I was a “single parent with two
children” and the children served as hostages for the state, they knew that I would
come back anyway. In 1982 I married again.) It was a touching event to meet again
after 17 years.

Last but not least I mention with pleasure my private visit in 1992 in Tel
Aviv to Israel and his family and the visit of him in December 1993 after his talk
at the TU Berlin in our home.

The best way to cement friendship at the occasion of the 80th birthday of
the friend seems to be for me to tie together the beginning and the present time
by a paper dedicated to the friend. This is the paper [1].

[1] Baumgärtel, Hellmut: “Spectral and Scattering Theory of Friedrichs Models
on the positive Half Line with Hilbert-Schmidt Perturbations”, Annales Henri
Poincaré, 10 (2009), pp. 123–143.
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1. Introduction

For λ ∈ C and r > 0 let B(λ, r) = {z ∈ C : |z−λ| < r}, and let Mc(C) denote the
set of all compactly supported complex Borel measures in C. Then for ν ∈Mc(C),
r > 0, and λ ∈ C we write

U|ν|(λ) =
∫

1
|z − λ|d|ν|(z)

and

U|ν|(λ, r) =
∫

B(λ,r)

1
|z − λ|d|ν|(z).

We will refer to U|ν| as the potential of ν. It is well known that U|ν|(λ) < ∞ for
[Area] a.e. λ ∈ C. At every such λ ∈ C the Cauchy transform

Cν(λ) =
∫

1
z − λ

dν(z)

exists and U|ν|(λ, r) → 0 as r → 0. The purpose of this paper is to prove the
following theorem.

Work of the second and third authors was supported by the National Science Foundation, grant
DMS-055605.
Communicated by J.A. Ball.
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Theorem 1.1. There exists an absolute constant C > 0 such that for every ν ∈
Mc(C) and for every λ ∈ C with U|ν|(λ) =

∫
1

|z−λ|d|ν|(z) <∞ there exists r0 > 0
such that for all polynomials p and for all 0 < r � r0 we have

|p(λ)Cν(λ)| � C

r2

∫
B(λ,r)

|p(z)Cν(z)|dA(z).

Here r0 depends only on |Cν(λ)|, U|ν|(λ) and U|ν|(λ, r) as r → 0.

The theorem is nontrivial only at points when Cν(λ) �= 0 and we will see
that there is an absolute constant K0 > 0 such that for all such points any r0

satisfying
U|ν|(λ, r0 +

√
r0) +

√
r0U|ν|(λ) � K0 |Cν(λ)|

will work.
The insight that such a theorem can be used to establish bounded point

evaluations for P t(μ)-spaces that are proper subspaces of Lt(μ) is a part of what
J. Thomson calls “Brennan’s trick”, see Theorem 1.1 of [8] and also see Section 2
below. Although as far as we know Theorem 1.1 has never been stated before in
full generality, versions of it have been implicitly derived for annihilating measures
in [1] and [2]. In fact, we shall see that it follows fairly easily from our paper
[1], and it can also be deduced from Brennan’s paper [2]. Thus we think of the
current paper mostly as an expository note, and we plan to take this opportunity
to once more carefully explain how X. Tolsa’s theorem on analytic capacity, [9]
and an adaptation of Thomson’s coloring scheme, [8] come together to prove the
current result. In Section 5 we explain how the current approach can also be used
to establish that every bounded point evaluation must either arise because of an
atom of μ or it must be an analytic bounded point evaluation.

2. Thomson’s theorem

Let μ be a positive finite compactly supported measure in the complex plane C,
let 1 � t < ∞ and let P t(μ) denote the closure of the polynomials in Lt(μ). In
1991 James Thomson proved the following theorem, [8].

Theorem 2.1 (J. Thomson). If P t(μ) �= Lt(μ), then there are a λ0 ∈ C and a
constant c > 0 such that

|p(λ0)| � c

(∫
|p|tdμ

)1/t

for every polynomial p.

The point λ0 is called a bounded point evaluation for P t(μ). In fact, Thomson
proved that every bounded point evaluation for P t(μ) is either a point mass for μ
or it is an analytic bounded point evaluation, i.e., the constant c can be chosen so
that there is ε0 > 0 such that |p(λ)| � c

(∫
|p|tdμ

)1/t for every polynomial p and
every λ ∈ C with |λ− λ0| < ε0.
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Thomson’s proof contains a basic construction, but at its core it is a proof by
contradiction and it originally was not clear which points λ0 occur and how the c
depends on μ and λ0. After the papers [2] and [1] were written we received a note
from J. Thomson which showed that a careful analysis of his original proof does
show that point evaluations occur at every point where some annihilating measure
has finite potential and nonzero Cauchy transform.

The following observation and the realization of its usefulness goes back to
Brennan, [4, 2, 5]. It shows that Theorem 1.1 gives some information on how
certain changes of the measure would affect the λ0 and c.

Lemma 2.2 (J. Brennan). Let μ be a compactly supported positive measure, let
1 � t <∞, and let 1 < t′ �∞ satisfy 1/t + 1/t′ = 1. If G ∈ Lt′(μ) such that with
dν = Gdμ we have

∫
pdν = 0 for all polynomials p, and if r, C0 > 0 such that

|p(λ)| � C0

r2

∫
B(λ,r)

|p(z)Cν(z)|dA(z),

then

|p(λ)| � 2πC0

r
‖G‖t′‖p‖t.

Proof. In this paper we shall repeatedly use the inequality∫
z∈Δ

1
|w − z|

dA(z)
π

� 2

√
A(Δ)

π
(2.1)

for w ∈ C, Δ ⊆ C (see [7, pages 2–3]). Thus in particular,∫
B(λ,r)

1
|w − z|dA(z) � 2πr,

for all λ, w ∈ C. If
∫

pdν = 0 for every polynomial p, then
∫ p(w)−p(z)

w−z dν(w) = 0
for all z ∈ C and hence p(z)Cν(z) = C(pν)(z) for a.e. z ∈ C. Thus,

|p(λ)| � C0

r2

∫
B(λ,r)

|p(z)Cν(z)|dA(z)

=
C0

r2

∫
B(λ,r)

|C(pν)(z)|dA(z)

� C0

r2

∫
B(λ,r)

∫ |p(w)G(w)|
|w − z| dμ(w)dA(z)

=
C0

r2

∫ ∫
B(λ,r)

1
|w − z|dA(z)|p(w)G(w)|dμ(w)

� 2πC0

r

∫
|pG|dμ � 2πC0

r
‖G‖t′‖p‖t �

Note that in the above setting the largest choice of r as given by Theorem 1.1
will give the best bound for the point evaluation. If one is interested in rational
approximation, then there may be an advantage to applying the theorem with
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smaller values of r. Let Rt(μ) denote the closure in Lt(μ) of the rational functions
with no poles in the support of μ. It is well known that for 1 � t � 2 there are
measures μ such that Rt(μ) �= Lt(μ), but Rt(μ) does not have any bounded point
evaluations, see [3, 6]. Nevertheless the above setup can be used to obtain bounded
point evaluations for Rt(μ) in case the support of μ satisfies an extra condition.

Suppose that Rt(μ) �= Lt(μ) and let G ∈ Lt′(μ) be such that dν = Gdμ
annihilates the rational functions with poles outside the support of μ. Let λ, r0 > 0
be as in Theorem 1.1, let 0 < r < r0 and let q be a rational function with no poles in
B(λ, r) = {z : |z−λ| � r}. By Runge’s theorem q can be uniformly approximated
on B(λ, r) by polynomials, hence the conclusion of Theorem 1.1 remains valid with
q in place of p. If q also has no poles in the support of μ, then the proof of Lemma
2.2 shows that

|q(λ)| � 2πC

r

1
|Cν(λ)| ‖G‖t′‖q‖t.

Another application of Runge’s Theorem now implies that this last inequality
remains valid for each rational function q which has no poles in the support of μ, if
each component of the complement of the support of μ has a point in C \B(λ, r).
This implies that if Rt(μ) �= Lt(μ) and if there is ε > 0 such that all components
of the complement of the support of μ have diameter � ε, then Rt(μ) has bounded
point evaluations. This result is due to Brennan, see Theorem 1 of [5].

3. Some auxiliary lemmas

Our argument will make essential use of Xavier Tolsa’s work on analytic capacity.
For a compact K ⊆ C we define the analytic capacity of K by

γ(K) = sup{|f ′(∞)| : f ∈ H∞(C∞ \K), |f(z)| � 1 ∀z ∈ C∞ \K}
where

f ′(∞) = lim
z→∞ z[f(z)− f(∞)].

A good source for basic information about analytic capacity is [7].
A related capacity, γ+, is defined by

γ+(K)=sup{σ(K) :σ�0, spt σ⊆K,Cσ∈L∞(C),|Cσ(z)|�1 for A-a.e. z∈C}.
Here spt σ denotes the support of the measure σ. Since Cσ is analytic in C∞\sptμ
and (Cμ)′(∞) = −μ(K) we have

γ+(K) � γ(K)

for all compact K ⊆ C. In 2001, Tolsa proved the astounding result that γ+ and
γ are actually equivalent [9]:

Theorem 3.1 (Tolsa). There is an absolute constant AT such that

γ(K) � AT γ+(K)

for all compact sets K ⊆ C.
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Lemma 3.2. Suppose ω is a compactly supported bounded function times area mea-
sure. We then have the following weak-type inequality for analytic capacity

γ([Re Cω � a]) � AT

a
‖ω‖ for all a > 0,

where AT is Tolsa’s constant.

For a general compactly supported measure ω, Cω is only defined A-almost
everywhere, so γ([Re Cω � a]) might not even make sense. The restriction we have
put on ω avoids this problem since it implies that Cω is continuous and the set
[Re Cω � a] is compact. A proof of this Lemma can be found in [1], but we note
that it is a standard argument that follows easily from the definitions that γ+

satisfies the weak-type inequality

γ+([Re Cω � a]) � 1
a
‖ω‖ for all a > 0.

Thus Lemma 3.2 follows immediately from Tolsa’s Theorem.

Lemma 3.3. There are absolute constants ε1 > 0 and C1 < ∞ with the following
property. Let E ⊂ closD be compact with γ(E) < ε1. Then

|p(0)| � C1

∫
(clos D)\E

|p|dA

π
for all p ∈ P .

This is Lemma B of [1] and it is proved directly by an adaptation of Thom-
son’s coloring scheme. In fact, using Thomson’s terminology for sets E with suffi-
ciently small analytic capacity it turns out that the measure χD\EdA gives rise to
a sequence of heavy barriers around 0.

One can use the previous two lemmas to prove the following fact:

Theorem 3.4. There are constants ε0 > 0 and C0 < ∞ such that the following is
true. If ν is a compactly supported measure in C, and ν = ν1 + ν2 where ν1 and
ν2 are compactly supported measures in C with

Re Cν1 � 1 a.e. [A] in closD

and
‖ν2‖ < ε0,

then

|p(0)| � C0

∫
|w|<1

|p(w)Cν(w)|dA(w) for all p ∈ P .

Proof. Let ν, ν1, ν2 satisfy the hypotheses of Theorem 3.4 with ε0 = ε1/2AT . By
convolving with n2

π
χB(0, 1

n ) and taking limits as n→∞, we see that we may assume
that the measures ν, ν1, ν2 are all compactly supported bounded functions times
area measures, so that Cν, Cν1, Cν2 are continuous, and the set E = [−Re Cν2 �
1
2 ] is compact. We apply Lemma 3.2 with a = 1

2 to −ν2 to get

γ(E) � 2AT‖ν2‖ < ε1. (3.1)
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For w ∈ (clos D) \ E we have

|Cν(w)| � Re Cν(w) > 1− 1
2

=
1
2
. (3.2)

By (3.1) E satisfies the hypotheses of Lemma 3.3, hence for p ∈ P we can apply
that lemma together with (3.2) to obtain

|p(0)| � C1

∫
(clos D)\E

|p|dA

π

� 2C1

∫
w∈(closD)\E

|p(w)Cν(w)|dA(w)
π

.

This proves Theorem 3.4 with C0 = 2C1. �

4. The proof of Theorem 1.1

Lemma 4.1. Let ν ∈ Mc(C) with U =
∫

1
|z|d|ν|(z) < ∞, and write U(r) =∫

|z|<r
1
|z|d|ν|(z).

Then for any r > 0 we have
1
r
|ν|(B(0, r)) � U(r)

and
1

πr2

∫
|w|<r

|Cν(w) − Cν(0)|dA(w) � 2U(r +
√

r) +
2
√

r

3
U.

Proof. Let r > 0. The first inequality is trivial. We will establish the second one.
We have∫

|w|<r

|Cν(w) − Cν(0)|dA(w) �
∫

z∈C

(∫
|w|<r

|w|
|w − z|dA(w)

)
1
|z|d|ν|(z).

The estimate (2.1) implies that
∫
|w|<r

|w|
|w−z|dA(w) � 2πr2 for all z ∈ C. Thus∫

|z|<r+
√

r

∫
|w|<r

|w|
|w − z|dA(w)

1
|z|d|ν|(z) � 2πr2U(r +

√
r).

If |z| � r +
√

r, then we use∫
|w|<r

|w|
|w − z|dA(w) �

∫
|w|<r

|w|
|z| − |w|dA(w)

� 1√
r

∫
|w|<r

|w|dA(w) =
2πr5/2

3
.

Hence ∫
|z|�r+

√
r

∫
|w|<r

|w|
|w − z|dA(w)

1
|z|d|ν|(z) � 2πr5/2

3
U.

The lemma follows. �
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Lemma 4.2. Let ε0, C0 > 0 be as given by Theorem 3.4. Let ν ∈ Mc(C) with∫
1
|z|d|ν|(z) <∞ and Cν(0) �= 0.

Suppose that r > 0 satisfies∫
|w|<r

|Cν(w) − Cν(0)|dA(w)
π

+ 2r|ν|(B(0, r)) <
9
32

r2|Cν(0)| (4.1)

and
1
r
|ν|(B(0, r)) <

1
4
ε0|Cν(0)|. (4.2)

Then

|p(0)Cν(0)| � 8C0

r2

∫
|w|<r

|p(w)Cν(w)|dA(w)

for every polynomial p.

Lemma 4.1 implies that if the potential U|ν|(0) is finite and if Cν(0) �= 0,
then the hypothesis of this lemma is satisfied for all sufficiently small r > 0. Thus
it is clear that Lemma 4.2 implies Theorem 1.1.

Proof. Set Cν(0) = a �= 0. For r > 0 satisfying (4.1) and (4.2) set ν1 = ν|C \
B(0, r), ν2 = ν|B(0, r). We have∫

B(0,r)

|Cν2|
dA

π
=

∫
|z|<r

∣∣∣∣∣
∫
|w|<r

dν(w)
w − z

∣∣∣∣∣ dA(z)
π

�
∫
|w|<r

∫
|z|<r

dA(z)
π|w − z|d|ν|(w)

� 2r|ν|(B(0, r)),

where we have used (2.1). Hence by (4.1)∫
B(0,r)

|Cν1 − a|dA

π
�

∫
B(0,r)

|Cν − a|dA

π
+

∫
B(0,r)

|Cν2|
dA

π
� 9

32
r2|a|. (4.3)

The Bergman space estimate ([10])

|f(z)| � 1

(1− |z|2)2
∫

D

|f |dA

π

valid for f analytic in D and z ∈ D, rescales to

|f(z)| � r2

(r2 − |z|2)2
∫

B(0,r)

|f |dA

π

for f analytic in B(0, r) and z ∈ B(0, r). We apply this with f = Cν1 − a to get

|Cν1(z)− a| � 16
9r2

∫
B(0,r)

|Cν1 − a|dA

π
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for |z| � 1
2r, and combining this with (4.3) we obtain that

|Cν1(z)− a| � 1
2
|a| (4.4)

uniformly in |z| � 1
2r.

We now define measures ν̂, ν̂1, ν̂2 by the formulas

ν̂(E) =
4
ar

ν
( r

2
E
)

ν̂1(E) =
4
ar

ν1

( r

2
E
)

ν̂2(E) =
4
ar

ν2

( r

2
E
)

.

A calculation shows that

Cν̂1(z) =
2
a
Cν1

(r

2
z
)

.

From (4.2) and (4.4) we now see that

‖ν̂2‖ < ε0 (4.5)

and
|Cν̂1(z)− 2| � 1 for |z| � 1. (4.6)

Clearly ν̂ = ν̂1 + ν̂2. By (4.5) and (4.6) we thus see that ν̂, ν̂1, ν̂2 satisfy the
hypotheses of Theorem 3.4, so

|p(0)| � C0

∫
|w|<1

|p(w)Cν̂(w)|dA(w)

for every polynomial p. It follows that each polynomial p satisfies

|p(0)| � 8C0

|a|r2

∫
|w|<r

|p(w)Cν(w)|dA(w)

and the Lemma follows. �

5. Analytic bounded point evaluations

Thomson shows in [8] that all bounded point evaluations for P t(μ) either come
from atoms of the measure μ or they are analytic bounded point evaluations, i.e.,
if λ0 is a bounded point evaluation for P t(μ) and if μ({λ0}) = 0, then there are
C, ε > 0 such that for all λ ∈ B(λ0, ε) and for all polynomials p we have

|p(λ)|t ≤ C

∫
|p|tdμ.

This fact also follows from our approach.
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In fact, by a simple translation and rescaling argument Lemma 3.3 implies

Lemma 5.1. There are absolute constants ε2 > 0 and C2 < ∞ with the following
property. Let E ⊂ closD with γ(E) < ε2. Then

|p(λ)| � C2

∫
(clos D)\E

|p|dA

π
for all p ∈ P and all |λ| < 1/2.

It is clear that Lemma 5.1 implies that the constants of Theorem 3.4 can be
adjusted in such a way that the conclusion will be

|p(λ)| � C0

∫
|w|<1

|p(w)Cν(w)|dA(w) for all p ∈ P and all |λ| < 1/2.

Thus the proof of Lemma 4.2 implies

Theorem 5.2. There exists an absolute constant C > 0 such that for every ν ∈
Mc(C) and for every λ0 ∈ C with U|ν|(λ0) =

∫
1

|z−λ0|d|ν|(z) < ∞ there exist
r0 > 0 such that for all polynomials p, for all 0 < r � r0, and all |λ − λ0| < r/2
we have

|p(λ)Cν(λ0)| �
C

r2

∫
B(λ0,r)

|p(z)Cν(z)|dA(z).

Here r0 depends only on |Cν(λ0)|, U|ν|(λ0) and U|ν|(λ0, r) as r → 0.

Theorem 5.2 implies the statement made about analytic bounded point evalu-
ations for P t(μ) made at the beginning of this section. In fact, if μ is any compactly
supported measure in C, if 1 � t < ∞, and if λ0 is a bounded point evaluations
for P t(μ) with μ({λ0}) = 0, then there is h ∈ Lt′(μ) such that

p(λ0) =
∫

phdμ

for all polynomials p. It then follows that the measure dν(z) = (z − λ0)hdμ(z)
satisfies the hypothesis of Theorem 5.2 and Cν(λ0) �= 0. Thus Theorem 5.2 and
Lemma 2.2 prove the desired result. We note that this reasoning together with
the explanations near the end of Section 2 also shows that every bounded point
evaluation for Rt(μ) that lies in the interior of the support of μ must either come
from an atom of μ or be an analytic bounded point evaluation for Rt(μ).
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from the Bloch space to the Hardy space H∞.
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1. Introduction

Let X be a Banach space of holomorphic functions on a domain Ω ⊂ Cn. For ψ a
holomorphic function on Ω and ϕ a holomorphic self-map of Ω, the linear operator
defined by

Wψ,ϕ(f) = ψ(f ◦ ϕ), f ∈ X,

is called the weighted composition operator with symbols ψ and ϕ. Observe that
Wψ,ϕ(f) = MψCϕ(f) where Mψ(f) = ψf is the multiplication operator with
symbol ψ and Cϕ(f) = f ◦ ϕ is the composition operator with symbol ϕ. If ψ is
identically 1, then Wψ,ϕ = Cϕ, and if ϕ is the identity, then Wψ,ϕ = Mψ.

The study of weighted composition operators is fundamental in the study of
Banach and Hilbert spaces of holomorphic functions. The study of the geometry of
a space X is centered on the identification of the isometries on X . The connection
between weighted composition operators and isometries can be traced back to
Banach himself. In [5], Banach proved that the surjective isometries on C(Q), the

Communicated by V. Bolotnikov.
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space of continuous real-valued functions on a compact metric space Q, are of the
form Tf = ψ(f ◦ ϕ), where |ψ| ≡ 1 and ϕ is a homeomorphism of Q onto itself.

Although the characterization of isometries is an open problem for most
Banach spaces of holomorphic functions, there are many spaces for which the
isometries are known. In [13], Forelli proved that the isometries on the Hardy
space Hp of the open unit disk D (for p �= 2) are certain weighted composition
operators. On the Bergman space Ap of D, Kolaski showed that the surjective
isometries are weighted composition operators [17]. El-Gebeily and Wolfe showed
that the isometries on the disk algebra are also weighted composition operators
[12]. Thus the weighted composition operator plays a central role in the study of
the isometries on several spaces of holomorphic functions.

The first study of the isometries on the Bloch space was made by Cima and
Wogen in [8]. They analyzed the isometries on the subspace of the Bloch space
of the open unit disk whose elements fix the origin. On this space, they showed
that the surjective isometries are normalized compressions of weighted composition
operators induced by disk automorphisms. In [18], Krantz and Ma extended their
results to the Bloch space of the unit ball in Cn. However, in any dimension, a
description of all isometries on the entire set of Bloch functions is still unknown.

The study of weighted composition operators is not limited to the study of
isometries. The properties of the weighted composition operators are not solely de-
termined by the component operators, namely multiplication and composition op-
erators. Indeed, there exist bounded weighted composition operators on the Bloch
space for which the associated multiplication operator is not bounded. Likewise,
there are compact weighted composition operators for which neither component
operator is compact. Examples of such operators were provided by Ohno and Zhao
in [23] in the one-dimensional case. In Sections 5 and 6, we give analogous exam-
ples for the unit ball and the unit polydisk in Cn. Thus, the study of weighted
composition operators is truly an evolutionary step in the field of composition
operators.

1.1. Purpose of the paper

From the previous discussion, it is clear that the study of weighted composition
operators is a worthwhile endeavor. A primary purpose of this paper is to bring the
current results on the weighted composition operators on the Bloch space to one
location. There are still many open questions, and thus opportunities for active
research. Thus, our hope is that this exposition will inspire more work in this
area. To this end, we add to this paper some new results, accompanied by some
conjectures and areas for future research.

1.2. Organization of the paper

In Section 2, we review the notion of the Bloch space on the unit disk D and
on bounded homogeneous domains. In Section 3, we outline the results known on
weighted composition operators on the Bloch space and little Bloch space of D.
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These include the characterization of the bounded and the compact operators due
to Ohno and Zhao and operator norm estimates.

In Section 4, we present the known results on the weighted composition op-
erators on the Bloch space in higher dimensions. For a bounded homogeneous
domain D we define quantities which we believe are proper candidates to charac-
terize the bounded and the compact weighted composition operators on the Bloch
space of D and on a subspace we refer to as the ∗-little Bloch space, which is a
higher-dimensional analogue of the little Bloch space. We give sufficient conditions
for boundedness and compactness and give operator norm estimates.

In Sections 5 and 6, we prove the conjectures presented in Sections 4 and 5 for
the Bloch space on the unit ball and unit polydisk which yield results equivalent
to Corollaries 1.4 and 1.6 of [31] and Theorems 1 and 2 of [32].

In Section 7, we characterize the bounded weighted composition operators
from the Bloch space and the ∗-little Bloch space into the space of bounded holo-
morphic functions on a bounded homogeneous domain and determine the norm of
such operators. As a special case, we obtain Theorem 1 of [20]. We also prove an
extension of Theorem 6.1 of [16] to the unit polydisk.

Finally, in Section 8 we discuss further developments and open problems for
the weighted composition operators on the Bloch space of a bounded homogeneous
domain.

2. The Bloch space

The Bloch space has been defined on many types of domains in Cn. The first such
domain we will consider is the open unit disk D. A complex-valued function f
analytic on D is said to be Bloch if

βf = sup
z∈D

(1− |z|2) |f ′(z)| <∞.

The mapping f �→ βf is a semi-norm on the space B(D) of Bloch functions on D
and B(D) is a Banach space under the Bloch norm

||f ||B = |f(0)|+ βf .

By the Schwarz-Pick lemma, the space H∞(D) of bounded analytic functions
on D is a subset of B(D) and the containment is proper, since z �→ Log(1 − z) is
a Bloch function, where Log denotes the principal branch of the logarithm. The
little Bloch space B0(D) on D is defined as the set of Bloch functions f such that

lim
|z|→1

(1 − |z|2) |f ′(z)| = 0.

The little Bloch space is a separable subspace of B(D) since the polynomials form
a dense subset. Useful references on Bloch functions and the Bloch space on D
include [24], [4] and [7].

As an immediate consequence of the Schwarz-Pick lemma, if f ∈ B(D) and
ϕ is an analytic self-map of D, then f ◦ϕ ∈ B(D). Furthermore, βf = βf◦ϕ for any
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conformal automorphism ϕ of D, that is, the Bloch space is Möbius invariant. In
fact, it is the largest Möbius invariant Banach space [28].

The notion of Bloch function in higher dimensions was introduced by Hahn
in [14]. In [26] and [27] Timoney studied extensively the space of Bloch functions
on a bounded homogeneous domain and its subspace known as the little Bloch
space on a bounded symmetric domain.

Every bounded domain D ⊂ Cn is endowed with a canonical metric called the
Bergman metric, which is invariant under the action of the group of biholomorphic
transformations, which we call automorphisms and denote by Aut(D) [15]. We will
focus on a particular class of domains in Cn, the homogeneous domains. A domain
D in Cn is called homogeneous if Aut(D) acts transitively on D, that is, for all
z1, z2 ∈ D, there exists φ ∈ Aut(D) such that φ(z1) = z2.

A domain D ⊂ Cn is symmetric at a point z0 ∈ D if there exists φ ∈
Aut(D) such that φ ◦ φ is the identity and z0 is an isolated fixed point of φ. A
domain is symmetric if it is symmetric at each of its points. A symmetric domain
is homogeneous and a homogeneous domain that is symmetric at a single point is
symmetric. Therefore the unit ball Bn and the unit polydisk Dn are symmetric,
since they are homogeneous and symmetric at the origin via z �→ −z.

Let D be a bounded homogeneous domain in Cn. A holomorphic function
f : D → C is said to be a Bloch function if βf = sup

z∈D
Qf(z) is finite, where

Qf (z) = sup
u∈Cn\{0}

|(∇f)(z)u|
Hz(u, u)1/2

,

(∇f)(z)u = 〈∇f(z), u〉 =
n∑

k=1

∂f

∂zk
(z)uk, and Hz is the Bergman metric on D at

z. By fixing a base point z0 ∈ D, the Bloch space B(D) is a Banach space under
the norm ||f ||B = |f(z0)|+ βf [26]. For convenience, we assume the domain D to
contain the origin and take z0 = 0.

In [26], Timoney proved that the space H∞(D) of bounded holomorphic
functions on a bounded homogeneous domain D is a subspace of B(D) and for
each f ∈ H∞(D), ||f ||B ≤ cD ||f ||∞ where cD is a constant depending only on the
domain D. The precise value of the best bound cD has been calculated in [9] and
[30] when D is a bounded symmetric domain.

In Theorem 3.1 of [2], we showed that the Bloch functions on D are precisely
the Lipschitz maps between the metric spaces D and C under the Bergman metric
and Euclidean metric, respectively. Furthermore

βf = sup
z �=w

|f(z)− f(w)|
ρ(z, w)

, (2.1)

where ρ is the Bergman distance. In particular, for all z, w ∈ D,

|f(z)− f(w)| ≤ ||f ||B ρ(z, w). (2.2)
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In [27] the little Bloch space on the unit ball was defined as

B0(Bn) =
{

f ∈ B(Bn) : lim
||z||→1

Qf (z) = 0
}

,

which is precisely the closure of the polynomials in B(Bn). If D is a bounded
symmetric domain in Cn other than Bn, the set of functions f for which Qf(z)→ 0
as z approaches the boundary ∂D of D consists only of the constant functions,
so B0(D) is defined as the closure of the polynomials in B(D). The ∗-little Bloch
space is defined as

B0∗(D) =
{

f ∈ B(D) : lim
z→∂∗D

Qf (z) = 0
}

,

where ∂∗D denotes the distinguished boundary of D. The unit ball is the only
bounded symmetric domain D for which ∂D = ∂∗D, so that B0(Bn) = B0∗(Bn).
If D �= Bn, B0(D) is a proper subspace of B0∗(D) and B0∗(D) is a non-separable
subspace of B(D).

3. Weighted composition operators on the Bloch space of D

The first results on weighted composition operators on the Bloch space of the unit
disk were obtained by Ohno and Zhao in 2001 [23]. For ψ an analytic function
on D, ϕ an analytic self-map of D, and z ∈ D, define sψ,ϕ = sup

z∈D

sψ,ϕ(z) and

τψ,ϕ = sup
z∈D

τψ,ϕ(z) where

sψ,ϕ(z) = (1 − |z|2) |ψ′(z)| log
2

1− |ϕ(z)|2
,

τψ,ϕ(z) =
1− |z|2

1− |ϕ(z)|2
|ϕ′(z)| |ψ(z)| .

Theorem 3.1. Let ψ be an analytic function on D and ϕ an analytic self-map of
D. Then
(a) ([23], Theorems 1 and 2). Wψ,ϕ is bounded on B(D) if and only if sψ,ϕ and

τψ,ϕ are finite. Furthermore, the bounded operator Wψ,ϕ is compact on B(D)
if and only if

lim
|ϕ(z)|→1

sψ,ϕ(z) = lim
|ϕ(z)|→1

τψ,ϕ(z) = 0.

(b) ([23], Theorems 3 and 4). Wψ,ϕ is bounded on the little Bloch space B0(D) if
and only if ψ ∈ B0(D), sψ,ϕ and τψ,ϕ are finite, and

lim
|z|→1

|ψ(z)| |ϕ′(z)| (1− |z|2) = 0.

Furthermore, the bounded operator Wψ,ϕ is compact on B0(D) if and only if

lim
|z|→1

sψ,ϕ(z) = lim
|z|→1

τψ,ϕ(z) = 0.
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In [1], we established estimates on the norm of the weighted composition
operator Wψ,ϕ on B(D) in terms of τψ,ϕ and the quantity

σψ,ϕ = sup
z∈D

1
2
(1− |z|2) |ψ′(z)| log

1 + |ϕ(z)|
1− |ϕ(z)| ,

which is closely related to sψ,ϕ but is more amenable to a higher-dimensional inter-
pretation since the factor 1

2
log 1+|ϕ(z)|

1−|ϕ(z)| is precisely the Bergman distance between
0 and ϕ(z).

Theorem 3.2. Let ψ be analytic on D and ϕ an analytic self-map of D. Then

(a) Wψ,ϕ is bounded on B(D) if and only if ψ ∈ B(D), and σψ,ϕ and τψ,ϕ are
finite. Furthermore,

||Wψ,ϕ|| ≥ max
{
||ψ||B ,

1
2
|ψ(0)| log

1 + |ϕ(0)|
1− |ϕ(0)|

}
(3.1)

||Wψ,ϕ|| ≤ max
{
||ψ||B ,

1
2
|ψ(0)| log

1 + |ϕ(0)|
1− |ϕ(0)| + τψ,ϕ + σψ,ϕ

}
. (3.2)

Furthermore, Wψ,ϕ is compact if and only if

lim
|ϕ(z)|→1

σψ,ϕ(z) = lim
|ϕ(z)|→1

τψ,ϕ(z) = 0.

(b) Wψ,ϕ is bounded on B0(D) if and only if ψ ∈ B0(D), σψ,ϕ and τψ,ϕ are finite,
and

lim
|z|→1

(1 − |z|2) |ψ(z)| |ϕ′(z)| = 0.

Inequalities (3.1) and (3.2) hold. Furthermore, Wψ,ϕ is compact if and only
if

lim
|z|→1

σψ,ϕ(z) = lim
|z|→1

τψ,ϕ(z) = 0.

Proof. Assume Wψ,ϕ is bounded. Using as a test function the constant 1, we
obtain ψ ∈ B(D). Since σψ,ϕ ≤ sψ,ϕ, by Theorem 3.1, it follows that σψ,ϕ and
τψ,ϕ are finite. The estimates (3.1) and (3.2) follow from Theorems 2.1 and 2.2 of
[1]. Conversely, assume ψ ∈ B(D), and σψ,ϕ and τψ,ϕ are finite. By the calculation
carried out in [1], Wψ,ϕ maps B(D) into itself and estimates (3.1) and (3.2) hold.
Thus Wψ,ϕ is bounded. Observing that for each z ∈ D, σψ,ϕ(z) ≤ sψ,ϕ(z) and for
|ϕ(z)| ≥ 1

2
, sψ,ϕ(z) ≤ 2σψ,ϕ(z), the characterization of the compactness follows at

once from Theorem 3.1. The proof of part (b) is analogous. �

The above estimates agree with the norm estimates for the composition operators
on B(D) in [29] when ψ is taken to be the constant function 1.
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4. Weighted composition operators on the Bloch space of a
bounded homogeneous domain

Let D be a bounded homogeneous domain in Cn. For z ∈ D, define

ω(z) = sup {|f(z)| : f ∈ B(D), f(0) = 0 and ||f ||B ≤ 1} ,
ω0(z) = sup {|f(z)| : f ∈ B0∗(D), f(0) = 0, and ||f ||B ≤ 1} .

Lemma 4.1. Let D be a bounded homogeneous domain in Cn. For each z ∈ D,
ω(z) and ω0(z) are finite. In fact, ω0(z) ≤ ω(z) ≤ ρ(z, 0).

Proof. Let z ∈ D. The inequality ω0(z) ≤ ω(z) is obvious. For f ∈ B(D), by (2.1),
|f(z)− f(0)| ≤ ρ(z, 0)βf . By taking the supremum over all f ∈ B(D) such that
f(0) = 0 and ||f ||B ≤ 1, we have ω(z) ≤ ρ(z, 0). �

Remark 1. By Theorems 3.9 and 3.14 in [33], it follows immediately that for all
z ∈ Bn, ω0(z) = ω(z) = ρ(z, 0) where

ρ(z, 0) =
1
2

log
1 + ||z||
1− ||z|| .

It is unknown whether there are other domains for which either equality holds.
The following lemma shows the relationship between point evaluation of Bloch
functions (respectively, little Bloch functions) and ω (respectively, ω0).

Lemma 4.2. Let D be a bounded homogeneous domain in Cn and let f ∈ B(D)
(respectively, f ∈ B0∗(D)). Then for all z ∈ D, we have

|f(z)| ≤ |f(0)|+ ω(z)βf ,

(respectively, |f(z)| ≤ |f(0)|+ ω0(z)βf ).

Proof. Let f ∈ B(D). The result is immediate if f is constant. For f non-constant
and z ∈ D, the function defined by

g(z) =
1
βf

(f(z)− f(0))

is Bloch and satisfies the conditions g(0) = 0 and Qg(z) = 1
βf

Qf (z) for all z ∈ D.
Thus, ||g||B = 1, so |g(z)| ≤ ω(z) for all z ∈ D. Consequently,

|f(z)| ≤ |f(0)|+ |f(z)− f(0)| = |f(0)|+ |g(z)|βf ≤ |f(0)|+ ω(z)βf .

The proof for the case f ∈ B0∗(D) is analogous. �

For z ∈ D, denote by Jϕ(z) the Jacobian matrix of ϕ at z (i.e., the ma-
trix whose (j, k)-entry is ∂ϕj

∂zk
(z)). Define the Bergman constant of ϕ by Bϕ =

supz∈D Bϕ(z), where for z ∈ D

Bϕ(z) = sup
u∈Cn\{0}

Hϕ(z)(Jϕ(z)u, Jϕ(z)u)1/2

Hz(u, u)1/2
.
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In [2], the Bergman constant was used for the study of composition operators on
the Bloch space. Specifically, for f ∈ B(D),

Qf◦ϕ(z) ≤ Bϕ(z)Qf (ϕ(z)) (4.1)

for all z ∈ D. Letting

T0,ϕ(z) = sup{Qf◦ϕ(z) : f ∈ B0∗(D), βf ≤ 1},
Tϕ(z) = sup{Qf◦ϕ(z) : f ∈ B(D), βf ≤ 1},

from (4.1), it follows that

T0,ϕ(z) ≤ Tϕ(z) ≤ Bϕ(z) (4.2)

for each z ∈ D. Moreover, for each f ∈ B(D) (respectively, B0∗(D)) and z ∈ D,

Qf◦ϕ(z) ≤ Tϕ(z)βf (4.3)
(respectively, Qf◦ϕ(z) ≤ T0,ϕ(z)βf ).

For z ∈ D, by Remark 1, we have

ω(ϕ(z)) =
1
2

log
1 + |ϕ(z)|
1− |ϕ(z)| and

T0,ϕ(z) = Tϕ(z) =
(1 − |z|2) |ϕ′(z)|

1− |ϕ(z)|2
= Bϕ(z),

since the right-hand side of the above formula equals (1− |z|2)|(f ◦ ϕ)′(z)| for

f(w) =
ϕ(z)− w

1− ϕ(z)w
, w ∈ D,

which is in the little Bloch space.
For a bounded homogeneous domain D in Cn, ψ holomorphic on D, and ϕ

holomorphic self-map of D, we define

σψ,ϕ = sup
z∈D

ω(ϕ(z))Qψ(z), τψ,ϕ = sup
z∈D

|ψ(z)|Tϕ(z),

σ0,ψ,ϕ = sup
z∈D

ω0(ϕ(z))Qψ(z), τ0,ψ,ϕ = sup
z∈D

|ψ(z)|T0,ϕ(z).

In the case of the unit disk, σψ,ϕ = σ0,ψ,ϕ, τψ,ϕ = τ0,ψ,ϕ, and these quantities
agree with the expressions in the previous section.

Theorem 4.3. Let D be a bounded homogeneous domain in Cn and ϕ a holomorphic
self-map of D. If ψ ∈ B(D), and σψ,ϕ and τψ,ϕ are finite, then Wψ,ϕ is bounded
on B(D) and

max{||ψ||B , |ψ(0)|ω(ϕ(0))} ≤ ||Wψ,ϕ|| ≤ max{||ψ||B , |ψ(0)|ω(ϕ(0)) + τψ,ϕ + σψ,ϕ}.
Proof. We begin by proving the upper estimate. Let f ∈ B(D). Then for z ∈ D,
by the product rule we have

∇(ψ(f ◦ ϕ))(z) = ψ(z)∇(f ◦ ϕ)(z) + f(ϕ(z))∇(ψ)(z),
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so for all u ∈ Cn \ {0},
|∇(ψ(f ◦ ϕ))(z)u| ≤ |ψ(z)| |∇(f)(ϕ(z))Jϕ(z)u| + |f(ϕ(z))| |∇(ψ)(z)u| .

By (4.3) and Lemma 4.2, we obtain

sup
z∈D

Qψ(f◦ϕ)(z) ≤ τψ,ϕβf + |f(0)|βψ + sup
z∈D

ω(ϕ(z))Qψ(z)βf ,

which is finite. So Wψ,ϕf ∈ B(D) and again by Lemma 4.2

||Wψ,ϕf ||B ≤ |ψ(0)| |f(ϕ(0))|+ |f(0)|βψ + (τψ,ϕ + σψ,ϕ)βf

≤ |ψ(0)| (|f(0)|+ ω(ϕ(0))βf ) + |f(0)|βψ + (τψ,ϕ + σψ,ϕ)βf

= ||ψ||B ||f ||B + (|ψ(0)|ω(ϕ(0)) + τψ,ϕ + σψ,ϕ − ||ψ||B)βf .

If |ψ(0)|ω(ϕ(0))+ τψ,ϕ +σψ,ϕ ≤ ||ψ||B, then ||Wψ,ϕf ||B ≤ ||ψ||B ||f ||B. Otherwise,
||Wψ,ϕf ||B ≤ (|ψ(0)|ω(ϕ(0)) + τψ,ϕ + σψ,ϕ) ||f ||B . Thus, Wψ,ϕ is bounded and

||Wψ,ϕ||B ≤ max{||ψ||B , |ψ(0)|ω(ϕ(0)) + τψ,ϕ + σψ,ϕ}.
To prove the lower estimate, observe that by considering as test function

the constant function 1, we have ||Wψ,ϕ1||B = ||ψ||B, so that ||Wψ,ϕ|| ≥ ||ψ||B.
Furthermore

||Wψ,ϕ|| = sup{||Wψ,ϕf ||B : f ∈ B(D) and ||f ||B ≤ 1}
≥ sup{||Wψ,ϕf ||B : f ∈ B(D), f(0) = 0, and ||f ||B ≤ 1}
≥ sup{|ψ(0)| |f(ϕ(0))| : f ∈ B(D), f(0) = 0, and ||f ||B ≤ 1}
= |ψ(0)|ω(ϕ(0)).

Thus ||Wψ,ϕ|| ≥ max{||ψ||B , |ψ(0)|ω(ϕ(0))}. �

Theorem 4.4. Let D be a bounded homogeneous domain in Cn. If ψ ∈ B0∗(D),
σψ,ϕ and τψ,ϕ are finite, and

lim
z→∂∗D

|ψ(z)|T0,ϕ(z) = lim
z→∂∗D

ω0(ϕ(z))Qψ(z) = 0,

then Wψ,ϕ is bounded on B0∗(D) and

max{||ψ||B , |ψ(0)|ω0(ϕ(0))} ≤ ||Wψ,ϕ|| ≤ max{||ψ||B , |ψ(0)|ω0(ϕ(0)) + τψ,ϕ + σ0,ψ,ϕ}.
Proof. Arguing as in the proof of Theorem 4.3, it suffices to show that if ψ ∈
B0∗(D), σψ,ϕ and τψ,ϕ are finite, and

lim
z→∂∗D

|ψ(z)|T0,ϕ(z) = lim
z→∂∗D

ω0(ϕ(z))Qψ(z) = 0,

then Wψ,ϕ maps the ∗-little Bloch space into itself. Let f ∈ B0∗(D). Without loss
of generality, we may assume ||f ||B ≤ 1. For z ∈ D, by Lemma 4.2, we have

Qψ(f◦ϕ)(z) ≤ |ψ(z)|Qf◦ϕ(z) + |f(ϕ(z))|Qψ(z)

≤ |ψ(z)|T0,ϕ(z) + |f(0)|Qψ(z) + ω0(ϕ(z))Qψ(z),

which approaches 0 as z → ∂∗D. Thus ψ(f ◦ ϕ) ∈ B0∗(D). �
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Theorem 4.5. Let D be a bounded homogeneous domain in Cn, ψ a holomorphic
function on D, and ϕ a holomorphic self-map of D. If Wψ,ϕ is bounded on the
Bloch space of D, then ψ ∈ B(D) and σψ,ϕ is finite if and only if τψ,ϕ is finite.

Proof. First observe that ψ = Wψ,ϕ1 ∈ B(D). Let f ∈ B(D), z ∈ D and u ∈
Cn \ {0}. Then

|f(ϕ(z))| |∇(ψ)(z)u|
Hz(u, u)1/2

=
|∇(ψ(f ◦ ϕ))(z)u− ψ(z)∇(f ◦ ϕ)(z)u|

Hz(u, u)1/2

≤ |∇(ψ(f ◦ ϕ))(z)u|
Hz(u, u)1/2

+
|ψ(z)| |∇(f ◦ ϕ)(z)u|

Hz(u, u)1/2

Taking the supremum over all u ∈ Cn \ {0}, and using (4.3) we get

|f(ϕ(z))|Qψ(z) ≤ Qψ(f◦ϕ)(z) + |ψ(z)|Qf◦ϕ(z)

≤ βψ(f◦ϕ) + |ψ(z)|Tϕ(z)βf

≤ (||Wψ,ϕ||+ |ψ(z)|Tϕ(z)) ||f ||B .

Taking the supremum over all f ∈ B(D) with f(0) = 0 and ||f ||B ≤ 1, we have

ω(ϕ(z))Qψ(z) ≤ ||Wψ,ϕ||+ |ψ(z)|Tϕ(z).

Thus σψ,ϕ ≤ ||Wψ,ϕ||+ τψ,ϕ.

On the other hand, for g ∈ B(D), with g(0) = 0 and ||g||B ≤ 1, using
Lemma 4.2, we also obtain

|ψ(z)|Qg◦ϕ(z) ≤ Qψ(g◦ϕ)(z) + |g(ϕ(z))|Qψ(z)

≤ ||Wψ,ϕg||B + ω(ϕ(z))Qψ(z)

≤ ||Wψ,ϕ||+ σψ,ϕ.

More generally, for any non-constant function f ∈ B(D), with βf ≤ 1, letting
g = (f − f(0))/βf , by the previous case, we obtain

|ψ(z)|Qf◦ϕ(z) = |ψ(z)|Qg◦ϕ(z)βf ≤ ||Wψ,ϕ||+ σψ,ϕ.

Taking the supremum over all such functions f , we deduce τψ,ϕ ≤ ||Wψ,ϕ||+σψ,ϕ.
Consequently, σψ,ϕ is finite if and only if τψ,ϕ is finite. �

The proof of the following result is analogous.

Proposition 4.6. Let D be a bounded homogeneous domain in Cn, ψ a holomorphic
function on D, and ϕ a holomorphic self-map of D. If Wψ,ϕ is bounded on the
∗-little Bloch space of D, then ψ ∈ B0∗(D) and σ0,ψ,ϕ is finite if and only if τ0,ψ,ϕ

is finite.

We shall now give a sufficient condition for the compactness of Wψ,ϕ which
yields Theorem 3 of [25] in the special case when ψ is identically one. We first need
the following result.
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Lemma 4.7. Let D be a bounded homogeneous domain in Cn, ψ a holomorphic
function on D, and ϕ a holomorphic self-map of D. Then Wψ,ϕ is compact on
B(D) if and only if for each bounded sequence {fk} in B(D) converging to 0 locally
uniformly in D, ||ψ(fk ◦ ϕ)||B → 0, as k →∞.

Proof. Assume Wψ,ϕ is compact on B(D). Let {fk} be a bounded sequence in
B(D) which converges to 0 locally uniformly in D. By rescaling fk, we may assume
||fk||B ≤ 1 for all k ∈ N. We need to show that ||ψ(fk ◦ ϕ)||B → 0 as k → ∞.
Since Wψ,ϕ is compact, the sequence {ψ(fk ◦ ϕ)} has a subsequence (which for
convenience we reindex as the original sequence) which converges in the Bloch
norm to some function f ∈ B(D). We are going to show that f is identically 0
by proving that ψ(fk ◦ ϕ)→ 0 locally uniformly. Fix z0 ∈ D and, without loss of
generality, assume f(z0) = 0. Then ψ(z0)fk(ϕ(z0))→ 0 as k →∞. For z ∈ D, by
(2.2), we obtain

|ψ(z)fk(ϕ(z)) − f(z)| ≤ |ψ(z)fk(ϕ(z))− f(z)− (ψ(z0)fk(ϕ(z0))− f(z0))|
+ |ψ(z0)fk(ϕ(z0))|

≤ ||ψ(fk ◦ ϕ)− f ||B ρ(z, z0) + |ψ(z0)fk(ϕ(z0))| → 0

locally uniformly as k →∞, since ψ(fk ◦ϕ)− f → 0 in norm. On the other hand,
ψ(fk ◦ ϕ)→ 0 locally uniformly, so f must be identically 0.

Next, assume ||ψ(gn ◦ ϕ)||B → 0 as k → ∞ for each bounded sequence {gk}
in B(D) converging to 0 locally uniformly in D. To prove the compactness of
Wψ,ϕ, it suffices to show that if {fk} is a sequence in B(D) with ||fk||B ≤ 1 for all
k ∈ N, there exists a subsequence {fkj} such that ψ(fkj ◦ ϕ) converges in B(D).
Fix z0 ∈ D. Replacing fk with fk − fk(z0), we may assume that fk(z0) = 0 for
all k ∈ N. By (2.1), |fk(z)| ≤ ρ(z, z0), for each z ∈ D. Thus, on each closed
ball centered at z0 with respect to the Bergman distance, the sequence {fk} is
uniformly bounded, and hence also on each compact subset of D. By Montel’s
theorem, some subsequence {fkj} converges locally uniformly to some function f
holomorphic on D. By Theorem 3.3 of [2], f is a Bloch function and ||f ||B ≤ 1.
Then, letting gkj = fkj − f , we obtain a bounded sequence in B(D) converging to
0 locally uniformly in D. Thus, by the hypothesis,

∣∣∣∣ψ(gkj ◦ ϕ)
∣∣∣∣
B → 0 as k →∞.

Therefore, ψ(fkj ◦ ϕ) converges in norm to ψ(f ◦ ϕ), completing the proof. �

Theorem 4.8. Let D be a bounded homogeneous domain in Cn, ψ a holomorphic
function on D, and ϕ a holomorphic self-map of D. If ψ ∈ B(D), then Wψ,ϕ is
compact on the Bloch space of D if

lim
ϕ(z)→∂D

ω(ϕ(z))Qψ(z) = 0 and lim
ϕ(z)→∂D

|ψ(z)|Tϕ(z) = 0. (4.4)

Proof. Assume the conditions in (4.4) hold. By Lemma 4.7, to prove that Wψ,ϕ is
compact on B(D) it suffices to show that for any sequence {fk} in B(D) converging
to 0 locally uniformly in D such that ||fk||B ≤ 1, ||ψ(fk ◦ ϕ)||B → 0 as k → ∞.
Let {fk} be such a sequence and fix ε > 0. Then |fk(0)| < ε/(3 ||ψ||B) for all k
sufficiently large and there exists r such that for all k ∈ N, |ψ(z)|Qfk◦ϕ(z) < ε/3
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and ω(ϕ(z))Qψ(z) < ε/3, whenever ρ(ϕ(z), ∂D) < r. Thus by Lemma 4.2, if
ρ(ϕ(z), ∂D) < r, then

Qψ(fk◦ϕ)(z) ≤ |ψ(z)|Qfk◦ϕ(z) + |fk(ϕ(z))|Qψ(z)

<
ε

3
+ (|fk(0)|+ ω(ϕ(z)))Qψ(z) < ε.

On the other hand, since fk → 0 locally uniformly in D, |fk(ϕ(z))| → 0 and
Qfk◦ϕ → 0 uniformly on the set {z ∈ D : ρ(ϕ(z), ∂D) ≥ r}. Consequently, for all k
sufficiently large, Qψ(fk◦ϕ)(z) < ε for all z ∈ D. Furthermore, |ψ(0)fk(ϕ(0))| → 0
as k →∞, so ||ψ(fk ◦ ϕ)||B → 0, completing the proof. �

Remark 2. Even for composition operators, the necessity of the analogue to The-
orem 4.8 was established for the unit ball and polydisk [25], but not for general
bounded homogeneous domains.

We end the section with the following conjecture.

Conjecture. Let D be a bounded homogeneous domain in Cn, ψ a holomorphic
function on D, and ϕ a holomorphic self-map of D. Then Wψ,ϕ is bounded on
the Bloch space of D if and only if ψ ∈ B(D), and σψ,ϕ and τψ,ϕ are finite.
Furthermore, the bounded operator Wψ,ϕ is compact on B(D) if and only if

lim
ϕ(z)→∂D

ω(ϕ(z))Qψ(z) = lim
ϕ(z)→∂D

|ψ(z)|Tϕ(z) = 0.

In the next two sections, we prove the above conjecture when D is the unit
ball or the unit polydisk.

5. Special case: The unit ball

In Theorem 3.1 of [33], the following useful formula for calculating the Bloch semi-
norm of a function f ∈ B(Bn) was given. For z ∈ Bn

Qf (z) = (1 − ||z||2)1/2

⎛⎜⎝||∇(f)(z)||2 −

∣∣∣∣∣∣
n∑

j=1

zj
∂f

∂zj
(z)

∣∣∣∣∣∣
2
⎞⎟⎠

1/2

. (5.1)

Zhou and Chen characterized the bounded and the compact weighted composition
operators on the Bloch space of the unit ball under the norm

|f(0)|+ sup
z∈Bn

(1− ||z||2) ||∇f(z)|| , (5.2)

which is equivalent to the Bloch norm on Bn [26]. The following theorem is a
special case of Corollaries 1.4 and 1.6 of [31]; their results apply to a large set of
function spaces which includes the Bloch space.
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Theorem 5.1 ([31]). Let ψ be a holomorphic function of Bn and ϕ a holomorphic
self-map of Bn. Then Wψ,ϕ is bounded on B(Bn) if and only if

sup
z∈Bn

|ψ(z)|Bϕ(z) <∞, and sup
z∈Bn

(1− ||z||2) ||∇ψ(z)|| log
2

1− ||ϕ(z)||2
<∞.

Furthermore, Wψ,ϕ is compact if and only if

lim
||ϕ(z)||→1

|ψ(z)|Bϕ(z) = 0, and

lim
||ϕ(z)||→1

(1− ||z||2) ||∇ψ(z)|| log
2

1− ||ϕ(z)||2
= 0. (5.3)

We now show that the bounded and the compact weighted composition op-
erators can also be characterized in terms of the quantities σψ,ϕ and τψ,ϕ.

Theorem 5.2. Let ψ be a holomorphic function on Bn and ϕ a holomorphic self-
map of Bn. Then

(a) Wψ,ϕ is bounded on B(Bn) if and only if ψ ∈ B(Bn), and σψ,ϕ and τψ,ϕ are
finite.

(b) The bounded operator Wψ,ϕ is compact on B(Bn) if and only if

lim
||ϕ(z)||→1

|ψ(z)|Tϕ(z) = 0, and

lim
||ϕ(z)||→1

Qψ(z) log 1+||ϕ(z)||
1−||ϕ(z)|| = 0. (5.4)

Remark 3. At first glance it may seem evident that conditions (5.3) and (5.4) are
equivalent due to the equivalence between the norm (5.2) and the Bloch norm.
However, we have not been able to prove directly that (5.3) implies (5.4) and thus,
the proof of (5.4) under the compactness assumption does not make use of (5.3).

Proof. (a) If ψ ∈ B(Bn) and σψ,ϕ and τψ,ϕ are finite, then Wψ,ϕ is bounded by
Theorem 4.3. Conversely, assume Wψ,ϕ is bounded. Then ψ = Wψ,ϕ1 ∈ B(Bn) and
by Theorem 5.1, sup

z∈Bn

|ψ(z)|Bϕ(z) is finite. From (4.2), we deduce

τψ,ϕ = sup
z∈Bn

|ψ(z)|Tϕ(z) ≤ sup
z∈Bn

|ψ(z)|Bϕ(z) <∞.

On the other hand, using Theorem 4.5, we see that σψ,ϕ is also finite, completing
the proof of (a).

To prove (b) observe that by Theorem 4.8, if

lim
||ϕ(z)||→1

Qψ(z) log
1 + ||ϕ(z)||
1− ||ϕ(z)|| = lim

||ϕ(z)||→1
|ψ(z)|Tϕ(z) = 0,

then Wψ,ϕ is compact. Conversely, assume Wψ,ϕ is compact. Then, from Theorem
5.1 we get

lim
||ϕ(z)||→1

|ψ(z)|Tϕ(z) ≤ lim
||ϕ(z)||→1

|ψ(z)|Bϕ(z) = 0.
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Furthermore, Wψ,ϕ is bounded and so

sup
z∈Bn

Qψ(z) log
1 + ||ϕ(z)||
1− ||ϕ(z)|| <∞.

In particular,

lim
||ϕ(z)||→1

Qψ(z) = 0. (5.5)

Let {zk} be a sequence in Bn such that ||ϕ(zk)|| → 1 as k →∞. For z ∈ Bn define

fk(z) =

(
Log

2
1− 〈z, ϕ(zk)〉

)2

log
2

1− ||ϕ(zk)||2
.

Then {fk} converges to 0 locally uniformly in Bn. We are now going to show that
{fk} is bounded in B(Bn). For z ∈ Bn, set

gk(z) = Log
2

1− 〈z, ϕ(zk)〉 .

Then by (5.1) and the Cauchy-Schwarz inequality, we have

Qgk
(z) = (1 − ||z||2)1/2

(
||ϕ(zk)||2 − |〈z, ϕ(zk)〉|2

)1/2

|1− 〈z, ϕ(zk)〉|

≤
√

2
(1− ||z||)1/2

(1− |〈z, ϕ(zk)〉|)1/2
(1 + |〈z, ϕ(zk)〉|)1/2 ≤ 2.

Next, observe that for z ∈ Bn

∇(fk)(z) =
2Log 2

1−〈z,ϕ(zk)〉
log 2

1−||ϕ(zk)||2
∇(gk)(z).

So for u ∈ Cn \ {0}

|∇(fk)(z)u|
Hz(u, u)1/2

≤
2
(
log 2

1−|〈z,ϕ(zk)〉| + π
2

)
log

(
2

1−||ϕ(zk)||2
) |∇(gk)(z)u|

Hz(u, u)1/2

≤
2
(
log

(
4

1−||ϕ(zk)||2
)

+ π
2

)
log 2

1−||ϕ(zk)||2
Qgk

(z) ≤ 4
(

2 +
π

2 log 2

)
.

Hence ||fk||B is bounded above by log 2 + 4
(
2 + π

2 log 2

)
. By the compactness of

Wψ,ϕ, ||ψ(fk ◦ ϕ)||B → 0 as k →∞. Moreover

∇(fk)(ϕ(zk)) =
2ϕ(zk)

1− ||ϕ(zk)||2
,
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so, for u ∈ Cn \ {0}, we have

|∇(fk)(ϕ(zk))Jϕ(zk)u| = 2 |〈Jϕ(zk)u, ϕ(zk)〉|
1− ||ϕ(zk)||2

.

Hence

||ψ(fk ◦ ϕ)||B ≥ sup
z∈Bn

Qψ(fk◦ϕ)(z) ≥ Qψ(fk◦ϕ)(zk)

≥
∣∣∣∣∣Qψ(zk)fk(ϕ(zk))− |ψ(zk)| sup

u∈Cn\{0}

|∇(fk)(ϕ(zk))Jϕ(zk)u|
Hz(u, u)1/2

∣∣∣∣∣
= |Qψ(zk) log

2
1− ||ϕ(zk)||2

− 2 |ψ(zk)|
1− ||ϕ(zk)||2

sup
u∈Cn\{0}

|〈Jϕ(zk)u, ϕ(zk)〉|
Hz(u, u)1/2

|.
We now show that

lim
k→∞

|ψ(zk)|
1− ||ϕ(zk)||2

sup
u∈Cn\{0}

|〈Jϕ(zk)u, ϕ(zk)〉|
Hz(u, u)1/2

= 0. (5.6)

Once this is proved, it will follow that

lim
k→∞

Qψ(zk) log
2

1− ||ϕ(zk)||2
= 0

since ||ψ(fk ◦ ϕ)||B → 0 as k →∞. Noting that

Qψ(zk) log
2

1− ||ϕ(zk)||2
≥ Qψ(zk) log

1
2

1 + ||ϕ(zk)||
1− ||ϕ(zk)||

= Qψ(zk) log
1 + ||ϕ(zk)||
1− ||ϕ(zk)|| −Qψ(zk) log 2

and that by (5.5), lim
k→∞

Qψ(zk) = 0, we obtain that the limit of the first term of

the above difference also goes to 0 as k →∞, and hence

lim
||ϕ(z)||→1

Qψ(z) log
1 + ||ϕ(z)||
1− ||ϕ(z)|| = 0.

Let us now proceed with the proof of (5.6). For k ∈ N and z ∈ Bn, let

hk(z) =
1− ||ϕ(zk)||2
1− 〈z, ϕ(zk)〉 .

Then hk → 0 uniformly on compact subsets of Bn, and for j = 1, . . . , n and z ∈ Bn

∂hk

∂zj
(z) =

(1− ||ϕ(zk)||2)ϕj(zk)
(1− 〈z, ϕ(zk)〉)2 .
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Thus by (5.1), we obtain

Qhk
(z) =

(1− ||z||2)1/2(1− ||ϕ(zk)||2)
|1− 〈z, ϕ(zk)〉|2

(
||ϕ(zk)||2 − |〈z, ϕ(zk)〉|2

)1/2

≤
√

2(1− ||z||2)1/2(1 − ||ϕ(zk)||2)
(1− |〈z, ϕ(zk)〉|)3/2

≤
√

2(1− ||z||2)1/2(1 − ||ϕ(zk)||2)
(1− ||z||)1/2(1− ||ϕ(zk)||) ≤ 4.

So hk ∈ B(Bn) and ||hk||B ≤ 5. Since Wψ,ϕ is compact, ||ψ(hk ◦ ϕ)||B → 0 as
k →∞. Moreover

||ψ(hk ◦ ϕ)||B ≥ Qψ(hk◦ϕ)(zk)

≥
∣∣∣∣∣Qψ(zk)− |ψ(zk)| sup

u∈Cn\{0}

|∇(hk)(ϕ(zk))Jϕ(zk)u|
Hz(u, u)1/2

∣∣∣∣∣
=

∣∣∣∣∣Qψ(zk)− |ψ(zk)|
1− ||ϕ(zk)||2

sup
u∈Cn\{0}

|〈Jϕ(zk)u, ϕ(zk)〉|
Hz(u, u)1/2

∣∣∣∣∣ .
Since lim

k→∞
Qψ(zk) = 0, it follows that

lim
k→∞

|ψ(zk)|
1− ||ϕ(zk)||2

sup
u∈Cn\{0}

|〈Jϕ(zk)u, ϕ(zk)〉|
Hz(u, u)1/2

= 0.

The proof is now complete. �

Next, we give an example of a bounded weighted composition operator on the
unit ball whose associated component multiplication operator is unbounded and
an example of a compact operator on Bn whose associated component operators
are both not compact.

Examples (a) Let λ ∈ ∂Bn and define the functions ψ(z) = 1
2
Log(1 − 〈z, λ〉) and

ϕ(z) = 1
2
(λ − z) for z ∈ Bn. The associated multiplication operator Mψ is not

bounded on B(Bn) since ψ �∈ H∞(Bn). On the other hand, it is straightforward to
verify that supz∈Bn

|ψ(z)|Bϕ(z) <∞ and

sup
z∈Bn

(1− ||z||2) ||∇ψ(z)|| log
1

1− ||ϕ(z)||2
<∞.

Therefore, Wψ,ϕ is bounded on B(Bn).

(b) Let ψ(z) = 1 − z1 and ϕ(z) = 1+z
2

, for z ∈ Bn, where 1 = (1, 0, . . . , 0). The
multiplication operator Mψ is not compact on B(Bn), since ψ is not identically
zero. Moreover, the composition operator Cϕ is not compact on B(Bn) [25], since

Hϕ(z)(Jϕ(z)u, Jϕ(z)u)
Hz(u, u)

=
1
4

(1 − ||ϕ(z)||2) ||u||2 + |〈ϕ(z), u〉|2

(1 − ||z||2) ||u||2 + |〈z, u〉|2
(1− ||z||2)2

(1 − ||ϕ(z)||2)2
,
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which does not go to 0 if z → 1 along the real axis in the first coordinate and
u = (1, 0, . . . , 0). Observe that

lim
||ϕ(z)||→1

ψ(z) = lim
z1→1

ψ(z) = 0

and Bϕ(z) is bounded above by a constant independent of ϕ, so

lim
||ϕ(z)||→1

|ψ(z)|Bϕ(z) = 0.

Moreover,

lim
||ϕ(z)||→1

(1 − ||z||2) log
2

1−
∥∥ 1+z

2

∥∥2 = 0.

Therefore Wψ,ϕ is compact on B(Bn).

6. Special case: The unit polydisk

Theorem 6.1. Let ψ be a holomorphic function on Dn and ϕ a holomorphic self-
map of Dn. Then Wψ,ϕ is bounded on B(Dn) if and only if ψ ∈ B(Dn), and σψ,ϕ

and τψ,ϕ are finite. Furthermore, the bounded operator Wψ,ϕ is compact on B(Dn)
if and only if

lim
ϕ(z)→∂Dn

ω(ϕ(z))Qψ(z) = lim
ϕ(z)→∂Dn

|ψ(z)|Tϕ(z) = 0. (6.1)

To prove this result, we will show that the conditions for the boundedness
and compactness of Wψ,ϕ are equivalent to the conditions proven by Zhou and
Chen in the following theorem. Their results were obtained by considering on the
Bloch space of Dn the norm

||f ||∗ = |f(0)|+ sup
z∈Dn

n∑
j=1

(1− |zj|2)
∣∣∣∣ ∂f

∂zj
(z)

∣∣∣∣ .
In [10], it was shown that for f ∈ B(Dn) and z ∈ Dn,

Qf (z) =
∣∣∣∣∣∣∣∣((1− |z1|2)

∂f

∂z1
(z), . . . , (1 − |zn|2)

∂f

∂zn
(z)

)∣∣∣∣∣∣∣∣ .
Thus ||·||∗ is equivalent to the Bloch norm since

1
n

n∑
j=1

(1− |zj|2)
∣∣∣∣ ∂f

∂zj
(z)

∣∣∣∣ ≤ Qf (z) ≤
n∑

j=1

(1− |zj |2)
∣∣∣∣ ∂f

∂zj
(z)

∣∣∣∣ , (6.2)

for all z ∈ Dn.

Theorem 6.2 ([32], Theorems 1 and 2). Let ψ be a holomorphic function on Dn

and ϕ a holomorphic self-map of Dn. Then Wψ,ϕ is bounded on B(Dn) if and only
if

sup
z∈Dn

n∑
j,k=1

(1− |zj |2)
∣∣∣∣ ∂ψ

∂zj
(z)

∣∣∣∣ log
4

1− |ϕk(z)|2
<∞



28 R.F. Allen and F. Colonna

and

sup
z∈Dn

|ψ(z)|
n∑

j,k=1

∣∣∣∣∂ϕk

∂zj
(z)

∣∣∣∣ 1− |zj|2

1− |ϕk(z)|2
<∞.

Furthermore, Wψ,ϕ is compact on B(Dn) if and only if Wψ,ϕ is bounded and

lim
ϕ(z)→∂Dn

n∑
j,k=1

(1− |zj |2)
∣∣∣∣ ∂ψ

∂zj
(z)

∣∣∣∣ log
4

1− |ϕk(z)|2
= 0

and

lim
ϕ(z)→∂Dn

|ψ(z)|
n∑

j,k=1

∣∣∣∣∂ϕk

∂zj
(z)

∣∣∣∣ 1− |zj |2

1− |ϕk(z)|2
= 0.

Lemma 6.3. Let ψ be a holomorphic function on Dn and ϕ a holomorphic self-map
of Dn. Then, for z ∈ Dn, the following inequalities hold:

(a) ρ(0, z) ≤∑n
j=1 log 4

1−|zj |2 ;

(b) σψ,ϕ(z) ≤
(∑n

j=1(1− |zj |2)
∣∣∣ ∂ψ
∂zj

(z)
∣∣∣)∑n

k=1 log 4
1−|ϕk(z)|2 ;

(c) Tϕ(z) ≤∑n
j,k=1

∣∣∣ ∂ϕk

∂zj
(z)

∣∣∣ 1−|zj |2
1−|ϕk(z)|2 ;

(d) τψ,ϕ(z) ≤ |ψ(z)|
∑n

j,k=1

∣∣∣∂ϕk

∂zj
(z)

∣∣∣ 1−|zj|2
1−|ϕk(z)|2 ;

Proof. Let z ∈ Dn. To prove (a), observe that for u ∈ Cn,

Hz(u, u) =
n∑

j=1

|uj|2
(1− |zj |2)2

(e.g., see [26]), and recall that if γ = γ(t) (0 ≤ t ≤ 1) is the geodesic from w to z,
then

ρ(w, z) =
∫ 1

0

Hγ(t)(γ′(t), γ′(t))1/2 dt.

Since the geodesic from 0 to z ∈ Dn is parametrized by γ(t) = tz, for 0 ≤ t ≤ 1,
we obtain

ρ(0, z) =
∫ 1

0

⎛⎝ n∑
j=1

|zj |2

(1− |zj|2 t2)2

⎞⎠1/2

dt ≤
∫ 1

0

n∑
j=1

|zj |
1− |zj|2 t2

dt (6.3)

=
1
2

n∑
j=1

log
1 + |zj|
1− |zj|

,

proving (a). By the upper estimate of (6.2) and the inequality ω(ϕ(z)) ≤ ρ(0, z),
part (b) follows immediately from part (a).
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To prove (c), observe that by (1.2) of [10],

Tϕ(z) ≤ Bϕ(z) = max
||w||=1

⎛⎝ n∑
k=1

∣∣∣∣ n∑
j=1

∂ϕk

∂zj
(z)

(1− |zj |2)wj

1− |ϕk(z)|2
∣∣∣∣2
⎞⎠1/2

≤ max
||w||=1

⎛⎝ n∑
k=1

( n∑
j=1

∣∣∣∣∂ϕk

∂zj
(z)

∣∣∣∣ (1 − |zj|2) |wj |
1− |ϕk(z)|2

)2
⎞⎠1/2

≤
n∑

j,k=1

∣∣∣∣∂ϕk

∂zj
(z)

∣∣∣∣ 1− |zj |2

1− |ϕk(z)|2
.

Part (d) is an immediate consequence of the formula τψ,ϕ(z) = |ψ(z)|Tϕ(z)
and part (c). �

Proof of Theorem 6.1. If Wψ,ϕ is bounded, then ψ = Wψ,ϕ1 ∈ B(Dn), and from
Theorem 6.2, inequality (d) of Lemma 6.3, and Theorem 4.5, it follows that σψ,ϕ

and τψ,ϕ are finite. Conversely, if ψ ∈ B(Dn), and σψ,ϕ and τψ,ϕ are finite, then
Wψ,ϕ is bounded by Theorem 4.3.

Next, assume Wψ,ϕ is compact. Then, by Theorem 6.2, and inequalities (b)
and (d) of Lemma 6.3, the conditions in (6.1) hold. Conversely, if Wψ,ϕ is bounded
and the conditions in (6.1) hold, then Wψ,ϕ is compact by Theorem 4.8. �

We conclude the section by giving an example of a bounded weighted com-
position operator on the polydisk whose corresponding component multiplication
operator is not bounded, and an example of a compact weighted composition op-
erator on Dn whose both component operators are not compact.
Examples. (a) Fix an index j ∈ {1, . . . , n} and define ψ(z) = Log 2

1−zj
, ϕj(z) =

1−zj

2
, and ϕk(z) = 0 for k �= j, z ∈ Dn. Since ψ �∈ H∞(Dn), the associated

multiplication operator Mψ is unbounded on B(Dn). On the other hand

σψ,ϕ ≤ sup
z∈Dn

(
1− |zj |2
|1− zj |

)
log

4

1−
∣∣ 1−zj

2

∣∣2 <∞,

τψ,ϕ ≤ sup
z∈Dn

1− |zj|2

1−
∣∣ 1−zj

2

∣∣2
∣∣∣∣Log

2
1− zj

∣∣∣∣ <∞,

so that Wψ,ϕ is bounded on B(Dn).
(b) Fix an index j ∈ {1, . . . , n}, and for z ∈ Dn define ψ(z) = 1 − zj , and let
ϕ(z) be the vector with kth component 0 for k �= j and jth component 1+zj

2 .
Clearly, the associated multiplication operator Mψ is not compact on B(Dn). The
associated composition operator Cϕ is not compact on B(Dn) since

Bϕ(z) =
1
2

1− |zj |2

1−
∣∣1+zj

2

∣∣2 �→ 0
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for zj → 1 [25]. Furthermore,

lim
ϕ(z)→∂Dn

σψ,ϕ(z) ≤ lim
zj→1

(1 − |zj|2) log
4

1−
∣∣1+zj

2

∣∣2 = 0, and

lim
ϕ(z)→∂Dn

τψ,ϕ(z) ≤ 1
2

lim
zj→1

|1− zj |
1− |zj |2

1−
∣∣1+zj

2

∣∣2 = 0.

Hence Wψ,ϕ is compact on B(Dn).

7. Weighted composition operators from the Bloch spaces into H∞

In [16], Hosokawa, Izuchi and Ohno characterized the bounded and the compact
weighted composition operators from B(D) and B0(D) into H∞(D). We now pro-
vide a characterization of the bounded operators in the environment of a bounded
homogeneous domain and determine the operator norm. We also obtain an exten-
sion of their results when the domain is the unit ball and the unit polydisk.

Theorem 7.1. Let D be a bounded homogeneous domain, ψ a holomorphic function
on D, and ϕ a holomorphic self-map of D. Then

(a) Wψ,ϕ : B(D)→ H∞(D) is bounded if and only if ψ ∈ H∞(D) and

ηψ,ϕ := sup
z∈D
|ψ(z)|ω(ϕ(z)) <∞.

If Wψ,ϕ is bounded on B(D), then

||Wψ,ϕ|| = max{||ψ||∞ , ηψ,ϕ}. (7.1)

(b) Wψ,ϕ : B0∗(D)→ H∞(D) is bounded if and only if ψ ∈ H∞(D) and

η 0,ψ,ϕ := sup
z∈D
|ψ(z)|ω0(ϕ(z)) <∞.

If Wψ,ϕ is bounded on B0∗(D), then

||Wψ,ϕ|| = max{||ψ||∞ , η 0,ψ,ϕ}.

Proof. To prove (a), assume Wψ,ϕ is bounded on B(D). Then ψ = Wψ,ϕ1 ∈
H∞(D), ||ψ||∞ ≤ ||Wψ,ϕ||, and for each f ∈ B(D) with ||f ||B ≤ 1, and for each
z ∈ D, we have

||Wψ,ϕ|| ≥ ||ψ(f ◦ ϕ)||∞ ≥ |ψ(z)||f(ϕ(z))|.

Taking the supremum over all such functions f such that f(0) = 0, and over all
z ∈ D, we obtain ||Wψ,ϕ|| ≥ ηψ,ϕ, proving that ηψ,ϕ <∞ and

||Wψ,ϕ|| ≥ max{||ψ||∞ , ηψ,ϕ}. (7.2)
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Conversely, suppose ψ ∈ H∞(D) and ηψ,ϕ is finite. Then, by Lemma 4.2, for
each f ∈ B(D) we have

sup
z∈D
|ψ(z)||f(ϕ(z))| ≤ sup

z∈D
|ψ(z)|(|f(0)|+ ω(ϕ(z))βf )

≤ ||ψ||∞ (||f ||B − βf ) + ηψ,ϕβf

≤ max{||ψ||∞ , ηψ,ϕ} ||f ||B , (7.3)

proving the boundedness of Wψ,ϕ. From (7.2) and (7.3) we also obtain (7.1). The
proof of (b) is analogous. �

Recalling that for each z ∈ Bn,

ω0(z) = ω(z) =
1
2

log
1 + ||z||
1− ||z|| ,

we deduce the following extension to the unit ball of Theorem 6.1 of [16], which
is equivalent to Theorem 1 in [20]. The evaluation of the operator norm has not
appeared before.

Corollary 7.2. Let ψ be a holomorphic function on Bn and ϕ a holomorphic self-
map of Bn. Then the following statements are equivalent:
(a) Wψ,ϕ : B(Bn)→ H∞(Bn) is bounded.
(b) Wψ,ϕ : B0(Bn)→ H∞(Bn) is bounded.
(c) ψ ∈ H∞(Bn) and

sup
z∈Bn

|ψ(z)| log
1 + ||ϕ(z)||
1− ||ϕ(z)|| <∞.

Furthermore,

||Wψ,ϕ|| = max
{
||ψ||∞ , sup

z∈Bn

1
2
|ψ(z)| log

1 + ||ϕ(z)||
1− ||ϕ(z)||

}
.

In the case where ψ is the constant function one, the condition of the finiteness of

sup
z∈Bn

log
1 + ||ϕ(z)||
1− ||ϕ(z)||

implies that ϕ(z) cannot approach the boundary, or else the logarithmic term
would tend to infinity. Thus, we have the following corollary.

Corollary 7.3. Let ϕ be a holomorphic self-map of Bn. Then the following state-
ments are equivalent:
(a) Cϕ : B(Bn)→ H∞(Bn) is bounded.
(b) Cϕ : B0(Bn)→ H∞(Bn) is bounded.
(c) ϕ(Bn) has compact closure in Bn.

Furthermore, the operator norm of Cϕ is the maximum between 1 and the Bergman
distance of the boundary of the range of ϕ from the origin.

We now show that Theorem 6.1 of [16] can be extended to the unit polydisk.
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Theorem 7.4. Let ψ be a holomorphic on Dn and ϕ a holomorphic self-map of Dn.
Then the following statements are equivalent:
(a) Wψ,ϕ : B(Dn)→ H∞(Dn) is bounded.
(b) Wψ,ϕ : B0∗(Dn)→ H∞(Dn) is bounded.
(c) ψ ∈ H∞(Dn) and

sup
z∈Dn

|ψ(z)|
n∑

j=1

log
1 + |ϕj(z)|
1− |ϕj(z)| <∞. (7.4)

Proof. The implication (a) =⇒ (b) is obvious.
(b) =⇒ (c): It is clear that ψ ∈ H∞(Dn). Fix j = 1, . . . , n and λ ∈ Dn. For z ∈ Dn

define

h(z) = Log
4

1− zjϕj(λ)
.

Then

||h||B = 2 log 2 + sup
|zj|<1

(1− |zj |2)|ϕj(λ)|
|1− zjϕj(λ)|

≤ 2 log 2 + 2.

Furthermore,

Qh(z) ≤ (1− |zj |2)|ϕj(λ)|
1− |ϕj(λ)| → 0

as |zj | → 1. Thus, h ∈ B0∗(Dn). By the boundedness of Wψ,ϕ : B0∗(Dn) →
H∞(Dn), we obtain

(2 log 2 + 2) ||Wψ,ϕ|| ≥ ||ψ(h ◦ ϕ)||∞ ≥ |ψ(λ)| log
4

1− |ϕj(λ)|2

≥ |ψ(λ)| log
1 + |ϕj(λ)|
1− |ϕj(λ)| .

Summing over all j = 1, . . . , n and taking the supremum over all λ ∈ Dn, we get
(7.4).
(c) =⇒ (a): Observe that for z ∈ Dn, by (6.3), we have

ω(ϕ(z)) ≤ ρ(0, ϕ(z)) ≤ 1
2

n∑
j=1

log
1 + |ϕj(z)|
1− |ϕj(z)| . (7.5)

The result follows at once from Theorem 7.1(a). �

We now give a sufficient condition for compactness which can be proved as
Theorem 4.8.

Theorem 7.5. Let D be a bounded homogeneous domain, ψ a holomorphic function
on D, and ϕ a holomorphic self-map of D. Then Wψ,ϕ : B(D) → H∞(D) is
compact if ψ ∈ H∞(D) and

lim
ϕ(z)→∂D

|ψ(z)|ω(ϕ(z)) = 0.
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This sufficient condition is also necessary when D is the unit ball. Indeed,
the following result, proved by Li and Stević in [20] (Theorem 4), is the extension
to the unit ball of Theorem 6.2 of [16].

Theorem 7.6 ([20]). Let ψ be a holomorphic function on Bn and ϕ a holomorphic
self-map of Bn. Then the following statements are equivalent:
(a) Wψ,ϕ : B(Bn)→ H∞(Bn) is compact.
(b) Wψ,ϕ : B0(Bn)→ H∞(Bn) is compact.
(c) ψ ∈ H∞(Bn) and lim

||ϕ(z)||→1
|ψ(z)| log 2

1−||ϕ(z)|| = 0.

The following is a consequence of Corollary 7.2 and Theorem 7.6. It follows
immediately from the finiteness of

sup
z∈Bn

|ψ(z)| log
1 + ||z||
1− ||z|| ,

which implies that ψ is identically zero.

Corollary 7.7. Let ψ be a holomorphic function on Bn. Then the following are
equivalent:
(a) Mψ : B(Bn)→ H∞(Bn) is bounded.
(b) Mψ : B0(Bn)→ H∞(Bn) is bounded.
(c) Mψ : B(Bn)→ H∞(Bn) is compact.
(d) Mψ : B0(Bn)→ H∞(Bn) is compact.
(e) ψ is identically zero.

We now prove the analogue of Theorem 7.6 for the polydisk.

Theorem 7.8. Let ψ be holomorphic on Dn and ϕ a holomorphic self-map of Dn.
Then the following statements are equivalent:
(a) Wψ,ϕ : B(Dn)→ H∞(Dn) is compact.
(b) Wψ,ϕ : B0∗(Dn)→ H∞(Dn) is compact.
(c) ψ ∈ H∞(Dn) and

lim
ϕ(z)→∂Dn

|ψ(z)|
n∑

j=1

log
1 + |ϕj(z)|
1− |ϕj(z)| = 0.

Proof. The implication (a) =⇒ (b) is obvious. We now show (b) =⇒ (c). Since
Wψ,ϕ : B0∗(Dn) → H∞(Dn) is bounded, by Theorem 7.4, ψ ∈ H∞(Dn). Suppose
there exists a sequence {z(k)} in Dn such that ϕ(z(k)) → ∂Dn as k → ∞. Then,
there is a number j ∈ {1, . . . , n} such that |ϕj(z(k))| → 1 as k → ∞. Since (7.4)
holds, it follows that

lim
k→∞

|ψ(z(k))| = 0. (7.6)

For any such index j and for z ∈ Dn, define

fk(z) =
(

Log
4

1− zjϕj(z(k))

)2
/

log
4

1− |ϕj(z(k))|2 .
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As shown in the proof of Theorem 5.2 for the case of the ball, the sequence {fk}
is bounded in B(Dn), converges to 0 locally uniformly in Dn and each function in
the sequence is in B0∗(Dn), since it is holomorphic on the closure of Dn. By the
compactness of Wψ,ϕ : B0∗(Dn)→ H∞(Dn), we obtain

|ψ(z(k))| log
1 +

∣∣ϕj(z(k))
∣∣

1−
∣∣ϕj(z(k))

∣∣ ≤ |ψ(z(k))fk(ϕ(z(k))| ≤ ||ψ(fk ◦ ϕ)||∞ → 0

as k →∞.
Next, assume j ∈ {1, . . . , n} is such that |ϕj(z(k))| �→ 1 as k → ∞, so that

there exists r ∈ (0, 1) such that |ϕj(z(k))| ≤ r for all k ∈ N. Then, by (7.6) we
obtain

|ψ(z(k))| log
1 +

∣∣ϕj(z(k))
∣∣

1−
∣∣ϕj(z(k))

∣∣ ≤ log
1 + r

1− r
|ψ(z(k))| → 0

as k → ∞. Hence, combining the cases when |ϕj(z(k))| → 1 or |ϕj(z(k))| �→ 1 as
k →∞, we deduce

lim
k→∞

|ψ(z(k))|
n∑

j=1

log
1 +

∣∣ϕj(z(k))
∣∣

1−
∣∣ϕj(z(k))

∣∣ = 0,

as desired. Lastly, (c) =⇒ (a) follows at once from (7.5) and Theorem 7.5. �

8. Further developments

In this section, we outline other topics of interest for weighted composition oper-
ators not considered in the previous sections. This list is certainly not exhaustive.
Our intent is to point out some work that has been done in other settings and
how it would pertain to the setting of the Bloch space on a bounded homogeneous
domain.

8.1. Isometries

A characterization of the isometric weighted composition operators on the Bloch
space of the unit disk is not currently known, although the isometric multiplication
operators and the isometric composition operators have been described in Theorem
3.1 of [1], and Corollary 2 of [11] (see also [22], Theorem 1.1). These results provide
a means by which to construct isometric weighted composition operators.

In higher dimensions, the isometric multiplication operators acting on the
Bloch space of a large class of bounded symmetric domains are precisely the con-
stant functions of modulus 1 [3]. Yet, it is not known whether nontrivial isometric
multiplication operators exist on a general bounded homogeneous domain. Con-
ditions for a composition operator on the Bloch space of a bounded homogeneous
domain to be an isometry were given in [2]. These conditions allow us to gener-
ate nontrivial examples of isometric weighted composition operators on the Bloch
space for a large class of domains that have the unit disk as a factor.
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8.2. Spectrum

The spectrum of the multiplication operator on the Bloch space of the unit disk is
known ([1], Theorem 4.1), while the determination of the spectrum of the compo-
sition operator on the Bloch space of the unit disk is still an open problem. The
authors determined the spectrum of the isometric composition operators on the
Bloch space of the unit disk, and in turn, the spectrum of a large class of isometric
weighted composition operators on the Bloch space of the unit disk. The spectrum
of a non-isometric weighted composition operator has not been determined for a
general class of symbols.

In higher dimensions, the spectrum of a class of isometric composition oper-
ators on the Bloch space of the unit polydisk has been determined ([2], Theorem
7.1). In [3] (Theorem 5.1), we showed that the spectrum of a multiplication oper-
ator on the Bloch space of a bounded homogeneous domain is the closure of the
range of its symbol. On the other hand, in [3] (Corollary 3.6), we proved that the
only bounded multiplication operators on the Bloch space of the polydisk Dn (for
n ≥ 2) are those whose symbol is constant. Thus, the only isometric multiplica-
tion operators are those induced by constant functions of modulus one and the
corresponding spectrum reduces to the value of that constant.

8.3. Essential norm

The essential norm of a bounded operator T is the distance from T to the compact
operators, i.e., ||T ||e = inf{||T −K|| : K is compact}. In [21], MacCluer and Zhao
established estimates on the essential norm of a weighted composition operator
acting on the Bloch space of the unit disk. They showed that

max
{

Aψ,ϕ,
1
6
Bψ,ϕ

}
≤ ||Wψ,ϕ||e ≤ Aψ,ϕ + Bψ,ϕ,

where

Aψ,ϕ = lim
s→1

sup
|ϕ(z)|>s

|ψ(z)| |ϕ′(z)| 1− |z|
1− |ϕ(z)| , and

Bψ,ϕ = lim
s→1

sup
|ϕ(z)|>s

|ψ′(z)| (1 − |z|2) log
1

1− |ϕ(z)|2
.

An estimate on the essential norm of the weighted composition operators on
the Bloch space of the polydisk has been given by Li in [19]. To date, no results
have appeared on the essential norm of a weighted composition operator acting on
the Bloch space of the unit ball or other types of bounded homogeneous domains.
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Images of Minimal-vector Sequences Under
Weighted Composition Operators on L2(D)

Paul S. Bourdon and Antoine Flattot

Abstract. Let X be either the unit interval in R or the unit disk D in C.
Chalendar, Flattot, and Partington [2] study weighted composition operators
Tw,γ on L2(X), where w ∈ L∞(X), γ : X → X is injective, and Tw,γf = w f◦γ
for f ∈ L2(X). They introduce a (strict) partial order ≺ on X associated
with Tw,γ and use it to obtain a sufficient condition for convergence of the
sequence (T n

w,γyn) where (yn) is a backward minimal-vector sequence for Tw,γ .

For the L2(D) case, they give a detailed analysis of the situation where γ is
linear-fractional. Through further study of the partial order ≺, we are able
to generalize results from [2] that apply when γ is linear-fractional, replacing
the linear-fractional hypotheses with univalence. In particular, our work yields
generalizations of an invariant-subspace theorem in [2].

Mathematics Subject Classification (2000). Primary 47A15, 47B33.

Keywords. Minimal-vector, hyperinvariant subspace, weighted composition
operator.

1. Introduction and background

Ansari and Enflo [1] introduce the idea of backward (and forward) minimal vec-
tors and explore the roles these vectors may play in establishing the existence
of nontrivial hyperinvariant subspaces for certain classes of linear operators, e.g.,
compact and normal operators. Let T be a bounded linear operator with dense
range on the Hilbert space H , let f be a nonzero vector in H , and let ε satisfy
‖f‖ > ε > 0. For each positive integer n, the backward minimal vector yn for T ,
f , and ε is the unique vector in H satisfying

‖T nyn − f‖ ≤ ε and ‖yn‖ = min{‖y‖ : ‖T ny − f‖ ≤ ε}.
Ansari and Enflo [1, §2] prove the following (a Banach-space version appears in [7]):

Communicated by J.A. Ball.
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Theorem AE. If T : H → H is quasinilpotent and has a sequence (yn) of backward
minimal points such that (T nyn) converges (in norm), then T has a nontrivial
hyperinvariant subspace.

Given the connection between convergence of images of backward minimal-
vector sequences and the existence of nontrivial invariant subspaces, the study of
such convergence has attracted significant attention. Ansari and Enflo [1, Theorem
7] show that whenever T : H → H is a cyclic normal operator with dense range,
then (T nyn) will be convergent for any sequence (yn) of backward minimal vectors
for T . This result has been generalized to noncyclic normal operators [3, Proposi-
tion 2.1] and to operators of “normal type” [2, Theorem 2.2]. However, in general,
(T nyn) need not converge. For example, Wiesner [9, Section 4] shows that there
are matrix operators on C2 that have backward minimal-vector sequences (yn) for
which (T nyn) fails to converge, while Chalendar and Partington [3, Theorem 3.1]
present a necessary and sufficient condition for a dense-range bilateral weighted
shift T on �2(Z) to have the property that (T nyn) is convergent for all backward
minimal-vector sequences (yn) for T .

Chalendar, Flattot, and Partington [2, Theorem 3.2] have obtained a suffi-
cient condition for convergence of images of backward minimal-vector sequences
for certain weighted composition operators on L2 spaces (while giving an exam-
ple [2, p. 96] showing such sequences do not always converge). They work on L2

of the closed unit interval I or closed unit disk D. We will confine our attention
to the disk setting and work on the open unit disk D instead of D. (Of course,
L2(D) = L2(D) because the Lebesgue area measure of ∂D is zero. None of the
results or proofs in [2] are changed by replacing D with D.)

Let w ∈ L∞(D) and let γ : D → D be a univalent mapping such that
w/γ′ ∈ L∞(D). Then it is easy to check that the weighted composition operator
Tw,γ defined by

Tw,γf = w f ◦ γ

is bounded and linear on L2(D) (with ‖Tw,γ‖ ≤ ‖w/γ′‖∞). Also easy to check is
the following formula for the adjoint T ∗w,γ of Tw,γ :

T ∗w,γf =
w ◦ γ−1

|γ′ ◦ γ−1|2 χγ(D)f ◦ γ−1. (1)

Throughout this paper, unless we indicate otherwise, the functions w and γ are
assumed to satisfy the restrictions described above; in particular, γ is a univalent
self-map of D.

We restrict our attention to those operators Tw,γ that have dense range. Let
m denote Lebesgue area measure.

Proposition 1. The operator Tw,γ : L2(D)→ L2(D) has dense range if and only if
w �= 0 a.e. with respect to m.

Proof. If w vanished on a subset E of D for which m(E) > 0, then every function
in the range of Tw,γ would also vanish a.e. on E and Range(Tw,γ) would not be
dense.
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Conversely, suppose that Tw,γ does not have dense range so that there is
nonzero function f ∈ L2(D) such that T ∗w,γf ≡ 0. Let E ⊆ D be such that
m(E) > 0 and f is nonzero a.e. on E. Then m(γ(E)) is also positive (see, e.g.,
the discussion preceding the statement of Lemma 1 in Section 3). Since we are
assuming T ∗w,γf ≡ 0, the formula (1) now shows that w must vanish a.e. on E, a
set of positive area measure. �

Let Tw,γ : L2(D)→ L2(D) have dense range. In [2], Chalendar, Flattot, and
Partington develop a criterion for all backward minimal-vector sequences (yn) for
Tw,γ to have the property that (T n

w,γyn) is convergent. The criterion depends on a
(strict) partial order ≺ on D related to the symbols w and γ of Tw,γ. For z, v ∈ D,
this partial order is defined by

z ≺ v if and only if lim sup
n→∞

h(γ[n](z))
h(γ[n](v))

< 1, (2)

where h = |w/γ′|2 and γ[n] denotes the nth iterate of γ. Theorem 3.2 of [2] shows
that if ≺ has certain regularity properties with respect to m, then (T n

w,γyn) will
be convergent for backward minimal-vector sequences (yn) for Tw,γ .

Having obtained in their Theorem 3.2 information about the behavior of
backward minimal-vector sequences, the authors of [2] turn their attention to in-
variant subspace theorems, seeking to apply Theorem AE, which means they must
develop criteria for quasinilpotence of Tw,γ. Proposition 4.3 of [2] shows that if
γ has an attractive fixed point z0 in D or in its closure D, such that the iter-
ate sequence (γ[n]) converges uniformly on D to z0, and if h := |w/γ′|2 extends
continuously to z0, then Tw,γ is quasinilpotent if and only if h(z0) = 0.

Recall that any (not necessarily univalent) analytic self-map γ of D that is not
an elliptic automorphism has a unique attractive fixed point ω0 ∈ D, its Denjoy-
Wolff point, and that when ω0 lies in D, necessarily |γ′(ω0)| < 1 and that when
ω0 lies in ∂D, necessarily 0 < γ′(ω0) ≤ 1, where γ′(ω0) is the angular derivative
of γ at ω0 (see, e.g., [6]). We remark that when γ has an angular derivative at
ζ ∈ ∂D, then γ′ has a continuous extension from Nζ to Nζ ∪ {ζ} where Nζ is any
nontangential approach region in D with vertex ζ; however, γ ′ need not extend
continuously from D to D∪{ζ}. For further information about angular derivatives,
the reader may consult [4] or [6]. When

• ω0 ∈ D and 0 < |γ′(ω0)| < 1, we will say that γ is of Schröder type;
• when ω0 ∈ ∂D and γ′(ω0) < 1, we say that γ is of hyperbolic type;
• when ω0 ∈ ∂D and γ′(ω0) = 1, we say that γ is of parabolic type.

Using their Proposition 4.3 and Theorem 3.2 and assuming that Tw,γ has
dense range, Chalendar, Flattot, and Partington obtain the following invariant-
subspace theorem for Tw,γ [2, Theorem 4.5]:

Theorem CFP. Suppose that γ : D → D is a non-automorphic, linear-fractional
mapping and one of the following holds:
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(i) γ has two fixed points, one in D and the other outside D (possibly at ∞), or
(ii) γ has two fixed points, one on ∂D and the other outside D (possibly at ∞).

Suppose also that w extends to be (complex) differentiable at the attractive fixed
point ω0 of γ, with w(ω0) = 0 and w′(ω0) �= 0. Then Tw,γ : L2(D)→ L2(D) has a
nontrivial hyperinvariant subspace.

Our interest in the preceding theorem is principally in its proof, where it is
shown that when the hypotheses of theorem hold, then the partial order ≺ of (2)
has the regularity properties required by Theorem 3.2 of [2]; consequently, (T n

w,γyn)
is convergent for each backward minimal-vector sequence (yn) for Tw,γ. Observe
that in case (i) of Theorem CFP, γ is of Schröder type and in case (ii), γ is of
hyperbolic type; in particular, in both cases, we have |γ′(ω0)| < 1.

We now summarize the principal results of this paper. Propositions 2, 3, and
5 below combine to show the following: Let γ be any (not necessarily univalent)
analytic self-map of D that is not an elliptic automorphism and let ω0 be its
Denjoy-Wolff point. Suppose that w satisfies the hypotheses of Theorem CFP and
|γ′(ω0)| < 1; then the partial order ≺ defined in (2) has the regularity proper-
ties needed to apply Theorem 3.2 of [2]. As a consequence, we obtain Theorem 2
below, our main theorem: if γ is any univalent mapping of Schröder or hyper-
bolic type, then (T n

w,γyn) is convergent for each backward minimal-vector sequence
(yn) for Tw,γ.

We remark that if w is continuous and nonzero at ω0 (so that it does not
satisfy the hypotheses of Theorem CFP), then for γ of any of the types, Schröder,
hyperbolic, or parabolic, we have

lim sup
n→∞

h(γ[n](z))
h(γ[n](v))

= lim
n→∞

∣∣∣∣w(γ[n](z))/γ′(γ[n](z))
w(γ[n](v))/γ′(γ[n](v))

∣∣∣∣2 =
∣∣∣∣w(ω0)/γ′(ω0)
w(ω0)/γ′(ω0)

∣∣∣∣2 = 1

so that no two points of D are comparable under definition (2) of ≺ and one cannot
regard the vacuous partial order ≺ as satisfying the regularity properties needed
to apply Theorem 3.2 of [2]. Also, when γ is of parabolic type, the discussion on
page 101 of [2] shows that even if w satisfies the hypotheses of Theorem CFP, the
partial order ≺ need not have the regularity properties required by Theorem 3.2
of [2].

Let γ be any (not necessarily univalent) analytic self-map D that is of Schröder
or hyperbolic type and let w satisfy the hypotheses of Theorem CFP. In the fol-
lowing section, we show that for all but countably many points v of D, the limit
superior used to define the partial order ≺ of (2) may be replaced by a limit;
that is,

lim
n→∞

h(γ[n](z))
h(γ[n](v))

exists for every z ∈ D and v ∈ D \ S, where S is at most a countable set. We
show that the limit will be the squared modulus of quotient of classical analytic
intertwining maps: Koenigs functions in Case I and Valiron functions in Case II.
In Section 3, we describe the regularity properties of ≺ needed for Theorem 3.2
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of [2] to hold. Then we prove that whenever f is analytic and nonconstant on D,
the partial order ≺ defined on D by

z ≺ v if and only if |f(z)| < |f(v)|
has these regularity properties. In Section 4, we combine the results of our Sections
2 and 3 with Theorem 3.2 of [2] to obtain our main result about convergence of
images of backward minimal-vector sequences. We also discuss implications of
our work for invariant-subspaces of weighted composition operators, obtaining
generalizations of Theorem CFP.

2. Koenigs and Valiron functions

In this section, we assume that w ∈ L∞(D) and that γ : D → D is an analytic
self-map of D that is not necessarily univalent.

Suppose that γ is not an elliptic automorphism. Assume γ’s Denjoy-Wolff
point ω0 lies in D and that γ′(ω0) �= 0. Since γ is not an elliptic automorphism,
we know (by Schwarz’s Lemma) that |γ′(ω0)| < 1, so that γ is of Schröder type.
Koenigs [5] (see also, [6, Chapter 5], e.g.) proved that the sequence

γ[n] − ω0

γ′(ω0)n
(3)

converges uniformly on compact subsets of D to a nonconstant analytic function
σ on D satisfying Schröder’s functional equation

σ ◦ γ = γ′(ω0)σ. (4)

We call σ the Koenigs’ function for γ. Note that σ(ω0) = 0 and σ′(ω0) = 1. Koenigs
proved that σ is the unique function satisfying σ(ω0) = 0, σ′(ω0) = 1, and the
relation (4). Finally, note that Hurwitz’s Theorem shows that σ will be univalent
whenever γ is univalent.

Recall that associated with our weighted composition operator Tw,γ is the
function h(z) = |w(z)/γ′(z)|2 that participates in the definition of the partial
order ≺ defined by (2). The next result shows when γ satisfies the restrictions
holding in the preceding paragraph and w satisfies the hypotheses of Theorem
CFP, then the limit superior in (2) can be replaced with a limit for all but at most
countably many values of v ∈ D.

Proposition 2. Suppose that γ has Denjoy-Wolff point ω0 lying in D, that 0 <
|γ′(ω0)| < 1, and that σ is the Koenigs function for γ. Suppose that w is differen-
tiable at ω0 with w(ω0) = 0 and w′(ω0) �= 0. Then, for every z ∈ D and for every
v ∈ D that is not a zero of σ, we have

lim
n→∞

h(γ[n](z))
h(γ[n](v))

=
∣∣∣∣σ(z)
σ(v)

∣∣∣∣2 . (5)



44 P.S. Bourdon and A. Flattot

Proof. We interpret “w is differentiable at ω0” to include the assumption that w
is defined in a neighborhood of ω0. Let z ∈ D, and let v ∈ D be such that σ(v) �= 0.
We have

h(γ[n](z))
h(γ[n](v))

=
∣∣∣∣w(γ[n](z))
w(γ [n](v))

γ′(γ[n](v))
γ′(γ[n](z))

∣∣∣∣2

=

∣∣∣∣∣∣
w(γ[n](z))
γ[n](z)−ω0

γ[n](z)−ω0
γ′(ω0)n

w(γ[n](v))
γ[n](v)−ω0

γ[n](v)−ω0
γ′(ω0)n

γ′(γ[n](v))
γ′(γ[n](z))

∣∣∣∣∣∣
2

→
∣∣∣∣w′(ω0)
w′(ω0)

σ(z)
σ(v)

γ′(ω0)
γ′(ω0)

∣∣∣∣2 (as n→∞)

=
∣∣∣∣σ(z)
σ(v)

∣∣∣∣2 . �

Observe that when γ satisfies the hypotheses of the preceding proposition and
is also univalent, then its Koenigs function σ, which vanishes at ω0, is univalent as
well, which means that σ vanishes only at ω0. Thus when γ is univalent the limit
fact (5) is valid for all z ∈ D and all v ∈ D \ {ω0}.

We now turn to the case where γ is an analytic self-map of D that has no
fixed point in D, so that its Denjoy-Wolff point ω0 lies on ∂D. In this case the
Julia-Carathéodory Theorem (see, e.g., [6, p. 57] or [4, Theorem 2.44]) shows that

∠ lim
z→ω0

γ′(z) = γ′(ω0), (6)

where γ′(ω0) is the angular derivative of γ at ω0 and ∠ lim denotes the nontangen-
tial (or angular) limit. Necessarily γ′(ω0) ≤ 1. If we assume that γ′(ω0) < 1, then
for each z ∈ D, the sequence (γ[n](z)) converges nontangentially to ω0 (see, e.g., [4,
Lemma 2.66]). Hence, in view of (6), we see that if γ′(ω0) < 1, then (γ′(γ[n](z)))
converges to γ′(ω0) for every z ∈ D.

Suppose that γ is an analytic self-map of D whose Denjoy-Wolff point ω0 lies
on ∂D and suppose that γ′(ω0) < 1, so that γ is of hyperbolic type. Fix z0 ∈ D.
Valiron [8] proved that the sequence

γ[n] − ω0

|γ[n](z0)− ω0|
converges uniformly on compact subsets of D to a nonconstant analytic map ν
satisfying

ν ◦ γ = γ′(ω0)ν.

We call ν the Valiron function for γ. We remark that the work of [8] is all in
the right half-plane, but is easily transferred to the disk and yields the results
about ν described above. For example, if ω0 = 1 is the Denjoy-Wolff point of γ
and F (z) = (1 + z)/(1− z), then Γ = F ◦ γ ◦ F−1 will be a self-map of the right
half-plane with attractive fixed point at ∞.
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Proposition 3. Suppose that γ has Denjoy-Wolff point ω0 lying in ∂D, that γ′(ω0) <
1, and that ν is the Valiron function for γ. Suppose that w extends to be differen-
tiable at ω0 with w(ω0) = 0 and w′(ω0) �= 0. Then, for every z ∈ D and for every
v ∈ D that is not a zero of ν, we have

lim
n→∞

h(γ[n](z))
h(γ[n](v))

=
∣∣∣∣ν(z)
ν(v)

∣∣∣∣2 . (7)

Proof. We interpret “w extends to be differentiable at ω0” to mean that for some
ε > 0, w is defined on ω0 ∪

(
D ∩ {z : |z − ω0| < ε}

)
and w(z)/(z − ω0) converges

to w′(ω0) as z → ω0 from within D. We have for z ∈ D and v not a zero of ν,

h(γ[n](z))
h(γ[n](v))

=
∣∣∣∣w(γ[n](z))
w(γ[n](v))

γ′(γ[n](v))
γ′(γ[n](z))

∣∣∣∣2

=

∣∣∣∣∣∣
w(γ[n](z))

γ[n](z)−ω0

γ[n](z)−ω0

|γ[n](z0)−ω0|
w(γ[n](v))
γ[n](v)−ω0

γ[n](v)−ω0

|γ[n](z0)−ω0|

γ′(γ[n](v))
γ′(γ[n](z))

∣∣∣∣∣∣
2

→
∣∣∣∣w′(ω0)
w′(ω0)

ν(z)
ν(v)

γ′(ω0)
γ′(ω0)

∣∣∣∣2 (as n→∞)

=
∣∣∣∣ν(z)
ν(v)

∣∣∣∣2 . �

Observe that when γ satisfies the hypotheses of the preceding proposition
and is also univalent, then its Valiron function ν is univalent as well (again by
Hurwitz’s Theorem), which means that ν can vanish at only one point of D so
that the limit fact (7) is valid for all z ∈ D and all but at most one v ∈ D.

Note that if the hypotheses of either Proposition 2 or Proposition 3 hold,
then the conclusions of these propositions show that the partial order (2) used in
[2] takes the form

z ≺ v if and only if |f(z)| < |f(v)|,
where f is a nonconstant analytic function on D (either a Koenigs function or
Valiron function). In the next section we show that any such partial order satisfies
the regularity properties required to apply results from [2].

3. Regularity properties of ≺
Let f be defined on the open unit disk D. Define the strict partial order ≺ on D
by

z ≺ v iff |f(z)| < |f(v)|. (8)
Call a subset Y of D inner-filled relative to ≺ provided that whenever v ∈ Y and
z ≺ v, then z ∈ Y . For example, if v ∈ D, then Y := {z ∈ D : z ≺ v} is inner-filled
relative to ≺. Call a subset Y of D outer-filled relative to ≺ provided that whenever
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v ∈ Y and v ≺ z, then z ∈ Y . For example, if v ∈ D, then Y := {z ∈ D : v ≺ z} is
outer-filled relative to ≺.

Let
μ = m/π

so that μ is normalized Lebesgue area measure for D. We say that ≺ is inner-regular
with respect to μ on D provided that for each set Y ⊆ D that is inner-filled relative
to ≺ and each δ > 0, there is a v ∈ Y such that μ({z ∈ D : z ≺ v}) > μ(Y ) − δ.
We say that ≺ is outer-regular with respect to μ provided that for each set Y ⊆ D
that is outer-filled relative to ≺ and each δ > 0, there is a v ∈ Y such that
μ({z ∈ D : v ≺ z}) > μ(Y ) − δ. Finally, we say that ≺ is regular with respect to
μ provided that it is both inner- and outer-regular with respect to μ. We remark
that our regularity terminology differs from that in [2], where left-regular is used
instead of inner-regular and right-regular is used instead of outer-regular.

Suppose that f is nonconstant and analytic on an open connected set G ⊆ C.
Then it’s easy to see that f must take a subset of G having positive area measure to
a set of positive area measure. This follows immediately from multivalent change-
of-variables formulas such as [4, Theorem 2.32]. Here’s an alternate argument based
on the univalent change-of-variable formula. Suppose that A ⊆ G has positive area;
then since f ′ has at most countable many zeros, there will be a point z ∈ A that
is a Lebesgue-density point of A such that f ′(z) �= 0. Because f ′(z) �= 0 there is
an open disk Dz centered at z of positive radius on which f is univalent. Because
z is a Lebesgue-density point of A, m(Dz ∩A) > 0. We have

0 <

∫
Dz∩A

|f ′|2 dm =
∫

f(Dz∩A)

dm ≤ m(f(A)),

Hence we have the following.

Lemma 1. Let f : D→ C be nonconstant and analytic on D. If E ⊆ C is such that
m(E) = 0; then μ(f−1(E)) = 0.

Proposition 4. Suppose that f is nonconstant and analytic on D and ≺ is defined
by (8). Then for every v ∈ D,

μ({z ∈ D : z ≺ v or v ≺ z}) = 1. (9)

Proof. Let v ∈ D and let A = {z ∈ D : z ≺ v or v ≺ z}. Note that

D \A = {z ∈ D : |f(z)| = |f(v)|}.
Since D \ A = f−1{ζ|f(v)| : |ζ| = 1} and m({ζ|f(v)| : |ζ| = 1}) = 0, Lemma 1
shows that μ(D \A) = 0 and hence μ(A) = 1, as desired. �

Proposition 5. Suppose that f is analytic and nonconstant on D; then the partial
order defined by (8) is regular with respect to μ.

Proof. Let Y ⊆ D be inner-filled relative to ≺ and let δ > 0. Choose a positive
number r with r < 1 such that μ(Y ∩ {z : |z| > r}) < δ/2. Set Ỹ = Y ∩ rD.
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Let s = sup{|f(v)| : v ∈ Ỹ } and note s is finite since Ỹ ⊆ rD and f is
continuous on rD. Let (vn) be a sequence of points in Ỹ such that (|f(vn)|) is an
increasing sequence with limit s. Note that

f−1(sD) ⊇ Ỹ (10)

Let n ∈ N be arbitrary. Observe that

μ
(
f−1(sD)

)
− μ

(
f−1(|f(vn)|D)

)
= μ

(
f−1(sD) \

(
f−1(|f(vn)|D)

))
= μ

(
f−1(En)

)
, (11)

where En = (sD) \ (|f(vn)|D). Since |f(vn)| approaches s as n → ∞, we see that
μ(En)→ 0 as n→∞.

We claim that μ
(
f−1(En)

)
must also approach 0 as n → ∞. Note that the

sequence (f−1(En)) of μ-measurable subsets of D is nested:

f−1(En+1) ⊆ f−1(En) for every n ∈ N

and thus F := ∩∞j=1f
−1(Ej) satisfies

μ(F ) = lim
n→∞μ

(
f−1(En)

)
.

Note that if z ∈ F , then |f(vj)| ≤ |f(z)| ≤ s for all j, which implies |f(z)| = s.
Hence F ⊆ f−1({ζs : |ζ| = 1}). Since m({ζs : |ζ| = 1}) = 0, Lemma 1 shows that
μ(F ) = 0 and hence limn→∞ μ

(
f−1(En)

)
= 0.

Choosing n0 ∈ N sufficiently large, we have μ(f−1(En0)) < δ/2. Now using
(10) and the equality from (11), we have

μ(Y )− μ
(
f−1(|f(vn0)|D)

)
≤ δ/2 + μ(Ỹ )− μ

(
f−1(|f(vn0)|D)

)
≤ δ/2 + μ

(
f−1(sD)

)
− μ

(
f−1(|f(vn0)|D)

)
= δ/2 + μ

(
f−1(En0)

)
< δ,

and it follows that ≺ is inner-regular since f−1(|f(vn0)|D) = {z ∈ Y : z ≺ vn0}
and vn0 ∈ Y .

The proof of outer-regularity is quite similar. Let Y ⊆ D be outer-filled
relative to ≺ and let δ > 0. Let v ∈ Y be arbitrary. Observe that

Y ⊇ {z ∈ D : v ≺ z}
= {z ∈ D : |f(v)| < |f(z)|}
= f−1

(
C \ (|f(v)|D)

)
.

Let s = inf{|f(v)| : v ∈ Y } and let (vn) be a sequence of points in Y such that
(|f(vn)|) is decreasing and limn |f(vn)| = s. Let n ∈ N. We have

f−1
(

C \ sD
)
⊇ Y ⊇ f−1

(
C \ |f(vn)|D

)
. (12)
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Now note that

μ
(
f−1(C\sD)

)
−μ

(
f−1(C\|f(vn)|D)

)
=μ

(
f−1(C\sD)\

(
f−1(C\|f(vn)|D)

))
=μ

(
f−1(En)

)
, (13)

where En = (C \ sD) \ (C \ |f(vn)|D) = {z ∈ C : s ≤ z ≤ |f(vn)|}. Since |f(vn)|
approaches s as n→∞, we see μ(En)→ 0 as n→∞.

Just as in the proof of inner-regularity, the sequence (f−1(En)) of μ-measur-
able subsets of D is nested:

f−1(En+1) ⊆ f−1(En) for every n ∈ N

and F := ∩∞j=1f
−1(Ej) satisfies

μ(F ) = lim
n→∞μ

(
f−1(En)

)
.

If z ∈ F , then s ≤ |f(z)| ≤ |f(vj)| for all j, which implies |f(z)| = s. Hence,
F ⊆ f−1({ζs : |ζ| = 1}). Since m({ζs : |ζ| = 1}) = 0, Lemma 1 shows that
μ(F ) = 0 and hence limn→∞ μ

(
f−1(En)

)
= 0.

Choosing n0 ∈ N sufficiently large, we have μ(f−1(En0)) < δ. Now using (12)
and the equality from (13), we have

μ(Y )− μ
(
f−1(C \ |f(vn0)|D)

)
≤ μ

(
f−1(C \ sD)

)
− μ

(
f−1(C \ |f(vn0)|D)

)
= μ

(
f−1(En0)

)
< δ,

and it follows that ≺ is outer-regular since f−1(C\ |f(vn0)|D) = {z ∈ Y : vn0 ≺ z}
and vn0 ∈ Y . �

4. Main results

For the work of this section, we assume that γ and w have the following properties:
w ∈ L∞(D), w is nonzero a.e. with respect to μ, and γ is a univalent self-map of
D such that w/γ′ ∈ L∞(D). These assumptions ensure that Tw,γ is a bounded
operator on L2(D) with dense range. As usual, set h = |w/γ′|2. Our work up to
this point has been directed toward application of the following result from [2],
which we state in the context of weighted composition operators on L2(D).

Theorem 1 (Theorem 3.2 of [2]). Suppose that the partial order (2) determined by
h is regular and such that for every v ∈ D

μ({z ∈ D : z ≺ v or v ≺ z}) = 1.

Then (T n
w,γyn) converges in norm for each backward minimal-vector sequence (yn)

for Tw,γ.

The preceding Theorem, together with the work of Sections 2 and 3, yields
our main result.
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Theorem 2. Let γ be a univalent self-map of D of Schröder or hyperbolic type,
having Denjoy-Wolff point ω0; and let w extend to be differentiable at ω0 with
w(ω0) = 0 and w′(ω0) �= 0. Then (T n

w,γyn) converges in norm for each backward
minimal-vector sequence (yn) for Tw,γ.

Proof. The work of Section 2 shows that under the hypotheses of this theorem, the
partial order ≺ defined by (2) is determined by a nonconstant analytic function f
on D as in (8) of Section 3. Thus by Propositions 4 and 5 of Section 3, Theorem 1
applies and Theorem 2 follows. �

Here are two concrete examples to which Theorem 2 applies.

Example 1. Let f be the Koebe function, so that f(z) = z/(1− z)2 and f maps
D univalently onto C \ (−∞,−1/4]. Let γ = f−1 ◦ (f/2) so that γ is a univalent
self-map of D such that γ(D) is the slit disk D \ (−1,−3 + 2

√
2]. Note that γ is

of Schröder type, with ω0 = 0 (and γ′(0) = 1/2). Note also that by the Koebe
Distortion Theorem |γ′(z)| ≥ c(1− |z|) for some positive constant c. Now let w be
defined piecewise by w(z) = z if |z| ≤ 1/2 and w(z) = (1 − |z|) if 1/2 < |z| < 1.
Then w ∈ L∞(D), w �= 0 a.e. on D, and w is differentiable at 0 with w(0) = 0
and w′(0) �= 0. Finally, the continuous function w/γ′ is bounded on the compact
set {z : |z| ≤ 1/2}; moreover, |w/γ′| ≤ 1/c on {z : 1/2 < |z| < 1}. Thus Tw,γ is
a bounded operator on L2(D) with dense range, and by Theorem 2, (T n

w,γyn) is
convergent for any backward minimal-vector sequence (yn) for Tw,γ .

Example 2. Take w(z) = 1− z and

γ(z) =
z2 + (2i− 6)z − 3− 2i

z2 + (2i− 2)z − 7− 2i
.

Note γ(1) = 1 while γ′(1) = 1/2 < 1. Also γ is analytic on a neighborhood of
the closed disk and thus γ′ is as well; in particular γ′ has continuous extension
to 1. Moreover, γ′ has no zeros on the closed disk. Thus w/γ′ ∈ L∞(D) and Tw,γ

is bounded (and has dense range since w(z) = 1 − z is nonzero a.e. with respect
to μ). To see that γ is univalent on D, observe that γ(z) = F−1 ◦ Γ ◦ F , where
F (z) = (1+z)/(1−z) and Γ(z) = 2z+1+i−1/(z+1). The function Γ is a self-map
of the right half-plane Π := {z : Re z > 0} and Γ′(z) = 2 + 1/(z + 1)2. Because
Γ′ has positive real part on Π, we see that Γ : Π → Π is univalent and that γ
is therefore univalent, being a composition of univalent maps. All the hypotheses
of Theorem 2 apply and (T n

w,γyn) is convergent for any backward minimal-vector
sequence (yn) for Tw,γ.

Corollary 1. Suppose that γ : D→ D is an analytic self-map of D that is univalent
and that one of the following holds:
(I) γ is of Schröder type and γ[k](D) ⊆ rD for some r < 1 and k ≥ 1, or

(II) γ is of hyperbolic type, γ′ extends continuously to D ∪ {ω0}, where ω0 is the
Denjoy-Wolff point of γ, and, for some k ≥ 1, γ[k](D) is contained in a
(proper) subdisk of D internally tangent to ∂D at ω0.
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Suppose also that w extends to be differentiable at the Denjoy-Wolff point ω0 of
γ, with w(ω0) = 0 and w′(ω0) �= 0. Then Tw,γ : L2(D) → L2(D) has a nontrivial
hyperinvariant subspace.

Proof. Theorem 2 shows that under either (I) or (II), images of backward minimal-
vector sequences converge. Moreover, it’s not difficult to show that if either (I) or
(II) holds, then (γ[n]) converges uniformly on D to ω0. Moreover, because γ′ extends
continuously to D ∪ {ω0}, h = w/γ′ extends continuously to ω0 and h(ω0) =
0. Thus, by Theorem 4.3 of [2], Tw,γ is quasinilpotent. Hence the corollary is a
consequence of Ansari and Enflo’s result, Theorem AE. �

Observe that the preceding corollary is a natural generalization of Theo-
rem CFP, which applies when γ is a non-automorphic linear-fractional mapping
of either Schröder or hyperbolic type. However, both of these invariant-subspace
theorems are more easily obtained as consequences of a much more general obser-
vation, which we state below in the context of subsets of the complex plane, with
area measure.

Observation: Suppose that X ⊂ C has positive area measure, that
γ : X → X, and that w ∈ L∞(X) is such that Tw,γ is bounded on
L2(X). If the range of γ omits a subset E of X having positive
measure, then the kernel of Tw,γ is nontrivial, containing, e.g.,
χE, and thus the kernel of Tw,γ is a nontrivial hyperinvariant
subspace of Tw,γ.

Remarks. (1) If the weighted composition operator Tw,γ : L2(X) → L2(X) de-
scribed in the preceding observation has dense range, then w is nonzero a.e. with
respect to m; and it’s easy to see in this case that Tw,γ will be injective if and only
if m(X \ γ(X)) = 0. (2) Note that the weighted composition operator described
in Example 1 above is injective and has the property that images of backward
minimal-vector sequences are always convergent. It would be of interest to prove
that such weighted composition operators must have nontrivial hyperinvariant
subspaces.
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Abstract. We give a definition of κ-indefinite Toeplitz-Krĕın-Cotlar triplet of
Archimedean type, on an interval of an ordered group Γ with an Archimedean
point. We show that if a group Γ has the indefinite extension property, then
every κ-indefinite Toeplitz-Krĕın-Cotlar triplet of Archimedean type on an
interval of Γ, can be extended to a Toeplitz-Krĕın-Cotlar triplet on the whole
group Γ, with the same number of negative squares κ.

Mathematics Subject Classification (2000). Primary 47B50; Secondary 46C20,
47D03.

Keywords. Operator-valued indefinite functions, ordered group, Archimedean
point, Toeplitz kernel.

1. Introduction

The aim of this paper is to introduce a notion of operator-valued κ-indefinite
Toeplitz-Krĕın-Cotlar triplets on an ordered group and to obtain some extension
results.

Usually the extension problem for κ-indefinite functions has been considered
on an interval of the real line. Gorbachuk [18] proved that every continuous func-
tion, with κ negative squares on (−a, a), can be extended to a continuous function
on the real line with the same number of negative squares. More information on
the extension problem for κ-indefinite scalar-valued continuous functions, on an
interval of the real line, can be found in the paper of Krĕın and Langer [20].

The case of a positive definite function corresponds with κ = 0. Krĕın [19]
proved that every scalar-valued continuous positive definite function, on an interval
of the real line, can be extended to a continuous positive definite function on the
real line. Also a scalar-valued positive definite function, defined on an interval of

Both authors were supported in part by the CDCH of the Universidad Central de Venezuela.
Communicated by J.A. Ball.
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an ordered group, can be extended to a positive definite function on the whole
group (see the book of Sasvári [22, page 105]). Additional information about the
extension problem for positive definite functions and κ-indefinite functions can be
found in the historical survey [23].

The problem of the extension of an operator-valued κ-indefinite function
defined on an interval of an ordered group was studied by the authors in [8],
where some extension results were obtained for ordered groups which satisfy an
Archimedean condition. The main purpose of this paper is to extend some of the
results obtained in [8] to Toeplitz-Krĕın-Cotlar triplets.

In our previous paper [6] a equivalence between a Naimark-type dilation of a
positive definite Toeplitz-Krĕın-Cotlar triplet and a commutant lifting theorem for
contractive representations of the ordered group was shown. Since there is a finite
number of negative squares version of the commutant lifting theorem [1], it would
be interesting to relate the results of our present paper to obtain a version of the
indefinite commutant lifting theorem on the ordered group setting, see also [3].

Also in [7] the case κ = 0 of the result of the present paper is obtained
in the context of the commutant lifting application under the assumption that
the ordered group is semi-Archimedean as in the present paper. Later works for
the commutant lifting setting [4] and for the Toeplitz-Krĕın-Cotlar triplet set-
ting [9, 10] showed that, for the κ = 0 case, this semi-Archimedean hypothesis
is removable. We cannot remove the semi-Archimedean hypothesis for the more
general case κ > 0 since we use previous results of our paper [8]; in that paper the
Archimedean condition is used, among other things, to guarantee the continuity
of some isometric operators on an associated Πκ space. It is an open problem if
the semi-Archimedean hypothesis is removable for the κ > 0 case.

It should also be pointed out that this ordered group setting leaves out a
lot of interesting examples. Thus if one tries to solve the two-dimensional moment
problem with moments specified in a general rectangle even with κ = 0, the obvious
necessary conditions are not sufficient, and necessary and sufficient solution criteria
are much more complicated see [5, 17] as well as [15, 16, 11].

2. Preliminaries

Let (Γ, +) be an Abelian group with neutral element 0Γ. Γ is an ordered group if
there exists a set Γ+ ⊂ Γ such that:

Γ+ + Γ+ = Γ+, Γ+

⋂
(−Γ+) = {0Γ}, Γ+

⋃
(−Γ+) = Γ.

In this case if x, y ∈ Γ we write x ≤ y if y− x ∈ Γ+, we also write x < y if x ≤ y
and x �= y, so Γ+ = {γ ∈ Γ : γ ≥ 0Γ}. If there is not possibility of confusion, we
will use 0 instead of 0Γ. When Γ is a topological group it is supposed that Γ+ is
closed.

If a, b ∈ Γ and a < b,

(a, b) = {x ∈ Γ : a < x < b}, [a, b] = {x ∈ Γ : a ≤ x ≤ b}, etc.
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If H is a Hilbert space, L(H) indicates the space of the continuous linear
operators from H to itself.

Definition 2.1. Let Γ be an ordered group, a ∈ Γ, a > 0, let (H, 〈 , 〉H) be a Hilbert
space and let κ be a nonnegative integer.

A function f : [−2a, 2a]→ L(H) is said to be κ-indefinite if:

(a) f(x) = f(−x)∗ for all x ∈ [−2a, 2a],
(b) for any finite set of points x1, . . . , xn ∈ [−a, a] and vectors h1, . . . , hn ∈ H,

the Hermitian matrix

(〈f(xi − xj)hi, hj〉H)n
i,j=1

has at most κ negative eigenvalues, counted according to their multiplicities,
and at least one such matrix has exactly κ negative eigenvalues.

We will consider a special class of ordered groups, which satisfies an
Archimedean condition. For an ordered group Γ the following definitions were
given in our previous paper [8].

It is said that γ0 ∈ Γ is an Archimedean point if for each γ ∈ Γ there exists
a positive integer n such that n γ0 ≥ γ.

It is said that Γ is semi-Archimedean if Γ is an ordered group and if it has
an Archimedean point.

Let a ∈ Γ, a > 0 and ao ∈ (0, a]. A function f : [−2a, 2a] → L(H) is said
to be κ-indefinite with respect to ao if it is κ-indefinite and if for some choice of
n ∈ N, x1, . . . , xn ∈ [−a, a− a0] and h1, . . . , hn ∈ H, the Hermitian matrix

(〈f(xi − xj)hi, hj〉H)n
i,j=1

has exactly κ negative eigenvalues, counted according to their multiplicity. If Γ is
semi-Archimedean, it is said that f is of Archimedean type if it is κ-indefinite with
respect to some Archimedean point.

Definition 2.2. It is said that the ordered group Γ has the indefinite extension prop-
erty if Γ is a locally compact Abelian semi-Archimedean group and the following
holds:

If H is a Hilbert space, a ∈ Γ, a > 0 and f : [−2a, 2a] → L(H) is a weakly
continuous κ-indefinite function of Archimedean type, then there exists a weakly
continuous κ-indefinite function F : Γ→ L(H) such that F |[−2a,2a] = f .

The groups Z and R have the indefinite extension property, see Theorems 5.5
and 5.6 in [8].

Also, in our previous paper [8] it was shown that if a group Γ is semi-
Archimedean and it has the indefinite extension property then Γ × Z, with the
lexicographic order and the product topology, has the indefinite extension prop-
erty. As a corollary it was obtained that the groups Zn and R × Zn have the
indefinite extension property.
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3. Toeplitz-Krĕın-Cotlar triplets

In the following Γ is an ordered group, H1,H2 are Hilbert spaces and L(Hα,Hβ)
stands for the space of the continuous linear operators from Hα to Hβ (for α, β =
1, 2).

Let Q1 be an interval of the form [0, d], where d ∈ Γ, d > 0 or Q1 = Γ+.

Definition 3.1. A Toeplitz-Krĕın-Cotlar triplet, C, on (Γ, Q1,H1,H2) consists of
three functions

Cαβ : Qα −Qβ → L(Hα,Hβ) α, β = 1, 2, α ≤ β,

where Q2 = −Q1.
If C is a Toeplitz-Krĕın-Cotlar triplet we define C21(γ) = C12(−γ)∗ for

γ ∈ Q2 −Q1.

Remark 3.2. Toeplitz-Krĕın-Cotlar triplets were introduced in [10] as a particular
case of Toeplitz-Krĕın-Cotlar forms, according to the definition given in [2] and
it is related with the concept of generalized Toeplitz kernels introduced by Cotlar
and Sadosky in [14], where a generalization of the Herglotz-Bochner theorem for
such kernels and applications to the Helson-Szegö theorem were obtained.

Toeplitz-Krĕın-Cotlar forms have been usually considered in the positive def-
inite case. We are going to consider the indefinite case.

Definition 3.3. We shall say that the Toeplitz-Krĕın-Cotlar triplet

C on (Γ, Q1,H1,H2)

is κ-indefinite if for any finite sets of points x
(1)
1 , . . . , x

(1)
n ∈ Q1, x

(2)
1 , . . . , x

(2)
n ∈ Q2

and vectors h
(1)
1 , . . . , h

(1)
n ∈ H1, h

(2)
1 , . . . , h

(2)
n ∈ H2 the Hermitian matrix⎡⎢⎢⎣

[
〈C11(x

(1)
i − x

(1)
j )h(1)

i , h
(1)
j 〉H1

]n

i,j=1

[
〈C21(x

(2)
i − x

(1)
j )h(2)

i , h
(1)
j 〉H1

]n

i,j=1[
〈C12(x

(1)
i − x

(2)
j )h(1)

i , h
(2)
j 〉H2

]n

i,j=1

[
〈C22(x

(2)
i − x

(2)
j )h(2)

i , h
(2)
j 〉H2

]n

i,j=1

⎤⎥⎥⎦
has at most κ negative eigenvalues, counted according to their multiplicities, and
at least one such matrix has exactly κ negative eigenvalues.

As in [8] it will be convenient to consider intervals of the form [−2a, 2a].

Definition 3.4. Let Γ be an ordered group, let a ∈ Γ, a > 0 and ao ∈ (0, a]. A
Toeplitz-Krĕın-Cotlar triplet on (Γ, [0, 2a],H1,H2) is said to be κ-indefinite with
respect to ao if it is κ-indefinite and if for some choice of n ∈ N x

(1)
1 , . . . , x

(1)
n ∈

[0, 2a − ao], x
(2)
1 , . . . , x

(2)
n ∈ [−2a,−ao] and vectors h

(1)
1 , . . . , h

(1)
n ∈ H1, h

(2)
1 , . . . ,
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h
(2)
n ∈ H2 the Hermitian matrix⎡⎢⎢⎣
[
〈C11(x

(1)
i − x

(1)
j )h(1)

i , h
(1)
j 〉H1

]n

i,j=1

[
〈C21(x

(2)
i − x

(1)
j )h(2)

i , h
(1)
j 〉H1

]n

i,j=1[
〈C12(x

(1)
i − x

(2)
j )h(1)

i , h
(2)
j 〉H2

]n

i,j=1

[
〈C22(x

(2)
i − x

(2)
j )h(2)

i , h
(2)
j 〉H2

]n

i,j=1

⎤⎥⎥⎦
has exactly κ negative eigenvalues, counted according to their multiplicity.

If Γ is semi-Archimedean, we will say that C is of Archimedean type if it is
κ-indefinite with respect to some Archimedean point.

Lemma 3.5. Let C be a Toeplitz-Krĕın-Cotlar triplet on (Γ, [0, 2a],H1,H2) and let
f : [−2a, 2a]→ L(H1 ⊕H2) be defined by

f(γ) =
[

C11(γ) C21(γ − 2a)
C12(γ + 2a) C22(γ)

]
.

Then

(i) The triplet C is κ-indefinite if and only if the function f is κ-indefinite.
(ii) The triplet C is of Archimedean type if and only if the function f is of

Archimedean type

Proof.
(i) Consider n ∈ N, y1, . . . , yn ∈ [−a, a], g1, . . . , gn ∈ H1 ⊕H2 and let

A =
[
〈f(yp − yq)gp, gq〉H1⊕H2

]n
p,q=1

.

If −→ω =
[
ω1, . . . , ωn

]
∈ Cn and

−→
ξ =

[
ω1, . . . , ωn, ω1, . . . , ωn

]
, a calculation

shows that
〈A−→ω ,−→ω 〉Cn = 〈B−→ξ ,

−→
ξ 〉C2n , (3.1)

where

B =

⎡⎢⎢⎣
[
〈C11(x

(1)
i − x

(1)
j )h(1)

i , h
(1)
j 〉H1

]n

i,j=1

[
〈C21(x

(2)
i − x

(1)
j )h(2)

i , h
(1)
j 〉H1

]n

i,j=1[
〈C12(x

(1)
i − x

(2)
j )h(1)

i , h
(2)
j 〉H2

]n

i,j=1

[
〈C22(x

(2)
i − x

(2)
j )h(2)

i , h
(2)
j 〉H2

]n

i,j=1

⎤⎥⎥⎦ ,

x
(1)
i = yi + a, x

(2)
i = yi− a and h

(1)
i ∈ H1, h

(2)
i ∈ H2 are such that gi = h

(1)
i ⊕ h

(2)
i

for 1 ≤ i ≤ n.

On the other hand for m ∈ N, z
(1)
1 , . . . , z

(1)
m ∈ [0, 2a], z

(2)
1 , . . . , z

(2)
m ∈ [−2a, 0],

h
(1)
1 , . . . , h

(1)
m ∈ H1, h

(2)
1 , . . . , h

(2)
m ∈ H2 let

D =

⎡⎢⎢⎣
[
〈C11(z

(1)
i − z

(1)
j )h(1)

i , h
(1)
j 〉H1

]m

i,j=1

[
〈C21(z

(2)
i − z

(1)
j )h(2)

i , h
(1)
j 〉H1

]m

i,j=1[
〈C12(z

(1)
i − z

(2)
j )h(1)

i , h
(2)
j 〉H2

]m

i,j=1

[
〈C22(z

(2)
i − z

(2)
j )h(2)

i , h
(2)
j 〉H2

]m

i,j=1

⎤⎥⎥⎦ .



58 R. Bruzual and M. Domı́nguez

If
−→
λ =

[
λ1, . . . , λ2m

]
∈ C2m a calculation shows that

〈D−→λ ,
−→
λ 〉C2m = 〈E−→λ ,

−→
λ 〉C2n , (3.2)

where

E =
[
〈f(ζp − ζq)hp, hq〉H1⊕H2

]2m

p,q=1
,

ζp = z(1)
p − a, hp = h(1)

p ⊕ 0 if 1 ≤ p ≤ m

and

ζp = z
(2)
p−m + a, hp = 0⊕ h

(2)
p−m if m + 1 ≤ p ≤ 2m.

Equations (3.1) and (3.2) show that C is κ-indefinite if and only if f is κ-
indefinite.

(ii) It is enough to note that

y1, . . . , yn ∈ [−a, a− ao]

if and only if

x
(1)
1 , . . . , x(1)

n ∈ [0, 2a− ao] and x
(2)
1 , . . . , x(2)

n ∈ [−2a,−ao]

and

ζ1, . . . , ζ2m ∈ [−a, a− ao]

if and only if z
(1)
1 , . . . , z

(1)
m ∈ [0, 2a− ao], z

(2)
1 , . . . , z

(2)
m ∈ [−2a,−ao]. �

4. Extension result

Theorem 4.1. Let Γ be a group that has the indefinite extension property and let
H1,H2 be a pair of Hilbert spaces.

If C = (Cαβ) is a weakly continuous κ-indefinite Toeplitz-Krĕın-Cotlar triplet
on (Γ, [0, 2a],H1,H2) of Archimedean type, then there exist a weakly continuous
κ-indefinite Toeplitz-Krĕın-Cotlar triplet V = (Vαβ) on (Γ, Γ+,H1,H2) such that

Cαβ(γ) = Vαβ(γ) for γ ∈ Qα −Qβ ,

where Q1 = [0, 2a] and Q2 = [−2a, 0].

Proof. Let f be as in Lemma 3.5, then f is a weakly continuous κ-indefinite
function of Archimedean type. Since Γ has the indefinite extension property there
exists a weakly continuous κ-indefinite function F : Γ → L(H1 ⊕ H2) such that
F |[−2a,2a] = f .

Let

F =
[
F11 F21

F12 F22

]
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the representation of F with respect to the decomposition H1 ⊕H2 and let V =
(Vαβ) the Toeplitz-Krĕın-Cotlar triplet on (Γ, Γ+,H1,H2) defined by

V11(γ) = F11(γ) for γ ∈ Γ

V21(γ) = F21(γ + 2a) for γ ∈ −Γ+

V12(γ) = F12(γ − 2a) for γ ∈ Γ+

V22(γ) = F22(γ) for γ ∈ Γ

We have that F extends f , so V extends C. Also equation (3.1) holds for F

instead of f , for (Vαβ) instead of (Cαβ) and for x
(1)
1 , . . . , x

(1)
n ∈ Γ+, x

(2)
1 , . . . , x

(2)
n ∈

−Γ+. Since F is κ-indefinite we have that the triplet V = (Vαβ) is κ-indefinite. �

5. Generalized Toeplitz kernels with real parameter

Scalar-valued generalized Toeplitz kernels with real parameter were considered and
an extension result was given in [12, Theorem 5.1]. Our approach can also be used
to obtain an operator-valued extension of this result.

Let H1 and H2 be Hilbert spaces and let a be a positive real number. An
operator-valued generalized Toeplitz kernel on I = [−a, a] or I = R is a func-
tion ψ with domain I × I such that there exist four functions ψαβ : Iα − Iβ →
L(Hα,Hβ) α, β = 1, 2, such that

ψ(x, y) = ψαβ(x− y)
for every (x, y) ∈ Iα × Iβ for α, β = 1, 2, where I1 = I ∩ [0, +∞) and I2 =
I ∩ (−∞, 0).

As usual, it is said that the kernel ψ is κ-indefinite if
(a) ψ(x, y) = ψ(−x,−y)∗ for all (x, y) ∈ I × I,
(b) for any finite set of points x1, . . . , xn ∈ I and vectors h1, . . . , hn ∈ H, the

Hermitian matrix
(〈ψ(xi, xj)hi, hj〉H)n

i,j=1

has at most κ negative eigenvalues, counted according to their multiplicities,
and at least one such matrix has exactly κ negative eigenvalues.
The generalized Toeplitz kernel ψ is said to be weakly continuous if all the

functions ψαβ are weakly continuous.

Theorem 5.1. Every operator-valued weakly continuous κ-indefinite generalized
Toeplitz kernel on an interval of the form [−a, a] can be extended to a weakly
continuous κ-indefinite generalized Toeplitz kernel on the real line R.

Proof. We will follow the same idea of the proof of Theorem 4.1, with some mod-
ifications because 0 is not in the domain of ψ12.

Let ϕ : (−a, a)→ L(H1 ⊕H2) defined by

ϕ(γ) =
[

ψ11(γ) ψ21(γ − a)
ψ12(γ + a) ψ22(γ)

]
.
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As before it can be proved that ϕ is a weakly continuous κ-indefinite function
on (−a, a). From Theorem 3.5 of [13] it follows that ϕ can be extended to a weakly
continuous κ-indefinite function on the real line R; using the same idea of the proof
of Theorem 4.1 the extension result is obtained. �
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Multivariable Weighted Composition
Operators: Lack of Point Spectrum,
and Cyclic Vectors

Isabelle Chalendar, Jonathan R. Partington and Elodie Pozzi

Abstract. We study weighted composition operators Tα,ω on L2([0, 1]d) where
d ≥ 1, defined by

Tα,ωf(x1, . . . , xd) = ω(x1, . . . , xd)f({x1 + α1}, . . . , {xd + αd}),
where α = (α1, . . . , αd) ∈ Rd and where {.} denotes the fractional part.

In the case where α is an irrational vector, we give a new and larger
class of weights ω for which the point spectrum of Tα,ω is empty. In the case
of α ∈ Qd and ω(x1, . . . , xd) = x1 . . . xd, we give a complete characterization
of the cyclic vectors of Tα,ω.
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1. Introduction

We study weighted composition operators Tα,ω on L2([0, 1]d) where d ≥ 1, defined
by:

Tα,ωf(x1, . . . , xd) = ω(x1, . . . , xd)f({x1 + α1}, . . . , {xd + αd}), (1)
where α = (α1, . . . , αd) ∈ Rd and where {.} denotes the fractional part. These are
said to be of Bishop type, and in the case of one variable, the Tα,ω where ω(x) = x
and α ∈ R\Q were introduced by Bishop as potential examples of operators with no
nontrivial invariant subspace. In 1974 Davie [7] proved two significant results about
them (still with ω(x) = x): (1) if α is not a Liouville number, then Tα has nontrivial
hyperinvariant subspaces; (2) if α is irrational, then Tα has no point spectrum, and
thus the hyperinvariant subspaces are not simply eigenspaces. Since then, there

Communicated by J.A. Ball.
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have been several further contributions and generalizations of this result. Blecher
and Davie [2] proved that the same conclusion holds if ω is a continuous func-
tion with no zeros on [0, 1) whose modulus of continuity κ satisfies the condition∫ 1

0
κ(t)

t dt < ∞. MacDonald [9] considered operators Tα,ω : L2([0, 1]) → L2([0, 1])
of the form (Tα,ωf)(x) = ω(x)f({x + α}) where ω ∈ L∞([0, 1]) and α ∈ R\Q, and
proved the existence of nontrivial hyperinvariant subspaces in the case where ω is
a function analytic in some neighbourhood of [0, 1]. A multivariate version of this
result was then proved by MacDonald [10] for operators Tα,ω on L2([0, 1]d) given
by (1).

More recently, Chalendar, Flattot and Guillotin-Plantard [3] obtained an
extension of Davie’s result on the lack of point spectrum for a general class of
multivariate Bishop-type operators, and also characterized the spectrum for the
case of a general d ≥ 1, with α an irrational vector, where the weight ω has the
form

ω(x1, . . . , xd) = ω1(x1) . . . ω(xd),
and each ωj is a positive, convex and increasing function in L∞([0, 1]).

The present paper extends these results in various ways. In Section 2 we
show the non-existence of the point spectrum of Tα,ω, in the case where d = 1,
α is in R\Q and ω is a positive and an increasing function such that the growth
of log ω is bounded below, which generalizes the “standard” case of an increasing
and convex weight. Then in Section 3, we generalize this result to the general
multivariable case (d ≥ 1) with α equal to an irrational vector. First, we study
a weight ω on [0, 1]d, d ≥ 2 having the form ω(x1, . . . , xd) = ω1(x1) . . . ωd(xd),
where each ωj satisfies the same hypothesis as in the one-variable case. Second, we
consider ω a positive function on [0, 1]d such that for (x1, . . . , xd), (y1, . . . , yd) ∈
[0, 1]d, whenever ω(x1, . . . , xd) = ω(y1, . . . , yd), then there exists a permutation

σ =
(

1 · · · d
i1 · · · id

)
such that (xi1 , . . . , xid

) ≤ (yi1 , . . . , yid
) for the lexicographic

order. Finally, in Section 4, we give a characterization of cyclic vectors of Tα,ω :
L2([0, 1]d) → L2([0, 1]d) for d ≥ 1, where α ∈ Qd and ω(x) = x1 . . . xd on [0, 1]d,
distinguishing the case where αi, i ∈ {1, . . . , d} do not have the same denominator
and the case where αi, i ∈ {1, . . . , d} have the same denominator.

The methods employed to study weighted composition operators of Bishop
type draw on measure theory, ergodic theory and some number theory; this is in
contrast to the study of (weighted) composition operators on spaces of holomorphic
functions [6, 11], where tools from complex analysis have been found useful.

We now give some precise definitions and notation. In the sequel, if x is in
[0, 1]d where d ≥ 1, and α is in Rd, we will denote the vector ({x1 +α1}, . . . , {xd +
αd}) by {x + α}. Recall that a vector α = (α1, . . . , αd) is an irrational vector if
(1, α1, . . . , αd) is linearly independent over Q. Moreover, for T a bounded linear
operator on a complex Banach space X , a vector f ∈ X is a cyclic vector for T if

Orb(T, f) := {P (T )f : P ∈ C[X ]}
is dense in X . We shall use μ to denote Lebesgue measure.
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2. The single-variable case

Proposition 2.1. Let ω be a positive function on a sub-interval I of the real line.
Suppose that there exists δ > 0 such that for all c, d ∈ I,∣∣∣∣ log(ω(d))− log(ω(c))

d− c

∣∣∣∣ ≥ δ, (2)

then, for all β ∈ (0, 1/2), we have

μ({t ∈ I : |1− ω(t)| ≤ β}) ≤ 4β

δ
.

Proof. First take s �= t such that ω(s), ω(t) ∈ [1 − β, 1 + β]. By hypothesis, we
have

δ|s− t| ≤ | log ω(s)− log ω(t)| ≤ log
1 + β

1− β
.

Now, note that using the mean value theorem, for all u > v, we have

log(1 + u)− log(1 + v) ≤ 1
1 + v

(u− v).

Therefore we get

|s− t| ≤ 1
1− β

2β

δ
≤ 4β

δ
. �

Corollary 2.2. Let δ > 0 and suppose that ω is differentiable and satisfies |ω
′(t)|

|ω(t)| ≥ δ

on a real sub-interval I. Then, for all β ∈ (0, 1/2), we have

μ({t ∈ I : |1− ω(t)| ≤ β}) ≤ 4β

δ
.

Proof. The result follows from Proposition 2.1, since we clearly have (2) by the
mean value theorem. �

Example 2.3. Let P ⊂ L∞([0, 1]) be the class of functions P on [0, 1] such that

P (x) = C
n∏

i=0

(x − xi)si for some s0, . . . , sn ∈ R+ and a constant C, with xi ∈ [0, 1]

for i = 0, . . . , n. Operators of Bishop type associated with a weight in P are studied
in [1] and this is called the class of “generalized polynomials”. If ω ∈ P , then ω

satisfies the conditions of Corollary 2.2. In particular, ω(t) =
√

t ∈ P is not an
admissible function in the sense of [3] or [5].

Proposition 2.4. Let 0 = a0 < a1 < · · · < aN = 1 and suppose that ω is a positive
and increasing function on each interval (ak, ak+1) for k = 0, . . . , N−1, satisfying
(2) on each interval. Let β ∈ (0, 1/2), α ∈ R \Q and λ ∈ C \ {0}. We write for all
n ≥ 1,

Fn(t) =
1
λn

n∏
j=1

ω({t− jα}).
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Then,

μ({t : |1− |Fn(t)|| ≤ β}) ≤ 4βN

δ
.

Proof. First, note that we can partition (0, 1) into at most nN subintervals such
that if c and d belong to the same subinterval, then {c− jα} and {d− jα} are in
the same subinterval of the original partition for each j = 1, . . . , n. It follows that

log |Fn(d)| − log |Fn(c)|
d− c

=

n∑
j=1

log(ω({d− jα}))−
n∑

j=1

log(ω({c− jα}))

d− c

=
n∑

j=1

log(ω({d− jα}))− log(ω({c− jα}))
d− c

≥ nδ.

Thus, on each subinterval |Fn| satisfies the hypothesis of Proposition 2.1, with δ
replaced by nδ. Using Proposition 2.1, we get

μ({t ∈ (0, 1) : |1− |Fn(t)|| ≤ β}) ≤ 4β

nδ
Nn =

4βN

δ
. �

The proof of the next result uses ideas from the proof of Theorem 2 in [7].

Theorem 2.5. Let α ∈ R\Q and suppose that ω satisfies the hypothesis of the
Proposition 2.4. Then,

σp(Tα,ω) = ∅

Proof. Suppose that the point spectrum of Tα,ω is not empty. Then, there exist
λ ∈ C and nonzero f ∈ L2([0, 1]) such that Tα,ωf = λf .

• If λ = 0, then, since ω is positive, it follows that f = 0 on [0, 1], which is
impossible.
• Now, suppose that λ �= 0. By Dirichlet’s theorem, there are two sequences

(pk)k≥1, (qk)k≥1, such that ∣∣∣∣α− pk

qk

∣∣∣∣ ≤ 1
q2
k

and lim
k→∞

qk =∞.

By Lusin’s theorem, for every ε > 0 there is a (uniformly) continuous function
g that equals f on the complement of a set of measure at most ε. Since g(x) −
g({x− qkα}) −−−−→

k→∞
0 uniformly, it follows easily that f(x)−f({x− qkα}) −−−−→

k→∞
0

in measure (similar arguments can be found, for example, in [3, p. 355–356]). Hence

for all β, η > 0 μ({x ∈ [0, 1] : |f({x− qkα})− f(x)| > β}) ≤ η.

for k sufficiently large.
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Suppose that β ∈ (0, 1
2) such that β < δ

5N and η = 1 − 5Nβ
δ , where δ is as

given in condition (2). We can construct a subsequence of (qk)k, which we continue
to call (qk)k, such that:

for all k ≥ 1, μ

({
x ∈ [0, 1] : |f({x− qkα})− f(x)| ≤ β

k

})
> 1− η.

By hypothesis, we have:

f({x− qkα}) = λ−qkT qk
α,ωf({x− qkα}) = Fk(x)f(x),

where Fk(x) = λ−qk

qk∏
j=1

ω({x− jα}).

Using Proposition 2.4, we know that μ({t : |1− |Fn(t)|| ≤ β}) ≤ 4βN

δ
.

Since |f(x)− f({x− qkα})| = |1− Fk(x)| |f(x)| and |f({x− qkα})− f(x)| ≤
β
k

on a set of measure greater than 1 − η, it follows that for all k ≥ 1, we have
|f(x)| ≤ 1

k
on a set of measure greater than βN

δ
.

The ergodicity of the transformation x �→ {x+α} implies that f = 0 on [0, 1]. �

Remark 2.6. In [2], the authors study Bishop-type operators whose continuous
and positive weight ω satisfies the following condition∫ 1

0

φ(t)
t

dt <∞ , where φ(t) = sup
|x−y|≤t

|log ω(x)− log ω(y)| . (3)

Unfortunately, there is no link between condition (3) and condition (2). Indeed,
for ω(t) = etk

where k > 1, (2) is not satisfied but (3) is satisfied since φ(t) ≤ kt.
On the other hand, for ω(t) = etk

where 0 < k < 1, (2) is satisfied with δ = k but
(3) is not satisfied since φ(t) ≥ ktk−1.

Nevertheless, since (3) is satisfied when supa,b∈[0,1]a�=0
| log ω(a)−log ω(b)|

|a−b| <∞,
it follows that whenever there exist positive numerical constants C1, C2 such that

C1 ≤
log ω(a)− log ω(b)

a− b
≤ C2

then σp(Tα,ω) = ∅ and Tα,ω has nontrivial hyperinvariant subspaces for non-
Liouville irrational α.

3. The multivariable case

Theorem 3.1. Let α = (α1, . . . , αd), where d ≥ 2, be an irrational vector and sup-
pose that ω is a function of L∞([0, 1]d) such that for all x = (x1, . . . , xd) ∈ [0, 1]d,

ω(x) =
d∏

i=1

ωi(xi) where ωi ∈ L∞([0, 1]), i ∈ {1, . . . , d} satisfies the conditions of

Proposition 2.4. Then,
σp(Tα,ω) = ∅.
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Proof. Suppose that the point spectrum of Tα,ω is nonempty. Then, there exist
λ ∈ C and f ∈ L2([0, 1]d) such that Tα,ωf = λf .
• If λ = 0, then, since ω is positive, it follows that f = 0 on [0, 1]d, which is

impossible.
• Now, suppose that λ �= 0. By Dirichlet’s theorem, for i ∈ {1, . . . , d}, there

are two sequences (pk,i)k≥1, (qk)k≥1 such that∣∣∣∣αi −
pk,i

qk

∣∣∣∣ ≤ 1

q
1+ 1

d

k

and lim
k→∞

qk =∞.

Using Lusin’s theorem again, as in the proof of Theorem 2.5, we have: f(x)−
f({x− qkα}) −−−−→

k→∞
0 in measure. So,

for all ε, η > 0, μ({x ∈ [0, 1]d : |f({x− qkα})− f(x)| > ε}) ≤ η

for k sufficiently large.
Suppose that β ∈ (0, 1

2
) such that β < δ

5N
and η = 1 − (5Nβ

δ
)d, where δ is

as in Condition (2). We can construct a subsequence of (qk)k, which again we call
(qk)k, such that:

for all k ≥ 1, μ

({
x ∈ [0, 1] : |f({x− qkα})− f(x)| ≤ (1 + β)d − 1

k

})
> 1− η.

By hypothesis, we have:

f({x− qkα}) = λ−qkT qk
α,ωf({x− qkα}) = Fk(x)f(x),

where Fk(x) = λ−qk

qk∏
j=1

ω({x− jα}) = λ−qk

qk∏
j=1

d∏
i=1

ωi({xi − jαi}).

Let f1(x1) = λ−qk

qk∏
j=1

ω1({x1 − jα1}) and fi(xi) =
qk∏

j=1

ωi({xi − jαi}), i ∈

{2, . . . , d}.
By Proposition 2.4, we have, for i ∈ {1, . . . , d},

μ({xi ∈ [0, 1]d : |1− |fi(xi)|| ≤ β}) ≤ 4βN

δ
.

So, for i ∈ {1, . . . , d}, 1− β ≤ |fi(xi)| ≤ 1 + β on a set of measure less than
4βN

δ and |1− |Fk(x)|| > (1 + β)d − 1 on a set of measure greater than 1− (4βN
δ )d.

Since |f(x)− f({x− qkα})| = |1− Fk(x)| |f(x)| and |f({x− qkα})− f(x)| ≤
(1+β)d−1

k
on a set of measure greater than 1 − η = (5βN

δ
)d, it follows that for all

k ≥ 1, |f(x)| ≤ 1
k

on a set of measure greater than (βN
δ

)d(5d − 4d).
It follows that f = 0 on a set of measure greater than (βN

δ
)d(5d − 4d) > 0;

the ergodicity of the transformation x �→ {x + α} implies that f = 0 on [0, 1]d,
which is impossible. �
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Proposition 3.2. Let ω be a positive function on a domain D ⊂ R2. Suppose that
there exists δ > 0 such that for all (c1, c2) and (d1, d2) ∈ D,

|log(ω(c1, c2))− log(ω(d1, d2))|
‖(d1, d2)− (c1, c2)‖2

≥ δ, (4)

then, for all β ∈ (0, 1/2), we have

μ({(s, t) ∈ D : |1− ω(s, t)| ≤ β}) ≤ 8β2

δ2
.

Proof. First take (s1, s2) �= (t1, t2) such that ω(s1, s2), w(t1, t2) ∈ [1 − β, 1 + β].
By hypothesis, we have

δ‖(s1, s2)− (t1, t2)‖2 ≤ | log ω(s1, s2)− log ω(t1, t2)| ≤ log
1 + β

1− β
.

Using the mean value theorem as in the single-variable case, we have

‖(s1, s2)− (t1, t2)‖2 ≤
1

1− β

2β

δ
≤ 4β

δ

and

|(s1 − t1)(s2 − t2)| ≤
1
2
‖(s1, s2)− (t1, t2)‖22 ≤

16β2

2δ2
=

8β2

δ2
.

So, we get

μ ({(s, t) ∈ D : |1− ω(s, t)| ≤ β}) ≤ 8β2

δ2
. �

Corollary 3.3. Let δ > 0 and suppose that ω is differentiable, positive and satisfies
dωu(h)
ω(u)

≥ δ‖h‖, for h ∈ R2 and u ∈ D ⊂ R2. Then, for all β ∈ (0, 1/2), we have

μ({(s, t) ∈ D : |1− ω(s, t)| ≤ β}) ≤ 8β2

δ2
.

Proof. Using Taylor’s theorem with the integral remainder term, we have, for
c = (c1, c2) ∈ D, h ∈ R2,

| log(ω(c + h))− log(ω(c))|
‖h‖2

=

∫ 1

0
d(log ◦ω)c+th(h) dt

‖h‖2
≥ δ,

so ω satisfies (4). �

Example 3.4. Let ω : (x1, x2) �→
√

x1 + x2 + 2. Then, ω satisfies (4) on [0, 1]2.

Indeed, let x = (x1, x2), h = (h1, h2) ∈ (0, 1]2. We have:

dωx(h) =
1
2

1√
x1 + x2

(h1 + h2) =⇒ dωx(h)
ω(x)

≥ ‖h‖1
2(supx∈[0,1]2 ω(x))2

.

So, ω satisfies the hypothesis of Corollary 3.3 on (0, 1]2 and so, the condition (4)
on (0, 1]2. Suppose that (c1, c2) = (0, 0) and take (d1, d2) ∈ (0, 1]2.

The function

f : x ∈ (0, 4] �→ log(1 + x
2
)

x2
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is decreasing. This implies that:

for all (d1, d2) ∈ (0, 1]2,
| log(2)− log(

√
d1 + d2 + 2)|

d1 + d2
≥ log(1 +

√
2

2 )
2

.

So, ω satisfies (4) on [0, 1]2.

Definition 3.5. Let (R2,�) and (R,≤) be ordered sets, where ≤ is the usual real
order. A function f : R2 �→ R is increasing if

for all x, y ∈ R2, x � y ⇒ f(x) ≤ f(y).

Proposition 3.6. Suppose that ω ∈ L∞([0, 1]2) is a positive and increasing func-
tion in the sense of Definition 3.5 on each cube (ak, ak+1) × (bl, bl+1) for k, l =
0, . . . , N − 1, satisfying (4) on each cube. Let β ∈ (0, 1

2), α an irrational vector
and λ ∈ C\{0}. For n ≥ 1, let

Fn(s, t) =
1
λn

n∏
j=1

ω({s− jα1}, {t− jα2}).

Then

μ({(s, t) ∈ [0, 1]2 : |1− |Fn(s, t)|| ≤ β}) ≤ 8β2N2

δ2
.

Proof. As in the single-variable case, one can partition (0, 1)2 into (nN)2 cubes
such that if c, d ∈ [0, 1]2, c � d, then, for all j = 1, . . . , n, {c − jα} � {d − jα}.
Then, we have:

log |Fn(d)| − log |Fn(c)|
‖d− c‖2

=

n∑
j=1

log(w({d − jα}))−
n∑

j=1

log(w({c− jα}))

‖d− c‖2

=
n∑

j=1

log(w({d − jα}))− log(w({c− jα}))
‖d− c‖2

�

≥ nδ.

�: using the condition (2) with ω ◦ gj, where gj : x �→ {x + jα}.

Then, on each cube, |Fn| satisfies the hypothesis of Proposition 3.2 with nδ
instead of δ. So,

μ({(s, t) ∈ [0, 1]2 : |1− |Fn(s, t)|| ≤ β}) ≤ 8β2

(nδ)2
(nN)2 =

8β2N2

δ2
. �
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Example 3.7.

1) Consider the following total order on [0, 1]× [0, 1]:

(x1, x2) �1 (y1, y2) if

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x1 + x2 < y1 + y2

or
x1 + x2 = y1 + y2 and x1 < y1

or
x1 = y1 and x2 = y2.

Let ω(x, y) =
√

x + y + 2. Then, ω is positive, increasing with respect to �1

on [0, 1]× [0, 1] and satisfies the condition (4) by Example 3.4.

2) Let C > 0. One can also consider the total orders on [0, 1]× [0, 1] denoted by
�p,C , p ≥ 1 and defined by

(x1, x2) �p,C (y1, y2) if

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x1 + C)p + (x2 + C)p

< (y1 + C)p + (y2 + C)p

or

(x1 + C)p + (x2 + C)p

= (y1 + C)p + (y2 + C)p and x1 < y1

or

x1 = y1 and x2 = y2.

The function ω : (x1, x2) �→ (x1 +C)p +(x2 +C)p is increasing relative to the
order �p,C and satisfies the hypothesis of Corollary 2.2. Indeed, ω is clearly
an increasing function relative to �p,C . Letting (x1, x2), (h1, h2) ∈ [0, 1]2, we
have

dω(x1,x2)(h1, h2)
ω(x1, x2)

=
p(x1 + C)p−1h1 + p(x2 + C)p−1h2

ω(x1, x2)

≥ p‖(h1, h2)‖1
2p+1

.

Proposition 3.8. Suppose that ω ∈ L∞([0, 1]2) is a positive function such that for
all (x1, x2) and (y1, y2) ∈ [0, 1]2,

ω(x1, x2) = ω(y1, y2) =⇒

⎧⎨⎩x1 < y1 or (x1 = y1 and x2 ≤ y2)
or

x2 < y2 or (x2 = y2 and x1 ≤ y1)
(5)

and satisfying the condition (4) on each cube (ak, ak+1) × (bl, bl+1) for k, l =
0, . . . , N − 1. Let β ∈ (0, 1

2
), α an irrational vector and λ ∈ C\{0}. For n ≥ 1, let

Fn(s, t) =
1
λn

n∏
j=1

ω({s− jα1}, {t− jα2}).
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Then,

μ({(s, t) ∈ [0, 1]2 : |1− |Fn(s, t)|| ≤ β}) ≤ 8β2N2

δ2
.

Proof. Note that if we consider the relation on [0, 1]× [0, 1] defined by (x1, x2) �
(y1, y2) if:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ω(x1, x2) < ω(y1, y2)

or

ω(x1, x2) = ω(y1, y2) and

⎧⎨⎩x1 < y1 or (x1 = y1 and x2 ≤ y2)
or

x2 < y2 or (x2 = y2 and x1 ≤ y1)

then by (5), we have that � is a total order on [0, 1]2 and ω : ([0, 1]2,�) −→ (R,≤)
is increasing in the sense of Definition 3.5. As in the single-variable case, one can
partition (0, 1)2 into (nN)2 cubes such that if c, d ∈ [0, 1]2 with c � d, then for all
j ∈ {1, . . . , n} one has {c− jα} � {d− jα}. Then, we have:

log |Fn(d)| − log |Fn(c)|
‖d− c‖2

=

n∑
j=1

log(w({d − jα}))−
n∑

j=1

log(w({c− jα}))

‖d− c‖2

=
n∑

j=1

log(w({d − jα}))− log(w({c− jα}))
‖d− c‖2

�
≥ nδ.

�: using the condition (2) with ω ◦ gj, where gj : x �→ {x + jα}.
Then, on each cube, |Fn| satisfies the hypothesis of Proposition 3.2 with nδ instead
of δ. So,

μ({(s, t) ∈ [0, 1]2 : |1− |Fn(s, t)|| ≤ β}) ≤ 8β2

(nδ)2
(nN)2 =

8β2N2

δ2
. �

Proposition 3.9. Let ω be a positive function on a domain D ⊂ Rd, d ≥ 2. Suppose
that there exists δ > 0 such that, for all (x1, . . . , xd) and (y1, . . . , yd) ∈ D,

|log(ω(x1, . . . , xd))− log(ω(y1, . . . , yd))|
‖(x1, . . . , xd)− (y1, . . . , yd)‖d

≥ δ, (6)

then, for all β ∈ (0, 1/2), we have

μ({(x1, . . . , xd) ∈ D : |1− ω(x1, . . . , xd)|) ≤ β} ≤ 4dβd

dδd
.

Proof. Take (x1, . . . , xd) �= (y1, . . . , yd) such that ω(x1, . . . , xd) and ω(y1, . . . , yd)
are in [1− β, 1 + β]. By hypothesis, we have

δ‖(x1, . . . , xd)−(y1, . . . , yd)‖d ≤ | log ω(x1, . . . , xd)−log ω(y1, . . . , yd)| ≤ log
1 + β

1− β
.
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Using the mean value theorem as in the single-variable case, we have

‖(x1, . . . , xd)− (y1, . . . , yd)‖d ≤
1

1− β

2β

δ
≤ 4β

δ
.

and using the inequality of arithmetic and geometric means, we have:∣∣∣∣∣
d∏

i=1

(xi − yi)

∣∣∣∣∣ ≤ 1
d
‖(x1, . . . , xd)− (y1, . . . , yd)‖dd ≤

4dβd

dδd
.

So, we get:

μ ({(x1, . . . , xd) ∈ D : |1− ω(x1, . . . , xd)| ≤ β}) ≤ 4dβd

dδd
. �

We now give an analogous version of Corollary 3.3 in dimension d ≥ 2.

Corollary 3.10. Let δ > 0 and suppose that ω is differentiable, positive and satisfies
dωu(h)/ω(u) ≥ δ‖h‖, h ∈ Rd, u ∈ D ⊂ Rd. Then, for all β ∈ (0, 1/2), we have

μ({(x1, . . . , xd) ∈ D : |1− ω(x1, . . . , xd)| ≤ β}) ≤ 4dβd

dδd
.

Using similar arguments, one can prove the following result in the case of d
variables, d ≥ 2:

Proposition 3.11. Let ω ∈ L∞([0, 1]d) be a positive function satisfying (6) on each
cube (ak, ak+1)× (bl, bl+1), with k, l = 0, . . . , N − 1. Suppose that for (x1, . . . , xd)
and (y1, . . . , yd) in [0, 1]d, whenever ω(x1, . . . , xd) = ω(y1, . . . , yd), there exists a

permutation σ =
(

1 · · · d
i1 · · · id

)
such that (xi1 , . . . , xid

) ≤ (yi1 , . . . , yid
) for the

lexicographic order. Let β ∈ (0, 1
2 ), α an irrational vector and λ ∈ C\{0}. For

n ≥ 1, let

Fn(x1, . . . , xd) =
1
λn

n∏
j=1

ω({x1 − jα1}, . . . , {xd − jαd}).

Then,

μ({(x1, . . . , xd) ∈ [0, 1]d : |1− |Fn(x1, . . . , xd)|| ≤ β}) ≤ 4dβdNd

dδd
.

Theorem 3.12. Let α = (α1, . . . , αd) be an irrational vector and suppose that ω
is a positive function of L∞([0, 1]d) satisfying condition (6) and the hypothesis of
Proposition 3.11. Then,

σp(Tα,ω) = ∅.

Proof. Suppose that the point spectrum of Tα,ω is not empty. Then, there exist
λ ∈ C and f ∈ L2([0, 1]d) such that Tα,ωf = λf .

• If λ = 0, then, since ω is positive, it follows that f = 0 on [0, 1]d, which is
impossible.
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• Now, suppose that λ �= 0. By Dirichlet’s theorem, for i ∈ {1, . . . , d}, there
are two sequences (pk,i)k≥1, (qk)k≥1 such that:∣∣∣∣αi −

pk,i

qk

∣∣∣∣ ≤ 1

q
1+ 1

d

k

,

and lim
k→∞

qk =∞.

Using Lusin’s theorem, we have: f(x)−f({x−qkα}) −−−−→
k→∞

0 in measure. So,

for all ε, η > 0, μ({x ∈ [0, 1]d : |f({x− qkα})− f(x)| > ε}) ≤ η.

Set 0 < C < 4
d1/d . Suppose that β ∈ (0, 1

2
) such that β < δ

CN
and η =

1 −
(

CNβ
δ

)d

where δ is as in condition (6). We can construct a subsequence of
(qk)k, which will still be called (qk)k such that:

for all k ≥ 1, μ

({
x ∈ [0, 1]d : |f({x− qkα})− f(x)| ≤ β

k

})
> 1− η.

By hypothesis, we have:

f({x− qkα}) = λ−qkT qk
α,ωf({x− qkα}) = Fk(x)f(x)

where Fk(x) = λ−qk

qk∏
j=1

ω({x− jα}).

By Proposition 3.11, we have

μ({x ∈ [0, 1]d : |1− |Fn(x)|| ≤ β}) ≤ 4dβdNd

dδd
.

Since |f(x)− f({x− qkα})| = |1− Fk(x)| |f(x)| and |f({x− qkα})− f(x)| ≤
β
k on a set of measure greater than 1 − η = (CβN

δ )d, it follows that for all k ≥ 1,

|f(x)| ≤ 1
k on a set of measure greater than

(
βN
δ

)d (
4d

d − Cd
)
.

It follows that f = 0 on a set of measure greater than
(

βN
δ

)d (
4d

d − Cd
)

> 0;

the ergodicity of the transformation x �→ {x+α} implies that f = 0 a.e. on [0, 1]d,
which is impossible. �

4. Cyclic vectors for Tα, α ∈ Qd

It is easy to see that, if α ∈ Qd, the Bishop operator Tα has many non-trivial
invariant subspaces. A full description of the lattice of invariant subspaces for the
case d = 1 was given in the unpublished report [4], and the cyclic vectors were also
characterized (this characterization can also be derived from results announced
without proof by Lipin [8]). For the reader’s convenience we recall the cyclicity
result for d = 1.
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Definition 4.1. Let f ∈ L2([0, 1]) and fk = T k−1f , k ∈ {1, . . . , q}. The determinant
of f associated with α = p/q is the 1/q-periodic function in L2/q([0, 1]) defined by:

Δ(f, p/q) =

∣∣∣∣∣∣∣∣∣
f1(t) · · · fq(t)

f1({t + p/q}) · · · fq({t + p/q})
...

...
...

f1({t + (q − 1)p/q}) · · · fq({t + (q − 1)p/q})

∣∣∣∣∣∣∣∣∣ .
Note that, since p and q have no common divisor, |Δ(f, p/q)| = |Δ(f, 1/q)|.
The cyclicity result for d = 1 is then the following.

Theorem 4.2. Let T = Tp/q where p < q and p and q are coprime. A function
f ∈ L2([0, 1]) is cyclic for T if and only if Δ(f, 1/q) is nonzero almost everywhere
on [0, 1].

4.1. The case α ∈ Q2

In the case d ≥ 2 the cyclicity results have a similar flavour, but are technically
more complicated to derive. We give the case d = 2 in detail, since the notation is
simpler. The result for the general case is given later, as Theorem 4.15. We also
give some examples (Examples 4.10), to show how the condition can be tested.

The operator Tα is defined by

Tα : L2([0, 1]2) → L2([0, 1]2)
f �→ Tαf : x ∈ [0, 1]2 �→ x1x2f({x1 + α1}, {x2 + α2}).

Set α = (α1, α2) with αi =
pi

qi
.

4.1.1. The case q1 �= q2. Suppose that GCD(pi, qi) = 1, i ∈ {1, 2}. We write
Tα = T , q = LCM(q1, q2) and for r ∈ {0, . . . , q − 1}, fr+1 = T rf .

The following formula is easy to derive, and we omit the proof.

Proposition 4.3. Let ωi(xi) = xi{xi + αi} . . . {xi + (qi − 1)αi} ,
li =

q

qi
, for i ∈ {1, 2}, and (n, r) ∈ N2, with r < q. Take f ∈ L2([0, 1]2). Then,

T nq+rf(x1, x2) = ωnl1
1 (x1)ωnl2

2 (x2)fr+1(x1, x2).

Remark 4.4. Note that for i ∈ {1, 2}, ωi is a 1
qi

-periodic function.

Definition 4.5. Let f ∈ L2([0, 1]2). The determinant of f associated with (α1, α2)
is the determinant

Δ
(

f,
1
q1

,
1
q2

)
=

∣∣∣∣∣∣∣∣∣∣∣

f1(s, t) · · · fq(s, t)
f1

({
s + 1

q1

}
,
{
t + 1

q2

})
· · · fq

({
s + 1

q1

}
,
{
t + 1

q2

})
...

. . .
...

f1

({
s + q−1

q1

}
,
{
t + q−1

q2

})
· · · fq

({
s + q−1

q1

}
,
{
t + q−1

q2

})

∣∣∣∣∣∣∣∣∣∣∣
.

It is a function in L2/q([0, 1]2).
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Lemma 4.6. Let n be a positive integer and f ∈ L2([0, 1]2). Let h ∈ L∞([0, 1]2) be
such that h(s, t) = 0 for (s, t) ∈ Ωn,f where Ωn,f is the

(
1
q1

, 1
q2

)
-periodic set

Ωn,f =
{
(s, t) ∈ [0, 1]2 :

∣∣∣Δ(
f, 1

q1
, 1

q2

)∣∣∣ < 1
n

}⋃
⋃

0≤k≤q−1
1≤r≤q

{
(s, t) ∈ [0, 1]2 :

∣∣∣∣fr

({
s +

k

q1

}
,

{
t +

k

q2

})∣∣∣∣ > n

}
.

Then, there exist h1, . . . , hq ∈ L∞([0, 1]2),
(

1
q1

, 1
q2

)
-periodic functions such that

h =
q∑

k=1

hkfk.

Proof. If h =
q∑

k=1

hkfk where h1, . . . , hq ∈ L∞([0, 1]2) are
(

1
q1

, 1
q2

)
-periodic func-

tions, then, for (s, t) ∈ [0, 1]2,

h(s, t) = h1(s, t)f1(s, t) + · · ·+ hq(s, t)fq(s, t),
h
({

s + 1
q1

}
,
{
t + 1

q2

})
= h1(s, t)f1

({
s + 1

q1

}
,
{
t + 1

q2

})
+ · · ·

+hq(s, t)fq

({
s + 1

q1

}
,
{
t + 1

q2

})
,

...
h
({

s + q−1
q1

}
,
{
t + q−1

q2

})
= h1(s, t)f1

({
s + q−1

q1

}
,
{

t + q−1
q2

})
+ · · ·

+hq(s, t)fq

({
s + q−1

q1

}
,
{
t + q−1

q2

})
.

Using matrices, we have:⎛⎜⎜⎜⎜⎜⎝
h(s, t)

h
({

s + 1
q1

}
,
{
t + 1

q2

})
...

h
({

s + q−1
q1

}
,
{
t + q−1

q2

})

⎞⎟⎟⎟⎟⎟⎠ = A

⎛⎜⎜⎜⎝
h1(s, t)
h2(s, t)

...
hq(s, t)

⎞⎟⎟⎟⎠ ,

where A is the matrix whose determinant defines Δ(f, 1
q1

, 1
q2

) in Definition 4.5.

For (s, t) ∈ Ωc
n,f , we have:

∣∣∣Δ(
f, 1

q1
, 1

q2

)∣∣∣ ≥ 1
n

> 0; so, A is an invertible
matrix on Ωc

n,f and

⎛⎜⎜⎜⎝
h1(s, t)
h2(s, t)

...
hq(s, t)

⎞⎟⎟⎟⎠ = A−1

⎛⎜⎜⎜⎜⎜⎝
h(s, t)

h
({

s + 1
q1

}
,
{
t + 1

q2

})
...

h
({

s + q−1
q1

}
,
{
t + q−1

q2

})

⎞⎟⎟⎟⎟⎟⎠ .
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• On Ωc
n,f , the hi are combinations of the functions

fr

({
. +

k

q1

}
,

{
. +

k

q2

})
and h

({
. +

l

q1

}
,

{
. +

l

q2

})
in L∞([0, 1]2), for k, l ∈ {0, . . . , q − 1} and r ∈ {1, . . . , q}. Moreover, for (s, t) ∈
Ωc

n,f , ∣∣∣∣fr

({
s +

k

q1

}
,

{
t +

k

q2

})∣∣∣∣ ≤ n,

so fr({. + k
q1
}, {. + k

q2
})) are bounded. For (s, t) ∈ Ωn,f , set hi(s, t) = 0. Thus, the

hi are functions in L∞([0, 1]2).

• One can verify that the hi are
(

1
q1

, 1
q2

)
-periodic functions. �

Lemma 4.7. Let F be a function in L2
([

0, 1
q1

]
×

[
0, 1

q2

])
that is not equal to zero

almost everywhere. Then,

{g(ω1, ω2)F : g ∈ C[X, Y ]} is dense in L2

([
0,

1
q1

]
×

[
0,

1
q2

])
.

Proof. Let G be a function in L2
([

0, 1
q1

]
×

[
0, 1

q2

])
such that

G ∈ {g(ω1, ω2)F : g ∈ C[X, Y ]}⊥.

Then, ∫∫
[
0, 1

q1

]
×
[
0, 1

q2

] G(s, t)F (s, t)g(ω1, ω2)(s, t) ds dt = 0.

For i ∈ {1, 2} we write ω̃i for the continuous function on
[
0, 1

qi

]
obtained by

restricting ωi to
[
0, 1

qi

)
and defining

ω̃i

(
1
qi

)
=

1
qi

{
2
qi

}
. . .

{
qi − 1

qi

}
.

Now B := {g(ω̃1, ω̃2)F : g ∈ C[X, Y ]} is a subalgebra of C
([

0, 1
q1

]
×

[
0, 1

q2

])
which separates points and contains a non-zero constant function. Moreover,

g(ω̃1, ω̃2) ∈ B =⇒ g(ω̃1, ω̃2) = g(ω̃1, ω̃2) ∈ B,

therefore B is a self-adjoint algebra. By the Stone–Weierstrass theorem, we have
that B is dense in C

([
0, 1

q1

]
×

[
0, 1

q2

])
for ‖.‖∞.

Let k be an element of C
([

0, 1
q1

]
×

[
0, 1

q2

])
. Then, there exists a sequence

(kn)n∈N of elements of B such that lim
n→∞ ||kn − k||∞ = 0.
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Now∣∣∣∣∣
∫∫

[
0, 1

q1

]
×
[
0, 1

q2

] G(s, t)F (s, t)k(s, t) ds dt

∣∣∣∣∣
=

∣∣∣∣∣
∫∫

[
0, 1

q1

]
×
[
0, 1

q2

](−G(s, t)F (s, t)kn(s, t) + G(s, t)F (s, t)k(s, t)) ds dt

∣∣∣∣∣
≤

(∫∫
[
0, 1

q1

]
×
[
0, 1

q2

] |G(s, t)F (s, t)| ds dt

)
‖kn − k‖∞.

Thus, we obtain:
∫∫[

0, 1
q1

]
×
[
0, 1

q2

] G(s, t)F (s, t)k(s, t) ds dt = 0.

Set

Φ : f �→
∫∫

[
0, 1

q1

]
×
[
0, 1

q2

] f(s, t) dλ(s, t) ∈ C
([

0,
1
q1

]
×

[
0,

1
q2

])∗
where dλ(s, t) = G(s, t)F (s, t) dμ(s, t) is an absolutely continuous measure.

The function Φ is null as an element of C
([

0,
1
q1

]
×

[
0,

1
q2

])∗
, so dλ = 0.

It follows that for (s, t) ∈
[
0, 1

q1

]
×

[
0, 1

q2

]
, G(s, t)F (s, t) = 0 a.e.

Since F is not equal to 0 almost everywhere, we have that G = 0 a.e.

So, {g(ω1, ω2)F : g ∈ C[X, Y ]} is dense in L2
([

0, 1
q1

]
×

[
0, 1

q2

])
. �

We use the above lemma to give a condition guaranteeing that a function is
cyclic for T .

Lemma 4.8. Let h ∈ L∞([0, 1]2) be a
(

1
q1

, 1
q2

)
-periodic function and f ∈ L2([0, 1]2).

If:

(i) Δ
(

f,
1
q1

,
1
q2

)
�= 0 a.e., and

(ii) for all ε > 0, there exists g ∈ C[X, Y ] such that ‖g(ω1, ω2)fk − hfk‖2 < ε,

then f is a cyclic vector for T .

Proof. Suppose that ε > 0 and � ∈ L2([0, 1]2). Let us write

F =
⋃
n≥1

{h ∈ L∞([0, 1]2), h = 0 a.e. on Ωn,f}.

Claim: F is dense in L2([0, 1]2).

Indeed, suppose that g ∈ L2([0, 1]2). Since L∞([0, 1]2) is dense in L2([0, 1]2),
there exists k ∈ L∞([0, 1]2) such that ‖k − g‖2 < ε

2 . For all n ≥ 1, we have
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kχ[0,1]2\Ωn,f
∈ F and

‖kχ[0,1]2\Ωn,f
− g‖2 ≤ ‖k − g‖2 + ‖kχ[0,1]2\Ωn,f

− k‖2
≤ ‖k − g‖2 + ‖k‖2μ(Ωn,f )

1
2

≤ ‖k − g‖2 + ‖k‖∞μ(Ωn,f )
1
2 .

Since Δ
(

f,
1
q1

,
1
q2

)
�= 0 a.e., then, there exists n0 ∈ N∗ such that

μ

({
(s, t) ∈ [0, 1]2 : Δ

(
f,

1
q1

,
1
q2

)
(s, t) <

1
n0

})
<

(
ε

2||k‖∞

)2

,

and therefore

‖kχ[0,1]2\Ωn,f
− g‖2 < ε.

This completes the proof of the claim.
Hence there exists h ∈ F such that ‖� − h‖2 < ε

2
. Since h is an element of F ,

by Lemma 4.6, h =
q∑

j=1

hkfk, where the functions hj are in L∞([0, 1]2) and are(
1
q1

, 1
q2

)
periodic.

By hypothesis, for all j ∈ {1, . . . , q}, there exists gj ∈ C[X, Y ] such that

‖gj(ω1, ω2)fj − hjfj‖2 <
ε

2q
,

therefore, ∥∥∥∥∥∥
q∑

j=1

gj(ω1, ω2)fj − hjfj

∥∥∥∥∥∥
2

≤
q∑

j=1

||gj(ω1, ω2)fj − hjfj ||2

≤ ε

2q
q = ε/2.

By Proposition 4.3, T nq+rf(x1, x2) = ωnl1
1 (x1)ωnl2

2 (x2)fr+1(x1, x2); so, for all P =∑
i

aiX
i ∈ C[X ],

P (T )(f) =
∑

i

aiT
if =

∑
i

aiω
nil1
1 ωnil2

2 fri+1, i = niq + ri

=
q∑

j=1

Qj(ω1, ω2)fj , with Qj ∈ C[X, Y ].

The above equality is deduced by collecting together the functions fr and noticing
that r depends only on the remainder of the division of i by q. So, if G(T )f =
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q∑
j=1

gj(ω1, ω2)fj , we have:

‖G(T )f − �‖2 ≤ ‖G(T )f − h‖2 + ‖h− �‖2
<

ε

2
+

ε

2
= ε,

which implies that f is a cyclic vector for T . �

We are now ready for the main theorem of this section.

Theorem 4.9. Suppose that T = T(α1,α2) with, for i ∈ {1, 2},

αi =
pi

qi
, GCD(pi, qi) = 1, f ∈ L2([0, 1]2).

Then,

f is a cyclic vector for T ⇐⇒ Δ
(
f, 1

q1
, 1

q2

)
�= 0 a.e. on [0, 1]2.

Proof. Suppose that Δ
(
f, 1

q1
, 1

q2

)
�= 0 a.e. on [0, 1]2.

Let k ∈ {1, . . . , q}. Set:

F : (s, t) �−→
q1−1∑
i=0

q2−1∑
j=0

∣∣∣∣fk

({
s +

i

q1

}
,

{
t +

j

q1

})∣∣∣∣ ∈ L2

([
0,

1
q1

)
×

[
0,

1
q2

))
.

By Lemma 4.7, there exists g ∈ C[X, Y ] such that

‖g(ω1, ω2)F − hF‖
L2

([
0, 1

q1

)
×
[
0, 1

q2

)) < ε

(s, t) �−→ |(g(ω1, ω2)(s, t)−h(s, t))fk(s, t)|2 is an integrable function for the product
measure. Using Fubini’s theorem, we get∫∫

[0,1]2
|(g(ω1, ω2)(s, t)− h(s, t))fk(s, t)|2ds dt

=
∑

0≤i≤q1−1
0≤j≤q2−1

∫ 1
q1

0

∫ 1
q2

0

∣∣∣∣[g(ω1, ω2)(s, t)− h

({
s +

i

q1

}
,

{
t +

j

q2

})]

× fk

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣2 ds dt

=: I, say.

Note that

|F (s, t)|2 =

⎛⎝q1−1∑
i=0

q2−1∑
j=0

∣∣∣∣fk

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣
⎞⎠2

≥
q1−1∑
i=0

q2−1∑
j=0

∣∣∣∣fk

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣2
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and therefore

I =
∫ 1

q1

0

∫ 1
q2

0

∣∣∣∣g(ω1, ω2)(s, t)− h

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣2
×

q1−1∑
i=0

q2−1∑
j=0

∣∣∣∣fk

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣2 ds dt

≤
∫ 1

q1

0

∫ 1
q2

0

∣∣∣∣g(ω1, ω2)(s, t)− h

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣2

×

⎛⎝q1−1∑
i=0

q2−1∑
j=0

∣∣∣∣fk

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣
⎞⎠2

ds dt

=
∫ 1

q1

0

∫ 1
q2

0

∣∣∣∣g(ω1, ω2)(s, t)− h

({
s +

i

q1

}
,

{
t +

j

q2

})∣∣∣∣2 |F (s, t)|2 ds dt,

implying that

‖g(ω1, ω2)fk − hfk‖2 < ‖g(ω1, ω2)F − hF‖L2([0, 1
q1

)[×[0, 1
q2

))

< ε.

Lemma 4.8 implies that f is a cyclic vector for T .

• Now suppose that Δ
(
f, 1

q1
, 1

q2

)
= 0 a.e. on a set S ⊂ [0, 1]2 of measure

μ(S) > 0.

Then, the row vectors (L1, . . . , Lq) of Δ
(
f, 1

q1
, 1

q2

)
are linearly dependent on S.

So, there exists a function λ = (λ0, . . . , λq−1) : [0, 1]2 → Cq\{0} such that

λ0(s, t)L1(s, t) + . . . + λq−1(s, t)Lq(s, t) = 0 a.e. on S.

Therefore, for all k ∈ {1, . . . , q},

λ0(s, t)fk(s, t) + · · ·+ λq−1(s, t)fk

({
s +

q − 1
q1

}
,

{
t +

q − 1
q2

})
= 0 a.e. on S.

Set Φ = T lf ∈ {T nf : n ∈ N}. We can write Φ = T nq+r = ωnl1
1 ωnl2

2 fr+1, where
l = nq + r and

q−1∑
j=0

λjΦ
({

s +
j

q1

}
,

{
t +

j

q2

})
=

q−1∑
j=0

λjω
nl1
1 ωnl2

2 fr+1

({
s +

j

q1

}
,

{
t +

j

q2

})
= 0 a.e. on S.

Therefore, for all P ∈ C[X ], P (T )f =
∑

i

biT
if , we have

q−1∑
j=0

λj(s, t)T if

({
s +

j

q1

}
,

{
t +

j

q2

})
= 0 a.e. on S.
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Thus, ∑
i

bi

q−1∑
j=0

λj(s, t)T if

({
s +

j

q1

}
,

{
t +

j

q2

})

=
q−1∑
j=0

λj(s, t)
∑

i

biT
if

({
s +

j

q1

}
,

{
t +

j

q2

})

=
q−1∑
j=0

λj(s, t)P (T )f
({

s +
j

q1

}
,

{
t +

j

q2

})
= 0 a.e. on S,

and we obtain that for all Φ ∈ {P (T )f : P ∈ C[X ]}, we also have
q−1∑
j=0

λj(s, t)Φ
({

s +
j

q1

}
,

{
t +

j

q2

})
= 0 a.e. (s, t) ∈ S. (7)

Since μ(S) > 0, there exist i, j ∈ {0, . . . , q − 1} such that

μ

(
S ∩

(
i

q1
,
i + 1
q1

)
×

(
j

q2
,
j + 1
q2

))
�= 0.

But, Δ
(
f, 1

q1
, 1

q2

)
= 0 a.e. on S and Δ

(
f, 1

q1
, 1

q2

)
is a

(
1
q1

, 1
q2

)
-periodic function,

so necessarily S is a
(

1
q1

, 1
q2

)
-periodic set.

So, for all i, j ∈ {0, . . . , q − 1},

μ

(
S ∩

(
i

q1
,
i + 1
q1

)
×

(
j

q2
,
j + 1
q2

))
�= 0.

If f were cyclic, then, we would have L2([0, 1]2) = {P (T )f : P ∈ C[X ]}, and for
all Φ ∈ L2([0, 1]2), the relation (7) would hold.
Let i ∈ {1, . . . , q}. With the function Φ = χ

S∩
(

i
q1

, i+1
q1

)
×
(

i
q2

, i+1
q2

) , if (s, t) ∈ S, we

have

Φ({s + k
q1
}, {t + k

q2
}) =

{
0 if k �= i,

1 if k = i.

Using (7), we have:

λi(s, t)Φ
({

s +
i

q1

}
,

{
t +

i

q2

})
= 0 a.e. (s, t) ∈ S∩

(
i

q1
,
i + 1
q1

)
×
(

i

q2
,
i + 1
q2

)
.

So, for all i ∈ {1, . . . , q}, λi(s, t) = 0 a.e. on S, which is impossible; thus, f is not
a cyclic vector for T . �

Example 4.10. Note that the determinant Δ
(
f, 1

q1
, 1

q2

)
, defined in Definition 4.5,

is a function of s and t that remains unchanged if we either translate s by 1/q1
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or translate t by 1/q2 (modulo 1). Thus checking its vanishing on a set of positive
measure can be reduced to checking where it vanishes on [0, 1/q1]× [0, 1/q2].

The simplest way to produce non-cyclic vectors (and hence proper invariant
subspaces) is to stipulate that f vanishes on a non-null subset of [0, 1/q1]×[0, 1/q2],
together with the translates of that set, but there are clearly other more compli-
cated possibilities, found by solving linear relations between the columns of the
matrix defining Δ.

Further, the vanishing of the determinant implies the existence of linear re-
lationships between f and its translates over the ring of polynomial functions (at
least on a set of positive measure); this gives a way to produce cyclic vectors: for
a function such as s1/2 + t1/2 is necessarily cyclic, as no such relations can exist.
Issues such as the density of cyclic vectors can be analysed similarly.

4.1.2. The case q1 = q2. For completeness, we mention briefly the case of q1 = q2.
With the same notation, one can define the determinant of f associated with
( p1

q , p2
q ), denoted by Δ

(
f, 1

q , 1
q

)
∈ L

2
q ([0, 1

q ]2), which is a ( 1
q , 1

q )-periodic function.

With the same hypothesis as Lemma 4.6, if h ∈ L∞([0, 1]2) equal to 0 on
Ωn,f , there exist periodic functions h1, . . . , hq ∈ L∞([0, 1]2), ( 1

q
, 1

q
) such that h =

q∑
k=1

hkfk. The following lemma gives us a set dense in L2([0, 1
q
]2) different from

that given in Lemma 4.7:

Lemma 4.11. Let F be a non-trivial function in L2([0, 1
q ]2). Then,

{g(ω)F : g ∈ C[X ]} is dense in L2

([
0, 1

q

]2
)

.

Therefore, as in the case q1 �= q2, a sufficient condition for cyclicity is given by:

Lemma 4.12. Let h∈L∞([0,1]2) be a
(

1
q , 1

q

)
periodic function and f ∈L2([0,1]2). If:

(i) Δ
(
f, 1

q , 1
q

)
�= 0 a.e., and

(ii) for all ε > 0, there exists g ∈ C[X ], such that ‖g(ω)fk − hfk‖2 < ε,

then, f is a cyclic vector for T .

This implies the following result.

Theorem 4.13. Suppose that T = T(α1,α2) with, for i ∈ {1, 2}, αi = pi

q ,
GCD(pi, q) = 1, f ∈ L2([0, 1]2). Then:

f is a cyclic vector for T ⇐⇒ Δ
(
f, 1

q
, 1

q

)
�= 0 a.e. on [0, 1]2.

4.2. Cyclic vectors for Tα, α ∈ Qd, d ≥ 1
The general case (including the simpler case d = 1) can be treated by similar
methods.
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The operator Tα is defined by

Tα : L2([0, 1]d) → L2([0, 1]d)

f �→ Tαf : x ∈ [0, 1]d �→ x1x2 . . . xdf({x1 + α1}, . . . , {xd + αd}).

Set α = (α1, α2, . . . , αd) with αi =
pi

qi
, i ∈ {1, . . . , d}. Suppose that GCD(pi, qi) =

1, i ∈ {1, . . . , d}. We write Tα = T , q = LCM(qi, i ∈ {1, . . . , d}) and fr+1 = T rf
for r ∈ {0, . . . , q − 1}.
Definition 4.14. Let f ∈ L2([0, 1]d). The determinant of f associated with (α1, . . .,
αd) is the determinant

Δ
(

f,
1
q1

, . . . ,
1
qd

)

=

∣∣∣∣∣∣∣∣∣∣∣

f1(x1, . . . , xd) · · · fq(x1, . . . , xd)
f1

({
x1 + 1

q1

}
, . . . ,

{
xd + 1

qd

})
· · · fq

({
x1 + 1

q1

}
, . . . ,

{
xd + 1

qd

})
...

. . .
...

f1

({
x1 + q−1

q1

}
, . . . ,

{
xd + q−1

qd

})
· · · fq

({
x1 + q−1

q1

}
, . . . ,

{
xd + q−1

qd

})

∣∣∣∣∣∣∣∣∣∣∣
.

With similar arguments, one can prove the following result:

Theorem 4.15. Set f ∈ L2([0, 1]d). Suppose that T = T(α1,...,αd) with αi = pi

qi
and

GCD(pi, qi) = 1 for i ∈ {1, . . . , d}. Then:
f is a cyclic vector for T ⇐⇒ Δ

(
f, 1

q1
, . . . , 1

qd

)
�= 0 a.e. on [0, 1]d.
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INSA de Lyon, Ecole Centrale de Lyon
CNRS, UMR 5208, Institut Camille Jordan;
43 bld. du 11 novembre 1918
F-69622 Villeurbanne Cedex, France
e-mail: chalenda@math.univ-lyon1.fr

or-pozzi@math.univ-lyon1.fr

Jonathan R. Partington
School of Mathematics
University of Leeds
Leeds LS2 9JT, UK
e-mail: J.R.Partington@leeds.ac.uk

Received: December 9, 2008

Accepted: May 22, 2009





Operator Theory:
Advances and Applications, Vol. 202, 87–109
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Abstract. We construct an algorithm that allows us to determine an effective
generalized factorization of a special class of matrix functions. We use the
same algorithm to analyze the spectrum of a self-adjoint operator which is
related to the obtained generalized factorization.
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1. Introduction

Let T denote the unit circle and consider the space L2(T). As usual,

L+
2 (T) = ImP+, L−,0

2 (T) = ImP−, L−2 (T) = L−,0
2 (T) ⊕ C,

where P± = (I±S)/2 denote the projection operators associated with the singular
integral operator S, with Cauchy kernel,

Sϕ(t) =
1
πi

∫
T

ϕ(τ)
τ − t

dτ, t ∈ T,

and I represents the identity operator.
We say that a matrix-valued function A, such that A±1 ∈ [L∞(T)]n, n, admits

a left (right) generalized factorization in L2(T) if it can be represented as

A = A+ΛA− (A−ΛA+),

where

A±1
+ ∈ [L+

2 (T)]n, n, A±1
− ∈ [L−2 (T)]n, n, Λ = diag{tκ1 , . . . , tκn},

κ1 ≥ · · · ≥ κn are integers, and A+P+A−1
+ I (A−P+A−1

− I) represents a bounded
linear operator in [L2(T)]n.

This research was partially supported by CEAF at Instituto Superior Técnico (Portugal).
Communicated by I.M. Spitkovsky.
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If κ1 = · · · = κn = 0, then A is said to admit a left (right) canonical
generalized factorization.

The explicit factorization of matrix-valued functions has applications in dif-
ferent areas, such as the theory of singular integral operators, boundary value
problems, scattering theory, the theory of linear and non-linear differential equa-
tions (see, for instance, [1, 4, 15, 16]). It is well known that there exist algorithms
to determine explicit factorizations for rational matrix functions (see, for instance,
[2], [3], and [18]). However, algorithms for obtaining explicit factorizations of non-
rational matrix functions exist only for some restricted classes of matrix functions
(see, for instance, [6, 9, 10]).

In the following sections we shall be dealing with the class of matrix functions

Aγ(b) =
(

e b
b∗ b∗b + γ e

)
(1.1)

where e represents the identity matrix function of order n, b is a matrix func-
tion whose entries are essentially bounded functions on the unit circle, b∗ is the
Hermitian adjoint of b and γ is a non-zero complex constant.

The main objective of this work is the construction of an algorithm for ob-
taining explicit factorizations for matrix functions of that class. Strong relations
between a factorization of (1.1) and the operators

N+(b) = P+bP−b∗P+ and N−(b) = P−b∗P+bP− , (1.2)

N±(b) : [L2(T)]n,n → [L2(T)]n,n ,

are analyzed.
Some results related with Aγ(b) can be seen in [5, 6, 7, 8, 12, 13, 14, 15, 16].
Matrix functions of type (1.1) appeared for the first time related with the

generalized Riemann problem (see, for instance, [15, Chap. 4]), and now it is known
that a factorization of Aγ(b) can also be used in more general cases, as for example,
in the generalized Riemann problem with shift (see [12]).

It was discovered, more than thirty years ago, that the factorization problem
for matrix functions of type (1.1) is related with the study of singular operators
that can be represented as a product of Hankel operators (see [14]).

The paper [13] relates a canonical factorization of a second-order matrix
function Aγ(b), when γ > 0, with the resolvent operator of an operator that can
be represented through an Hankel operator with symbol b.

In general, it is possible to show, for second-order matrix functions (see [15,
Section 15.7] and [16, p. 289]), that the study of the factorization of any Hermitian
matrix functions G, with elements belonging to the class of all essentially bounded
functions on the unit circle, L∞(T), and with (at least) one of the diagonal entries
preserving the sign almost everywhere on the unit circle, can be reduced to the
study of A−1(b). It is proved in [15, pp. 157–158] that the matrix functions G and
A−1(b) admit a generalized factorization in L2(T) only simultaneously and that
their partial indices coincide. It is also proved that the matrix function A−1(b)
admits a right generalized factorization in L2(T) if and only if the unity does not
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belong to the condensation spectrum (i.e., the set of the accumulation points of the
spectrum and of the eigenvalues with infinite multiplicity – see, for instance, [11,
p. 59]), σl, of the self-adjoint operator N−(b∗) = HbH

∗
b (Hb = P−bP+ is a Hankel

operator with symbol b) and its partial indices are ±l, where l is the multiplicity
of 1 as an eigenvalue of N−(b∗).

Let us note that, in general, even if we know that

dimKer (N−(b∗)− I) <∞,

we do not know if the unity belongs to the condensation spectrum, that is, if
A−1(b) admits a generalized factorization.

In [7] we consider the class of matrix-valued functions (1.1). For these matrix-
valued functions, when −γ belongs to the resolvent set, ρ, of the self-adjoint posi-
tive operator N+(b) = H∗

b∗Hb∗ , we obtain that, it is possible to compute a canon-
ical factorization (see Theorem 4.4 in [7]) when the entries of the matrix function
b are in a certain decomposing algebra of continuous functions and satisfy some
additional conditions. The method used therein was based on the construction of
the resolvent of the operator N+(b).

In [8] we generalize our previous result, simplifying some of the conditions
imposed before and obtaining a left canonical factorization of Aγ(b) (when −γ ∈
ρ(N+(b)) and b is a scalar function) through the use of the solutions of the non-
homogeneous equations,

(N+(b) + γI)u+ = 1 (1.3)
and

(N+(b) + γI)v+ = b. (1.4)

In [5] we generalize our results when b is an essentially bounded function
and we also describe a method to solve the equation (1.3) when Aγ(b) admits a
left canonical generalized factorization and b can be represented as an inner-outer
factorization, b = r θ, with a rational outer function r, that is, b ∈ Hr,θ.

In [6] we consider second-order matrix functions (1.1) that admit a left non-
canonical generalized factorization. In that paper we describe a method to obtain
a generalized factorization using the solutions of two related non-homogeneous
equations

(N+(b) + γI)x+ = γ R1,κ and (N+(b) + γI)y+ = γ b R2,κ, (1.5)

with Ri,κ, i = 1, 2, polynomials of degree less than or equal to the dimension of
the kernel of the operator N+(b) + γI.

Now we are able to construct an algorithm, [AFact], that allows us to know
if a matrix function of the form (1.1), with b ∈ Hr,θ, admits, or not, a generalized
factorization. Moreover, if Aγ(b) is factorable, the algorithm allows us to determine
if the generalized factorization is canonical or non-canonical, and it gives us a
left generalized factorization of the matrix function. For that, we construct an
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algorithm, [AEq], to solve equations of the form

(N+(b) + γI)ω+(t) = g+(t) (1.6)

when the function b ∈ Hr,θ.
Using [AEq], we obtain the kernel of the operator N+(b)+ γI, by solving the

associated homogeneous equation.
Let κ be the dimension of that kernel. Obviously, there are two possibilities:

κ = 0 or κ > 0.
For the case κ = 0, we have that −γ ∈ ρ (N+(b)) and we use [AEq] to solve

the equations (1.3) and (1.4). A left canonical generalized factorization of (1.1) is
obtained.

For the case κ > 0 we have that γ < 0, and so we can use some results of [5]
and the fact that

L2(T) = Im (N+(b) + γ I)⊕Ker (N+(b) + γ I) (1.7)

to find out if there exist, or not, two polynomials, R1,κ and R2,κ, such that the
non-homogeneous equations (1.5) are solvable. If at least, one of the two polyno-
mials does not exist, then the matrix function (1.1) does not admit a generalized
factorization and −γ ∈ σl (N+(b)). Otherwise, we use [AEq] to solve the equa-
tions (1.5), and a left non-canonical generalized factorization of (1.1), with partial
indices κ and −κ, is obtained.

For the construction of the algorithms [AEq] and [AFact] we need to use
some already published results. So, in Section 2, besides the new results, we repeat
the main results on relations between a generalized factorization of (1.1) and the
spectrum of the operator N+(b), and we also generalize some of those results that
appear in [5] and [6], for the case when b is a matrix function of order n.

In Section 3, we analyze the solubility of the equation (1.6). We also describe
the main steps of the algorithms [AEq] and [AFact]. Using the linear system Sγ,0,
that appears at the end of [AEq], we formulate the main results of this paper.
In fact, we can relate the spectrum of the operator N+(b) with the linear system
Sγ,0. We can see that, through the solutions of Sγ,0, it is possible to know if −γ
belongs to the spectrum of N+(b). And, in that case, using the Ker (N+(b) + γ I)
and (1.7), it is also possible to know if −γ belongs to the condensation spectrum
of N+(b).

Section 4 is dedicated to the description of the algorithms [AEq] and [AFact].
Finally, in the last section, some examples are given for the canonical and

non-canonical generalized factorizations.

2. Relations between a generalized factorization of Aγ(b)
and the spectrum of N+(b)

In this section we describe some strong relations between a generalized factor-
ization of the matrix function (1.1) and the spectrum of the self-adjoint opera-
tors (1.2).
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Let ρ (N+(b)) denote the resolvent set of the operator N+(b) and σT (N+(b))
its spectrum. Let us consider the set

σ (N+(b)) = σT (N+(b)) \σl (N+(b)) ,

where σl (N+(b)) represents the condensation spectrum of N+(b).
Using the fact that Aγ(b) admits a left canonical generalized factorization in

L2(T) if and only if the singular integral operator P+ + Aγ(b)P− is an invertible
operator in [L2(T)]n,n and the fact that (see [5])

ρ (N+(b)) = ρ (N−(b)) ,

we obtain that (see Theorem 2.1 of [5])

Theorem 2.1. The matrix function Aγ(b) admits a left canonical generalized fac-
torization in L2(T) if and only if −γ ∈ ρ(N+(b)).

Consequently, and since N+(b) is a positive operator we can conclude that

Corollary 2.2. If γ > 0, or if γ ∈ C\R, then Aγ(b) admits a left canonical
generalized factorization in L2(T).

For the canonical case, we study the following Riemann boundary value prob-
lem {

Φ+ = Aγ(b)(E + Φ−)
Φ−(∞) = 0 , (2.1)

where b ∈ [L∞(T)]n,n and E is the identity matrix function of order 2 n.
The objective is to determine matrix functions, Φ± ∈ [L±2 (T)]2n,2n, solutions

of the problem, and, using Φ±, to obtain a canonical generalized factorization of
Aγ(b). It is possible to show that Φ± (when (2.1) is solvable) can be represented
through the solutions of the non-homogeneous equations

(N+(b) + γI)u+ = e

and
(N+(b) + γI)v+ = P+(b).

It is known that if Aγ(b) admits a left canonical generalized factorization

Aγ(b) = A+
γ A−γ ,

then the problem (2.1) has the unique solution

Φ+ = A+
γ , Φ− = (A−γ )−1 − E.

So, by solving the Riemann boundary value problem (2.1) and relating the
existence of a left canonical generalized factorization of the matrix function (1.1)
with the fact that −γ belongs to the resolvent set of N+(b), we get the following
result about an effective generalized factorization of (1.1).
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Theorem 2.3. If −γ ∈ ρ(N+(b)), then the matrix function Aγ(b) admits a left
canonical generalized factorization

Aγ(b) = A+
γ A−γ ,

where

A+
γ = γ

(
u+ v+

P+(b∗u+) e + P+(b∗v+)

)
and

A−γ =
(

e + P−[bP−(b∗u+)] −P−b + P−[bP−(b∗v+)]
−P−(b∗u+) e− P−(b∗v+)

)−1

,

with
(N+(b) + γI)u+ = e and (N+(b) + γI) v+ = P+(b).

Remark 2.4. If the matrix function b can be represented as b = b+ + b−, where

b+ ∈
[
L∞(T) ∩ L+

2 (T)
]
n,n

and b− ∈
[
L∞(T) ∩ L−,0

2 (T)
]

n,n
,

then

Aγ(b) =
(

e 0
b∗− e

)
Aγ(b+)

(
e b−
0 e

)
.

So, we can assume, without any loss of generality, that b has an analytic continu-
ation into the interior of the unit circle.

If γ < 0, we can always relate Aγ(b1) with A−1(b) through

Aγ(b1) =
(

e 0
0
√−γ e

)
A−1(b)

(
e 0
0
√−γ e

)
,

where b1 =
√−γ b. So, using a reasoning similar to that used in [15, Chap. 4,

Theorem 12] it can be proved that

Theorem 2.5. The matrix function Aγ(b) admits a left generalized factorization in
L2(T) if and only if −γ /∈ σl(N+(b)).

Also, if Aγ(b) admits a left generalized factorization in L2(T), we prove that

Proposition 2.6. If γ < 0, then

dimKer(N+(b) + γI) = κ, (2.2)

where κ is the sum of the positive partial indices of a left generalized factorization
of the matrix (1.1).

Proof. If γ < 0, then (1.1) is an Hermitian matrix function. In that case, a
generalized factorization of Aγ(b) has the partial indices

{κ1, κ2, . . . , κn,−κn, . . . ,−κ2,−κ1}
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(see [16], p. 258). Since

(P+ + Aγ(b)P−)
(

I −b P−
0 I

)(
I 0
0 γ P+ + P− − P+b∗P+bP−

)
=

(
I 0

b∗P− N−(b) + γ I

)
,

then
κ1 + · · ·+ κn = dimKer(N−(b) + γI). �

So, using Theorems 2.1, 2.5 and Proposition 2.6 we get the following result
for a non-canonical generalized factorization of (1.1).

Theorem 2.7. The matrix function Aγ(b) admits a left non-canonical generalized
factorization

Aγ(b) = A+
γ Λ A−γ (2.3)

if and only if −γ ∈ σ(N+(b)). And, in that case,

Λ(t) = diag
{
tκ1 , . . . , tκn , t−κn , . . . , t−κ1

}
and

κ1 + · · ·+ κn = dimKer (N+(b) + γ I) .

We consider now the case when −γ ∈ σ(N+(b)).
To obtain a left non-canonical generalized factorization of (1.1) we can not

consider the Riemann boundary value problem (2.1) because

Proposition 2.8. If −γ ∈ σ(N+(b)), then the problem (2.1) is not solvable.

Proof. Since Aγ(b) admits a left non-canonical generalized factorization (2.3), we
used the fact (see, for instance, [16, Chap. 3, Corollary 3.1]) that for the solvability
of the problem (2.1) it is necessary, for all j = 1, . . . , n with κj < 0, that∫

T

(
Λ(t)A−γ (t)

)
j

tkdt = 0, k = 0, . . . ,−κj − 1.

�
So, we need to find another Riemann boundary value problem that allows

us to obtain a left non-canonical generalized factorization of the matrix function
(1.1).

Using Theorem 3.2 of [16, p. 87], we obtain the following result.

Proposition 2.9. Let Aγ(b) admit a left non-canonical generalized factorization
(2.3). Then there exist two unique matrix functions R1,κ and R2,κ, whose entries
are polynomials of degree ≤ κ such that the Riemann boundary value problem⎧⎨⎩ Φ+ = Aγ(b)

(
Φ− +

(
R1,κ 0

0 R2,κ

))
Φ−(∞) = 0

, (2.4)

is solvable.
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Using a similar method to the one described in [7], we obtain the solutions
of the problem (2.4) (see Theorems 3.6, 3.7, and 3.8 of [6] for the case when b is a
scalar function) through the solutions of the non-homogeneous equations (1.5).

Theorem 2.10. If the problem (2.4) is solvable, then the equations (1.5) are solv-
able. In that case, considering the solutions of the equations, φ+

1 and φ+
2 , respec-

tively, we have that

Φ+ =
(

φ+
1 φ+

2

P+(b∗ φ+
1 ) γR2,κ + P+(b∗ φ+

2 )

)
, (2.5)

Φ− =
1
γ

(
P−(bP−(b∗ φ+

1 )) −P−b + P−(bP−(b∗ φ+
2 ))

−P−(b∗ φ+
1 ) −P−(b∗ φ+

2 )

)
. (2.6)

Although it is possible to prove that, when −γ ∈ σ (N+(b)), there is a Rie-
mann boundary value problem (2.4) associated to a non-canonical generalized fac-
torization of (1.1), it is not easy to determine the matrix functions Ri,κ, i = 1, 2,
due to the fact that the matrix function A−γ (∞) may assume a lot of different
forms. Besides that, since

Φ− +
(

R1,κ 0
0 R2,κ

)
/∈
[
L−2 (T)

]
2n, 2n

we have to multiply the matrix function Φ+ by a matrix function G such that

A+
γ = Φ+ G and A−γ = Λ−1

(
A+

γ

)−1
Aγ(b)

are the factors of a generalized factorization (2.3) of (1.1). To find the matrix
function G we have to consider all the partial indices of the left generalized factor-
ization of (1.1). So, since we do not know how to determine them if b is not a scalar
function, we can not obtain yet a left non-canonical generalized factorization of
(1.1), for the general case.

For the case when b is a scalar function, we know that the left generalized
factorization of (1.1) depends on the behavior of the matrix function A−γ (∞), and
we have three different cases

(Case 1)

A−γ (∞) =

⎛⎝ a−(∞) b−(∞)

0 d−(∞)

⎞⎠ , a−(∞) �= 0, d−(∞) �= 0, b−(∞) arbitrary,

(Case 2)

A−γ (∞) =

⎛⎝ a−(∞) b−(∞)

c−(∞) 0

⎞⎠ , b−(∞) �= 0, c−(∞) �= 0, a−(∞) arbitrary,
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(Case 3)

A−γ (∞) =

⎛⎝ a−(∞) b−(∞)

c−(∞) d−(∞)

⎞⎠ , c−(∞) �= 0, d−(∞) �= 0,

where, in (Case 3), a−(∞) and b−(∞) are not simultaneously equal to zero. How-
ever, we have more information on the polynomials R1,κ and R2,κ (see Propo-
sitions 3.2, 3.3 and 3.4 of [6]) and so we can obtain an explicit left generalized
non-canonical factorization of the matrix function (1.1), through the solutions of
the problem (2.4). We use Theorem 3.2 of [16, p. 87], which describes how to obtain
the general solution of a problem of the form

Φ+ = Aγ(b)Φ− + g,

through the factors of a factorization of the matrix function Aγ(b) (see Theorems
3.6, 3.7 and 3.8 of [6]), to obtain the next result (where G depends on the case of
A−γ (∞)).

Let us consider Φ+ and Φ− as in (2.5) and (2.6).

Theorem 2.11. If −γ ∈ σ (N+(b)), then the matrix function Aγ(b) admits the left
non-canonical generalized factorization (2.3),where

A+
γ = Φ+ G, Λ(t) = diag

{
tκ, t−κ

}
, A−γ = Λ−1

(
A+

γ

)−1
Aγ(b), (2.7)

and

G =
(

1
Δ

0
0 1

)
︸ ︷︷ ︸

case 1

or G =
(

0 1
− 1

Δ 0

)
︸ ︷︷ ︸

case 2

or G =
(

1
Δ

0
ρ
Δ 1

)
︸ ︷︷ ︸

case 3

, (2.8)

with

Δ =
1
γ

det Φ+ and ρ = − c−(∞)
d−(∞)

.

So, to obtain an explicit left generalized non-canonical factorization of (1.1),
when it exists, we need to find the polynomials R1,κ(t) and R2,κ(t) that make the
problem (2.4) solvable. For that we use (1.7) and (2.2).

For the case 1:

R1,κ(t) ≡ 1 and R2,κ(t) = tκ + s2,κ−1(t), (2.9)

where s2,κ−1 is a polynomial with degree κ− 1.
For the case 2:

R1,κ(t) = tκ + s1,κ−1(t) and R2,κ(t) ≡ 1, (2.10)

where s1,κ−1 is a polynomial with degree κ− 1.
For the case 3:

Ri,κ(t) = tκ + si,κ−1(t), i = 1, 2, (2.11)

where si,κ−1 is a polynomial with degree κ− 1.
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Now, we need to solve the non-homogeneous equations (1.5). In order to
solve this kind of equations, we generalized the method described in [5]. With that
generalization we can solve equations of the type (1.6), when the function b can
be represented as the product of an inner function θ and a rational outer function.

3. Relations between the spectrum of the operator N+(b)
and a linear system

Let Hr,θ denote the set of all the functions of H∞ (the class of all bounded and
analytic functions in the interior of the unit circle) that can be represented as the
product of a rational outer function r and an inner function θ (i.e., θ is a bounded
analytic function on the interior of the unit circle such that its modulus is equal
to one a.e. on T).

In this section we describe the main results that we need in order to see
if (1.1) admits a left generalized factorization and also to obtain a generalized
factorization (when it exists) of the matrix function (1.1).

In particular, we describe how we construct the algorithm [AEq] for solving
(solvable) equations of the form

(N+(b) + γ I) ω+,g+(t) = g+(t), (3.1)

when b ∈ Hr,θ.
It is shown that we can get the solution(s) of equations of the type (3.1), and,

consequently, a generalized factorization of a factorable matrix function (1.1), by
solving a linear system.

Let us start with the solvability of the equation. Note that if g+(t) is the null
function, then the algorithm [AEq] gives us the kernel of the operator N+(b)+γ I.

If −γ ∈ ρ (N+(b)), then the equation is uniquely solvable,

ω+,g+(t) = (N+(b) + γI)−1
g+(t).

If −γ ∈ σ (N+(b)), then the equation can or cannot be solvable. Since

(N+(b) + γI) ω+,g+(t) = g+(t) is solvable

if and only if
g+(t) ∈ Im (N+(b) + γI) ,

we get, using the equality (1.7), the following result.

Proposition 3.1. Let γ < 0. The equation (3.1) is solvable if and only if

〈g+(t), ϕ+
j (t)〉 = 0 for all ϕ+

j (t) ∈ Ker(N+(b) + γI). (3.2)

So, if we are interested in the study of the factorability of a second-order
matrix function (1.1), we first solve, with [AEq], the homogeneous equation

(N+(b) + γ I) ω+,g+(t) = 0, (3.3)

to obtain the kernel of the operator N+(b) + γ I and its dimension κ.
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If we get κ = 0 we can conclude that −γ ∈ ρ (N+(b)) (see Corollary 2.2 and
Proposition 3.1) and a left canonical generalized factorization of (1.1) is obtained
using the solutions of the equations (1.3) and (1.4) and Theorem 2.3.

If, on the other hand, we obtain κ > 0 we can conclude that, if (1.1) is
factorable (that is, if −γ /∈ σl (N+(b)) – see Theorem 2.5), then (1.1) admits a left
non-canonical generalized factorization (see Corollary 2.2 and Proposition 2.6).

How can we know if (1.1) admits or not a generalized factorization?
Using Proposition 3.1, we can find if there are two polynomials, R1,κ and

R2,κ of the form (2.9), (2.10), or (2.11), such that the non-homogeneous equations
(1.5) are solvable. If at least one of the polynomials does not exist, then the matrix
function (1.1) does not admit a generalized factorization, and −γ ∈ σl (N+(b)).
Otherwise, −γ ∈ σ (N+(b)) and we use [AEq] to obtain the solutions of the equa-
tions (1.5). A left non-canonical generalized factorization of (1.1) is obtained using
Theorem 2.11.

We now describe how to construct [AEq] for solving (solvable) equations of
the form (3.1). For that we consider that the function b ∈ Hr,θ. Without any loss
of generality we can assume that

r(t) = k

∏m
i=1(t− λi)βi∏n
j=1(t− μj)αj

, where αi, βi ∈ N0,

k, λi, μi ∈ C, and {λ1, . . . , λm, μ1, . . . , μn} has m + n distinct elements, such that

|λi| > 1 for all i = 1, m and |μj | > 1 for all j = 1, n.
Let

k0 =
m∑

i=1

βi −
n∑

j=1

αj − 1.

Let us consider the Hardy space H2 and its decomposition

H2 = θH2 ⊕ (H2 � θH2).

The following result (see [17, p. 30])) is very important to the construction of
[AEq]:

Lemma 3.2. If θ is an inner function, then

H2 � θH2 = H2 ∩ z θ H2,

where the bar stands for complex conjugation.

We also need to consider the orthogonal projection

Pθ : L2(T) −→ H2 � θH2, Pθ = P(θH2)⊥ = P+ − θP+θI.

We do not consider the case when b is an inner function, since, in that case,
σT (N+(b)) = {0, 1}, and, when the matrix function (1.1) admits a left canonical
generalized factorization, such factorization is trivial (see [5]). Besides that,

N+(b) = Pb and Ker (N+(b)− I) = H2 � b H2.
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We know that dim(H2 � b H2) < ∞ if and only if b is a finite Blaschke product
(see [17, p. 33]). So, using Theorem 2.7, we conclude that the matrix function
A−1(b) admits a left non-canonical generalized factorization if and only if b is a
finite Blaschke product. Let b be a finite Blaschke product and ϕ+ a function of
H2 � bH2. Considering the factorization of b,

b(t) = b−(t) tind b b+(t),

we get the factorization of A−1(b),

A−1(b) = A+
−1ΛA−−1,

where

A+
−1 =

(
−b+ (b− ϕ+) b−1

+

0 b−1
+

)
, A−−1 =

(
−ϕ+b

2
b− −b−

b−1
− 0

)
,

and
Λ(t) = diag{tindb, . . . , t−indb}.

We now show how we can relate the solution(s) of (3.1) to the solution(s) of
a linear system.

Applying the substitution

ω+,g+ =
1
r

ψ

in the equation (3.1), we get

ψ =
1
γ

[
r g+ − |r|2Pθ ψ − rP+ (rψ−)

]
,

where
Pθ ψ = t−1θ(t) x+(t) and ψ− = P−ψ.

Using Lemma 3.2 we obtain that

t−1θ(t) x+(t)

=
1
γ

(
Pθ

(
r(t) g+(t)

)
− Pθ

( |r(t)|2
t

θ(t) x+(t)
)
− Pθ

{
r(t) P+ [(r ψ−) (t)]

})
.

(3.4)
So, we need to calculate x+ and ψ− to get the function(s) ψ and, con-

sequently, the solution(s) of (3.1). For that we construct a linear system whose
solution(s) gives us the solution(s) of (3.1). We now give a brief description of that
construction. The details of going from the equation (3.4) to the linear system can
be found (with some adaptations) in [5], where the case g+(t) ≡ 1 was considered.

First, we need to decompose the functions r(t), r(t), |r(t)|2 and |r(t)|2
t

in
elementary fractions. We obtain different decompositions, depending on the value
of the constant k0:
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k0 ≥ 0 ⇒ |r(t)|2
t

=
k0∑
l=0

al tl +
n∑

j=1

{
αj∑
l=1

[
bjl

(t− μj)l
+

cjl

(1 − μj t)l

]}
+

k0+2∑
l=1

dl

tl
;

k0 = −1 ⇒ |r(t)|2
t

=
n∑

j=1

{
αj∑
l=1

[
bjl

(t− μj)l
+

cjl

(1− μj t)l

]}
+

d1

t
;

k0 ≤ −2 ⇒ |r(t)|2
t

=
n∑

j=1

{
αj∑
l=1

[
bjl

(t− μj)l
+

cjl

(1− μj t)l

]}
;

k0 ≥ −1 ⇒ r(t) =
k0+1∑
l=0

fl tl +
n∑

j=1

αj∑
l=1

gjl

(t− μj)l
;

k0 ≤ −2 ⇒ r(t) =
n∑

j=1

αj∑
l=1

gjl

(t− μj)l
;

k0 ≥ 0 ⇒ r(t) = k

∏m
i=1(−λi)βi∏n
j=1(−μj)αj

+
n∑

j=1

αj∑
l=1

rjl

(1− μj t)l
+

k0+1∑
l=1

sl

tl
;

k0 ≤ −1 ⇒ r(t) = k

∏m
i=1(−λi)βi∏n
j=1(−μj)αj

+
n∑

j=1

αj∑
l=1

rjl

(1− μj t)l
;

k0 ≥ 0 ⇒ |r(t)|2 =
k0+1∑
l=0

wl tl +
n∑

j=1

{
αj∑
l=1

[
ujl

(t− μj)l
+

sjl

(1− μj t)l

]}
+

k0+1∑
l=1

zl

tl
;

k0 = −1 ⇒ |r(t)|2 = w0 +
n∑

j=1

{
αj∑
l=1

[
ujl

(t− μj)l
+

sjl

(1− μj t)l

]}
;

k0 ≤ −2 ⇒ |r(t)|2 =
n∑

j=1

{ αj∑
l=1

[
ujl

(t− μj)l
+

sjl

(1− μj t)l

]}
.

Next, using the above decompositions, we define the finite rank operators
K1, K2, K3, K4, K5 and K6:

1) (k0 ≥ 0)

K1x+(t) =
k0∑
l=0

al

l+1∑
i=1

Ai tl−i+1 +
n∑

j=1

αj∑
l=1

bjl

l∑
i=1

Bij

(t− μj)l−i+1
;

K2x+(t) =
n∑

j=1

αj∑
l=1

cjl

(1 − μj t)l

l∑
i=1

Cij

(
t− 1

μj

)i−1

+
k0+2∑
l=2

dl

tl

l−1∑
i=1

Di ti;
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K3ψ−(t) = P+

⎧⎨⎩r(t)

⎡⎣k0+1∑
l=1

fl

l∑
i=1

Ei tl−i +
n∑

j=1

αj∑
l=1

gjl

l∑
i=1

Fij

(t− μj)l−i+1

⎤⎦⎫⎬⎭ ;

K4ψ−(t) = P+

⎧⎨⎩θ(t) r(t)

⎡⎣k0+1∑
l=1

fl

l∑
i=1

Ei tl−i +
n∑

j=1

αj∑
l=1

gjl

l∑
i=1

Fij

(t− μj)l−i+1

⎤⎦⎫⎬⎭ ;

K5x+(t) =
n∑

j=1

αj∑
l=1

sjl

(
− 1

μj

)l l−1∑
i=0

h
(i)
+

(
1
μj

)
i!
(
t− 1

μj

)l−i
+

k0+1∑
l=1

wl

l−1∑
i=0

h
(i)
+ (0)
i!

ti−l;

K6ψ−(t) = P−

⎧⎨⎩r(t)

⎡⎣k0+1∑
l=1

fl

l∑
i=1

Ei tl−i +
n∑

j=1

αj∑
l=1

gjl

l∑
i=1

Fij

(t− μj)l−i+1

⎤⎦⎫⎬⎭ .

2) (k0 ≤ −1)

K1x+(t) =
n∑

j=1

αj∑
l=1

bjl

l∑
i=1

Bij

(t− μj)l−i+1
;

K2x+(t) =
n∑

j=1

αj∑
l=1

cjl

(1− μj t)l

l∑
i=1

Cij

(
t− 1

μj

)i−1

;

K3ψ−(t) = P+

⎧⎨⎩r(t)

⎡⎣ n∑
j=1

αj∑
l=1

gjl

l∑
i=1

Fij

(t− μj)l−i+1

⎤⎦⎫⎬⎭ ;

K4ψ−(t) = P+

⎧⎨⎩θ(t) r(t)

⎡⎣ n∑
j=1

αj∑
l=1

gjl

l∑
i=1

Fij

(t− μj)l−i+1

⎤⎦⎫⎬⎭ ;

K5x+(t) =
n∑

j=1

αj∑
l=1

sjl

(
− 1

μj

)l l−1∑
i=0

h
(i)
+

(
1
μj

)
i!
(
t− 1

μj

)l−i
;

K6ψ−(t) = P−

⎧⎨⎩r(t)

⎡⎣ n∑
j=1

αj∑
l=1

gjl

l∑
i=1

Fij

(t− μj)l−i+1

⎤⎦⎫⎬⎭ ,

through the functionals

Ai(x+) =
x

(i−1)
+ (0)
(i− 1)!

; Bij(x+) =
x

(i−1)
− (μj)
(i− 1)!

; Cij(x+) =
(θx−)(i−1)(

1
μj

)

(i− 1)!
;
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Di(x+) =
(θx−)(i)(0)

i!
; Ei(ψ−) =

ϕ
(i)
+ (0)
i!

; Fij(ψ−) =
ψ

(i−1)
− (μj)
(i− 1)!

;

x−(t) = x+(t); ϕ+(t) = ψ−(t); and h+(t) = t−1θ(t) x+(t).

Using the finite rank operators Ki, i = 1, 6, we define the functions f1, f2,
f3 and f4:

f1(t) = θ(t) K1x+(t) + K2x+(t)−K3ψ−(t) + θ(t) K4ψ−(t),

f2(t) = K1x+(t) + y−(t)K2x+(t)− y−(t) K3ψ−(t) + K4ψ−(t),

f3(t) = − 1
γ

[K5x+(t) + K6ψ−(t)] ,

f4(t) = f3(t),

where y−(t) = θ(t).
Let zi,+, i = 1, s+, be the zeros, with multiplicity qi,+, of γ + |r(t)|2, such

that |zi,+| ≤ 1.
Let zi,−, i = 1, s−, be the zeros, with multiplicity qi,−, of γ + |r(t)|2, such

that |zi,−| > 1.

We get the linear system, Sγ,g+ , that gives us x+ and ψ−:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f
(j)
1 (zi,+) = −

(
Pθ

[
r(t) g+(t)

])(j)

(zi,+) , i = 1, s+, j = 0, qi,+ − 1

f
(j)
2 (zi,−) = −

(
y−(t)Pθ

[
r(t) g+(t)

])(j)

(zi,−) , i = 1, s−, j = 0, qi,− − 1

f
(i−1)
3 (μj)
(i− 1)!

− Fij = − 1
γ

(
P−

[
r(t)g+(t)

])(i−1)

(μj)

(i− 1)!
, i = 1, αj, j = 1, n

f
(i)
4 (0)
i!

− Ei = − 1
γ

(
P−

[
r(t)g+(t)

])(i)

(0)

i!
, i = 1, k0 + 1 (if k0 ≥ 0)

.

Solving this linear system we obtain the solution(s) ω+,g+(t) of the equa-
tion (3.1):

ω+,g+(t) =
1
γ

{
g+(t)− r(t) t−1θ(t) x+(t)− P+ [(r ψ−) (t)]

}
,

When g+(t) ≡ 0, the solution(s) of Sγ,0 gives us the solution(s) of the homo-
geneous equation (3.3), that is, we get the kernel of the operator N+(b) + γ I and
its dimension κ.
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Obviously, Sγ,0 has only the trivial solution if and only if κ = 0. So, when
Sγ,0 has only the trivial solution, we can use Corollary 2.2 and Proposition 3.1
to conclude that, the equations (1.3) and (1.4) are solvable, and, consequently,
−γ ∈ ρ (N+(b)). This gives the proof of

Theorem 3.3. Let b ∈ Hr,θ. The system Sγ,0 has only the trivial solution if and
only if −γ ∈ ρ (N+(b)).

When the linear system Sγ,0 has no trivial solutions, the kernel of the oper-
ator N+(b) + γ I is not trivial. So, −γ ∈ σT (N+(b)). We know that if the matrix
function (1.1) admits a left generalized factorization, then there exist two poly-
nomials Ri,κ(t), i = 1, 2, such that the problem (2.4) is solvable (see Proposition
2.9). Then, using Proposition 3.1, we can know if the polynomials Ri,κ(t), i = 1, 2,
exist. Consequently, we can formulate the following result:

Theorem 3.4. Let b ∈ Hr,θ and Sγ,0 a system with no trivial solutions.
If there exist Ri,κ(t), i = 1, 2 as in (2.9), (2.10), or (2.11) such that

g+,1(t) = γ R1,κ(t) and g+,2(t) = γ b R2,κ(t)

satisfy the conditions (3.2), then −γ ∈ σ (N+(b)). Otherwise, −γ ∈ σl (N+(b)).

So, if the linear system Sγ,0 has only the trivial solution, then the matrix
function (1.1) admits a left canonical generalized factorization and we can solve
the linear systems Sγ,1 and Sγ,b to obtain the solutions of the equation (1.3) and
(1.4). Using Theorem 2.3, a left canonical generalized factorization of (1.1) can be
obtained.

To solve Sγ,1 and Sγ,b we need to simplify Pθ

[
r(t) g+(t)

]
for

i) g+(t) ≡ 1

Pθ

[
r(t)g+(t)

]
= r(0)

[
1− θ(0)θ(t)

]
.

ii) g+(t) = r(t) θ(t)
a) if k0 ≥ 0,

Pθ

[
r(t)g+(t)

]
=

n∑
j=1

αj∑
l=1

sjl

(1− μj t)l

[
θ(t)−

l∑
i=1

Gij

(
t− 1

μj

)i−1
]

+
k0+1∑
l=1

zl

tl

(
θ(t)−

l−1∑
i=0

Hit
i

)
,

b) if k0 ≤ −1,

Pθ

[
r(t)g+(t)

]
=

n∑
j=1

αj∑
l=1

sjl

(1− μj t)l

[
θ(t)−

l∑
i=1

Gij

(
t− 1

μj

)i−1
]

,

where

Gij =
θ(i−1)

(
1
μj

)
(i− 1)!

and Hi =
θ(i)(0)

i!
.
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If the linear system Sγ,0 has no trivial solution and −γ ∈ σ (N+(b)), then,
using Proposition 3.1, we can determine Ri,κ, i = 1, 2, as (2.9), (2.10), or (2.11). We
then solve the linear systems Sγ,γ R1,κ and Sγ,γ b R2,κ to obtain the solutions of the
equations (1.5). Using Theorem 2.11, a left non-canonical generalized factorization
of (1.1) can be obtained.

To solve Sγ,γ R1,κ and Sγ,γ b R2,κ we need to simplify Pθ

[
r(t) g+(t)

]
for

i) g+ = γ R1,κ

Pθ

[
r(t)g+(t)

]
= γ

[
P+ − θ(t)P+θ(t) I

] [
r(t)R1,κ(t)

]
.

We have to decompose the function r(t)R1,κ(t) in elementary fractions. Then,
we have to choose the fractions without poles in the interior of the unit circle and
use

P+

(
θ(t) tl

)
=

l∑
i=0

θ(i)(0)
i!

tl−i, l ≥ 0.

ii) g+(t) = γ b R2,κ

Pθ

[
r(t)g+(t)

]
= γ

{
P+

[
|r(t)|2 R2,κ(t) θ(t)

]
− θ(t)P+

[
|r(t)|2 R2,κ(t)

]}
.

We have to decompose the function |r(t)|2 R2,κ(t) in elementary fractions.
Then, we have to choose the fractions without poles in the interior of the unit
circle and use

P+
θ(t)

(1− μj t)l
=

1

(1− μj t)l

⎡⎣θ(t)−
l∑

i=1

θ(i−1)
(

1
μj

)
(i− 1)!

(
t− 1

μj

)i−1
⎤⎦ , l ≥ 1,

and

P+
θ(t)
tl

=
1
tl

(
θ(t)−

l−1∑
i=0

θ(i)(0)
i!

ti

)
, l ≥ 1.

4. Algorithms [AEq] and [AFact]

This section is dedicated to the algorithms [AEq] and [AFact] 1.

1It is possible to implement, on a digital computer, the algorithms [AEq] and [AFact], using
the Mathematica 6.0 application. The programming features and the built-in functions of this
application can be used to compute the extensive symbolic calculations demanded by the algo-
rithms. As a final result, we can obtain two Mathematica notebooks, one for each algorithm,
that automate the factorization process as a whole. The enclosed examples in Section 5 were
obtained in such a way. Presently, we are using parts of the implemented notebooks to construct
new factorization algorithms. Therefore, we postpone the discloser of the source code.
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[AEq]

[[ Input ]]: Insertion of the zeros of r(t) and their algebraic multiplicity. Insertion
of the poles of r(t) and their algebraic multiplicity. Insertion of the constants k
and γ. Insertion of the function θ(t).

[[ Initialization ]]: Determination of the constants m, n, and k0. Definition of

the functions r(t), r(t), |r(t)|2 and
|r(t)|2

t
. Definition of the auxiliary operator for

the decomposition of abstract functions in elementary fractions. Definition of the
projection operators P+ and P−.

[[Decomposition in elementary fractions ]]: Decomposition of the functions r(t),

r(t), |r(t)|2 and
|r(t)|2

t
.

[[Definition of fi and Ki ]]: Definition of the finite rank operators Ki, i = 1, 6.
Definition of the functions fi, i = 1, 4.

[[Finding roots of γ + |r(t)|2 ]]: Resolution of the equation γ + |r(t)|2 = 0.

[[System Sγ,g+ ]]: Insertion of g+(t). Determination of Pθ

[
r(t) g+(t)

]
. Determi-

nation of P−
[
r(t) g+(t)

]
. Resolution of the linear system Sγ,g+ .

[[Output ]]: Determination of the solution(s) ω+,g+(t).

[AFact]

[[ Input ]]: Insertion of the zeros of r(t) and their algebraic multiplicity. Insertion
of the poles of r(t) and their algebraic multiplicity. Insertion of the constants k
and γ. Insertion of the function θ(t).

[[ Sγ,g+ ]]: Resolution of the linear system Sγ,g+ , using [AEq].

[[ 〈g+(t), ϕ+
j (t)〉 = 0 ? ]]: Analysis of the solubility of the equation (3.1), through

the condition (3.2) of Proposition 3.1.

[[ R1,κ(t) ]]: Analysis of the existence of a polynomial R1,κ satisfying the condition
(3.2), for g+ = R1,κ.

[[ R2,κ(t) ]]: Analysis of the existence of a polynomial R2,κ satisfying the condition
(3.2), for g+ = b R2,κ.

[[No Generalized Factorization ]]: The matrix function (1.1) does not admit a left
generalized factorization.

[[Canonical Generalized Factorization Aγ = A+
γ × A−γ ]]: The matrix function

(1.1) admits a left canonical generalized factorization.

[[Non-Canonical Generalized Factorization Aγ = A+
γ × Λ × A−γ ]]: The matrix

function (1.1) admits a left non-canonical generalized factorization.

[[Output A+
γ , A−γ ]]: Determination of the factors A+

γ and A−γ .

[[Output A+
γ , Λ, A−γ ]]: Determination of the factors A+

γ , Λ, and A−γ .
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Figure 1. Flowchart of [AFact] algorithm
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5. Examples

We will now present some examples of the obtained results.
Let us consider the function

b(t) =
(

t− 3
2

)
θ(t),

where θ(t) is an inner function.
Using the algorithm [AFact], we obtain a left generalized factorization of the

matrix function Aγ(b) for two distinct values of γ.

5.1. Canonical factorization

[[ Input ]]: Let γ =
7
4
. Since γ > 0, Aγ(b) admits a left canonical generalized

factorization (see Corollary 2.2).

[[ Sγ,1 ]]:

u+(t) =
2 (θ

(
1
3

)
i+(t) + 27− 81 t)

(7 |θ
(

1
3

)
|2 + 81)(t− 3)(3t− 1)

,

where

i+(t) = −7 (t− 3)θ
(

1
3

)
+ 24 t (2t− 3)θ(t).

[[ Sγ,b ]]:

v+(t) =
2
7

j+(t)θ(t) − 504 θ
(

1
3

)(
7 |θ

(
1
3

)
|2 + 81

)
(t− 3)(3t− 1)

,

where

j+(t) = t(2t− 3)
[
7(3t− 1)|θ

(
1
3

)
|2 + 243 (t− 3)

]
.

[[Output A+
γ , A−γ ]]: Using Theorem 2.3 we obtain a left canonical generalized

factorization of the matrix function A 7
4
(b),

A 7
4
(b) = A+

7
4

A−7
4
,

where

A+
7
4

=
7
4

(
u+ v+

P+(b u+) 1 + P+(b v+)

)
and A−7

4
=

(
A+

7
4

)−1

A 7
4
(b),

with

P+

(
b(t)u+(t)

)
= − 1

7|θ
(

1
3

)
|2 + 81

P+

⎡⎣(3t− 2)θ(t)
(
θ( 1

3
)i+(t) + 27− 81t

)
t (t− 3)(3t− 1)

⎤⎦
and

P+

(
b(t)v+(t)

)
= − 1

7 |θ
(

1
3

)
|2 + 81

P+

⎡⎣(3t− 2)
(
j+(t)− 504 θ(t)θ

(
1
3

))
7 t (t− 3)(3t− 1)

⎤⎦ .
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5.2. Non-canonical factorization

[[ Input ]]: Let γ = −1. Let θ(t) be a function defined in a neighborhood of z1,+ =
1
4 (3 − i

√
7) and in a neighborhood of z1,− = 1

4 (3 + i
√

7), such that θ(z1,+) =
θ(z1,−) �= 0.

[[ Sγ,0 ]]: Ker (N+(b)− I) = span
{2θ(z1,+) + t(−3 + 2t)θ(t)

θ(z1,+)(2 − 3t + 2t2)

}
⇒ 1 ∈ σT (N+(b)).

[[ 〈1, ϕ+
j (t)〉 = 0 ? ]]: (N+(b) + γ I)u+(t) = 1 is not solvable.

[[ R1,κ(t) ]]: R1,κ(t) = t− 3
2(1 − θ(z1,+)θ(0)).

[[ Sγ,γ R1,κ ]]:

φ+
1 (t) =

−2t(−3 + 2t)(θ(z1,+)− θ(t)) − 3θ(z1,+)tθ(0)h(t) + 3 Ah(t)
3θ(z1,+)(2− 3t + 2t2)

,

where

h(t) = 2θ(z1,+) + t(−3 + 2t)θ(t)

and A is an arbitrary constant.

[[ 〈b, ϕ+
j (t)〉 = 0 ? ]]: (N+(b) + γ I) v+(t) = b(t) is not solvable.

[[ R2,κ(t) ]]: R2,κ(t) = t.

[[ Sγ,γ b R2,κ ]]:

φ+
2 (t) =

θ(z1,+)[4 B + tθ(t)(6 − 13t + 12t2 − 4t3)] + B tθ(t)(4 t− 6)
2 θ(z1,+)(2 − 3t + 2t2)

where B is an arbitrary constant.

[[Non-Canonical Generalized Factorization Aγ = A+
γ × Λ × A−γ ]]: The matrix

function A−1(b) admits a left non-canonical generalized factorization (Case 3), see
Theorem 2.11,

A−1(b) = A+
−1 Λ A−−1,

where

A+
−1 = Φ+ G, Λ(t) = diag

{
t, t−1

}
, A−−1 = Λ−1

(
A+
−1

)−1
A−1(b),

Φ+ =
(

φ+
1 φ+

2

P+(b φ+
1 ) −R2,κ + P+(b φ+

2 )

)
, G =

(
1
Δ 0
ρ
Δ

1

)
, Δ = −det Φ+,

and the constant ρ depends on the inner function θ(t).
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Structured Primal-dual
Interior-point Methods
for Banded Semidefinite Programming

Zhiming Deng, Ming Gu and Michael L. Overton

Abstract. For semidefinite programming (SDP) problems, traditional primal-
dual interior-point methods based on conventional matrix operations have an
upper limit on the problem size that the computer can handle due to mem-
ory constraints. But for a special kind of SDP problem, which is called the
banded symmetric semidefinite programming (BSDP) problem, a memory-
efficient algorithm, called a structured primal-dual interior-point method, can
be applied. The method is based on the observation that both banded matri-
ces and their inverses can be represented in sequentially semi-separable (SSS)
form with numerical ranks equal to the half bandwidths of the banded matri-
ces. Moreover, all computation can be done sequentially using the SSS form.
Experiments of various problem sizes are performed to verify the feasibility
of the proposed method.

Mathematics Subject Classification (2000). 65F05, 90C22, 90C51, 65F99,
90C25.

Keywords. Banded matrix, semidefinite program, interior-point method,
sequentially semi-separable.

1. Introduction

Let Sn denote the space of real symmetric n×n matrices and Bn
w denote the space

of real symmetric n× n banded matrices with a half bandwidth of w,

Sn = {X | X ∈ Rn×n, X = XT}
Bn

w = {X | X ∈ Sn, Xij = 0 for |i− j| > w}.
The inner product on Sn is X • Y = trXY , and we write X � 0 (� 0) to
respectively mean that X is positive semidefinite (positive definite). The primal

Communicated by L. Rodman.
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form of a banded semidefinite program (BSDP) is

min
X

C •X

s.t. Ak •X = bk, k = 1, . . . , m
X � 0,

(1)

where Ak, C ∈ Bn
w, b ∈ Rm, and any feasible solution X ∈ Sn. The dual form is

max
y,Z

bTy

s.t.
m∑

k=1

ykAk + Z = C

Z � 0,

(2)

where y ∈ Rm. It is straightforward that any solution Z also satisfies Z ∈ Bn
w.

The BSDP is just a special case of a semidefinite program (SDP) where the known
matrices, Ak and C, are limited to be banded. Therefore, any existing methods
that can solve SDP can be directly applied to the BSDP without any changes. In
this paper we introduce a revised primal-dual interior-point method that makes
use of the banded characteristic and provides fast and memory-efficient iterations.

We assume throughout the paper that there exist X � 0 satisfying (1) and
(y, Z) with Z � 0 satisfying (2). As is well known [12], these strict feasibility
assumptions imply that solutions exist to both (1) and (2), and furthermore that,
for all μ > 0, the system

Ak •X = bk k = 1, . . . , m
m∑

k=1

ykAk + Z = C

XZ = μI
X � 0, Z � 0

(3)

has a unique solution (Xμ, yμ, Zμ). The set of such triples is called the central
path. As μ → 0, (Xμ, yμ, Zμ) converges to (Xo, yo, Zo), where Xo solves (1) and
(yo, Zo) solves (2).

We consider a standard primal-dual path following algorithm, called the XZ
method in [1] and the H..K..M method in [12]. The basic idea is to apply Newton’s
method to (3), reducing μ as the iteration proceeds. We initialize X and Z to the
identity matrix, which satisfies the third equation in (3) with μ = 1, and we
initialize y = 0. Substituting X , y and Z respectively with X + ΔX , y + Δy and
Z + ΔZ in (3), we obtain:

Ak • (X + ΔX) = bk k = 1, . . . , m
m∑

k=1

(yk + Δyk)Ak + (Z + ΔZ) = C

(X + ΔX)(Z + ΔZ) = μI
X + ΔX � 0, Z + ΔZ � 0
ΔX = ΔXT

ΔZ = ΔZT.
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For now, we neglect the positive definite constraints and the symmetry constraints.
The equations for ΔX , Δy, ΔZ become

Ak •ΔX = bk −Ak •X k = 1, . . . , m
m∑

k=1

ΔykAk + ΔZ = C −
m∑

k=1

ykAk − Z

X ·ΔZ + ΔX · Z + ΔX ·ΔZ = μI −XZ.

Neglecting the second-order term, ΔX ·ΔZ, in the third equation, the equations
become linear:

Ak •ΔX = bk −Ak •X k = 1, . . . , m
m∑

k=1

ΔykAk + ΔZ = C −
m∑

k=1

ykAk − Z

X ·ΔZ + ΔX · Z = μI −XZ.

Also, we can convert the matrix-form equations into vector-form equations by
applying the matrix stack operator,

Ak •ΔX = vec(Ak)Tvec(ΔX)

Ak •X = vec(Ak)Tvec(X),

and applying the Kronecker product operator, [7],

vec(X ·ΔZ) = vec(X ·ΔZ · I)
= (I ⊗X) · vec(ΔZ)

vec(ΔX · Z) = vec(I ·ΔX · Z)

= (ZT ⊗ I) · vec(ΔX)
= (Z ⊗ I) · vec(ΔX).

Therefore, a set of vector-form equations for the unknown vectors Δx � vec(ΔX),
Δy, Δz � vec(ΔZ) can be generated,

A ·Δx = rp (4)

AT ·Δy + Δz = rd (5)
Z ·Δx + X ·Δz = rc, (6)

where

A � [vec(A1) vec(A2) vec(A3) . . . vec(Am)]T ∈ Rm×n2

X � I ⊗X ∈ Rn2×n2

Z � Z ⊗ I ∈ Rn2×n2

x � vec(X) ∈ Rn2

rp � b−Ax ∈ Rm

rd � vec(C − Z)−ATy ∈ Rn2

rc � vec(μI −XZ) ∈ Rn2
.
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Since Z � 0, Z must be invertible. Block elimination, which we informally write
as (4) + A · Z−1 ·X · (5)−A · Z−1 · (6), gives

M ·Δy = rp + AZ−1X · rd −AZ−1 · rc,

where the definition of M is

M � AZ−1XAT ∈ Rm×m. (7)

Assuming A has full row rank, or equivalently all Ak’s are independent, M is
non-singular and there is a unique solution for Δx, Δy, Δz for equations (4)-(6),

Δy = M−1
(
rp + AZ−1X · rd −AZ−1 · rc

)
(8)

Δz = rd −ATΔy (9)
Δx = Z−1 · (rc −X ·Δz). (10)

ΔX and ΔZ can be recovered from Δx and Δz,

ΔZ = C − Z −
m∑

k=1

ykAk −
m∑

k=1

ΔykAk (11)

ΔX = (μI −XZ) · Z−1 −X ·ΔZ · Z−1. (12)

However, ΔX , Δy, ΔZ can not be used directly since we still need to check the
positive definite constraints and the symmetry constraints. First, we check the
symmetry of ΔZ and ΔX . ΔZ is symmetric since

(ΔZ)T = CT − ZT −
m∑

k=1

ykAT
k −

m∑
k=1

ΔykAT
k

= C − Z −
m∑

k=1

ykAk −
m∑

k=1

ΔykAk

= ΔZ.

In fact, it is easy to verify that ΔZ ∈ Bn
w. But this is not generally true for ΔX

since

X ·ΔZ · Z−1 �= Z−1 ·ΔZ ·X.

Therefore, we set

ΔXs =
1
2
(
ΔX + ΔXT

)
. (13)

The symmetric matrix ΔXs still satisfies (4) but usually does not satisfy (6).
Furthermore, we require the new X and Z to be positive definite. We choose a
fixed parameter τ, 0 < τ < 1 and define step lengths α and β,

α � min{1, τ α̂}, α̂ � sup{ᾱ : X + ᾱΔXs � 0}
β � min{1, τ β̂}, β̂ � sup{β̄ : Z + β̄ΔZ � 0}. (14)
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Then X , y and Z can be updated as

Xnew = X + αΔXs (15)
ynew = y + βΔy (16)
Znew = Z + βΔZ. (17)

In general, if α = 1 and β = 1, this is an exact feasible solution of the BSDP. If
α < 1 or β < 1, the new point does not satisfy the linear constraints. In either
case, we call Xnew • Znew the duality gap of the current iteration. For the next
iteration, a new parameter μnew can be defined as

μnew = θ · Xnew • Znew

n
,

where θ is a parameter with 0 < θ < 1.
Now we consider the computational complexity and memory usage in each

iteration. The computational work load in each iteration is dominated by the
formation and the Cholesky factorization of M. According to (7), the elements of
M must be computed separately,

Mij = vec(Ai)T(Z−1 ⊗X)vec(Aj)

= vec(Ai)Tvec(XAjZ
−1)

= tr(AiXAjZ
−1).

Since X � 0 and Z � 0, they have Cholesky factorizations, X = ST
XSX and

Z = ST
Z SZ , where SX and SZ are upper triangular. Therefore,

Mij = tr(AiS
T
XSXAjS

−1
Z S−T

Z )

= tr(S−T
Z AiS

T
XSXAjS

−1
Z )

= tr(ÃT
i Ãj) (18)

= Ãi • Ãj

where
Ãi � SXAiS

−1
Z .

The computational complexity of one iteration is summarized in Table 1. The
memory usage in each iteration is dominated by the memory used to store the Ãi.
The order is O(mn2).

Table 1. Computational complexity of the general primal-
dual interior-point method

Computation Complexity

Computation of all Ãi = SXAiS
−1
Z O(mn3)

Computation of M O(m2n2)
Factorization of M O(m3)
Total O(mn3 + m2n2 + m3)
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From the above analysis, we can see that solving a BSDP by the general
primal-dual interior-point method does not have any reduction either in computa-
tion complexity or in memory usage compared with solving an SDP, as all matrices
except Z are still dense in general. In the following sections, a new method based
on a different matrix representation will be developed to make use of the banded
characteristic and reduce both computation complexity and memory usage. In the
proposed method, not only the banded matrix Z but also other related matrices
including SZ , S−1

Z , X , SX have compact representations.
This paper is focused specifically on banded SDPs; as far as we know such a

structure has not been addressed in the literature previously. For a general survey
on exploiting structure in SDP, see [9].

2. Sequentially semi-separable representation (SSS)
for banded matrices

In this section, we introduce the sequentially semi-separable(SSS) representation
of square matrices and show that all the required matrix computations in the
primal-dual interior-point method can be performed in the SSS form.

2.1. Structures of SSS matrices

Let A ∈ Rn×n and let {ni, i = 1, . . . , p} be positive integers satisfying
p∑

i=1
ni = n.

Then A can be partitioned to a compound matrix with sub-block matrices Aij ∈
Rni×nj , 1 � i, j � p,

A =

⎡⎢⎢⎢⎢⎢⎣
A11 A12 A13 · · · A1p

A21 A22 A23 · · · A2p

A31 A32 A33 · · · A3p

...
...

...
. . .

...
Ap1 Ap2 Ap3 · · · App

⎤⎥⎥⎥⎥⎥⎦ . (19)

All sub-block Aij ’s can be expressed in terms of a sequence of matrices {Di, 1 �
i � p}, {Ui, 1 � i � p− 1}, {Vi, 2 � i � p}, {Wi, 2 � i � p − 1}, {Pi, 2 � i � p},
{Qi, 1 � i � p− 1}, {Ri, 2 � i � p− 1}, called sequential matrices, as follows:

Aij =

⎧⎪⎪⎨⎪⎪⎩
Di i = j

UiWi+1 · · ·Wj−1V
H
j i < j

PiR
H
i−1 · · ·RH

j+1Q
H
j i > j.

(20)

To make the matrix multiplication operations in (20) valid, dimension constraints
must be applied to Di’s, Ui’s, Vi’s, Wi’s, Pi’s, Qi’s and Ri’s. In fact, we can specify
two sequences of positive integers {ri, 1 � i � p − 1} and {li, 1 � i � p − 1},
together with {ni}, to define their dimensions, as listed in Table 2. The integer set
{ni, ri, li} is called the numerical rank.
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Table 2. Dimensions of sequential matrices

Matrix Di Ui Vi Wi Pi Qi Ri

Dimension ni × ni ni × ri ni × ri−1 ri−1 × ri ni × li−1 ni × li li−1 × li

Consider the memory efficiency of the SSS representation. For simplicity, we
assume that all ni are identical, ni ≡ n̄, all ri are identical, ri ≡ r̄ and all li are
identical, li ≡ l̄. Then the memory size required to store the sequential matrices is

pn̄2 + (p− 1)
(
2n̄r̄ + 2n̄l̄

)
+ (p− 2)

(
r̄2 + l̄2

)
< p(n̄ + r̄ + l̄)2.

Thus the required memory is at most O(p(n̄ + r̄ + l̄)2). If there exists a low rank
SSS representation so that n̄, r̄, l̄  n, the SSS representation can be much more
memory efficient than the conventional dense matrix representation.

The SSS representation can be applied to any square matrix, as we now show:

Theorem 1. Let A ∈ Rn×n. For any specified positive integer sequence {ni, 1 �
i � p} satisfying

p∑
i=1

ni = n, we can find sequential matrices so that A is block-

partitioned to the form of (19) and each block matrix Aij is defined by (20).

Proof of Theorem 1. The proof is constructive and is similar to that in [3]. The
construction of Di is straightforward,

Di = Aii i = 1, . . . , p.

We continue to construct {Ui}, {Vi} and {Wi} for the upper triangular part of A.
Let Hi be the ith upper off-diagonal block, also known as the ith upper Hankel
block following [5],

Hi =

⎡⎢⎣ A1 i+1 A1 i+2 · · · A1p

...
...

...
Ai i+1 Ai i+2 · · · Aip

⎤⎥⎦ i = 1, . . . , p− 1.

The construction starts from H1. Let H1 = E1Σ1F
H
1 denote the economic singular

value decomposition (SVD) of H1, so Σ1 is an invertible diagonal matrix. F1 can
be further partitioned to two sub-blocks,

F1 =

[
F̄1

F̂1

]
n2 rows

p∑
i=3

ni rows.

Now we are ready to define U1, r1 and V2,

U1 = E1

r1 = number of columns of U1

V2 = F̄1Σ1,
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and H1 has a decomposition

H1 = U1

[
V H

2 Σ1F̂
H
1

]
.

The second step is to look at H2. According to the decomposition of H1,

H2 =
[

A13 · · · A1p

A23 · · · A2p

]

=
[

U1Σ1F̂
H
1

[A23 · · · A2p]

]

=
[

U1 0
0 I

] [
Σ1F̂

H
1

[A23 · · · A2p]

]
︸ ︷︷ ︸

H̃2

.

Let H̃2 = E2Σ2F
H
2 denote the economic SVD of H̃2, and let

E2 =

[
Ē2

Ê2

]
r1 rows

n2 rows
F2 =

[
F̄2

F̂2

]
n3 rows

p∑
i=4

ni rows.

Therefore we define U2, r2, W2 and V3,

U2 = Ê2

r2 = number of columns of U2

W2 = Ē2

V3 = F̄2Σ2,

and the decomposition of H2 becomes

H2 =
[

U1 0
0 I

] [
W2

U2

] [
V H

3 Σ2F̂
H
2

]
=

[
U1W2

U2

] [
V H

3 Σ2F̂
H
2

]
.

Now suppose we have accomplished the decomposition of Hi−1,

Hi−1 =

⎡⎢⎢⎢⎣
U1W2W3 · · ·Wi−1

U2W3 · · ·Wi−1

...
Ui−1

⎤⎥⎥⎥⎦ [
V H

i Σi−1F̂
H
i−1

]
.
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Then for Hi,

Hi =

⎡⎢⎢⎢⎢⎢⎣
A1 i+1 · · · A1p

A2 i+1 · · · A2p

...
...

Ai−1 i+1 · · · Ai−1 p

Ai i+1 · · · Aip

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣
U1W2W3 · · ·Wi−1

U2W3 · · ·Wi−1

...
Ui−1

⎤⎥⎥⎥⎦Σi−1F̂
H
i−1

[Ai i+1 · · · Aip]

⎤⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣
U1W2W3 · · ·Wi−1

U2W3 · · ·Wi−1

...
Ui−1

⎤⎥⎥⎥⎦ 0

0 I

⎤⎥⎥⎥⎥⎥⎦
[

Σi−1F̂
H
i−1

[Ai i+1 · · · Aip]

]
︸ ︷︷ ︸

H̃i

.

Let H̃i = EiΣiF
H
i denote the economic SVD of H̃i, with

Ei =
[

Ēi

Êi

]
ri−1 rows
ni rows Fi =

[
F̄i

F̂i

] ni+1 rows
p∑

j=i+2
nj rows.

Therefore we define Ui, ri, Wi and Vi+1,

Ui = Êi

ri = number of columns of Ui

Wi = Ēi

Vi+1 = F̄iΣi,

and the decomposition of Hi becomes

Hi =

⎡⎢⎢⎢⎢⎢⎣

⎡⎢⎢⎢⎣
U1W2W3 · · ·Wi−1

U2W3 · · ·Wi−1

...
Ui−1

⎤⎥⎥⎥⎦ 0

0 I

⎤⎥⎥⎥⎥⎥⎦
[

Wi

Ui

] [
V H

i+1 ΣiF̂
H
i

]

=

⎡⎢⎢⎢⎣
U1W2W3 · · ·Wi

U2W3 · · ·Wi

...
Ui

⎤⎥⎥⎥⎦ [
V H

i+1 ΣiF̂
H
i

]
.

Repeat this process until Hp−1 is decomposed. At the last step, F̂p−1 is an empty
matrix. Then the sequential matrices Ui’s, Vi’s and Wi’s are constructed and ri is
the number of columns of Ui. This algorithm is numerically stable [3]. Substituting
ΣiF̂

H
i in the decomposition formula of each Hi, each upper off-diagonal block Hi
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has the form

Hi =

⎡⎢⎢⎢⎣
U1W2W3 · · ·Wi

U2W3 · · ·Wi

...
Ui

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

Ui

[
V H

i+1 Wi+1V
H
i+2 · · · Wi+1Wi+2 · · ·Wp−1V

H
p

]︸ ︷︷ ︸
VH

i+1

.

(21)
Similarly, let Gi denote the ith lower off-diagonal block,

Gi =

⎡⎢⎣ Ai+1 1 Ai+1 2 · · · Ai+1 i

...
...

...
Ap 1 Ap 2 · · · Ap i

⎤⎥⎦ i = 1, . . . , p− 1.

Then Pi, Qi and Vi can be derived and li is the number of columns of Qi. Gi has
the following decomposition formula

GH
i =

⎡⎢⎢⎢⎣
Q1R2R3 · · ·Ri

Q2R3 · · ·Ri

...
Qi

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

Qi

[
PH

i+1 Ri+1PH
i+2 · · · Ri+1Ri+2 · · ·Rp−1PH

p

]︸ ︷︷ ︸
PH

i+1

.

(22)
Therefore a complete SSS representation for A is constructed. �

According to the algorithm in the proof of Theorem 1, representing a matrix
in the SSS form requires a lot of computational efforts. However, for banded matri-
ces, if the partition sequence {ni} is properly selected, the SSS representation can
be obtained immediately without any computation. Let A ∈ Bn

w. For simplicity,
suppose n and w satisfy the condition n = p · w where p is a positive integer.
Then we can assign ni = w, i = 1, . . . , p, and A is partitioned to block matrices
Aij , 1 � i, j � p, satisfying

Ai i+1 is lower triangular
Ai+1 i is upper triangular
Ai j = 0 |i− j| > 1.

The sequential matrices are

Di = Aii

Ui = Qi = Ai i+1 = AT
i+1 i

Vi = Pi = Iw×w

Wi = Ri = 0.

(23)

The numerical rank is ri = li = w and the order of memory usage is O(nw). A
huge memory saving is achieved if w  n.
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2.2. Numerical rank reduction

For a fixed matrix A, the SSS representation is not unique. In fact, there are
an infinite number of them. But we are only interested in those which have the
minimal numerical rank. Therefore, we need to know what is the optimal SSS
representation with minimal numerical rank and how to reduce the numerical
rank for any given SSS representation. First, we define the left proper form and
the right proper form.

Definition 1. (Left Proper Form and Right Proper Form) The construction manner
from the proof of Theorem 1 shows each upper off-diagonal block Hi is separable
as (21). The upper triangular part of A is said to be in left proper form if every
Ui has orthogonal columns, that is,

UH
i Ui = diagonal

and it is in right proper form if every Vi+1 has orthogonal columns, that is,

VH
i+1Vi+1 = diagonal.

The same concepts can be applied to the lower triangular part. Each lower off-
diagonal block Gi is separable as (22). It is in left proper form if every Qi has
orthogonal columns and it is in right proper form if every Pi+1 has orthogonal
columns.

Lemma 1. Let A ∈ Rn×n be represented in the SSS form. Then it can be converted
to either the left proper form or the right proper form in a sequential manner.

Proof of Lemma 1. We prove the theorem by constructing a sequential algorithm.
We only consider the conversion of the upper triangular part of A. For the lower
triangular part of A, the same algorithm can be applied to the upper triangular
part of AH. First, in order to convert the given SSS representation to the left
proper form, consider the following recursion to update {Ui}, {Vi}, {Wi} to {Ûi},
{V̂i}, {Ŵi}: [

W̄i

Ui

]
=

[
Ŵi

Ûi

]
ΣiF

H
i economic SVD

W̄i+1 = ΣiF
H
i Wi+1

V̂i+1 = Vi+1FiΣi

(24)

with W̄1 and Ŵ1 being empty matrices. The result is in left proper form. Because
Û1 = Û1,

ÛH
1 Û1 = ÛH

1 Û1 = In1×n1 .

Furthermore, if ÛH
i−1Ûi−1 = Ini−1×ni−1 ,

ÛH
i Ûi =

[
ŴH

i ÛH
i−1 ÛH

i

] [ Ûi−1Ŵi

Ûi

]
= ŴH

i ÛH
i−1Ûi−1Ŵi + ÛH

i Ûi

= ŴH
i Ŵi + ÛH

i Ûi = Ini×ni .

Therefore, the new SSS representation must be in left proper form.
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Second, consider the following recursion to update {Ui}, {Vi}, {Wi} to {Ûi},
{V̂i}, {Ŵi} so that the result is in right proper form.[

Vi

W̄H
i

]
=

[
V̂i

ŴH
i

]
ΣiF

H
i economic SVD

W̄i−1 = Wi+1FiΣi

Ûi−1 = Ui−1FiΣi

(25)

with W̄p and Ŵp being empty matrices. The result is in right proper form. Because
V̂p = V̂p,

V̂H
p V̂p = V̂ H

p V̂p = Inp×np .

Furthermore, if V̂H
i+1V̂i+1 = Ini+1×ni+1 , then

V̂H
i V̂i =

[
V̂ H

i ŴiV̂H
i+1

] [ V̂i

V̂i+1Ŵ
H
i

]
= V̂ H

i V̂i + ŴiV̂H
i+1V̂i+1Ŵ

H
i

= V̂ H
i V̂i + ŴiŴ

H
i

= Ini×ni

So, the new SSS representation is in right proper form. �

Lemma 1 states that left proper form and right proper form can be achieved
separately. However, we also want to know whether the two proper forms can be
achieved at the same time. Lemma 2 addresses this problem.

Lemma 2. If A ∈ Rn×n has been represented in the right proper form, that is,

VH
i+1Vi+1 = diagonal i = 1, . . . , p− 1,

the new SSS representation of A after the recursion (24) is still in right proper
form. On the other hand, if A ∈ Rn×n has been represented in the left proper
form, that is,

UH
i Ui = diagonal i = 1, . . . , p− 1,

the new representation after the recursion (25) is still in left proper form.

Proof of Lemma 2. We prove the first statement by induction:

V̂H
p V̂p = V̂ H

p V̂p

= Σp−1F
H
p−1V

H
p VpFp−1Σp−1

= Σp−1F
H
p−1

(
VH

p Vp

)
Fp−1Σp−1

= Σp−1

(
VH

p Vp

)
Σp−1

= diagonal.

Moreover, if V̂i+1 satisfies

V̂H
i+1V̂i+1 = Σi

(
VH

i+1Vi+1

)
Σi = diagonal,
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then

V̂H
i V̂i =

[
V̂ H

i ŴiV̂H
i+1

] [ V̂i

V̂i+1Ŵ
H
i

]
= V̂ H

i V̂i + ŴiV̂H
i+1V̂i+1Ŵ

H
i

= V̂ H
i V̂i + ŴiΣi

(
VH

i+1Vi+1

)
ΣiŴ

H
i

= V̂ H
i V̂i + ŴiΣiF

H
i

(
VH

i+1Vi+1

)
FiΣiŴ

H
i

= V̂ H
i V̂i + W̄i

(
VH

i+1Vi+1

)
W̄H

i

= Σi−1F
H
i−1

(
V H

i Vi + WiVH
i+1Vi+1W

H
i

)
Fi−1Σi−1

= Σi−1F
H
i−1

(
VH

i Vi

)
Fi−1Σi−1

= Σi−1

(
VH

i Vi

)
Σi−1.

Therefore, each V̂i has orthogonal columns and the right proper form remains. We
prove the second statement also by induction. According to recursion (25),

ÛH
1 Û1 = ÛH

1 Û1

= Σ2F
H
2 UH

1 U1F2Σ2

= Σ2F
H
2

(
UH

1 U1

)
F2Σ2

= Σ2

(
UH

1 U1

)
Σ2

= diagonal.

Moreover, if Ûi−1 satisfies

ÛH
i−1Ûi−1 = Σi

(
UH

i−1Ui−1

)
Σi,

then

ÛH
i Ûi =

[
ŴH

i ÛH
i−1 ÛH

i

] [ Ûi−1Ŵi

Ûi

]
= ŴH

i ÛH
i−1Ûi−1Ŵi + ÛH

i Ûi

= ŴH
i Σi

(
UH

i−1Ui−1

)
ΣiŴi + ÛH

i Ûi

= ŴH
i ΣiF

H
i

(
UH

i−1Ui−1

)
FiΣiŴi + ÛH

i Ûi

= W̄H
i

(
UH

i−1Ui−1

)
W̄i + ÛH

i Ûi

= Σi+1F
H
i+1

(
WH

i UH
i−1Ui−1Wi + UH

i Ui

)
Fi+1Σi+1

= Σi+1F
H
i+1

(
UH

i Ui

)
Fi+1Σi+1

= Σi+1

(
UH

i Ui

)
Σi+1.

Therefore, each Ûi has orthogonal columns and the left proper form remains. �

Hence, the SSS representation of every matrix can be converted to both the
left proper form and the right proper form. And now we are ready to show that
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an SSS representation in both the left proper form and the right proper form has
the minimum numerical rank.

Theorem 2. For any square matrix A ∈ Rn×n and a fixed matrix partition {ni},
an SSS representation has the minimum numerical rank if the representation is
in the left proper form and the right proper form at the same time. Moreover, the
minimum numerical rank satisfies

ri = rank(Hi) i = 1, . . . , p− 1
li = rank(Gi) i = 1, . . . , p− 1.

Proof of Theorem 2. According to the construction in the proof of Theorem 1 and
the separation formula of Hi in (21),

ri = number of columns of Ui � rank(Ui) � rank(Hi)
ri = number of columns of Vi+1 � rank(Vi+1) � rank(Hi).

If the given SSS representation is in the left proper form and the right proper
form at the same time, Ui and Vi+1 have full column rank and all the inequalities
in the equations become equalities. Therefore, the given representation must be
minimum and ri = rank(Hi). The same analysis can be applied to li. �

Now we have a lower bound on the numerical rank. In practice, the numerical
rank can be further reduced for a given non-zero tolerance. In detail, when we per-
form economic SVD operations in recursion (24) and (25), we can neglect singular
values that are less than a given threshold level δ. Such an SVD operation is called
a δ-accurate SVD. The tolerance δ can be any positive number, not necessarily
tiny.

2.3. SSS matrix operations

Important matrix operations that can be accomplished in SSS form and related to
the proposed structured primal-dual interior-point method are introduced in this
section. Computational complexity and the numerical rank of the computational
result are analyzed.

Theorem 3. (Inverse of Block Lower Triangular Matrices) A block lower triangu-
lar matrix L ∈ Cn×n is represented in SSS form. Then L−1 is also block lower
triangular with sequential matrices given by

Di(L−1) = D−1
i (L)

Pi(L−1) = −D−1
i (L)Pi(L)

Qi(L−1) = D−H
i (L)Qi(L)

Ri(L−1) = Ri(L)− PH
i (L)D−H

i (L)Qi(L).

A proof of Theorem 3 can be found in [5]. The numerical rank of the result
is the same as the original block lower triangular matrix, l̄(L−1) = l̄(L). The
computational complexity is O(p(n̄+ l̄)3). For a block upper triangular matrix, we
have a similar theorem.
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Theorem 4. (Inverse of Block Upper Triangular Matrices) A block upper triangu-
lar matrix S ∈ Rn×n is represented in SSS form. Then S−1 is also block upper
triangular with sequential matrices given by

Di(S−1) = D−1
i (S)

Ui(S−1) = D−1
i (S)Ui(S)

Vi(S−1) = −D−H
i (S)Vi(S)

Wi(S−1) = Wi(S)− V H
i (S)D−1

i (S)Ui(S).

Theorem 5. (Cholesky Factorization) Let A ∈ Sn and A � 0. Let S = Chol(A)
be the unique upper triangular Cholesky factorization of A, with A = STS and S
upper triangular. If A is in SSS form, then there exists a sequential algorithm to
find the block upper triangular matrix S.

Proof of Theorem 5. We prove the theorem by construction. A = AH means that
A can be represented in a form such that Pi(A) = Vi(A), Qi(A) = Ui(A), Ri(A) =
Wi(A) and Di ∈ Sn. Define Âi to be a lower-right diagonal block of A,

Âi =

⎡⎢⎢⎢⎣
Ai i Ai i+1 · · · Ai p

Ai+1 i Ai+1 i+1 · · · Ai+1 p

...
...

. . .
...

Ap i Ap i+1 · · · Ap p

⎤⎥⎥⎥⎦
=

⎡⎢⎣ Di(A) · · · Ui(A)Wi+1(A) · · ·V H
p (A)

...
. . .

...
Vp(A) · · ·WH

i+1(A)UH
i (A) · · · Dp(A)

⎤⎥⎦
and let VH

i+1 be

VH
i+1 =

[
V H

i+1 Wi+1V
H
i+2 · · · Wi+1Wi+2 · · ·V H

p

]
.

Then the factorization process starts from Â1. We have

S = Chol(A) = Chol(Â1)

= Chol
([

D1(A) U1(A)VH
2

V2U
H
1 (A) Â2

])
=

[
Chol(D1(A)) H1

0 Chol(Â2 −HH
1 H1)

]
where

H1 = [Chol(D1(A))]−HU1(A)︸ ︷︷ ︸
Û1

VH
2 .
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Let Û1 = E1Σ1F
H
1 denote the economic SVD. Then we can define D1(S), U1(S),

V2(S), Ŵ2:
D1(S) = Chol(D1(A))
U1(S) = E1

V2(S) = V2(A)F1Σ1

Ŵ2 = Σ1F
H
1 W2(A)

The second step is to compute Chol(Â2 −HH
1 H1). H1 can be expressed as

H1 = U1(S)
[
V H

2 (S) Ŵ2VH
3

]
.

So

HH
1H1 =

[
V2(S)
V3Ŵ

H
2

]
UH

1 (S)U1(S)
[

V H
2 (S) Ŵ2VH

3

]
=

[
V2(S)V H

2 (S) V2(S)Ŵ2VH
3

V3Ŵ
H
2 V H

2 (S) V3Ŵ
H
2 Ŵ2VH

3

]

Chol(Â2 −HH
1 H1)

= Chol

⎛⎝⎡⎣ D2(A)− V2(S)V H
2 (S)

[
U2(A)− V2(S)Ŵ2

]
VH

3

V3

[
UH

2 (A)− ŴH
2 V H

2 (S)
]

Â3 − V3Ŵ
H
2 Ŵ2VH

3

⎤⎦⎞⎠
=

[
Chol(D2(A) − V2(S)V H

2 (S)) H2

0 Chol
(
Â3 −

[
V3Ŵ

H
2 Ŵ2VH

3 +HH
2 H2

]) ]
where

H2 =
[
Chol(D2(A)− V2(S)V H

2 (S))
]−H

[
U2(A) − V2(S)Ŵ2

]
︸ ︷︷ ︸

Û2

VH
3 .

Let [
Ŵ2

Û2

]
= E2Σ2F

H
2

be an economic SVD, and let

E2 =
[

Ē2

Ê2

]
r1(S) rows
n2(S) rows.

Then we can define D2(S), U2(S), W2(S), V3(S), Ŵ3:

D2(S) = Chol(D2(A)− V2(S)V H
2 (S))

U2(S) = Ê2

W2(S) = Ē2

V3(S) = V3(A)F2Σ2

Ŵ3 = Σ2F
H
2 W3(A).
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Generally suppose we have finished the (i−1)th step. ThenHi−1 has the expression

Hi−1 =
[
Chol(Di−1(A)− Vi−1(S)V H

i−1(S))
]−H

[
Ui−1(A) − Vi−1(S)Ŵi−1

]
︸ ︷︷ ︸

Ûi−1

VH
i .

Perform an economic SVD,[
Ŵi−1

Ûi−1

]
=

[
Ēi−1

Êi−1

]
Σi−1F

H
i−1.

Then Di−1(S), Ui−1(S), Wi−1(S), Vi(S), Ŵi are ready to be computed,

Di−1(S) = Chol(Di−1(A)− Vi−1(S)V H
i−1(S))

Ui−1(S) = Êi−1

Wi−1(S) = Ēi−1

Vi(S) = Vi(A)Fi−1Σi−1

Ŵi = Σi−1F
H
i−1Wi(A).

The next step is to compute Chol(Âi −
[
ViŴ

H
i−1Ŵi−1VH

i +HH
i−1Hi−1

]
).

ViŴ
H
i−1Ŵi−1VH

i +HH
i−1Hi−1 = ViŴ

H
i−1Ŵi−1VH

i + ViÛ
H
i−1Ûi−1VH

i

= Vi

[
ŴH

i−1 ÛH
i−1

] [ Ŵi−1

Ûi−1

]
VH

i

=
[

Vi(S)
Vi+1Ŵ

H
i

] [
V H

i (S) ŴiVH
i+1

]
=

[
Vi(S)V H

i (S) Vi(S)ŴiVH
i+1

Vi+1Ŵ
H
i V H

i (S) Vi+1Ŵ
H
i ŴiVH

i+1

]
.

Therefore

Chol(Âi −
[
ViŴ

H
i−1Ŵi−1VH

i +HH
i−1Hi−1

]
)

= Chol

⎛⎝⎡⎣ Di(A)− Vi(S)V H
i (S)

[
Ui(A)− Vi(S)Ŵi

]
VH

i+1

Vi+1

[
UH

i (A) − ŴH
i V H

i (S)
]

Âi+1 − Vi+1Ŵ
H
i ŴiVH

i+1

⎤⎦⎞⎠
=

[
Chol

(
Di(A)− Vi(S)V H

i (S)
)

Hi

0 Chol
(
Âi+1 −

[
Vi+1Ŵ

H
i ŴiVH

i+1 +HH
i Hi

]) ]
where

Hi =
[
Chol(Di(A)− Vi(S)V H

i (S))
]−H

[
Ui(A)− Vi(S)Ŵi

]
︸ ︷︷ ︸

Ûi

VH
i+1.

Let [
Ŵi

Ûi

]
= EiΣiF

H
i
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be an economic SVD, and let

Ei =
[

Ēi

Êi

]
ri−1(S) rows
ni(S) rows.

Then we can define Di(S), Ui(S), Wi(S), Vi(i + 1), Ŵi+1:

Di(S) = Chol(Di(A)− Vi(S)V H
i (S))

Ui(S) = Êi

Wi(S) = Ēi

Vi+1(S) = Vi+1(A)FiΣi

Ŵi+1 = ΣiF
H
i Wi+1(A).

The ith step is complete. Repeat this process and we can find all the sequential
matrices of S.

As a summary, the Cholesky factorization can be accomplished by the fol-
lowing recursion algorithm:

Di(S) = Chol
(
Di(A) − Vi(S)Vi(S)H

)[
Ŵi

Di(S)−H[Ui(A)− Vi(S)Ŵi]

]
=

[
Wi(S)
Ui(S)

]
ΣiF

H
i economic SVD

Vi+1(S) = Vi+1(A)FiΣi

Ŵi+1 = ΣiF
H
i Wi+1(A)

where V1(S) and Ŵ1 are empty matrices. �

The computational complexity of the Cholesky factorization is O(p(n̄ + r̄)3).
The numerical rank of the factorization result is no greater than the original ma-
trix, r̄(S) � r̄(A).

For A ∈ Sn and A � 0, A−1 can be computed sequentially in two steps.
First, A can be factorized. Then A−1 can be computed by finding the inverses of
two block triangular matrices.

Theorem 6. (Addition) Let A, B ∈ Rn×n, with both in SSS form and ni(A) =
ni(B), i = 1, . . . , p. Then A + B can be represented in SSS form by sequential
matrices given by

Di(A + B) = Di(A) + Di(B)
Ui(A + B) =

[
Ui(A) Ui(B)

]
Vi(A + B) =

[
Vi(A) Vi(B)

]
Wi(A + B) =

[
Wi(A) 0

0 Wi(B)

]
Pi(A + B) =

[
Pi(A) Pi(B)

]
Qi(A + B) =

[
Qi(A) Qi(B)

]
Ri(A + B) =

[
Ri(A) 0

0 Ri(B)

]
.

Notice that ni(A + B) = ni(A), ri(A + B) = ri(A) + ri(B) and li(A +
B) = li(A) + li(B). The numerical rank increases additively which can make the
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representation of computation result inefficient. The computation complexity is
O(1). When the two operands are both banded with the same bandwidth, we know
the result will also be banded. Therefore, we do not have to use the algorithm in
Theorem 5 to compute their sum. Instead, relying on (23), we have the following
algorithm for addition of banded matrices without numerical rank expansion:

Di(A + B) = Di(A) + Di(B)
Ui(A + B) = Ui(A) + Ui(B)
Vi(A + B) = I

Wi(A + B) = 0
Pi(A + B) = Pi(A) + Pi(B)
Qi(A + B) = I
Ri(A + B) = 0.

Theorem 7. (Matrix-Matrix Multiplication) Let A, B ∈ Rn×n, with both in SSS
form and ni(A) = ni(B), i = 1, . . . , p. Then A ·B can be represented in SSS form
by the following recursions:

(i) N1 = 0, Ni+1 = QH
i (A)Ui(B) + RH

i (A)NiWi(B), i = 1, . . . , p− 1

(ii) Mp = 0, Mi−1 = V H
i (A)Pi(B) + Wi(A)MiR

H
i (B), i = p, . . . , 2

(iii) Di(AB) = Di(A)Di(B) + Pi(A)NiV
H
i (B) + Ui(A)MiQ

H
i (B)

Ui(AB) =
[

Di(A)Ui(B) + Pi(A)NiWi(B) Ui(A)
]

Vi(AB) =
[

Vi(B) DH
i (B)Vi(A) + Qi(B)MH

i WH
i (A)

]
Wi(AB) =

[
Wi(B) 0

V H
i (A)Ui(B) Wi(A)

]
Pi(AB) =

[
Di(A)Pi(B) + Ui(A)MiR

H
i (B) Pi(A)

]
Qi(AB) =

[
Qi(B) DH

i (B)Qi(A) + Vi(B)NH
i Ri(A)

]
Ri(AB) =

[
Ri(B) PH

i (B)Qi(A)
0 Ri(A)

]
.

A proof of Theorem 7 can be found in [4]. The result can be inefficient
since ni(AB) = ni(A), ri(AB) = ri(A) + ri(B), li(AB) = li(A) + li(B). The
computational complexity is O(p(n̄ + r̄ + l̄)3).

3. Structured primal-dual interior-point method

The proposed structured primal-dual interior-point method for BSDP is based
on the general primal-dual interior-point method for SDP but all the matrices
including intermediate and final results are represented in SSS form. Under the
assumption that the banded matrices are narrow-banded, that is w  n, this
method offers the benefits of memory saving and reduced computation complexity.
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3.1. Method descriptions

Step 1. Construct the SSS representations for Ak and C. Since Ak, C ∈ Bn
w, the

conversion can be accomplished easily according to (23) with ni = ri = li = w. The
{ni} determines the block partition of all matrices and is kept constant throughout
the whole process. The ri and li of Ak and C do not change but those of others,
e.g. X and Z, do change. In the following discussions, we only consider ri due to
symmetry. Let r̄ denote the average of all ri. The quantity r̄ can be used as a
measurement of the numerical rank of an SSS matrix.

Next we specify initial solutions for X , y and Z. Make X = In×n and Z =
In×n. Then we convert them to SSS form by the same manner applied to Ak and
C. The initial y is set zero.

Note that the initial Cholesky factorizations of X and Z satisfy SX = SZ = I.
Finally, calculate the initial duality gap μ. Choose a fixed parameter θ, 0 < θ < 1,

μinit = θ
Xinit • Zinit

n
= θ

I • I

n
= θ.

Step 2. Construct M. The formula for M is defined in (18). The matrices Ãk =
SXAkS−1

Z can be computed in SSS form. The computation includes computing
the inverses of a block upper triangular matrix and matrix-matrix multiplications.
Each element of M can be computed by

Mij = tr
(
ÃT

i · Ãj

)
.

It is also interesting to examine the numerical rank of Ãk since it dominates the
memory usage of the algorithm.

ri(Ãk) = ri(SX ) + ri(Ak) + ri(S−1
Z )

= ri(SX ) + ri(Ak) + ri(SZ)
� ri(SX ) + ri(Ak) + ri(Z)
= ri(SX ) + 2w.

Here we have used the obvious fact that both Ak and Z in each iteration are
banded matrices.
Step 3. Compute the direction Δy. The computation is based on (8). We need to
rewrite the formula to make it suitable for sequential SSS operations. Substitute
M, rp, rd and rc in the formula,

Δy = SM
−1SM

−T

×
[
(b−Ax) + AZ−1X ·

(
vec(C − Z)−ATy

)
−AZ−1vec(μI −XZ)

]

= SM
−1SM

−T

⎛⎜⎜⎜⎝b−

⎡⎢⎢⎢⎣
tr(A1X)
tr(A2X)

...
tr(AmX)

⎤⎥⎥⎥⎦−
⎡⎢⎢⎢⎣

tr(Ã1Ũ)
tr(Ã2Ũ)

...
tr(ÃmŨ)

⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ = SM

−1SM
−Tb̃,
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where SM is the Cholesky factorization of M, M = SM
TSM. Since M is not

structured, this has to be performed by a normal Cholesky factorization algorithm.
U and Ũ are defined by

U = C −
m∑

k=1

ykAk − μS−1
X S−T

X and Ũ = SXUS−1
Z .

The numerical ranks of U and Ũ are

ri(U) = ri(C −
m∑

k=1

ykAk) + ri(S−1
X ) + ri(SX)

= 2ri(SX) + w

ri(Ũ) = ri(SX) + ri(U) + ri(S−1
Z )

� ri(SX) + [2ri(SX) + w] + w

= 3ri(SX) + 2w.

The computation of b̃ and Δy can only be performed by normal matrix operations.

Step 4. Direction ΔZ. The computation is based on (11). For convenience we
rewrite the formula as

ΔZ = C − Z −
m∑

k=1

ykAk −
m∑

k=1

ΔykAk.

Since Ak, C, Z ∈ Bn
w, we have that ΔZ ∈ Bn

w. It reflects an important fact that Z
will be kept a banded matrix throughout all iterations.

Step 5. Direction ΔX . Substitute ΔZ in (12) by (11),

ΔX = μZ−1 −X −XCZ−1 + X +
m∑

k=1

ykXAkZ−1 +
m∑

k=1

ΔykXAkZ−1

=
m∑

k=1

ΔykXAkZ−1 −XUZ−1

= ST
XSX

(
m∑

k=1

ΔykAk − U

)
S−1

Z S−T
Z (26)

=
m∑

k=1

ΔykST
XÃkS−T

Z − ST
X ŨS−T

Z (27)

= ST
X

(
m∑

k=1

ΔykÃk − Ũ

)
S−T

Z . (28)

We will use (28) to compute ΔX since it gives better numerical stability and
primal feasibility than (26) and (27) according to [1]. The matrices Ũ and Ãk have
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been computed in previous steps. Now consider the numerical rank of ΔX ,

ri(ΔX) = ri(ST
X) + ri(Ũ ) + r̄

(∑
k

Δy<k>Ãk

)
+ ri(S−T

Z )

� ri(SX) + 3ri(SX) + 2w + ri

(
m∑

k=1

ΔykÃk

)
+ ri(Z)

= 4ri(SX) + 3w + ri

(
m∑

k=1

ΔykÃk

)

A problem arises from the term ri(
m∑

k=1

ΔykÃk). By direct SSS matrix additions,

it equals
m∑

k=1

ri(Ãk). This is undesirable since it adds a lot of redundancy in the

numerical rank. Our strategy is to do matrix addition and rank reduction at the

same time to avoid quick growth of the numerical rank. Moreover, ri(
m∑

k=1

ΔykÃk)

after rank reduction can be estimated, given that
m∑

k=1

ΔykAk is banded, by

ri(
m∑

k=1

ΔykÃk) = ri(SX

(
m∑

k=1

ΔykAk

)
S−T

Z )

= ri(SX) + ri

(
m∑

k=1

ΔykAk

)
+ ri(SZ)

� ri(SX) + 2w.

So,
ri(ΔX) � 5ri(SX) + 5w.

Step 6. Update solutions. Once we have computed search directions ΔX , Δy and
ΔZ, we can update our solutions. First we need to symmetrize ΔX by ΔXs =
1
2 (ΔX + ΔXT) as in (13). The numerical rank of ΔXs is

ri(ΔXs) = 2ri(ΔX)
� 10ri(SX ) + 10w.

Next we need to find step lengths α and β which are defined in (14). In [1], an
exact formula relying on an eigenvalue computation can be used to obtain α̂ and β̂.
Unfortunately, that does not work here, because there is no sequential algorithm
to find the eigenvalues of an SSS matrix. Therefore, we use a bisection search with
Cholesky factorization to estimate the values of α̂ and β̂. Then we can define α
and β by specifying a fixed parameter τ .

Finally we get updated solutions Xnew, ynew and Znew based on (15)–(17).
We still need to estimate the numerical rank of Xnew since this can affect the
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sizes of matrices in following iterations. To find ri(Xnew), we have the following
theorem.

Theorem 8. Let X = Z−1, where both X and Z have been expressed in the simplest
SSS form with minimum numerical ranks. Then

ri(X) = ri(Z)
li(X) = li(Z).

Proof of Theorem 8. This conclusion is a direct result of a fact about general ma-
trices that any sub-matrix of a non-singular square matrix X has the same nullity
with the complementary sub-matrix of X−1, [11], [2]. Two sub-matrices are “com-
plementary” when the row numbers not used in one are the column numbers used
in the other. Therefore, given that X = Z−1, any upper off-diagonal matrix of X ,
Hi(X), and the corresponding upper off-diagonal matrix of Z, Hi(Z) are comple-
mentary sub-matrices. They have the same rank:

rank(Hi(X)) = rank(Hi(Z)) ⇒ ri(X) = ri(Z).

The second equality is based on Theorem 2. Similarly,

rank(Gi(X)) = rank(Gi(Z)) ⇒ li(X) = li(Z). �
Now if the updated solutions Xnew and Znew are approximately on the central

path, then it is satisfied that Xnew ≈ μZ−1
new. We know that Znew is banded, then

ri(Xnew) ≈ w and li(Xnew) ≈ w. The new Cholesky factorization SXnew and SZnew

can also be computed.
At the end, a new target duality gap should be calculated,

μnew =
θ

n
tr(SH

XnewSXnewSH
ZnewSZnew).

Refresh SX , SZ , μ and go back to Step 2 for next the iteration until μ becomes
less than a preset threshold.

SZ ⇐ SZnew

SX ⇐ SXnew

μ ⇐ μnew.

3.2. Algorithm analysis

We have described each step of the structured primal-dual interior-point method
in detail. This method always maintains simple SSS structures since at the end of
each iteration, SX will return to low rank after rank reduction. As a summary, we
list the numerical ranks of some critical intermediate matrices in each iteration in
Table 3. As in the case for unstructured problems, the memory usage is dominated
by the storage of Ãk. The memory usage is O(mw2), compared to O(mn2) for
unstructured problems.

It is also interesting to look at the computational complexity of the proposed
method, as shown in Table 4. Comparing to the analysis in Table 1, the computa-
tional complexity can be reduced everywhere except in the Cholesky factorization
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Table 3. Numerical ranks of intermediate matrices

Matrix Numerical Rank

Ãk ri(SX) + 2w

Ũ 3ri(SX) + 2w

ΔZ w

ΔX 5ri(SX) + 5w

ΔXs 10ri(SX) + 10w

Znew w

Xnew 12ri(SX) + 10w

SZnew w

SXnew (after rank reduction) ≈ w

Table 4. Computation complexity of the structured method

Computation Complexity

Computation of all Ãi = SXAiS
−1
Z O(mnw2)

Computation of M O(m2nw2)
Factorization of M O(m3)
Total O(m2nw2 + m3)

of M. However, this does not dominate the cost of the algorithm. In fact, to
guarantee the number of constraints in the BSDP to be less than the number of
unknowns, it must be the case that

m <
(2n− w)(w + 1)

2

and in the worst scenario

m = O(nw).

Hence the overall computation complexity of the proposed method is bounded by

O(m2nw2 + m3) = O(n3w4 + n3w3) = O(n3w4).

Thus the need to factorize M does not affect the effectiveness of the algorithm.
Another issue concerns the rank reduction of SXnew, which is accomplished

using δ-accurate SVDs in the SSS computations. There are two possible strategies:
one is to fix δ to a small value throughout the algorithm, and the other is to reduce
δ adaptively.
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3.3. Experiments

In order to test the feasibility of the proposed structured algorithm, several exper-
iments were carried out. We generate large size random BSDP’s that have strictly
feasible solutions by the following manner:

– Generate random banded matrices Ak, k = 1, . . . , n
– Generate random diagonal matrices X and Z with positive diagonal elements
– Generate a random vector y
– Define bk = Ak •X , k = 1, . . . , n

– Define C =
n∑

k=1

ykAk + Z.

Problems with different sizes are tested with different rank reduction strategies.
– n = 100, 500, 2000, 5000
– m = 10, 20
– w = 5
– constant δ, adaptive δ.

We set parameters τ = 0.9 and θ = 0.25 and the convergence condition for the
duality gap is n · 10−12. In the constant δ strategy, we fix δ to be 10−13 while in
the adaptive δ strategy, δ is linked to μ in each iteration by δ = 0.1μ.

Fig. 1–Fig. 8 show experimental results for each iteration including the nor-
malized duality gap μ, the normalized numerical rank r̄(X)

w after rank reduction,
the primal residual max{|bk − Ak • X |} and the dual residual max{|C − Z −
m∑

k=1

ykAk|}. We see that for the constant δ strategy, smaller ranks for X , implying

less computational cost, are achieved, at the price of increased primal infeasibility,
but this infeasibility is steadily reduced as the iteration continues, finishing with
the same accuracy as the constant δ strategy. The sharp drop in primal residual at
the beginning of the constant δ iterations is explained by the fact that as soon as
a primal step α = 1 is taken, primal infeasibility drops to zero in exact algorithm.
Similarly, the sharp drop in dual residual in later iterations, for both the constant
and adaptive δ strategies, is explained by a dual step β = 1 being taken. The
machine used was Dell PowerEdge 2950 with 2 × 3.0 GHz Dual Core Xeon 5160
processors. The CPU time for different experiments are summarized in Table 5 on
page 140.
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Figure 1. Experimental results (n = 100, m = 10, w = 5)
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Figure 2. Experimental results (n = 100, m = 20, w = 5)
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Figure 3. Experimental results (n = 500, m = 10, w = 5)
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Figure 4. Experimental results (n = 500, m = 20, w = 5)
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Figure 5. Experimental results (n = 2000, m = 10, w = 5)
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Figure 6. Experimental results (n = 2000, m = 20, w = 5)
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Figure 7. Experimental results (n = 5000, m = 10, w = 5)
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Figure 8. Experimental results (n = 5000, m = 20, w = 5)
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Table 5. CPU time for different experiments

Experiments Time(constant δ) Time(adaptive δ)
(seconds) (seconds)

1 (n = 100, m = 10, w = 5) 4.00× 101 2.9 × 101

2 (n = 100, m = 20, w = 5) 1.19× 102 9.15× 101

3 (n = 500, m = 10, w = 5) 3.77× 102 1.91× 102

4 (n = 500, m = 20, w = 5) 7.57× 102 4.68× 102

5 (n = 2000, m = 10, w = 5) 3.87× 103 1.61× 103

6 (n = 2000, m = 20, w = 5) 5.59× 103 2.29× 103

7 (n = 5000, m = 10, w = 5) 1.19× 104 5.45× 103

8 (n = 5000, m = 20, w = 5) 2.44× 104 1.16× 104

4. Conclusion and future work

A structured primal-dual interior-point method has been presented for the BSDP
and its feasibility has been tested by solving problems of various sizes. Both theory
and experiments show that the application of SSS forms in square matrix repre-
sentations and operations can save a lot of computation and memory. Therefore
solving problems with huge sizes becomes possible by using the proposed struc-
tured algorithm.

However, there still exist some open problems. Our experiments demonstrate
the importance of the selection of δ. A good δ-selection strategy should reduce
numerical ranks dramatically, but the introduced errors must not affect the con-
vergence of solutions. More investigation is needed to find the best strategy.
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A Note on Semi-Fredholm Hilbert Modules

Ronald G. Douglas and Jaydeb Sarkar

Abstract. A classical problem in operator theory has been to determine the
spectrum of Toeplitz-like operators on Hilbert spaces of vector-valued holo-
morphic functions on the open unit ball in Cm. In this note we obtain neces-
sary conditions for k-tuples of such operators to be Fredholm in the sense of
Taylor and show they are sufficient in the case of the unit disk.

Mathematics Subject Classification (2000). 47A13, 46E22, 46M20, 47B32.

Keywords. Hilbert modules, quasi-free Hilbert modules, Fredholm tuple,
Corona property.

1. Introduction

A classical problem in operator theory is to determine the invertibility or the
spectrum of Toeplitz operators on the Hardy space over the unit disk D. When
the symbol or the defining function is continuous, the result is well known and
due to Gohberg in the scalar case (see [12]) and Gohberg-Krein in the vector-
valued case (see [13]). Generalizations of these results to other Hilbert spaces of
holomorphic functions on the disk such as the Bergman space (see [1]) or to the
unit ball Bm (see [16]) or other domains in Cm (see [2]) have been studied during
the past few decades. In the several variables context, the problem is not too
interesting unless we start with a matrix-valued symbol or a k-tuple of operators
and consider the Taylor spectrum or essential spectrum which involves the Koszul
complex (see [14]).

In this note we consider two problems, neither of which is new. However, we
believe the results are more general and our methods provide a more constructive
approach. Moreover, they identify some questions in multi-variable operator the-
ory (and algebra) indicating their importance in the spectral theory for k-tuples of
vector-valued Toeplitz-like operators. Finally, the results suggest lines of investi-
gation for generalizations of the classical Hilbert spaces of holomorphic functions.

This research was partially supported by a grant from the National Science Foundation.
Communicated by J.A. Ball.
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All the Hilbert spaces in this note are separable and are over the complex
field C. For a Hilbert space H, we denote the Banach space of all bounded linear
operators by L(H).

We begin by recalling the definition of quasi-free Hilbert module over A(Ω)
which was introduced in ([7],[6]) and which generalizes classical functional Hilbert
spaces and is related to earlier ideas of Curto–Salinas [4]. Here A(Ω) is the uniform
closure of functions holomorphic on a neighborhood of the closure of Ω, a domain
in Cm. The Hilbert spaceM is said to be a bounded Hilbert module over A(Ω) if
M is a unital module over A(Ω) with module map A(Ω)×M→M such that

‖ϕf‖M ≤ C ‖ϕ‖A(Ω)‖f‖M
for ϕ in A(Ω) and f in M and some C ≥ 1. The Hilbert module is said to be
contractive in case C = 1.

A Hilbert space R is said to be a bounded quasi-free Hilbert module of rank
n over A(Ω), 1 ≤ n ≤ ∞, if it is obtained as the completion of the algebraic tensor
product A(Ω)⊗ �2

n relative to an inner product such that:
(1) evalzzz : A(Ω)⊗ l2n → l2n is bounded for zzz in Ω and locally uniformly bounded

on Ω;
(2) ‖ϕ(

∑
θi ⊗ xi)‖R = ‖∑ϕθi ⊗ xi‖R ≤ C ‖ϕ‖A(Ω)‖

∑
θi ⊗ xi‖R for ϕ, {θi} in

A(Ω) and {xi} in �2
n and some C ≥ 1; and

(3) For {Fi} a sequence in A(Ω)⊗ �2
n which is Cauchy in the R-norm, it follows

that evalzzz(Fi)→ 0 for all zzz in Ω if and only if ‖Fi‖R → 0.
If Iωωω0 denotes the maximal ideal of polynomials in C[zzz] = C[z1, . . . , zm] which

vanish at ωωω0 for some ωωω0 in Ω, then the Hilbert module M is said to be semi-
Fredholm at ωωω0 if dimM/Iωωω0 · M = n is finite (cf. [10]). In particular, note that
M semi-Fredholm at ωωω0 implies that Iωωω0M is a closed submodule of M. Note
that the notion of semi-Fredholm Hilbert module has been called regular by some
authors.

One can show that ωωω → R/Iωωω · R can be made into a rank n Hermitian
holomorphic vector bundle over Ω if R is semi-Fredholm at ωωω in Ω, dimR/Iωωω · R
is constant n, and R is quasi-free, 1 ≤ n < ∞. Actually, all we need here is that
the bundle obtained is real-analytic which is established in ([4], Theorem 2.2).

A quasi-free Hilbert module of rank n is a reproducing kernel Hilbert space
with the kernel

K(www,zzz) = evalwwweval∗zzz : Ω× Ω→ L(�2n).

2. Necessary conditions

Note that if R is a bounded quasi-free Hilbert module over A(Bm) of finite mul-
tiplicity, then the module R over A(Bm) extends to a bounded Hilbert module
over H∞(Bm) (see Proposition 5.2 in [5]). Here Bm denotes the unit ball in Cm.
In particular, the multiplier space of R is precisely H∞(Bm)⊗Mn(C), since R is
the completion of A(Ω)⊗alg l2n, by definition.
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Proposition 1. Let R be a contractive quasi-free Hilbert module over A(Bm)
of finite multiplicity n and {ϕ1, . . . , ϕk} be a commutator subset of H∞(Bm) ⊗
Mn(C). If (Mϕ1 , . . . , Mϕk

) is a semi-Fredholm tuple, then there exists an ε > 0
and 1 > δ > 0 such that

k∑
i=1

ϕi(zzz)ϕi(zzz)∗ ≥ εICn ,

for all zzz satisfying 1 > ‖zzz‖ ≥ 1 − δ > 0. In particular, if the multiplicity of R is
one then

k∑
i=1

|ϕi(zzz)|2 ≥ ε,

for all zzz satisfying 1 > ‖zzz‖ ≥ 1− δ.

Proof. Let K : Bm × Bm → Mn(C) be the kernel function for the quasi-free
Hilbert module R. By the assumption, the range of the row operator MΦ =
(Mϕ1 , . . . , Mϕk

) in L(Rk,R) has finite co-dimension; that is,

dim[R/(Mϕ1R+ · · ·+ Mϕk
R)] <∞,

and, in particular, MΦ has closed range. Consequently, there is a finite rank pro-
jection F such that

MΦM∗
Φ + F =

k∑
i=1

MϕiM
∗
ϕi

+ F : R → R

is bounded below. Therefore, there exists a C > 0 such that

〈FKzzz, Kzzz〉+
〈

k∑
i=1

MϕiM
∗
ϕi

Kzzz, Kzzz

〉
≥ C 〈Kzzz, Kzzz〉 ,

for all zzz in Bm. Then

K∗
zzz F̂ (zzz)Kzzz +

k∑
i=1

K∗
zzz MϕiM

∗
ϕi

Kzzz ≥ CK∗
zzz Kzzz,

and so

F̂ (z)ICn +
k∑

i=1

ϕi(zzz)ϕi(zzz)∗ ≥ CICn ,

for all zzz in Bm. Here F̂ (zzz) denotes the matrix-valued Berezin transform for the
operator F defined by F̂ (zzz) =< FKzzz|Kzzz|−1, Kzzz|Kzzz|−1 > (see [5], where the scalar
case is discussed). Using the known boundary behavior of the Berezin transform
(see Theorem 3.2 in [5]), since F is finite rank we have that ‖F̂ (zzz)‖ ≤ C

2 for all zzz
such that 1 > ‖zzz‖ > 1− δ for some 1 > δ > 0 depending on C. Hence

k∑
i=1

ϕi(zzz)ϕi(zzz)∗ ≥ C

2
,

for all zzz such that 1 > ‖zzz‖ > 1− δ > 0; which completes the proof. �
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A k-tuple of matrix-valued functions (ϕ1, . . . , ϕk) in H∞(Bm)⊗Mn(C) satis-
fying the conclusion of Proposition 1 will be said to have the weak Corona property.

In Theorem 8.2.6 in [11], a version of Proposition 1 is established in case R
is the Bergman module on Bm.

The key step in this proof is the vanishing of the Berezin transform at the
boundary of Bm for a compact operator. The proof of this statement depends on
the fact that Kzzz|Kzzz|−1 converges weakly to zero as zzz approaches the boundary
which rests on the fact that R is contractive. This relation holds for many other
domains such as ellipsoids Ω with the proof depending on the fact that the algebra
A(Ω) is pointed in the sense of [5].

It is an important question to decide if semi-Fredholm implies Fredholm in
the context of Proposition 1. We will discuss this issue more at the end of the
paper. However, the converse of this result is known (see Theorem 8.2.4 in [11]
and pages 241–242) for the Bergman space for certain domains in Cm.

A necessary condition for the converse to hold for the situation in Proposi-
tion 1 is for the essential spectrum of the m-tuple of co-ordinate multiplication
operators to have essential spectrum equal to ∂Bm, which is not automatic, but is
true for the classical spaces.

3. Sufficient conditions

We will use the following fundamental result of Taylor (see [14], Lemma 1):

Lemma 1. Let (T1, . . . , Tk) be in the center of an algebra A contained in L(H) such
that there exists (S1, . . . , Sk) in A satisfying

∑k
i=1 TiSi = IH. Then the Koszul

complex for (T1, . . . , Tk) is exact.

Now we specialize to the case when m = 1 where we can obtain a necessary
and sufficient condition. Consider a contractive quasi-free Hilbert module R over
A(D) of multiplicity one, which therefore has H∞(D) as the multiplier algebra. It
is well known that H∞(D) satisfies the Corona property ; that is, a set {ϕ1, . . . , ϕk}
in H∞(D) satisfies

∑k
i=1 |ϕk(z)| ≥ ε for all z in D for some ε > 0 if and only if

there exist {ψ1, . . . , ψk} ⊂ H∞(D) such that
∑k

i=1 ϕψi = 1.
The following result is a complement to Proposition 1.

Proposition 2. Let R be a contractive quasi-free Hilbert module over A(D) of mul-
tiplicity one and {ϕ1, . . . , ϕk} be a subset of H∞(D). Then the Koszul complex for
the k-tuple (Mϕ1 , . . . , Mϕk

) on R is exact if and only if {ϕ1, . . . , ϕk} satisfies the
Corona property.

Proof. If
∑k

i=1 ϕiψi = 1 for some {ψ1, . . . , ψk} ⊂ H∞(D), then the fact that MΦ

is Taylor invertible follows from Lemma 1. On the other hand, the last group of
the Koszul complex is {0} if and only if the row operator Mϕ in L(Rk,R) is
bounded below which, as before, shows that

∑k
i=1 |ϕi(z)| is bounded below on D.

This completes the proof. �
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The missing step to extend the result from D to the open unit ball Bm is
the fact that it is unknown if the Corona condition for {ϕ1, . . . , ϕk} in H∞(Bm)
is equivalent to the Corona property. Other authors have considered this kind of
question ([15]) for the case of Hardy-like spaces for the polydisk and ball. See [15]
for some recent results and references.

Theorem 1. Let R be a contractive quasi-free Hilbert module over A(D) of multi-
plicity one, which is semi-Fredholm at each point z in D. If {ϕ1, . . . , ϕk} is a subset
of H∞(D), then the k-tuple MΦ = (Mϕ1 , . . . , Mϕk

) is semi-Fredholm if and only
if it is Fredholm if and only if (ϕ1, . . . , ϕk) satisfies the weak Corona condition.

Proof. If MΦ is semi-Fredholm, then by Proposition 1 there exist ε > 0 and 1 >
δ > 0 such that

k∑
i=1

|ϕi(z)|2 ≥ ε,

for all z such that 1 > |z| > 1− δ > 0. Let Z be the set

Z = {z in D : ϕi(z) = 0 for all i = 1, . . . , k}.
Since the functions {ϕi}ki=1 can not all vanish for z satisfying 1 > |z| > 1 − δ, it
follows that the cardinality of the set Z is finite and we assume that card(Z) = N .
Let

Z = {z1, z2, . . . , zN}
and lj be the smallest order of the zero at zj for all ϕj and 1 ≤ j ≤ k. Let B(z) be
the finite Blaschke product with zero set precisely Z counting the multiplicities.
If we define ξi = ϕi

B , then ξi is in H∞(D) for all i = 1, . . . , k. Since {ϕ1, . . . , ϕk}
satisfies the weak Corona property, we obtain

k∑
i=1

|ξi(z)|2 ≥ ε

for all z such that 1 > |z| > 1 − δ. Note that {ξ1, . . . , ξn} does not have any
common zero and so

k∑
i=1

|ξi(z)|2 ≥ ε

for all z in D. Therefore, {ξ1, . . . , ξk} satisfies the Corona property and hence there
exists {η1, . . . , ηk}, a subset of H∞(D), such that

∑k
i=1 ξi(z)ηi(z) = 1 for all z in

D. Thus,
∑k

i=1 ϕi(z)ηi(z) = B for all z in D. This implies
∑k

i=1 MϕiMηi = MB,
and consequently,

k∑
i=1

MϕiMηi = MB,

where Mϕi is the image of Mϕi in the Calkin algebra, Q(R) = L(R)/K(R). But
the assumption that Mz−w is Fredholm for all w in D yields that MB is Fredholm.
Therefore, X =

∑k
i=1 MϕiMηi is invertible. Moreover, since X commutes with the
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set {Mϕ1 , . . . , Mϕk
,Mη1 , . . . ,Mηk

}, it follows that (Mϕ1 , . . . , Mϕk
) is a Fredholm

tuple, which completes the proof. �

Although, the use of a finite Blaschke product allows one to preserve norms,
a polynomial with the zeros of Z to the same multiplicity could be used. This
would allow one to extend the Theorem to all domains in C for which the Corona
theorem holds.

Our previous result extends to the case of finite multiplicity quasi-free Hilbert
modules.

Theorem 2. Let R be a contractive quasi-free Hilbert module over A(D) of multi-
plicity n, which is semi-Fredholm at each point z in D and let {ϕ1, . . . , ϕk} be a
commutator subset of H∞(D) ⊗Mn(C). Then the k-tuple MΦ = (Mϕ1 , . . . , Mϕk

)
is Fredholm if and only if it is semi-Fredholm if and only if (ϕ1, . . . , ϕk) satisfies
the weak Corona condition.

Proof. As before, the assumption that MΦ is semi-Fredholm implies that there
exists ε > 0 and 1 > δ > 0 such that

k∑
i=1

ϕi(z)ϕi(z)∗ ≥ εICn ,

for all z such that 1 > ‖z‖ > 1 − δ. After taking the determinant, this inequality
implies

k∑
i=1

|detϕi(z)|2 ≥ εn.

Using the same argument as in Theorem 1, we can find η1, . . . , ηk in H∞(D) and
a finite Blaschke product B such that

k∑
i=1

ηi(z) detϕi(z) = B(z),

for all z in D. For 1 ≤ i ≤ k, let ϕ̂i(z) be the cofactor matrix function of ϕi(z)
which is used in Cramer’s Theorem. Then

ϕ̂i(z)φi(z) = φi(z)ϕ̂i(z) = detϕi(z) ICn ,

for all z in D and 1 ≤ i ≤ k. Note that this relation implies that the algebra gen-
erated by the set {Mϕ1, . . . , Mϕk

, Mϕ̂1 , . . . , Mϕ̂k
} is commutative. Thus we obtain

k∑
i=1

φi(z) ηi(z) ϕ̂i(z) = B(z)ICn , or
k∑

i=1

φi(z)η̂i(z) = B(z)ICn ,

where η̂i(z) = ηi(z)ϕ̂i(z) is in H∞(D)⊗Mn(C) and 1 ≤ i ≤ k. Therefore we have
that

k∑
i=1

MϕiMη̂i = MB,
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and consequently, the proof follows immediately from the last part of the proof of
Theorem 1. �

4. Further comments

One reason we are able to obtain a converse in the one variable case is that we
can represent the zero variety of the ideal generated by the functions in terms of a
single function, the finite Blaschke product (or polynomial). This is not surprising
since C[z] is a principal ideal domain. This is, of course, not true for C[z1, . . . , zm]
for m > 1 and hence one would need (at least) a finite set of functions to determine
the zero variety for the ideal generated by the functions. How to do that in an
efficient manner and how to relate the Fredholmness of the k-tuple to that of this
generating set is not clear but is the key to answering many such questions.

What is required involves two steps, both in the realm of algebra. The first
we have already mentioned but the second is how to relate the generators to the
Koszul complex.

Let us consider one example of what might be possible. Consider the case
in which the p1(zzz), . . . , pk(zzz) are polynomials in C[z1, z2] so that 000 is the only
common zero. Assume that there are sets of polynomials {q1(zzz), . . . , qk(zzz)} and
{r1(zzz), . . . , rk(zzz)} such that

k∑
i=1

pi(zzz)qi(zzz) = zk1
1 and

k∑
i=1

pi(zzz)ri(zzz) = zk2
2 ,

for some positive integers k1 and k2.

Two questions now arise:

(1) Does the assumption that (Mp1 , . . . , Mpk
) is semi-Fredholm with Z = {000}

imply the existence of the subsets {r1, . . . , rk} and {q1, . . . , qk} of C[z1, z2]?
What if the functions {p1, . . . , pk} are in H∞(B2) and we seek {r1, . . . , rk}
and {q1, . . . , qk} in H∞(B2)?

(2) If the functions {r1, . . . , rk} and {q1, . . . , qk} exist and we assume that
(M

z
k1
1

, M
z

k2
2

) acting on the quasi-free Hilbert module R is Fredholm, does it
follow that (Mp1 , . . . , Mpk

) is also.

These questions can be generalized to the case where one would need more
than two polynomials to determine the zero variety, either because the dimension
m is greater than 2 or because Z contains more than one point. But answering
these questions in the simple case discussed above would be good start.

After this note was written, J. Eschmeier informed the authors that both
questions have an affirmative answer, at least when the zero variety is a single
point.
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The S-recurrence of Schur Parameters
of Non-inner Rational Schur Functions

Vladimir K. Dubovoy, Bernd Fritzsche and Bernd Kirstein

Abstract. The main goal of this paper is to investigate the Schur parameter
sequences of non-inner rational Schur functions. It is shown that these Schur
parameter sequences are characterized by the membership in the space l2 and
a particular recurrence property which is called S-recurrence. Moreover, we
indicate a principle of extending a finite sequence of numbers from the open
unit disk to an S-recurrence sequence belonging to l2.

Mathematics Subject Classification (2000). 30D50, 47A48, 47A45.

Keywords. Non-inner rational Schur functions, Schur algorithm, Schur param-
eter sequences, S-recurrent sequences.

0. Introduction

This paper deals with particular aspects connected to the classical Schur algorithm
which was introduced in I. Schur’s fundamental paper [9]. Our main goal is to study
the Schur parameter sequences of the non-inner rational Schur functions. The inner
rational Schur functions are exactly the finite Blaschke products. As was shown by
I. Schur in [9], if θ is a Schur function, then the Schur algorithm for θ terminates
after a finite number n of steps if and only if θ is a finite Blaschke product of
degree n. Thus, the Schur parameter sequence of a finite Blaschke product is
finite. Surprisingly, we could not find anything in the mathematical literature
about the Schur parameter sequences of non-inner rational Schur functions. The
starting point of our investigations is the first author’s recent research [4] on the
Schur parameter sequences of pseudocontinuable non-inner Schur functions. It will
turn out that the machinery developed in [4] can be used to obtain many insights
into the structure of the Schur parameter sequences of non-inner rational Schur
functions. (What concerns comprehensive expositions of many aspects and facets
of the Schur algorithm we refer the reader to the monographs by D. Alpay [1],

Communicated by J.A. Ball.
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C. Foias/A. Frazho [6], B. Simon [10], [11], and S.N. Khrushchev [8], and the
references therein.)

In order to review the content of this paper in more detail, first we roughly
sketch the classical Schur algorithm.

Let D := {z ∈ C : |z| < 1} be the open unit disk of the complex plane C. The
symbol S denotes the set of all Schur functions in D, i.e., the set of all functions
θ : D → C which are holomorphic in D and satisfy the condition |θ(ζ)| ≤ 1 for
all ζ ∈ D. A function θ ∈ S is called inner if its boundary values are unimodular
almost everywhere with respect to the Lebesgue measure on the unit circle. The
symbol RS (resp. J) stands for the subset of S which consists of all rational
(resp. inner) functions belonging to S. The simplest rational inner functions are
the elementary Blaschke factors. For a ∈ D the elementary Blaschke factor ba is
the rational function given by

ba(ζ) :=
ζ − a

1− aζ
.

A finite product of elementary Blaschke factors multiplied by a unimodular con-
stant is called finite Blaschke product. Thus, the intersection RS ∩ J consists of
all finite Blaschke products.

Let θ ∈ S. Following I. Schur [9], we set θ0 := θ and γ0 := θ0(0). Obviously,
|γ0| ≤ 1. If |γ0| < 1, then we consider the function θ1 : D→ C defined by

θ1(ζ) :=
1
ζ
· θ0(ζ) − γ0

1− γ0θ0(ζ)
.

In view of the Lemma of H.A. Schwarz, we have θ1 ∈ S. As above we set
γ1 := θ1(0) and if |γ1| < 1, we consider the function θ2 : D→ C defined by

θ2(ζ) :=
1
ζ
· θ1(ζ) − γ1

1− γ1θ1(ζ)
.

Further, we continue this procedure inductively. Namely, if in the jth step a func-
tion θj occurs for which |γj | < 1 where γj := θj(0), we define θj+1 : D → C
by

θj+1(ζ) :=
1
ζ
· θj(ζ) − γj

1− γjθj(ζ)
. (0.1)

and continue this procedure in the prescribed way. Then setting N0 := {0, 1, 2, . . .}
two cases are possible:
(1) The procedure can be carried out without end, i.e., |γj | < 1 for each j ∈ N0.
(2) There exists a w ∈ N0 such that |γw| = 1 and, if w > 0, then |γj | < 1 for

each j ∈ {0, . . . , w − 1}.
Thus, a sequence (γj)w

j=0 is associated with each function θ ∈ S. Here we have
w =∞ (resp. w = n) in the first (resp. second) case. From I. Schur’s paper [9] it
is known that the second case occurs if and only if θ is a finite Blaschke product
of degree n. Consequently, condition (2) provides a complete description of all
parameter sequences (γj)w

j=0 which correspond to functions of the class RS ∩ J .
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The above procedure is called a Schur algorithm and the sequence (γj)w
j=0

obtained here is called the Schur parameter sequence associated with the function
θ, whereas for each j ∈ {0, . . . , w} the function θj is called the jth Schur transform
of θ. The symbol Γ stands for the set of all Schur parameter sequences associated
with functions belonging to S.

The following two properties established by I. Schur in [9] determine the
particular role which Schur parameters play in the study of functions of class S.

(a) Each sequence (γj)w
j=0 of complex numbers, 0 ≤ w ≤ ∞, which satisfies one

of the conditions (1) or (2) belongs to Γ.
(b) There is a one-to-one correspondence between the sets S and Γ.

Thus, the Schur parameters are independent parameters which completely deter-
mine the functions of class S.

Now we take a look at the class RS\J from the perspective of the Schur algo-
rithm. Let θ ∈ RS\J . and let (γj)∞j=0 be its Schur parameter sequence. From the
shape of formula (0.1) it follows immediately that each member of the sequence
(θj)∞j=0 belongs to RS\J , too. Taking into account that for each j ∈ N0 the func-
tion θj has the Schur parameter sequence (γj+k)∞k=0, we see that the elimination of
an arbitrary first finite section from the Schur parameter sequence (γk)∞k=0 does not
effect the membership of the corresponding function having the reduced sequence
as Schur parameter sequence to the class RS\J .

On the other hand, for each ζ ∈ D, the relation (0.1) can be rewritten in the
form

θj(ζ) =
ζθj+1(ζ) + γj

1 + γjζθj+1(ζ)
.

From this we see that if we replace the sequence (γj)∞j=0 by the sequence (γ−1+j)∞j=0

where |γ−1| < 1, i.e., if we consider the function θ−1 : D→ C defined by

θ−1(ζ) :=
ζθ(ζ) + γ−1

1 + γ−1ζθ(ζ)
,

then we get again a function θ−1 belonging to RS\J . Thus, adding a finite number
of elements from D to the sequence (γj)∞j=0 does not effect the membership of the
associated function belonging to the class RS\J .

Let n ∈ N0 and let (γj)n
j=0 be a sequence from D. Then our previous con-

siderations lead us to the following result which in particular contains a complete
description of all functions from RS\ J having (γj)n

j=0 as the sequence of its first
n + 1 Schur parameters.

Proposition 0.1. Let n ∈ N0 and let (γj)n
j=0 be a sequence from D. Further, let

P(γj)n
j=0

: C→ C2×2 be defined by

P(γj)n
j=0

(ζ) :=
n∏

j=0

(
ζ γj

γjζ 1

)
and let P(γj)n

j=0
=

(
a(γj)n

j=0
b(γj)n

j=0

c(γj)n
j=0

d(γj)n
j=0

)
.
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Denote by [S\(RS ∩ J)]((γj)n
j=0) the set of all functions belonging to S\(RS ∩ J)

which have (γj)n
j=0 as the sequence of their first n + 1 Schur parameters.

(a) Let θ ∈ [S\(RS ∩ J)]((γj)n
j=0) and let θn+1 be the (n + 1)th Schur transform

of θ. Then θn+1 ∈ S\(RS ∩ J) and

θ =
a(γj)n

j=0
· θn+1 + b(γj)n

j=0

c(γj)n
j=0
· θn+1 + d(γj)n

j=0

.

If θ ∈ [S\(RS ∩ J)]((γj)n
j=0) ∩ (RS\J), then θn+1 ∈ RS\J .

(b) Let g ∈ S\(RS ∩ J). Then

θ :=
a(γj)n

j=0
· g + b(γj)n

j=0

c(γj)n
j=0
· g + d(γj)n

j=0

belongs to [S\(RS ∩ J)]((γj)n
j=0) and g coincides with the (n + 1)th Schur

transform θn+1 of θ. If g ∈ RS\J , then θ ∈ RS\J .
(c) The function

θ(γj)n
j=0

:=
b(γj)n

j=0

d(γj)n
j=0

. (0.2)

belongs to RS\J and has the Schur parameter sequence γ0,. . ., γn,0,0,. . ..

It should be mentioned that the function defined in (0.2) was already studied
by I. Schur in [9]. In the framework of the investigation of the matricial version
of the classical Schur problem the matricial generalization of this function was
studied with respect to several aspects (see, e.g., the paper [7] where its entropy
extremality was proved).

Let θ ∈ S and let

θ(ζ) =
∞∑

j=0

cjζ
j , ζ ∈ D, (0.3)

be the Taylor series representation of θ. Moreover, let (γj)w
j=0 be the Schur pa-

rameter sequence associated with θ. As it was shown by I. Schur in [9], for each
integer n satisfying 0 ≤ n < w, the identities

γn = Φn(c0, c1, . . . , cn) (0.4)

and
cn = Ψn(γ0, γ1, . . . , γn) (0.5)

hold true. Here, I. Schur presented an explicit description of the function Φn. For
the function Ψn, he obtained the formula

Ψn(γ0, γ1, . . . , γn) = γn ·
n−1∏
j=0

(
1− |γj |2

)
+ Ψ̃n−1 (γ0 . . . , γn−1) (0.6)

where Ψ̃n−1 is a polynomial of the variables γ0, γ0, . . . , γn−1, γn−1.
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It should be mentioned that the explicit form of the functions Ψ̃n−1 was
described in [3]. Thus, for every integer n satisfying 0 ≤ n < w, the sequences
(ck)n

k=0 and (γk)n
k=0 can each be expressed in terms of the other.

We are interested in the rational functions belonging to S. According to
a well-known criterion (see, e.g., Proposition 1.1 in [2]), the power series (0.3)
corresponds to a rational function if and only if there exist an integer n0 ≥ 1 and
a sequence (αj)n0

j=1 of complex numbers such that for each n ≥ n0 the identity

cn+1 = α1cn + α2cn−1 + . . . + αn0cn−n0+1 (0.7)

is fulfilled. From this, (0.5) and (0.6) it follows that the rationality of a function
θ ∈ S can be characterized by relations of the form

γn+1 = gn(γ0, γ1, . . . , γn), n ≥ n0, (0.8)

where (gn)n≥n0 is some sequence of given functions. It should be mentioned that
the functions (gn)n≥n0 obtained in this way do not have such an explicit structure
which enables us to perform a detailed analysis of the Schur parameter sequences
of functions belonging to the class RS\J .

The main goal of this paper is to present a direct derivation of the relations
(0.8) and, in so doing, characterize the Schur parameter sequences associated with
functions from RS\J .

Our strategy is based on applying the tools developed in [4]. Our approach
is motivated by Theorem 5.9 in [4] (see Theorem 1.11 below), which contains
a first characterization of functions belonging to RS\J in terms of their Schur
parameters. This characterization is presented at the beginning of this paper.
We want to demonstrate in which way the recurrence properties of the Taylor
coefficient sequence of a function from RS\J are reflected in its Schur parameter
sequence.

This paper is organized as follows. In Section 1, we state some preliminary
facts and notions. This material is mostly taken from [4].

In Section 2, we indicate the recurrent character of the Schur parameter
sequence associated with a function θ ∈ RS\J . An important step in realizing
this aim is reached by introducing the concept of S-recurrence for sequences γ =
(γj)∞j=0. The study of S-recurrence is the central theme of Section 2. The concept
of S-recurrence is based on particular vectors which are called S-recurrence vectors
associated with γ (see Definition 2.1). It is already known from Theorem 5.9 in [4]
that the Schur parameter sequence of a function θ ∈ RS\J belongs to the set Γl2
of all sequences (γj)∞j=0 which belong to Γ ∩ l2. This observation allows us to use
more of the tools introduced in [4]. In particular, this concerns various sequences of
complex matrices which were associated with a sequence γ ∈ Γl2 in [4]. It will turn
out (see Proposition 2.4) that the S-recurrence vectors associated with γ ∈ Γl2
are exactly those vectors from the null space of the matrices An(γ) introduced in
(1.17) which have a non-zero last entry. This enables us to characterize the Schur
parameter sequences of the functions from RS\J as the sequences γ ∈ Γl2 which
are S-recurrent. This is the content of Theorem 2.5 which is one of the main results
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of this paper. The next central result is Theorem 2.8 which yields essential insights
into the intrinsic structure of S-recurrence sequences γ = (γj)∞j=0. In particular,
we will see that there is some r ∈ N such that for each integer n ≥ r the number
γn+1 can be expressed in terms of the sequence (γj)n

j=0 of the preceding elements.
The main theme of Section 3 is connected to a closer analysis of a sequence

(Ln(γ))n∈N of complex matrices (see (1.7)) which are associated with a sequence
γ ∈ Γl2. It will be shown (see Lemma 3.1) that the matrix Ln(γ) is completely
determined by its first column and the section (γj)n

j=0. This leads us to an impor-
tant notion which is introduced in Definition 3.2. Given a finite sequence (γj)r

j=0

from D, we call the data [Π1,1, (Lj,1)r
j=1] compatible with (γj)r

j=0 if a certain
matrix Lr+1,0 (see (3.3)) is contractive, but not strictly contractive. The matrix
Ar+1,0 := Ir+1 − Lr+1,0L

∗
r+1,0 is called the information matrix associated with

[(γj)r
j=0, Π1,1, (Lj,1)r

j=1] because it turns out that this matrix contains essential
information on the data under consideration. The study of the structure of Ar+1,0

is the central topic of Section 4.
In Section 5, we consider an inverse problem. Starting with suitable data

[(γj)r
j=0, Π1,1, (Lj,1)r

j=1] we want to construct an S-recurrent sequence which starts
with (γj)r

j=0. Our strategy is based on a closer analysis of the information matrix
Ar+1,0. The main result of Section 5 is Theorem 5.2 which contains an explicit
recursive construction of an S-recurrent sequence γ with first section (γj)r

j=0. This
construction is based on the use of vectors from the null space of Ar+1,0 having
nonzero last element. In the special case r = 1 the expressions from Theorem 5.2
can be simplified considerably (see Theorem 5.5).

In subsequent work we plan a closer analysis of the procedure used in the
proof of Theorem 5.2 to obtain an S-recurrent extension of a finite sequence (γj)r

j=0

from D. More precisely, we are interested in constructing sequences γ = (γj)∞j=0 for
which the associated functions θ ∈ RS\J have prescribed properties. In particular,
we want to construct outer functions θ which belong to RS\J .

1. Preliminaries

This paper is a direct continuation of [4] where the Schur parameter sequences of
pseudocontinuable non-inner Schur functions have been characterized. Keeping in
mind that a non-inner rational Schur function is pseudocontinuable it seems to be
quite natural to use methods introduced in [4]. In this section, we summarize some
notions and results from [4], which we will need later. We continue to work with
the notions used in [4].

Let θ ∈ RS\J and let (γj)w
j=0 be the associated sequence of Schur parameters.

Then from the properties (1) and (2) of Schur parameters listed in the Introduction
it follows that (γj)w

j=0 is an infinite sequence, i.e., w = ∞. From Corollary 4.4 in
[4] we get additional essential information relating to the sequence (γj)∞j=0:
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Lemma 1.1. Let θ ∈ RS\J and denote by γ = (γj)∞j=0 its Schur parameter se-
quence. Then

∞∑
j=0

|γj |2 < +∞. (1.1)

In the following, the symbol l2 stands for the space of all sequences (zj)∞j=0

of complex numbers such that
∑∞

j=0 |zj |2 <∞. Moreover,

Γl2 :=
{
γ = (γj)∞j=0 ∈ l2 : γj ∈ D, j ∈ N0

}
.

Thus, Γl2 is the subset of all γ = (γj)∞j=0 ∈ Γ, for which the product
∞∏

j=0

(
1− |γj |2

)
(1.2)

converges. Hence, if θ ∈ RS\J , then Lemma 1.1 implies that its Schur parameter
sequence γ belongs to Γl2.

For functions θ ∈ S with Schur parameter sequence γ belonging to Γl2, we
note that the sequence (Ln(γ))∞n=0 introduced in formula (3.12) of [4] via

L0(γ) := 1 and, for each positive integer n, via Ln(γ) :=
n∑

r=1

(−1)r
∑

s1+s2+...+sr=n

∞∑
j1=n−s1

∞∑
j2=j1−s2

. . .

∞∑
jr=jr−1−sr

γj1γj1+s1
. . . γjr γjr+sr

(1.3)

plays a key role. Here the summation runs over all ordered r-tuples (s1, . . . , sr) of
positive integers which satisfy s1 + · · ·+ sr = n. For example,

L1(γ) = −
∞∑

j=0

γjγj+1

and

L2(γ) = −
∞∑

j=0

γjγj+2 +
∞∑

j1=1

∞∑
j2=j1−1

γj1γj1+1γj2γj2+1.

Obviously, if γ ∈ Γl2, then the series (1.3) converges absolutely.
For each γ = (γj)∞j=0 ∈ Γl2, we set

Πk :=
∞∏

j=k

Dγj , k ∈ N0, (1.4)

where
Dγj :=

√
1− |γj |2, j ∈ N0. (1.5)

In the space l2 we define the coshift mapping W : l2 → l2 via

(zj)∞j=0 �→ (zj+1)∞j=0. (1.6)
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Let γ ∈ Γl2. For each n belonging to the set N := {1, 2, 3, . . .} of all positive
integers we set (see formula (5.3) in [4])

Ln(γ) :=

⎛⎜⎜⎜⎜⎜⎝
Π1 0 0 . . . 0

Π2L1(Wγ) Π2 0 . . . 0
Π3L2(Wγ) Π3L1(W 2γ) Π3 . . . 0

...
...

...
...

ΠnLn−1(Wγ) ΠnLn−2(W 2γ) ΠnLn−3(W 3γ) . . . Πn

⎞⎟⎟⎟⎟⎟⎠ . (1.7)

The matrices introduced in (1.7) will play an important role in our investiga-
tions. Now we turn our attention to some properties of the matrices Ln(γ), n ∈ N,
which will later be of use. From Corollary 5.2 in [4] we get

Lemma 1.2. Let γ = (γj)∞j=0 ∈ Γl2 and let n ∈ N. Then the matrix Ln(γ) defined
by (1.7) is contractive.

We continue with some asymptotical considerations.

Lemma 1.3. Let γ = (γj)∞j=0 ∈ Γl2. Then:

(a) limk→∞Πk = 1.
(b) Let j ∈ N. Then limm→∞ Lj(W mγ) = 0.
(c) Let n ∈ N. Then limm→∞ Ln(W mγ) = In.

Proof. The choice of γ implies that γ is a sequence from D which satisfies (1.1).
From this we infer the convergence of the infinite product

∏∞
k=0 Dγk

. This im-
plies (a). Assertion (b) is an immediate consequence of the definition of the
sequence (Lj(Wmγ))∞m=1 (see (1.3) and (1.6)). By inspection of the sequence
(Ln(Wmγ))∞m=1 one can immediately see that the combination of (a) and (b)
yields the assertion of (c). �

Let γ ∈ Γl2. A closer look at (1.7) yields the block decomposition

Ln+1(γ) =
(

Ln(γ) 0n×1

b∗n(γ) Πn+1

)
, (1.8)

where

bn(γ) := Πn+1 ·
(
Ln(Wγ), Ln−1(W 2γ), . . . , L1(W nγ)

)T

. (1.9)

Analogously, we obtain

Ln+1(γ) =
(

Π1 01×n

Bn+1(γ) Ln(Wγ)

)
(1.10)

(see [4], formula (5.23)), where

Bn+1(γ) := (Π2L1(Wγ), Π3L2(Wγ), . . . ,Πn+1Ln(Wγ))T
. (1.11)
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The following result is Lemma 5.3 in [4].

Lemma 1.4. Let γ = (γj)∞j=0 ∈ Γl2 and let n ∈ N. Then

Ln(γ) = Mn(γ) · Ln(Wγ), (1.12)

where

Mn(γ) := (1.13)⎛⎜⎜⎜⎜⎜⎜⎝
Dγ1 0 0 . . . 0
−γ1γ2 Dγ2 0 . . . 0
−γ1Dγ2γ3 −γ2γ3 Dγ3 . . . 0

...
...

...
...

−γ1

(∏n−1
j=2 Dγj

)
γn −γ2

(∏n−1
j=3 Dγj

)
γn −γ3

(∏n−1
j=4 Dγj

)
γn . . . Dγn

⎞⎟⎟⎟⎟⎟⎟⎠ .

Moreover, Mn(γ) is a nonsingular matrix which fulfills

In −Mn(γ)M∗
n(γ) = ηn(γ)η∗n(γ), (1.14)

where

ηn(γ) :=

⎛⎝γ1, γ2Dγ1 , . . . , γn

⎛⎝n−1∏
j=1

Dγj

⎞⎠⎞⎠T

. (1.15)

Corollary 1.5. Let γ = (γj)∞j=0 ∈ Γl2 and let n ∈ N. Then the multiplicative
decomposition

Ln(γ) =

−→∞∏
k=0

Mn(W kγ) (1.16)

holds true.

Proof. Combine part (c) of Lemma 1.3 and (1.12). �
For each γ = (γj)∞j=0 ∈ Γl2, we introduce the matrices

An(γ) := In − Ln(γ)L∗n(γ), n ∈ N. (1.17)

Then Lemma 1.2 shows that for each n ∈ N the matrix An(γ) is nonnegative
Hermitian. We will later see that the determinants

σn(γ) :=
{

1 , if n = 0
detAn(γ) , if n ∈ N

(1.18)

contain essential information on the behavior of Schur parameters of a function
θ ∈ RS\J .

The following result is contained in Theorem 5.5 in [4].

Theorem 1.6. Let γ = (γj)∞j=0 be a sequence from Γl2. Then
(a) For each n ∈ N, the inequalities 0 ≤ σn(γ) < 1 and σn+1(γ) ≤ σn(γ) hold

true. Moreover, limn→∞ σn(γ) = 0.
(b) If there exists some n0 ∈ N0 such that σn0(γ) > 0 and σn0+1(γ) = 0, then

for all integers n ≥ n0 the relation rankAn(γ) = n0 holds true.



160 V.K. Dubovoy, B. Fritzsche and B. Kirstein

(c) For each n ∈ N, the identity

An(γ) = ηn(γ)η∗n(γ) + Mn(γ)An(Wγ)M∗
n(γ) (1.19)

holds, where Mn(γ) and ηn(γ) are defined via (1.13) and (1.15), respectively.

Remark 1.7. For each n ∈ N, the identity (1.19) is an easy consequence of (1.17),
(1.12), and (1.14). Indeed, for each n ∈ N we have

An(γ) = In − Ln(γ)L∗n(γ) = In −Mn(γ)Ln(Wγ)L∗n(Wγ)M∗
n(γ)

= In −Mn(γ)M∗
n(γ) + Mn(γ)An(Wγ)M∗

n(γ)
= ηn(γ)η∗n(γ) + Mn(γ)An(Wγ)M∗

n(γ).

Formula (1.18) and part (b) of Theorem 1.6 lead us to the following notion
(see Definition 5.20 in [4])

Definition 1.8. Let γ = (γj)∞j=0 ∈ Γl2.
(a) Suppose that there exists some positive integer n such that σn(γ) = 0. Then

the nonnegative integer n0 satisfying σn0(γ) > 0 and σn0+1(γ) = 0 is called
the rank of the sequence γ. In this case we will write rank γ = n0 to indicate
that γ has the finite rank n0.

(b) If σn(γ) > 0 for all n ∈ N0, then γ is called a sequence of infinite rank.
In the cases (a) and (b), we write rank γ = n0 and rank γ =∞, respectively.

Remark 1.9.
(a) Let γ = (γj)∞j=0 ∈ Γl2. Using (1.18), (1.17), and (1.7) we then get

σ1(γ) = A1(γ) = 1− |L1(γ)|2 = 1−Π2
1.

Thus, rank γ = 0 if and only if γj = 0 for all j ∈ N.
(b) Conversely, let (γj)∞j=0 be a sequence of complex numbers which satisfies

γ0 ∈ D and γj = 0 for each j ∈ N. Then γ ∈ Γl2 and rank γ = 0.

Remark 1.10. Let r ∈ N and let γ = (γj)∞j=0 be a sequence from D which satisfies

γj = 0, j ∈ {r + 1, r + 2, . . .} (1.20)

Then γ ∈ Γl2. From (1.4), (1.5) and (1.20) we conclude Πr+1 = 1. Combining this
with (1.8) and Lemma 1.2, we see that

Lr+1(γ) =
(

Lr(γ) 0r×1

01×r 1

)
.

Thus, (1.17) yields

Ar+1(γ) =
(
Ar(γ) 0r×1

01×r 0

)
. (1.21)

Let er+1 := (0, . . . , 0, 1)T ∈ Cr+1. Then from (1.21) we infer

er+1 ∈ kerAr+1(γ)\{0(r+1)×1}.
Using (1.18) and (1.21), we get σr+1(γ) = detAr+1(γ) = 0. Thus, rankγ ≤ r.



Recurrence of Schur Parameters 161

Theorem 5.9 in [4] yields the following characterization of the Schur param-
eter sequences of rational Schur functions.

Theorem 1.11. Let θ ∈ S and let by γ = (γj)w
j=0 denote its Schur parameter

sequence. Then the function θ is rational if and only if one of the following two
conditions is satisfied:
(1) w <∞.
(2) w = ∞, the sequence γ belongs to Γl2, and there exists an n0 ∈ N such that

σn0(γ) = 0, where σn0(γ) is defined via (1.18).
If (2) holds, then θ ∈ RS\J .

Remark 1.12. It should be mentioned that condition (1) in Theorem 1.11 is exactly
the well-known criteria by I. Schur for the membership of a function to the class
RS ∩ J . We have already discussed this fact in detail in the introduction.

2. The S-recurrence property of the Schur parameter sequences
associated with non-inner rational Schur functions

It is known (see, e.g., Proposition 1.1 in [2]) that the power series
∞∑

j=0

cjz
j (2.1)

can be written as a quotient P
Q of two polynomials P and Q where Q(z) = 1 −

q1z − · · · − qrz
r if and only if there exists some m ∈ N0 such that for each integer

n with n ≥ m the relation

cn+1 = q1cn + q2cn−1 + · · ·+ qrcn−r+1 (2.2)

holds true. In this case the sequence c = (cj)∞j=0 is said to be a recurrent sequence
of rth order and formula (2.2) is called a recurrence formula of order r.

We rewrite equation (2.2) in a different way. Here we consider the vectors

q := (−qr,−qr−1, . . . ,−q1, 1)T (2.3)

and
μr+1(c) := (c0, c1, . . . , cr−1, cr)T . (2.4)

For each n ∈ {m, m + 1, . . .} we have then

μr+1(Wn−r+1c) = (cn−r+1, cn−r+2, . . . , cn, cn+1)T ,

where W is the coshift given by (1.6). Thus, for each integer n with n ≥ m, the
recursion formula (2.2) can be rewritten as an orthogonality condition in the form(

q, μr+1(W n−r+1c)
)

Cr+1 = 0, (2.5)

where (·, ·)Cr+1 stands for the usual Euclidean inner product in the space Cr+1

(i.e., (x, y)Cr+1 = y∗x for all x, y ∈ Cr+1).
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Let the series (2.1) be the Taylor series of a function θ ∈ RS\J and let
γ = (γj)∞j=0 be the sequence of Schur parameters associated with θ. Then it will
turn out that the recurrence property of the Taylor coefficient sequence (cj)∞j=0

implies some type of recurrence relations for the sequence γ = (γj)∞j=0. With this
in mind we introduce the following notion.

Definition 2.1. Let γ = (γj)∞j=0 ∈ Γ. Then the sequence γ is called S-recurrent
if there exist some r ∈ N and some vector p = (pr, pr−1, . . . , p0)T ∈ Cr+1 with
p0 �= 0 such that for all integers n with n ≥ r the relations⎛⎜⎝p,

⎡⎢⎣
−→

n−r−1∏
k=0

Mr+1(W kγ)

⎤⎥⎦ ηr+1(Wn−rγ)

⎞⎟⎠
Cr+1

= 0 (2.6)

are satisfied, where the matrix Mr+1(γ) and the vector ηr+1(γ) are defined via
(1.13) and (1.15), respectively. In this case the vector p is called an rth order
S-recurrence vector associated with γ.

Remark 2.2. If we compare the vectors μr+1(c) and ηr+1(γ) introduced in (2.4)
and (1.15), respectively, then we see that the numbers γk in the vector ηr+1(γ) are
multiplied with the factor

∏k−1
j=1 Dγj which can be thought of as a weight factor.

Moreover, contrary to (2.5), the vector ηr+1(Wn−rγ) is paired in (2.6) with the
matrix product

−→
n−r−1∏

k=0

Mr+1(W kγ).

In the case n = r the latter product has to be interpreted as the unit matrix Ir+1.

The following result plays an important role in our subsequent considerations.

Lemma 2.3. Let γ = (γj)∞j=0 ∈ Γl2 and let n ∈ N. Then An(γ) defined via (1.17)
can be represented via

An(γ) =
∞∑

j=0

ξn,j(γ)ξ∗n,j(γ), (2.7)

where

ξn,j(γ) :=

⎡⎢⎣
−→
j−1∏
k=0

Mn(W kγ)

⎤⎥⎦ ηn(W jγ), j ∈ N0. (2.8)

Proof. Applying (1.19) to Wγ instead of γ we obtain

An(Wγ) = ηn(Wγ)η∗n(Wγ) + Mn(Wγ)An(W 2γ)M∗
n(Wγ).

Inserting this expression into (1.19) we get

An(γ) = ηn(γ)η∗n(γ) + Mn(γ)ηn(Wγ)η∗n(Wγ)M∗
n(γ)

+Mn(γ)Mn(Wγ)An(W 2γ)M∗
n(Wγ)Mn(γ).
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This procedure will be continued now. Taking into account the contractivity
of the matrices Mn(W jγ), j ∈ N0, and the limit relation limm→∞An(W mγ) =
0(n+1)×(n+1), which follows from part (c) of Lemma 1.3 and (1.17), we obtain
(2.7). �

Let r ∈ N. Using (2.8) one can see that condition (2.6), which expresses
S-recurrence of rth order, can be rewritten in the form

(p, ξr+1,j(γ))
Cr+1 = 0, j ∈ N0. (2.9)

Thus the application of Lemma 2.3 leads us immediately to the following result.

Proposition 2.4. Let γ = (γj)∞j=0 ∈ Γl2. Further, let r ∈ N and let p = (pr, . . . , p0)T

∈ Cr+1. Then p is an rth order S-recurrence vector associated with γ if and only
if p0 �= 0 and

p ∈ kerAr+1(γ). (2.10)

Now we are able to prove one of the main results of this paper. It establishes
an important connection between the S-recurrence property of a sequence γ ∈
Γl2 and the rationality of the Schur function θ, the Schur parameter sequence of
which is γ.

Theorem 2.5. Let γ = (γj)∞j=0 ∈ Γ and let θ be the Schur function with Schur
parameter sequence γ. Then θ ∈ RS\J if and only if γ is an S-recurrent sequence
belonging to Γl2.

Proof. From Theorem 1.11 it follows that θ ∈ RS\J if and only if γ belongs to
Γl2 and there exists some r ∈ N such that σr+1(γ) = 0. In this case, we infer from
part (b) of Theorem 1.6 that there exists an n0 ∈ N0 such that σn0(γ) > 0 and
σn0+1(γ) = 0. If n0 = 0, then

0 = σ1(γ) = 1−
∞∏

j=1

(1− |γj |2).

Thus, γj = 0 for all j ∈ N. This implies that θ is the constant function in D
with value γ0 ∈ D. If n0 ∈ N, then we have detAn0(γ) > 0 and detAn0+1(γ) = 0.
The condition detAn0+1(γ) = 0 is equivalent to the existence of a nontrivial vector
p = (pn0 , . . . , p0)T ∈ Cn0+1 which satisfies

p ∈ kerAn0+1(γ). (2.11)

From (1.8) and (1.17) we obtain the block decomposition

An0+1(γ) =
(

An0(γ) −Ln0(γ)bn0(γ)
−b∗n0

(γ)L∗n0
(γ) 1−Π2

n0+1 − b∗n0
(γ)bn0(γ)

)
. (2.12)

From (2.12) it follows that p0 �= 0. Indeed, if we would have p0 = 0, then from
(2.12) we could infer (pn0 , . . . , p1)T ∈ kerAn0(γ). In view of detAn0(γ) �= 0, this
implies (pn0 , . . . , p1)T = 0n0×1 which is a contradiction to the choice of p. Now the
asserted equivalence follows immediately from Proposition 2.4. �



164 V.K. Dubovoy, B. Fritzsche and B. Kirstein

Proposition 2.6. Let n0 ∈ N, and let γ = (γj)∞j=0 be a sequence which belongs to
Γl2 and satisfies rank γ = n0. Then:

(a) The sequence γ is S-recurrent and n0 is the minimal order of S-recurrence
vector associated with γ. There is a unique n0th order S-recurrence vector
p = (pn0 , . . . , p0)T of γ which satisfies p0 = 1.

(b) Let r be an integer with r ≥ n0 and let p be an n0th order S-recurrence vector
associated with γ.
(b1) Let the sequence (g̃j)r−n0+1

j=1 of vectors from Cn0+1 be defined by

g̃1 := p, g̃2 := M∗
n0+1(γ)p, . . .

. . . , g̃r−n0+1 :=

⎡⎢⎣
←−

r−n0+1∏
k=0

M∗
n0+1(W

kγ)

⎤⎥⎦ p.
(2.13)

Then the Cr+1-vectors

g1 :=

⎛⎜⎜⎜⎝
g̃1

0
...
0

⎞⎟⎟⎟⎠ , g2 :=

⎛⎜⎜⎜⎜⎜⎝
0
g̃2

0
...
0

⎞⎟⎟⎟⎟⎟⎠ , . . . , gr−n0+1 :=

⎛⎜⎜⎜⎝
0
...
0

g̃r−n0+1

⎞⎟⎟⎟⎠ (2.14)

form a basis of kerAr+1(γ).
(b2) The sequence γ has S-recurrence vectors of rth order and every such

vector p̂ has the shape

p̂ = α1g1 + α2g2 + · · ·+ αr−n0+1gr−n0+1, (2.15)

where (αj)r−n0+1
j=1 is a sequence of complex numbers satisfying

αr−n0+1 �= 0.

Proof. (a) From Definition 1.8 the relation

n0 = min{r ∈ N0 : kerAr+1(γ) �= {0(r+1)×1}} (2.16)

follows. The block decomposition (2.12) shows that

dim[kerAn0+1(γ)] = 1. (2.17)

Let p = (pn0 , . . . , p0)T ∈ kerAn0+1(γ)\{0(n0+1)×1}. As in the proof of Theorem
2.5 it can be shown then that p0 �= 0. Thus, Proposition 2.4 yields that p is
an n0th order S-recurrence vector associated with γ. Taking into account (2.17)
and applying again Proposition 2.4, we see that there is a unique n0th order S-
recurrence vector p = (pn0 , . . . , p0)T associated with γ which satisfies p0 = 1. In
particular, γ is S-recurrent. In view of (2.16), applying Proposition 2.4 we see that
n0 is the minimal order of S-recurrence vector associated with γ.
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(b1) In the case r = n0 the assertion is already proved above. Let r = n0 + 1.
Using (1.10) and (1.17), we obtain the block decomposition

Ar+1(γ) =
(

1−Π2
1 −Π1B

∗
r+1(γ)

−B∗r+1(γ)Π1 Ar(Wγ)−Br+1(γ)B∗r+1(γ)

)
. (2.18)

In view of p ∈ kerAn0+1(γ) the block decomposition (2.12) with n = n0 + 1

implies that g1 =
(

p
0

)
belongs to kerAn0+2(γ). Furthermore, using (1.19) with

n = n0, we see that

M∗
n0+1(γ)p ∈ kerAn0+1(Wγ).

Now the block decomposition (2.18) implies that the vector g2 =
(

0
g̃2

)
also

belongs to kerAn0+2(γ). In view of p0 �= 0 and the triangular shape of the matrix
M∗

n0+1(γ) (see (1.13)), we see that the last component of the vector g2 does not
vanish. Thus, the vectors g1 and g2 are linearly independent vectors belonging to
kerAn0+2(γ). Since part (b) of Theorem 1.6 implies that dim[kerAn0+2(γ)] = 2,
we obtain that g1 and g2 form a basis of kerAn0+2(γ). One can prove the assertion
by induction for arbitrary r ∈ {n0, n0 + 1, . . .}.
(b2) This follows immediately by combining Proposition 2.4 with part (b1). �

Proposition 2.6 leads us to the following notion.

Definition 2.7. Let n0 ∈ N and let γ = (γj)∞j=0 be a sequence which belongs to
Γl2 and satisfies rank γ = n0. Then the unique n0th order S-recurrence vector p =
(pn0 , . . . , p0)T satisfying p0 = 1 is called the basic S-recurrence vector associated
with γ.

Let γ = (γj)∞j=0 ∈ Γl2 be an S-recurrent sequence and let p be the basic
S-recurrence vector associated with γ. Then Proposition 2.6 shows that all S-
recurrence vectors associated with γ can be obtained from p.

Our next consideration is aimed at working out the recurrent character of
formula (2.6). More precisely, we will verify that, for each integer n with n ≥ r,
the element γn+1 can be expressed in terms of the preceding members γ0, . . . , γn

of the sequence γ. In view of Proposition 2.6, this is the content of the following
result.

Theorem 2.8. Let γ = (γj)∞j=0 be an S-recurrent sequence which belongs to Γl2 and
let p = (pr, pr−1, . . . , p0)T be an rth order S-recurrence vector associated with γ.
Further, let

λ := − 1
p0

[
r∏

k=1

Dγk

]
· (pr, pr−1, . . . , p1)T . (2.19)
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Then for every integer n with n ≥ r the relations

γn+1 =

[
n∏

s=1

D−1
γs

]⎛⎜⎝
⎡⎢⎣

←−
n−r−1∏

j=0

M−1
r (W jγ)

⎤⎥⎦λ ,

[
n∏

k=n−r+1

D−1
γk

]
ηr(W n−rγ)

⎞⎟⎠
Cr

(2.20)
hold where Dγj , W , Mr(γ), and ηr(γ) are defined via (1.5), (1.6), (1.13), and
(1.15), respectively.

Proof. Since p is an rth order S-recurrence vector associated with γ, the relation
(2.6) is satisfied. From Definition 2.1 it follows that p0 �= 0. We rewrite (2.6) in
the form ⎛⎜⎝

⎡⎢⎣
←−

n−r−1∏
k=0

M∗
r+1(W

kγ)

⎤⎥⎦ p , ηr+1(Wn−rγ)

⎞⎟⎠
Cr+1

= 0. (2.21)

In view of Proposition 2.4, we have p ∈ kerAr+1(γ). Applying (1.19) for
n = r + 1, we obtain

(p, ηr+1(γ))Cr+1 = 0 (2.22)
and

M∗
r+1(γ) · p ∈ kerAr+1(Wγ). (2.23)

Using (1.14) for n = r+1, we see that, for all x ∈ Cr+1 which are orthogonal
to ηr+1(γ), the identity M∗

r+1(γ)x = M−1
r+1(γ)x holds true. Thus, from (2.22) we

infer
M∗

r+1(γ)p = M−1
r+1(γ)p. (2.24)

Bearing (2.23), (2.24), and Lemma 1.4 in mind, replacing p in these consid-
erations with M∗

r+1(γ)p, we obtain

M∗
r+1(Wγ)M∗

r+1(γ)p ∈ kerAr+1(W 2γ)

and
M∗

r+1(Wγ)M∗
r+1(γ)p = M−1

r+1(Wγ)M−1
r+1(γ)p.

Thus, by induction we get⎡⎢⎣
←−

n−r−1∏
k=0

M∗
r+1(W

kγ)

⎤⎥⎦ p =

⎡⎢⎣
←−

n−r−1∏
k=0

M−1
r+1(W

kγ)

⎤⎥⎦ p. (2.25)

From (2.19) we see that the vector p can be written in the form

p = p0

(
−

[∏r
s=1 D−1

γs

]
λ

1

)
. (2.26)

From (1.13) we infer that the matrix Mr+1(γ) has the block decomposition

Mr+1(γ) =
(

Mr(γ) 0r×1

� Dγr+1

)
. (2.27)
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Formula (2.27) implies the block representation

Mr+1(γ) =
(

M−1
r (γ) 0r×1

� D−1
γr+1

)
. (2.28)

Combining (2.28) and (2.26), we conclude that the right-hand side of (2.25)
can be rewritten in the form⎡⎢⎣

←−
n−r−1∏

k=0

M−1
r+1(W

kγ)

⎤⎥⎦ p = p0 ·

⎛⎝− [∏r
s=1 D−1

γs

] [ ←−∏n−r−1
k=0 M−1

r (W kγ)
]

λ

kn−r

⎞⎠ (2.29)

where kn−r is some complex number. On the other hand, taking into account
(2.27) and (2.26), we find that the left-hand side of (2.25) can be expressed by⎡⎢⎣

←−
n−r−1∏

k=0

M∗
r+1(W

kγ)

⎤⎥⎦ p = p0 ·
(

�∏n−r−1
k=0 Dγr+1+k

)
. (2.30)

The combination of (2.25), (2.29), and (2.30) yields

kn−r =
n−r−1∏

k=0

Dγr+1+k
. (2.31)

Combining (2.25), (2.29), and (2.31) yields⎡⎢⎣
←−

n−r−1∏
k=0

M∗
r+1(W

kγ)

⎤⎥⎦ p = p0 ·

⎛⎝− [∏r
s=1 D−1

γs

] [ ←−∏n−r−1
k=0 M−1

r (W kγ)
]

λ∏n−r−1
k=0 Dγr+1+k

⎞⎠ .

(2.32)
From (1.15) we get

ηr+1(γ) =
(

ηr(γ)
γr+1

∏r
k=1 Dγk

)
.

Consequently,

ηr+1(W n−rγ) =
(

ηr(Wn−rγ)
γn+1

∏r
k=1 Dγk+n−r

)
. (2.33)

Using (2.32) and (2.33), we infer⎛⎜⎝
⎡⎢⎣

←−
n−r−1∏

k=0

M∗
r+1(W

kγ)

⎤⎥⎦ p , ηr+1(W n−rγ)

⎞⎟⎠
Cr+1

= p0 ·

⎡⎢⎣
⎛⎜⎝−[

r∏
s=1

D−1
γs

]
·

⎡⎢⎣
←−

n−r−1∏
j=0

M−1
r (W jγ)

⎤⎥⎦λ , ηr(W n−rγ)

⎞⎟⎠
Cr

+

(
n−r−1∏

k=0

Dγr+1+k

)
γn+1

(
r∏

k=1

Dγk+n−r

)]
. (2.34)
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Taking into account (2.31), (2.34), and p0 �= 0, a straightforward computation
yields (2.20). Thus, the proof is complete. �

Remark 2.9. Let γ = (γj)∞j=0 be a sequence which satisfies the assumptions of
Theorem 2.8. Then it is possible to recover the whole sequence γ via the formulas
(2.20) from the section (γj)r

j=0 and the vector λ = (λ1, . . . , λr)T . Indeed, for n = r
we have

γr+1 =

[
r∏

k=1

D−2
γk

]
η∗r (γ)λ =

1
(1− |γ1|2) . . . (1− |γr|2)

·
r∑

k=1

λr−k+1γk

⎛⎝ k∏
j=1

Dγj

⎞⎠ .

In the case n = r + 2 the vector λ has to be replaced by M−1
r (Wγ) and the

sequence (γj)r
j=0 has to be replaced by (γj+1)r

j=0. The matrix Mr(γ) depends on
the section (γj)r

j=1. Thus, the matrix M−1
r (Wγ) depends on the section (γj+1)r

j=1.
Consequently, formula (2.20) yields an expression for γr+2 in terms of the sequence
(γj)r+1

j=1 . Continuing this procedure inductively we see that, for all integers n with
n ≥ r, formula (2.20) produces an expression for γn+1 which is based on the
section (γj)n

j=0. Consequently, the sequence (γj)∞j=0 is completely determined by
the section (γj)r

j=0 and the vector λ. It should be mentioned that in the case
n0 = 1, which corresponds to a sequence of rank 1, for each n ∈ N formula (2.20)
has the form

γn+1 = λ · γn∏n
j=1(1− |γj |2)

.

Observe that, for this particular case n0 = 1, it was derived in Theorem 5.22
in [4].

Our next goal can be described as follows. Let n0 ∈ N and let γ = (γj)∞j=0 ∈
Γl2 be a sequence which satisfies rank γ = n0. Furthermore, let r be an integer
with r ≥ n0 and let p be an rth S-recurrence vector associated with γ. Then we
will show that the identity

r∏
k=1

(1− |γk|2)−Π2
1 = λ∗

(
(L−1

r (γ))∗L−1
r (γ)− Ir

)
λ

holds, where Π1, λ and Lr(γ) are defined via (1.4), (2.19), and (1.7), respectively.
To accomplish this we still need to make some preparations. In this way, we will
be led to several results that are, by themselves, of interest.

Let n ∈ N. Then the symbol ‖.‖Cn stands for the Euclidean norm in the
space Cn.

Lemma 2.10. Let γ = (γj)∞j=0 be a sequence from D. Let n ∈ N and let ηn(γ) be
defined via (1.15). Then

1− ‖ηn(γ)‖2Cn =
n∏

j=1

D2
γj

.
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Proof. For n = 1 the asserted equation obviously holds. Now let n ≥ 2. Then from
(1.15) we see the block decomposition

ηn(γ) =

(
ηn−1(γ)

γn

[∏n−1
k=1 Dγk

])
.

Thus, taking into account the definition of the Euclidean norm, we get

‖ηn(γ)‖2Cn = ‖ηn−1(γ)‖2Cn−1 + |γn|2
[

n−1∏
k=1

D2
γk

]
.

Now, the assertion follows immediately by induction. �

Lemma 2.11. Let n ∈ N. Furthermore, let the nonsingular complex n × n matrix
M and the vector η ∈ Cn be chosen such that

In −MM∗ = ηη∗ (2.35)

holds. Then 1− ‖η‖2Cn > 0 and the vector

η̃ :=
1√

1− ‖η‖2Cn

M∗η (2.36)

satisfies
In −M∗M = η̃η̃∗. (2.37)

Proof. The case η = 0n×1 is trivial. Now suppose that η ∈ Cn\{0n×1}. From (2.35)
we get

(In −MM∗)η = ηη∗η = ‖η‖2Cn · η (2.38)

and consequently
MM∗η = (1− ‖η‖2Cn) · η. (2.39)

Hence 1−‖η‖2Cn is an eigenvalue of MM∗ with corresponding eigenvector η. Since
M is nonsingular, the matrix MM∗ is positive Hermitian. Thus, we have 1 −
‖η‖2Cn > 0. Using (2.38) we infer

(In −M∗M)M∗η = M∗(In −MM∗)η = ‖η‖2Cn ·M∗η. (2.40)

Taking into account (2.39) we can conclude

‖M∗η‖2Cn = η∗MM∗η = η∗
[
(1− ‖η‖2Cn) · η

]
= (1− ‖η‖2Cn) · ‖η‖2Cn (2.41)

and therefore from (2.36) we have

‖η̃‖Cn = ‖η‖Cn > 0. (2.42)

Formulas (2.40), (2.36) and (2.42) show that ‖η̃‖2Cn is an eigenvalue of In −
M∗M with corresponding eigenvector η̃. From (2.35) and η �= 0n×1 we get

rank(In −M∗M) = rank(In −MM∗) = 1.
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So for each vector h we can conclude

(In −M∗M)h = (In −M∗M)(h,
η̃

‖η̃‖Cn

)
Cn

η̃

‖η̃‖Cn

= (h, η̃)
Cn η̃ = η̃η̃∗ · h. �

Proposition 2.12. Let γ = (γj)∞j=0 ∈ Γl2 and let n ∈ N. Then

In −M∗
n(γ)Mn(γ) =

1∏n
k=1(1− |γk|2)

M∗
n(γ)ηn(γ)η∗n(γ)Mn(γ)

where Mn(γ) and ηn(γ) are defined via (1.13) and (1.15), respectively.

Proof. The combination of Lemma 1.4, Lemma 2.10 and Lemma 2.11 yields the
assertion. �

The following result should be compared with Lemma 2.3. Under the as-
sumptions of Lemma 2.3 we will verify that for each n ∈ N the right defect matrix
In − L∗n(γ)Ln(γ) admits a series representation which is similar to the series rep-
resentation for the left defect matrix In − Ln(γ)L∗n(γ).

Proposition 2.13. Let γ = (γj)∞j=0 ∈ Γl2, let n ∈ N and let Ln(γ) be defined via
(1.7). Then

In − L∗n(γ)Ln(γ) =
∞∑

j=0

τn,j(γ)τ∗n,j(γ) (2.43)

where for each j ∈ N0 the matrix τn,j(γ) is defined via

τn,j(γ) :=

⎛⎝ j+n∏
k=j+1

D−1
γk

⎞⎠⎡⎣←−∞∏
k=j

M∗
n(W kγ)

⎤⎦ ηn(W jγ) (2.44)

and where Dγk
, W , Mn(γ), and ηn(γ) are given by (1.5), (1.6), (1.13), and (1.15),

respectively.

Proof. From (1.12) we obtain Ln(γ) = Mn(γ) · Ln(Wγ). Thus, we get

In−L∗n(γ)Ln(γ) = L∗n(Wγ) [In −M∗
n(γ)Mn(γ)] Ln(Wγ)+ In−L∗n(Wγ)Ln(Wγ).

Considering now Ln(Wγ) instead of Ln(γ) and repeating the above proce-
dure, we obtain, after m-steps, the formula

In − L∗n(γ)Ln(γ) =
m−1∑
j=0

L∗n(W j+1γ)
[
In −M∗

n(W jγ)Mn(W jγ)
]
Ln(W j+1γ)

+In − L∗n(Wmγ)Ln(W mγ). (2.45)

Combining (2.45) with part (c) of Lemma 1.3, we get

In − L∗n(γ)Ln(γ) =
∞∑

j=0

L∗n(W j+1γ)
[
In −M∗

n(W jγ)Mn(W jγ)
]
Ln(W j+1γ).

(2.46)
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For each j ∈ N0, from (1.16)

Ln(W jγ) =

−→∞∏
k=j

Mn(W kγ) (2.47)

follows and Proposition 2.12 implies

In−M∗
n(W jγ)Mn(W jγ) =

⎛⎝ j+n∏
k=j+1

D−2
γk

⎞⎠M∗
n(W jγ)ηn(W jγ)η∗n(W jγ)Mn(W jγ).

(2.48)
Now the combination of (2.46)–(2.48) yields (2.43). �

Lemma 2.14. Let γ = (γj)∞j=0 ∈ Γl2, let r ∈ N, and let Π1 be defined via (1.4).
Then

∞∑
n=r

|γn+1|2
[

n∏
k=1

(1− |γk|2)
]

=
r∏

k=1

(1− |γk|2)−Π2
1.

Proof. Taking into account (1.4) and (1.5), we obtain

r∏
k=1

(1− |γk|2) =

[
r∏

k=1

(1− |γk|2)
] [
|γr+1|2 + (1− |γr+1|2)

]
= |γr+1|2

[
r∏

k=1

(1− |γk|2)
]

+
r+1∏
k=1

(1− |γk|2)

= |γr+1|2
[

r∏
k=1

(1− |γk|2)
]

+ |γr+2|2
[

r+1∏
k=1

(1− |γk|2)
]

+
r+2∏
k=1

(1− |γk|2).

Iterating this procedure, for each integer m with m ≥ r, we get

r∏
k=1

(1− |γk|2)−Π2
1 =

m∑
n=r

|γn+1|2
[

n∏
k=1

(1 − |γk|2)
]

+
m+1∏
k=1

(1− |γk|2)−Π2
1.

This yields the assertion after passing to the limit m→∞. �

Theorem 2.15. Let n0 ∈ N and let γ = (γj)∞j=0 be a sequence which belongs to
Γl2 and satisfies rankγ = n0. Further, let r be an integer with r ≥ n0, let p =
(pr, . . . , p0)T be an rth order S-recurrence vector associated with γ, and let λ be
defined via (2.19). Then

r∏
k=1

(1 − |γk|2)−Π2
1 = λ∗

(
(L−1

r (γ))∗L−1
r (γ)− Ir

)
λ, (2.49)

where Π1 and Lr(γ) are defined by (1.4) and (1.7), respectively.
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Proof. Let n be an integer with n ≥ r. Then, from Theorem 2.8 by rewriting
formula (2.20) we get the relation

γn+1

(
n∏

k=1

Dγk

)
=

(
n∏

k=n−r+1

D−1
γk

)
η∗r (Wn−rγ)

⎛⎜⎝
←−

n−r−1∏
k=0

M−1
r (W kγ)

⎞⎟⎠λ. (2.50)

From (1.16) it follows that

←−
n−r−1∏

k=0

M−1
r (W kγ) =

⎡⎣ −→∞∏
k=n−r

Mr(W kγ)

⎤⎦L−1
r (γ).

Inserting this into (2.50), we get

γn+1

(
n∏

k=1

Dγk

)
=

(
n∏

k=n−r+1

D−1
γk

)
η∗r (Wn−rγ)

⎡⎣ −→∞∏
k=n−r

Mr(W kγ)

⎤⎦L−1
r (γ)λ.

This implies

∞∑
n=r

|γn+1|2
(

n∏
k=1

D2
γk

)

=
∞∑

n=r

(
n∏

k=n−r+1

D−2
γk

)
λ∗(L−1

r (γ))∗

⎡⎣ ←−∞∏
k=n−r

M∗
r(W

kγ)

⎤⎦ ηr(Wn−rγ)

·η∗r (W n−rγ)

⎡⎣ −→∞∏
k=n−r

Mr(W kγ)

⎤⎦L−1
r (γ)λ

= λ∗(L−1
r (γ))∗

⎛⎝ ∞∑
n=r

(
n∏

k=n−r+1

D−2
γk

)⎡⎣ ←−∞∏
k=n−r

M∗
r(W

kγ)

⎤⎦ ηr(W n−rγ)

·η∗r (Wn−rγ)

⎡⎣ −→∞∏
k=n−r

Mr(W kγ)

⎤⎦⎞⎠L−1
r (γ)λ. (2.51)

According to Lemma 2.14 the left-hand side of equation (2.51) can be rewrit-
ten as

∞∑
n=r

|γn+1|2
(

n∏
k=1

D2
γk

)
=

r∏
k=1

(1− |γk|2)−Π2
1. (2.52)
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Substituting the summation index j = n − r and taking (2.44) and (2.43)
into account, we obtain

∞∑
n=r

(
n∏

k=n−r+1

D−2
γk

)⎡⎣ ←−∞∏
k=n−r

M∗
r(W

kγ)

⎤⎦ ηr(Wn−rγ)

·η∗r (W n−rγ)

⎡⎣ −→∞∏
k=n−r

Mr(W kγ)

⎤⎦
=

∞∑
j=0

⎛⎝ j+r∏
k=j+1

D−2
γk

⎞⎠⎡⎣←−∞∏
k=j

M∗
r(W

kγ)

⎤⎦ ηr(W jγ)

·η∗r (W jγ)

⎡⎣−→∞∏
k=j

Mr(W kγ)

⎤⎦
=

∞∑
j=0

τn,j(γ)τ∗n,j(γ) = Ir − L∗r(γ)Lr(γ). (2.53)

The combination of (2.52), (2.51), and (2.53) yields

r∏
k=1

(1− |γk|2)−Π2
1 = λ∗(L−1

r (γ))∗ (Ir − L∗r(γ)Lr(γ))L−1
r (γ)λ

= λ∗
(

(L−1
r (γ))∗L−1

r (γ)− Ir

)
λ.

Thus, the proof is complete. �

Remark 2.16. We reconsider Theorem 2.15 in the particular case that n0 = 1 and
r = 1 holds. From (1.7) we get L1(γ) = Π1. Thus, equation (2.49) has the form

1− |γ1|2 −Π2
1 = |λ|2

(
1

Π2
1

− 1
)

.

Hence,

Π2
1

(
1− |γ1|2 −Π2

1

)
= |λ|2

(
1−Π2

1

)
. (2.54)

Equation (2.54) was obtained in the proof of Theorem 5.22 in [4] (see [4, p. 245]).
We note that the method of proving Theorem 2.15 is a generalization to the case
of a sequence γ = (γj)∞j=0 ∈ Γl2 having arbitrary finite rank of the method of
proving equation (2.54) in [4, p. 245] which works only for sequences having first
rank.
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3. Recovering the matrices Lr+1(γ) from its first column
and the sequence (γj)

r
j=0

At the beginning of this section we turn our attention to the sequence of matrices
(Ln(γ))∞n=1 which are associated with a sequence γ = (γj)∞j=0 ∈ Γl2. We will see
that for each r ∈ N the matrix Lr+1(γ) can be recovered from its first column
and the section (γj)r

j=0 of the sequence γ. In this way, we will uncover particular
relationships between the columns of the matrix Lr+1(γ).

Lemma 3.1. Let γ = (γj)∞j=0 ∈ Γl2. Further, let r ∈ N and let the matrix Lr+1(γ)
be defined via (1.7). Then the sequence (γj)r

j=0 and the elements of the first column

(Π1, Π2L1(Wγ), Π3L2(Wγ), . . . ,Πr+1Lr(Wγ))T (3.1)

of Lr+1(γ) uniquely determine all the remaining elements of Lr+1(γ).

Proof. Given the sequence (γj)r
j=0 and Π1 we first obtain, successively

Π2 = D−1
γ1

Π1, Π3 = D−1
γ2

Π2, . . . , Πr+1 = D−1
γr

Πr,

where Dγj is defined in (1.5). Thus, using (3.1) we now compute the numbers
L1(Wγ), . . . , Lr(Wγ). According to Corollary 3.9, in [4] we have for m ∈ {1, 2, . . .,
r − 1} and k ∈ {1, 2, . . . , r + 1−m} the recurrence formulas

Lm(W k+1γ) = Lm(W kγ) + γm+k

m+k−1∑
j=k

γjLj(W kγ). (3.2)

From (3.2) we see that, for each j ∈ {1, 2, . . . , r}, the elements of the (j+1)th
column of Lr+1(γ) can be expressed in terms of the elements of the jth column
of Lr+1(γ). Iterating this procedure, we get that the elements of all columns of
Lr+1(γ) can be expressed in terms of the sequence (γj)r

j=0 and the first column
(3.1) of Lr+1(γ). �

Lemma 3.1 leads us to the following considerations. Let γ = (γj)∞j=0 ∈ Γl2.
Further, let r ∈ N and let the matrix Lr+1(γ) be defined via (1.7). Then Lemma 3.1
tells us that given the sequence (γj)r

j=0 and the elements of the first column (3.1)
of Lr+1(γ) all remaining elements of Lr+1(γ) can be computed. More precisely, the
proof of Lemma 3.1 shows in which way the remaining elements can be calculated.
In our following investigations we suppose that some r ∈ N and some sequence
(γj)r

j=0 from D are given. Then we are looking for a positive number Π1,1 and
a sequence (Lj,1)r

j=1 such that if we construct the complex (r + 1) × (r + 1)
matrix Lr+1,0 as we did the matrix Lr+1(γ) in the proof of Lemma 3.1, then the
corresponding defect matrix Ir+1 − Lr+1,0L

∗
r+1,0 is nonnegative Hermitian and

singular. This leads us to the following notion.
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Definition 3.2. Let r ∈ N and let (γj)r
j=0 be a sequence from D. Let Π1,1 ∈ (0,∞)

and let (Lj,1)r
j=1 be a sequence of complex numbers. Let

Lr+1,0 :=

⎛⎜⎜⎜⎜⎜⎝
Π1,1 0 0 . . . 0

Π1,2L1,1 Π1,2 0 . . . 0
Π1,3L2,1 Π1,3L1,2 Π1,3 . . . 0

...
...

...
Π1,r+1Lr,1 Π1,r+1Lr−1,2 Π1,r+1Lr−2,3 . . . Π1,r+1

⎞⎟⎟⎟⎟⎟⎠ (3.3)

where
Π1,2 := D−1

γ1
Π1,1, Π1,3 := D−1

γ2
Π1,2, . . . , Π1,r+1 := D−1

γr
Π1,r, (3.4)

and where the numbers (Lm,k) m=1,...,r−1
k=2,...,r+1−m

are defined by the recurrent formulas

Lm,k+1 := Lm,k + γm+k

m+k−1∑
j=k

γjLj,k. (3.5)

Then [Π1,1, (Lj,1)r
j=1] is called compatible with (γj)r

j=0 if

Ir+1 − Lr+1,0L
∗
r+1,0 ≥ 0(r+1)×(r+1) and det

(
Ir+1 − Lr+1,0L

∗
r+1,0

)
= 0

hold. In this case, the matrix

Ar+1,0 := Ir+1 − Lr+1,0L
∗
r+1,0

is called the information matrix associated with [(γj)r
j=0, Π1,1, (Lj,1)r

j=1].

Lemma 3.3. Let r ∈ N and let (γj)r
j=0 be a sequence from D. Further, let

[Π1,1, (Lj,1)r
j=1] be compatible with (γj)r

j=0. Then:

(a) Let the sequence (Π1,j)r+1
j=2 be defined via (3.4). Then (Π1,j)r+1

j=1 is a mono-
tonically increasing sequence from (0, 1].

(b) Let s ∈ {1, 2, . . . , r}. Then the following statements are equivalent:
(i) Π1,s = 1.
(ii) For all j ∈ {s, s + 1, . . . , r + 1}, the relation it holds Π1,j = 1 holds.
(iii) For all j ∈ {s, s + 1, . . . , r} the relation γj = 0 is valid.
If (i) is satisfied, then Lj,1 = 0 for each j ∈ {s, s + 1, . . . , r}.

(c) If Π1,1 = 1, then the matrix Lr+1,0 defined via (3.3)–(3.5) coincides with the
unit matrix Ir+1. In particular, the matrix Ar+1,0 := Ir+1 − Lr+1,0L

∗
r+1,0

fulfills Ar+1,0 = 0(r+1)×(r+1).

Proof. (a) From the construction of the sequence (Π1,j)r+1
j=1 it is immediately ob-

vious that this is a monotonically increasing sequence from (0,∞). Since by as-
sumption the matrix Lr+1,0 is contractive and since the sequence (Π1,j)r+1

j=1 forms
the main diagonal of Lr+1,0, we obtain that it is a sequence from (0, 1].
(b) The equivalence of (i), (ii), and (iii) is an immediate consequence of (a). Let
(i) be satisfied and let j ∈ {s, s + 1, . . . , r}. In view of (ii), then Π1,s+1 = 1.
Since Π1,s+1 is the (s + 1)th diagonal element of the contractive matrix Lr+1,0 all
remaining elements of the (s + 1)th row of Lr+1,0 have to be 0. Since in view of
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(3.3) and Π1,s+1 = 1 the first element of the (s+1)th row of Lr+1,0 is Ls,1, we get
Ls,1 = 0.
(c) Taking into account Π1,1 = 1 we infer from (b) that Π1,j = 1 for each j ∈
{1, 2, . . . , r + 1}. Thus, all diagonal elements of the contractive matrix Lr+1,0 are
equal to 1. This forces Lr+1,0 = Ir+1 and consequently Ar+1,0 = 0(r+1)×(r+1). �

Remark 3.4. Let r ∈ N and let (γj)r
j=0 be a sequence from D. Let Π1,1 :=

∏r
j=1 Dγj

and let (Lj,1)r
j=1 be a sequence of complex numbers such that [Π1,1, (Lj,1)r

j=1] is
compatible with (γj)r

j=0. From (3.4) we see then that

Π1,r+1 = 1. (3.6)

Let Lr+1,0 be defined via (3.3)–(3.5). Then by assumption Lr+1,0 is contrac-
tive. Combining this with (3.6), we see that the last row of Lr+1,0 is (0, . . . , 0, 1).
Thus the information matrix Ar+1,0 associated with [(γj)r

j=0, Π1,1, (Lj,1)r
j=1] has

the shape

Ar+1,0 =
(

� 0r×1

01×r 0

)
.

Hence, the (r+1)×1 matrix er+1 := (0, . . . , 0, 1)T belongs to kerAr+1,0\{0(r+1)×1}.
Now we turn our attention to the special case r = 1.

Remark 3.5. Let γ1 ∈ D, Π1,1 ∈ (0,∞) and L1,1 ∈ C. Furthermore, let Π1,2 :=
D−1

γ1
Π1,1,

L2,0 :=
(

Π1,1 0
Π1,2L1,1 Π1,2

)
, (3.7)

and
A2,0 := I2 − L2,0L

∗
2,0. (3.8)

Then

A2,0 =
(

1−Π2
1,1 −Π1,1Π1,2L1,1

−Π1,1Π1,2L1,1 1−Π2
1,2(1 + |L1,1|2)

)
(3.9)

and

detA2,0 =
(
1−Π2

1,1

) 1− |γ1|2 −Π2
1,1

1− |γ1|2
−

Π2
1,1|L1,1|2
1− |γ1|2

. (3.10)

Lemma 3.6. Let (γj)1j=0 be a sequence from D and let [Π1,1, (Lj,1)1j=1] be compatible
with (γj)1j=0. Suppose that Π1,1 < 1. Then:
(a) The relation

|L1,1|2 =
1−Π2

1,1

Π2
1,1

(
1− |γ1|2 −Π2

1,1

)
holds true.

(b) The inequality Π1,1 ≤ Dγ1 holds.
(c) The null space kerA2,0 is the linear hull of the vector (p1, 1)T where

p1 :=
Π2

1,1L1,1

Dγ1(1 −Π2
1,1)

. (3.11)
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(d) The number λ := −Dγ1p1 fulfills

Π4
1,1 − (1− |γ1|2 + |λ|2)Π2

1,1 + |λ|2 = 0.

Proof. (a) Let A2,0 be defined by (3.7) and (3.8). By assumption, we have

detA2,0 = 0. (3.12)

Now the combination of (3.12) and (3.10) yields (a).

(b) Since 1−Π2
1,1 > 0, the assertion of (b) is an immediate consequence of (a).

(c) In view of 1 − Π2
1,1 �= 0, we see from (3.9) that there is a unique p1 ∈ C such

that A2,0 · (p1, 1)T = (0, 0)T . From (3.9) we get(
1−Π2

1,1,−Π1,1Π1,2L1,1

)
(p1, 1)T = 0.

This implies (3.11).

(d) Using (3.10) and the identity

L1,1 = − (1−Π1,1)2

Π2
1,1

λ,

we obtain

detA2,0 = −
1−Π2

1,1

1− |γ1|2
[
Π4

1,1 − (1 − |γ1|2 + |λ|2)Π2
1,1 + |λ|2

]
. (3.13)

Taking into account Π1,1 < 1, we obtain part (d) from (3.12) and (3.13). �

The combination of Definition 3.2, Definition 1.8, and the proof of Lemma
3.1 provides the following result.

Proposition 3.7. Let n0 ∈ N, let γ = (γj)∞j=0 ∈ Γl2 be such that rank γ = n0,
and let r be an integer with r ≥ n0. Let Π1 and let the sequence (Lj(Wγ))r

j=1 be
defined by (1.4) and (1.3), respectively. Then (γj)r

j=0 is a sequence from D and
[Π1, (Lj(Wγ))r

j=1] is compatible with (γj)r
j=0. Moreover, the matrix

Ar+1(γ) = Ir+1 − Lr+1(γ)L∗r+1(γ)

is the information matrix associated with [(γj)r
j=0, Π1, (Lj(Wγ))r

j=1].

Now let r ∈ N and let (γj)r
j=0 be a sequence from D. Using Proposition 3.7

we will show then that in a simple way one can always find data compatible with
(γj)r

j=0.

Remark 3.8. Let r ∈ N and let (γj)r
j=0 be a sequence from D. For each j ∈

{r + 1, r + 2, . . .} we set γj := 0. Then Remark 1.10 shows that γ belongs to
Γl2 and that rankγ ≤ r. Thus Proposition 3.7 implies that [Π1, (Lj(Wγ))r

j=1] is
compatible with (γj)r

j=0. Moreover, Π1 =
∏r

j=1 Dγj .
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Remark 3.8 leads us to the following notion.

Definition 3.9. Let r ∈ N, let (γj)r
j=0 be a sequence from D, and let Π1,1 :=∏r

j=1 Dγj . For each k ∈ {1, 2, . . . , r} let Lk,1 := Lk(Wγ), where the sequence
γ = (γj)∞j=0 is that extension of (γj)r

j=0 which is given by γj = 0,for each integer
j with j ≥ r + 1. Then [Π1,1, (Lj,1)r

j=1] are called the canonical data compatible
with (γj)r

j=0.

4. On the structure of the information matrix Ar+1,0

Let r ∈ N and let (γj)r
j=0 be a sequence from D. Furthermore, let [Π1,1, (Lj,1)r

j=1]
be compatible with (γj)r

j=0. Let the matrix Lr+1,0 be built from this data as in
(3.3)–(3.5) and let (in generalization of (3.8))

Ar+1,0 := Ir+1 − Lr+1,0L
∗
r+1,0 (4.1)

be the information matrix associated with [(γj)r
j=0, Π1,1, (Lj,1)r

j=1].
To analyse the structure of the information matrix Ar+1,0, for all m ∈

{1, 2, . . . , r} and k ∈ {1, 2, . . . , r + 2−m}, we introduce the matrices

Lm,k−1

:=

⎛⎜⎜⎜⎜⎜⎝
Π1,k 0 0

Π1,k+1L1,k Π1,k+1 0
Π1,k+2L2,k Π1,k+2L1,k+1 Π1,k+2

...
...

...
Π1,k+m−1Lk+m−1,k Π1,k+m−1Lk+m−2,k+1 Π1,k+m−1Lk+m−3,k+2

. . . 0

. . . 0

. . . 0
...

. . . Π1,k+m−1

⎞⎟⎟⎟⎟⎟⎠ (4.2)

and

Am,k−1 := Im − Lm,k−1L
∗
m,k−1. (4.3)

If we compare the matrices introduced in (3.3)–(3.5) and (4.2)–(4.3) with the
matrices defined in (1.7), then we observe that now the numbers Π1,k and Lm,k

play the role of the numbers Πk and Lm(W kγ) in (1.7). Thus, the matrices Lm,k

and Am,k play the role of the matrices Lm(W kγ) and Am(W kγ), respectively.
The recurrence formulas (3.5) are modelled after the pattern of the recurrence

formulas (3.2). It can be immediately checked that the formulas (3.2) are equivalent
to (1.12). Let m ∈ {1, 2, . . . , r} and k ∈ {1, 2, . . . , r − m}. Starting with the
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sequence (γj)r
j=0, we introduce the matrix

Mm,k :=

⎛⎜⎜⎜⎜⎜⎜⎝
Dγ1+k

0
−γ1+kγ2+k Dγ2+k

−γ1+kDγ2+k
γ3+k −γ2+kγ3+k

...
...

−γ1+k

(∏m−1
j=2+k Dγj

)
γm+k −γ2+k

(∏m−1
j=3+k Dγj

)
γm+k

0 . . . 0
0 . . . 0

Dγ3+k
. . . 0

...
...

−γ3+k

(∏m−1
j=4+k Dγj

)
γm+k . . . Dγm+k

⎞⎟⎟⎟⎟⎟⎟⎠ . (4.4)

Obviously, Mm,k coincides with the matrix Mm(W kγ) introduced in (1.13).
However, the notations are different because now we only know the finite section
(γj)r

j=0 of the first r + 1 elements of the sequence γ = (γj)∞j=0. Consequently, we
have

Im −Mm,kM∗
m,k = ηm,kη∗m,k, (4.5)

where

ηm,k :=

⎛⎝γ1+k, γ2+kDγ1+k
, . . . , γm+k

⎛⎝m+k−1∏
j=1+k

Dγj

⎞⎠⎞⎠T

. (4.6)

Obviously, the vector ηm,k coincides with the vector ηm(W kγ) defined in
(1.15). Moreover, we get

Lm,k = Mm,kLm,k+1 (4.7)

which resembles
Lm(W kγ) = Mm(W kγ)Lm(W k+1γ).

In the case m = r and k = 0 identity (4.7) has the form

Lr,0 = Mr,0Lr,1. (4.8)

Using (4.7) we obtain, in the same way we did (1.19), the identity

Am,k = ηm,kη∗m,k + Mm,kAm,k+1M
∗
m,k. (4.9)

In particular, in the case n = r and k = 0 we have

Ar,0 = ηr,0η
∗
r,0 + Mr,0Ar,1M

∗
r,0. (4.10)

From (4.2) we obtain block decompositions for the matrix Lm,k−1 which are
analogous to the block decompositions (1.8) and (1.10), namely

Lm,k−1 =
(

Lm−1,k−1 0
b∗m−1,k−1 Π1,m

)
(4.11)
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and

Lm,k−1 =
(

Π1,k 0
Bm,k−1 Lm−1,k+1

)
, (4.12)

where
bm−1,k−1 := Π1,m ·

(
Lm−1,k, Lm−2,k+1, . . . , L1,k+m−2

)T
(4.13)

and
Bm,k−1(γ) := (Π1,k+1L1,k, Π1,k+2L2,k, . . . ,Π1,mLm,k)T

, (4.14)
respectively. From (4.11) and (4.12) we obtain block decompositions for the matrix
Am,k−1 which are similar to the block decompositions (2.12) and (2.18), namely

Am,k−1 =
(

Am−1,k−1 −Lm−1,k−1bm−1,k−1

−b∗m−1,k−1L
∗
m−1,k−1 1−Π2

1,m − b∗m−1,k−1bm−1,k−1

)
(4.15)

and

Am,k−1 =
(

1−Π2
1,k −Π1,kB∗m,k−1

−Bm,k−1Π1,k Am−1,k+1 −Bm,k−1B
∗
m,k−1

)
, (4.16)

respectively. Formulas (4.7)–(4.16) show that the information matrix Ar+1,0 has
the same structure as the matrix Ar+1(γ) introduced in (1.17). Thus, imitating
the proof of Proposition 2.6, we obtain the following result.

Proposition 4.1. Let r ∈ N, let (γj)r
j=0 be a sequence from D, and let

[Π1,1, (Lj,1)r
j=1] be compatible with (γj)r

j=0. Let the matrix Lr+1,0 be built from
these data as in (3.3)–(3.5) and let Ar+1,0 be the associated information matrix
introduced in (4.1). Let A0,0 := 1 and for each n ∈ {1, 2, . . . , r} let An,0 be the
n× n-matrix in the left upper corner of Ar+1,0. Then:
(a) There exists some ñ0 ∈ {0, 1, . . . , r} such that detAñ0,0 > 0 and rankAm,0 =

ñ0 for each m ∈ {ñ0 + 1, ñ0 + 2, . . . , r + 1}.
(b) for each p̃ = (p̃ñ0 , . . . , p̃0)T ∈ kerAñ0+1,0\{0(ñ0+1)×1} the inequality p̃0 �= 0

is true.
(c) Let p̃ ∈ kerAñ0+1,0\{0(ñ0+1)×1} and let the sequence (g̃j)r−ñ0+1

j=1 be defined
by

g̃1 := p̃, g̃2 := M∗
ñ0+1,0p̃, . . . , g̃r−ñ0+1 :=

⎡⎢⎣
←−

r−ñ0+1∏
k=0

M∗
ñ0+1,k

⎤⎥⎦ p̃.

Then the (r + 1)× 1 matrices

g1 :=

⎛⎜⎜⎜⎝
g̃1

0
...
0

⎞⎟⎟⎟⎠ , g2 :=

⎛⎜⎜⎜⎜⎜⎝
0
g̃2

0
...
0

⎞⎟⎟⎟⎟⎟⎠ , . . . , gr−ñ0+1 :=

⎛⎜⎜⎜⎝
0
...
0

g̃r−ñ0+1

⎞⎟⎟⎟⎠
form a basis of kerAr+1,0.
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Corollary 4.2. Under the assumptions of Proposition 4.1 there exists some vector
p = (pr, . . . , p0)T ∈ kerAr+1,0 which satisfies p0 �= 0.

5. Constructing a sequence belonging to Γl2 and having finite rank
n0 ≤ r from a section (γj)

r
j=0 and compatible data [Π1,1, (Lj,1)

r
j=1]

The main goal of this section can be described as follows. Let r ∈ N, let (γj)r
j=0 be a

sequence from D, and let [Π1,1, (Lj,1)r
j=1] be compatible with (γj)r

j=0. Then we will
demonstrate a method for extending (γj)r

j=0 to an infinite sequence γ = (γj)∞j=0 ∈
Γl2 which satisfies rankγ ≤ r. Our method of extending the sequence (γj)r

j=0 is
of recurrent type. More precisely, it is suggested by the recurrence formulas which
were obtained in Theorem 2.8.

Let p, q ∈ N and let A ∈ Cp×q. Then ‖A‖S stands for the operator norm of A.

Lemma 5.1. Let n ∈ N. Further, let A ∈ Cn×n and η ∈ Cn be such that A− ηη∗ ≥
0n×n. Then ‖η‖2Cn ≤ ‖A‖S.

Proof. In view of A− ηη∗ ≥ 0n×n and ηη∗ ≥ 0n×n we obtain

‖A‖S ≥ ‖ηη∗‖S = ‖η‖2S = ‖η‖2Cn. �

The following theorem is one of the central results of this paper.

Theorem 5.2. Let r ∈ N, let (γj)r
j=0 be a sequence from D, and let [Π1,1, (Lj,1)r

j=1]
be compatible with (γj)r

j=0. Let the matrix Lr+1,0 be built from these data as in
(3.3)–(3.5) and let Ar+1,0 be the associated information matrix introduced in (4.1).
According to Corollary 4.2, let p = (pr, . . . , p0)T be a vector from kerAr+1,0 which
satisfies p0 �= 0 and let

λ := − 1
p0

[
r∏

k=1

Dγk

]
· (pr, pr−1, . . . , p1)T ,

where Dγj is defined via (1.5). Let the sequence (γj)r
j=0 be extended to an infinite

sequence γ = (γj)∞j=0 by defining recursively for n ∈ {r, r + 1, . . .} the elements
γn+1 via

γn+1 :=

[
n∏

s=1

D−1
γs

]⎛⎜⎝
⎡⎢⎣

←−
n−r−1∏

k=0

M−1
r,k

⎤⎥⎦λ,

[
n∏

k=n−r+1

D−1
γk

]
ηr,n−r

⎞⎟⎠
Cr

(5.1)

where Mr,k and ηr,n−r are defined via (4.4) and (4.6), respectively. Then γ belongs
to Γl2 and satisfies rank γ ≤ r. Moreover, Ar+1,0 ≥ Ar+1(γ) and p is an rth order
S-recurrence vector associated with γ.

Proof. Let A0,0 := 1 and, for each n ∈ {1, 2, . . . , r}, let An,0 be the n× n-matrix
in the left upper corner of Ar+1,0. In view of part (a) of Proposition 4.1, there
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exists some nonnegative integer ñ0 with ñ0 ≤ r such that detAñ0,0 > 0 and
rankAm,0 = ñ0 for each m ∈ {ñ0 + 1, ñ0 + 2, . . . , r + 1}. Thus

rankAr+1,0 = rankAr,0 = ñ0. (5.2)

By assumption (see Definition 3.2) we have

Ar+1,0 ≥ 0(r+1)×(r+1). (5.3)

Taking into account (4.15), (5.2), and (5.3), we obtain by a standard argument
(see, e.g., Lemma 1.1.7 in [5])

Ar+1,0 = Fr

(
Ar,0 0r×1

01×r 0

)
F ∗r (5.4)

where

Fr =
(

Ir 0r×1

−b∗r,0L
∗
r,0A+

r,0 1

)
(5.5)

and where the symbol A+
r,0 stands for the Moore-Penrose inverse of the matrix

Ar,0. Denote by Mr the orthogonal complement of the linear subspace of Cr+1

which is generated by the columns of the matrix F̂r := Fr

(
Ir 0r×1

01×r 0

)
. From

(5.5) we see that rank F̂r = r. Hence dimMr = 1. Let

p̃ = (p̃r, . . . , p̃0)T ∈Mr\{0(r+1)×1}. (5.6)

From (5.3) and the choice of Mr we have

p̃∗F̂r = 01×(r+1). (5.7)

Using (5.4) and (5.7), we get

p̃∗Ar+1,0p̃ = p̃∗Fr

(
Ar,0 0r×1

01×r 0

)
F ∗r p̃ = p̃∗F̂r

(
Ar,0 0r×1

01×r 0

)
F ∗r p̃ = 0. (5.8)

From (5.3) and (5.8) we infer

p̃ ∈ kerAr+1,0. (5.9)

Taking into account (5.6) and (5.7) we see that

p̃0 �= 0. (5.10)

Our next step is to define the element γr+1. This will be done as follows. In
accordance with (4.6) let

ηr,0 :=

⎛⎝γ1, γ2Dγ1 , . . . , γr

⎛⎝r−1∏
j=1

Dγj

⎞⎠⎞⎠T

(5.11)

and let
q̃ := (p̃r, p̃r−1, . . . , p̃1)T . (5.12)
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Taking into account (5.10)–(5.12) we define

γr+1 := − 1

p̃0

(∏r
j=1 Dγj

) · (q̃, ηr,0)Cr . (5.13)

In view of (5.11), the vector

ηr+1,0 :=

⎛⎝γ1, γ2Dγ1 , . . . , γr+1

⎛⎝ r∏
j=1

Dγj

⎞⎠⎞⎠T

has the block decomposition

ηr+1,0 =

(
ηr,0

γr+1

(∏r
j=1 Dγj

))
. (5.14)

Using (5.6) and (5.12)–(5.14), we get

(p̃, ηr+1,0)Cr+1 =

((
q̃
p̃0

)
,

(
ηr,0

γr+1

(∏r
j=1 Dγj

)))
Cr+1

= (q̃, ηr,0)Cr + p̃0γr+1

⎛⎝ r∏
j=1

Dγj

⎞⎠ = 0. (5.15)

Now we are going to show that

Ar+1,0 − ηr+1,0η
∗
r+1,0 ≥ 0(r+1)×(r+1). (5.16)

In view of (5.15) and the construction of the space Mr, we see that the vector
ηr+1,0 belongs to the linear subspace of Cr+1 which is generated by the columns
of the matrix F̂r. Thus, there is some u ∈ Cr+1 such that ηr+1,0 = F̂ru. Choosing,

the block decomposition u =
(

v
ur+1

)
, where v ∈ Cr, we obtain

ηr+1,0 = Fr

(
Ir 0r×1

01×r 0

)(
v

ur+1

)
= Fr

(
v
0

)
. (5.17)

Combining (5.14), (5.5), and (5.17) we get

ηr+1,0 = Fr

(
ηr,0

0

)
. (5.18)

By virtue of (5.4) and (5.18) we infer

Ar+1,0 − ηr+1,0η
∗
r+1,0 = Fr

(
Ar,0 − ηr,0η

∗
r,0 0r×1

01×r 0

)
F ∗r . (5.19)

In view of (4.10) we have

Ar,0 − ηr,0η
∗
r,0 = Mr,0Ar,1M

∗
r,0. (5.20)
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Using (4.16) for m = r + 1 and k = 1 it follows

Ar+1,0 =
(

� �
� Ar,1 −Br+1,k−1B

∗
r+1,k−1

)
. (5.21)

From (5.3) and (5.21) we can conclude Ar,1 −Br+1,k−1B
∗
r+1,k−1 ≥ 0r×r. Thus,

Ar,1 ≥ 0r×r. (5.22)

Now the combination of (5.19), (5.20), and (5.22) yields (5.16). From (5.16)
and Lemma 5.1 we get

‖ηr+1,0‖2Cr+1 ≤ ‖Ar+1,0‖S. (5.23)

From (3.3) it is obvious that detLr+1,0 �= 0. Consequently, the matrix Ar+1,0 is
strictly contractive. This implies

‖Ar+1,0‖S < 1. (5.24)

Taking into account (1.15) and (5.11), and applying Lemma 2.10 yields

‖ηr,0‖Cr = 1−
r∏

j=1

(1− |γj |2). (5.25)

Because of (5.14), (5.25), and (1.5) we get

‖ηr+1,0‖2Cr+1 =

∥∥∥∥∥
(

ηr,0

γr+1

(∏r
j=1 Dγj

))∥∥∥∥∥
2

Cr+1

= ‖ηr,0‖2Cr + |γr+1|2
⎛⎝ r∏

j=1

D2
γj

⎞⎠
= 1−

r∏
j=1

(1− |γj |2) + |γr+1|2
⎛⎝ r∏

j=1

(1− |γj |2)

⎞⎠ = 1−
r+1∏
j=1

(1− |γj |2).

Hence
r+1∏
j=1

(1− |γj |2) = 1− ‖ηr+1,0‖2Cr+1 . (5.26)

Since (γj)r
j=0 is a sequence from D we have

r∏
j=1

(1− |γj |2) > 0. (5.27)

From (5.26) and (5.27) we have

1− |γr+1|2 =
1− ‖ηr+1,0‖2Cr+1∏r

j=1(1− |γj |2)
. (5.28)

The combination of (5.28), (5.23), (5.24), and (5.27) yields |γr+1| < 1. Con-
sequently, we now have a sequence (γj)r+1

j=0 from D. Starting with (γj)r+1
j=0 we in-

troduce the matrix Mr+1,0 via (4.4). From (4.4) it is obvious that

detMr+1,0 �= 0. (5.29)
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Corresponding to (4.8) we define

Lr+1,1 := M−1
r+1,0Lr+1,0. (5.30)

Bearing in mind (4.3) we then obtain

Ar+1,1 := Ir+1 − Lr+1,1L
∗
r+1,1. (5.31)

Using (4.1), (5.30), formula (4.5) for m = r + 1 and k = 0, and (5.31) we get

Ar+1,0 = Ir+1 − Lr+1,0L
∗
r+1,0 = Ir+1 −Mr+1,0Lr+1,1L

∗
r+1,1M

∗
r+1,0

= Ir+1 −Mr+1,0M
∗
r+1,0 + Mr+1,0

(
Ir+1 − Lr+1,1L

∗
r+1,1

)
M∗

r+1,0

= ηr+1,0η
∗
r+1,0 + Mr+1,0Ar+1,1M

∗
r+1,0. (5.32)

In view of (5.32) and (5.29), we conclude

Ar+1,1 = M−1
r+1,0

(
Ar+1,0 − ηr+1,0η

∗
r+1,0

)
M−∗

r+1,0. (5.33)

The combination of (5.16) and (5.33) yields

Ar+1,1 ≥ 0(r+1)×(r+1). (5.34)

From (5.29) and (5.33) we see that

rankAr+1,1 = rank
(
Ar+1,0 − ηr+1,0η

∗
r+1,0

)
. (5.35)

By assumption, we have detAr+1,0 = 0. Combining this with (5.16) yields

det
(
Ar+1,0 − ηr+1,0η

∗
r+1,0

)
= 0. (5.36)

Applying (5.35) and (5.36) we get

detAr+1,1 = 0. (5.37)

Obviously (5.30) implies

Lr+1,0 = Mr+1,0Lr+1,1. (5.38)

This means that the matrix Lr+1,1 is built from (γj+1)r
j=0 and [Π1,2, (Lj,2)r

j=1]
in the same way as the matrix Lr+1,0 is built from (γj)r

j=0 and [Π1,1, (Lj,1)r
j=1].

Taking into account that (γj+1)r
j=0 is a sequence from D, we conclude from (5.34)

and (5.37) that [Π1,2, (Lj,2)r
j=1] is compatible with (γj+1)r

j=0. Thus, it is possible
to repeat the above procedure and to define the number γr+2 ∈ D. In this second
step one has to increase the corresponding index associated with the γ’s by one
unit. For instance, instead of (5.32) we get

Ar+1,1 = ηr+1,1η
∗
r+1,1 + Mr+1,1Ar+1,2M

∗
r+1,1.

Inserting this into (5.32) provides us

Ar+1,0 = ηr+1,0η
∗
r+1,0 + Mr+1,0ηr+1,1η

∗
r+1,1M

∗
r+1,0

+Mr+1,0Mr+1,1Ar+1,2M
∗
r+1,1M

∗
r+1,0. (5.39)

After the second step formula (5.38) has the shape

Lr+1,0 = Mr+1,0Mr+1,1Lr+1,2. (5.40)
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Analogously to (5.34) and (5.37) we obtain

Ar+1,2 ≥ 0(r+1)×(r+1) (5.41)

and
detAr+1,2 = 0. (5.42)

By induction we now continue the above procedure to obtain an infinite
sequence γ = (γj)∞j=0 from D. Let us consider an arbitrary n ∈ N. After the nth
step formula (5.40) has the shape

Lr+1,0 = Mr+1,0Mr+1,1 · · · · ·Mr+1,n−1Lr+1,n. (5.43)

Instead of (5.41) and (5.42) the matrix

Ar+1,n := Ir+1 − Lr+1,nL∗r+1,n (5.44)

satisfies the relations
Ar+1,n ≥ 0(r+1)×(r+1) (5.45)

and
detAr+1,n = 0. (5.46)

Now we compare the elements in the left upper corner of the matrices on
both sides of equation (5.43). Taking into account (3.3), (4.4), and (4.2) we obtain

Π1,1 = Dγ1Dγ2 · · · · ·DγnΠ1,n+1. (5.47)

In view of (5.45) the matrix Lr+1,n is contractive. Since Π1,n+1 is the element
in the left upper corner of Lr+1,n we obtain

Π1,n+1 ≤ 1. (5.48)

By assumption we have Π1,1 > 0 and Dγ1Dγ2 · · · · ·Dγn > 0. Thus, (5.47) implies

Π1,n+1 > 0. (5.49)

Combining (5.47)–(5.49) we obtain

Dγ1Dγ2 · · · · ·Dγn ≥ Π1,1 > 0. (5.50)

After the nth step the analogue of formula (5.39) is

Ar+1,0 =
n−1∑
k=0

⎛⎜⎝
−→
k−1∏
j=0

Mr+1,j

⎞⎟⎠ ηr+1,kη∗r+1,k

⎛⎜⎝
←−
k−1∏
j=0

M∗
r+1,j

⎞⎟⎠
+

⎛⎜⎝
−→
n−1∏
j=0

Mr+1,j

⎞⎟⎠Ar+1,n

⎛⎜⎝
←−
k−1∏
j=0

M∗
r+1,j

⎞⎟⎠ (5.51)

where as above we have used the convention
−→
−1∏
j=0

· · · =

←−
−1∏
j=0

· · · = Ir+1.
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Let m ∈ N0 and k ∈ N0. Comparing (1.13) and (4.4) we get

Mm,k = Mm(W kγ) (5.52)

whereas from (1.15) and (4.6) we see

ηm,k = ηm(W kγ). (5.53)

Taking into account (5.52) and (5.53), an application of (5.43) and (5.51) yields

Lr+1,0 =

⎛⎜⎝
−→
n−1∏
j=0

Mr+1(W jγ)

⎞⎟⎠Lr+1,n (5.54)

and

Ar+1,0 =
n−1∑
k=0

⎛⎜⎝
−→
k−1∏
j=0

Mr+1(W jγ)

⎞⎟⎠ ηr+1(W kγ)η∗r+1(W
kγ)

⎛⎜⎝
←−
k−1∏
j=0

M∗
r+1(W

jγ)

⎞⎟⎠
+

⎛⎜⎝
−→
n−1∏
j=0

Mr+1(W jγ)

⎞⎟⎠Ar+1,n

⎛⎜⎝
←−
k−1∏
j=0

M∗
r+1(W

jγ)

⎞⎟⎠ . (5.55)

Now we use the previous observations connected to the nth step of our proce-
dure to derive several properties of the sequence γ. Since γ is a sequence from D we
conclude from (5.50) that the infinite product

∏∞
j=0 Dγj converges. This implies

γ ∈ Γl2. (5.56)

In view of (5.56), applying (1.16) yields
−→∞∏
k=0

Mr+1(W kγ) = Lr+1(γ), (5.57)

where Lr+1(γ) is defined via (1.7). Because of (5.57) and det Lr+1(γ) �= 0 we infer
from (5.54) that the sequence (Lr+1,n)∞n=1 converges and that its limit

Lr+1,∞ := lim
n→∞Lr+1,n (5.58)

satisfies the equation
Lr+1,0 = Lr+1(γ)Lr+1,∞. (5.59)

Let
Ar+1,∞ := Ir+1 − Lr+1,∞L∗r+1,∞. (5.60)

Using (5.44), (5.58), and (5.60), we get

Ar+1,∞ := lim
n→∞Ar+1,n. (5.61)

Applying (5.45) and (5.60) we obtain

Ar+1,∞ ≥ 0(r+1)×(r+1). (5.62)



188 V.K. Dubovoy, B. Fritzsche and B. Kirstein

Now we pass to the limit n→∞ in formula (5.55). Using (5.56), Lemma 2.3,
(5.57), and (5.61), we obtain

Ar+1,0 = Ar+1(γ) + Lr+1(γ)Ar+1,∞L∗r+1(γ). (5.63)

From (5.56) and Lemma 1.2 we infer

Ar+1(γ) ≥ 0(r+1)×(r+1). (5.64)

According to Corollary 4.2 let

p = (pr, . . . , p0)T ∈ kerAr+1,0 (5.65)

be such that
p0 �= 0. (5.66)

Using (5.62)–(5.65) we see that

p ∈ kerAr+1(γ). (5.67)

Taking into account (5.56), (5.66), (5.67), and applying Proposition 2.4 yields that
p is an rth order S-recurrence vector associated with γ. Having this in mind and
paying attention to (5.52)–(5.53), from Theorem 2.8 we know that (5.1) holds
for each integer n with n ≥ r. Taking into account (5.62) and (5.63), we infer
Ar+1,0 ≥ Ar+1(γ). Thus, the proof is complete. �

Corollary 5.3. Let r ∈ N and let (γj)r
j=0 be a sequence from D. Further, let

[Π1,1, (Lj,1)r
j=1] be the canonical data compatible with (γj)r

j=0 and let Ar+1,0 be
the associated information matrix. Then:

(a) The (r+1)×1 matrix er+1 := (0, . . . , 0, 1)T belongs to kerAr+1,0\{0(r+1)×1}.
(b) Denote by (γj)∞j=r+1 that sequence which is constructed by using p = er+1 as

in Theorem 5.2. Then γn+1 = 0 for each integer n with n ≥ r.

Proof. (a) From Definition 3.9 and Remark 3.8 we have Π1,1 =
∏r

j=1 Dγj . Thus
(a) follows from Remark 3.4.

(b) Taking into account (a) we choose p = er+1 in Theorem 5.2. Then, if λ is chosen
as in Theorem 5.2, we get λ = 0r×1. Hence, from (5.1) we conclude (b). �

Now we consider the situation of Theorem 5.2 for the particular case r = 1.
We will then obtain a considerable simplification of the recurrence formulas (5.1).
First we state an auxiliary result.

Lemma 5.4. Let γ1 ∈ D\{0} and let λ ∈ C be such that 0 < λ ≤ 1. Then there
exists some u ∈ (0, 1) which satisfies

u2 − (1− |γ1|2 + |λ|2)u + |λ|2 = 0 (5.68)

if and only if |λ| ≤ 1− |γ1|.
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Proof. Let the function f : R→ R be defined by

f(x) := x2 − (1− |γ1|2 + |λ|2)x + |λ|2. (5.69)

Let

x0 :=
1
2
(1− |γ1|2 + |λ|2). (5.70)

From (5.70) and the choice of γ1 and λ we get x0 ∈ (0, 1). Moreover,

f(0) = |λ|2 > 0 and f(1) = |γ1|2 > 0. (5.71)

From (5.69) and (5.70) we obtain f(x) ≥ f(x0) for each x ∈ R. Thus, taking
into account (5.71), we see that there exists some u ∈ (0, 1) satisfying (5.68) if and
only if

f(x0) ≤ 0. (5.72)

In view of

f(x0) = −1
4
(1− |γ1|2 + |λ|2)2 + |λ|2

we infer that (5.72) is equivalent to

4|λ|2 ≤ (1− |γ1|2 + |λ|2)2.

Because of γ1 < 1 this is equivalent to 2|λ| ≤ 1 − |γ1|2 + |λ|2, i.e, to |γ1|2 ≤
1 − 2|λ| + |λ|2 = (1 − |λ|)2. Thus, because of |λ| ≤ 1 we obtain that this is
equivalent to |γ1| ≤ 1− |λ| and the proof is complete. �

Theorem 5.5. Let (γj)1j=0 be a sequence from D and let [Π1,1, (Lj,1)1j=1] be com-
patible with (γj)1j=0. Denote by γ = (γj)∞j=0 that extension of (γj)1j=0 which is
constructed as in Theorem 5.2. Taking into account 0 < Π1,1 ≤ 1, we set

λ :=

{
−Π2

1,1L1,1

1−Π2
1,1

, if Π1,1 ∈ (0, 1)

0 , if Π1,1 = 1.

Then:

(a) For each n ∈ N, the number γn+1 can be represented via

γn+1 = λ
γn∏n

j=1(1− |γj |2)
.

(b) The relations γ ∈ Γl2 and rank γ ≤ 1 hold true. The vector (−D−1
γ1

λ, 1)T is
an S-recurrence vector associated with γ.

(c) The following statements are equivalent:
(i) λ = 0.
(ii) For all n ∈ N, γn+1 = 0.
(iii) There exists an m ∈ N such that γm+1 = 0.

(d) The inequality |λ| ≤ 1− |γ1| holds.
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Proof. (a) Let n ∈ N and let A2,0 be the information matrix associated with
[(γj)1j=0, Π1,1, (Lj,1)1j=1]. Then using part (b) of Lemma 3.6 in the case Π1,1 ∈ (0, 1)
and part (c) of Lemma 3.3 in the case Π1,1 = 1, we get(

−λD−1
γ1

1

)
∈ kerA2,0. (5.73)

Taking into account (5.73), (4.4), and (4.6), we conclude from (5.1) the relation

γn+1 =

[
n∏

s=1

D−1
γs

]⎛⎜⎝
⎡⎢⎣
←−
n−2∏
k=0

M−1
1,k

⎤⎥⎦λ,

[
n∏

k=n

D−1
γk

]
η1,n−1

⎞⎟⎠
C1

=

[
n∏

s=1

D−1
γs

]⎛⎜⎝
⎡⎢⎣
←−
n−2∏
k=0

D−1
γ1+k

⎤⎥⎦ λ, D−1
γn

γn

⎞⎟⎠
C1

= λ
γn∏n

j=1(1− |γj |2)
.

(b) In view of (5.73), part (b) is an immediate consequence of Theorem 5.2.

(c) The implications “(i)⇒(ii)” and “(ii)⇒(iii)” are obvious. Now suppose (iii).
Taking into account (iii), let k be the smallest positive integer m such that γm = 0.
If k = 1, then γ1 = 0 and part (b) of Lemma 3.3 implies Π1,1 = 1 and hence, λ = 0.
Let us consider the case k ≥ 2. Then γk−1 �= 0 and γk = 0. Thus, using (b) we get

λ =

⎡⎣k−1∏
j=1

(1 − |γj |2)

⎤⎦ γk

γk−1
= 0.

Consequently, in any case condition (i) is satisfied.
(d) For λ = 0 the assertion is trivial. Now suppose

λ �= 0. (5.74)

Then from (c) and the definition of λ we infer

γn �= 0, for each n ∈ N. (5.75)

According to (5.75) and (a), for each n ∈ N, we conclude

|γn+1|
|γn|

=
|λ|∏n

j=1(1− |γj |2)
.

From this we get

lim
n→∞

|γn+1|
|γn|

=
|λ|
Π2

1

, (5.76)

where Π1 is defined in (1.4). Because of γ ∈ Γl2 the series
∑∞

j=0 |γj |2 converges.
Combining this with (5.76) the quotient criterion for the convergence of infinite
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series yields
|λ|2
Π4

1

= lim
n→∞

|γn+1|2
|γn|2

≤ 1

and, consequently,
|λ| ≤ Π2

1 ≤ 1. (5.77)
In view of (5.75), parts (a) and (b) of Lemma 3.3 provide us with

Π1,1 ∈ (0, 1). (5.78)

Taking into account (5.73) and (b), we apply part (c) of Lemma 3.6 and obtain

Π4
1,1 − (1− |γ1|2 + |λ|2)Π2

1,1 + |λ|2 = 0. (5.79)

Because of (5.74) and (5.77)–(5.79), we obtain from Lemma 5.4 the inequality
|λ| ≤ 1− |γ1|. �

Lemma 5.6. Let (γj)1j=0 be a sequence from D where γ1 �= 0. Further, let λ ∈ C
satisfy 0 < |λ| ≤ 1− |γ1|. Then:
(a) There exists some Π1,1 ∈ (0, 1) such that

Π4
1,1 − (1− |γ1|2 + |λ|2)Π2

1,1 + |λ|2 = 0.

(b) Let Π1,1 be chosen as in (a) and let

L1,1 := −
1−Π2

1,1

Π2
1,1

λ.

Then [Π1,1, (Lj,1)1j=1] is compatible with (γj)1j=0.
(c) Denote by A2,0 the information matrix associated with

[(γj)1j=0, Π1,1, (Lj,1)1j=1].

Then (
−D−1

γ1
λ

1

)
∈ kerA2,0.

Proof. (a) This follows from Lemma 5.4.
(b) Let the matrix A2,0 be defined by (3.8). In view of (a), we obtain from (3.13)
then detA2,0 = 0. Thus, taking into account 1 − Π1,1 > 0 and (3.9), we see that
A2,0 ≥ 02×2. Hence, (b) is proved.
(c) Because of (b) and the definition of L1,1 the assertion of (c) follows from part
(c) of Lemma 3.6. �

Theorem 5.7. Let (γj)1j=0 be a sequence from D where γ1 �= 0. Furthermore, let
λ ∈ C satisfy 0 < |λ| ≤ 1− |γ1|. For each n ∈ N, let

γn+1 := λ
γn∏n

j=1(1 − |γj |2)
.

Then the sequence γ = (γj)∞j=0 belongs to Γl2 and satisfies rankγ ≤ 1. Moreover,
the vector (−D−1

γ1
λ, 1)T is an S-recurrence vector associated with γ.
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Proof. Let [Π1,1, (Lj,1)1j=1] be the data compatible with (γj)1j=0 which were con-
structed in Lemma 5.6. Then from the definition of L1,1 we get

λ = −
Π2

1,1L1,1

1−Π2
1,1

.

Thus, part (a) of Theorem 5.5 shows that (γj)∞j=0 is that extension of (γj)1j=0

which was constructed in Theorem 5.2. Now all assertions follow from part (b) of
Theorem 5.5. �

It should be mentioned that Theorem 5.5 and Theorem 5.7 contain reformu-
lations of statements which were obtained in Theorem 5.22 and Corollary 5.23 of
[4] by other methods. The difference is that Theorem 5.5 is formulated in terms of
compatible data. Moreover, Theorem 5.5 is a consequence of Theorem 5.2 which
describes the situation for an arbitrary positive integer n.

Finally, we note that in Section 5.4 of [4], for the case r = 1, several concrete
examples were considered, which we do not discuss here.

The last assertion in Theorem 5.2 leads us to the following notion.

Definition 5.8. Let r ∈ N, let (γj)r
j=0 be a sequence from D, and let

[Π1,1, (Lj,1)r
j=1] be compatible with (γj)r

j=0. Furthermore, let Ar+1,0 be the asso-
ciated information matrix and let p = (pr, . . . , p0)T be a vector from kerAr+1,0

which satisfies p0 �= 0. Denote by γ the extension of (γj)r
j=0 to a sequence belong-

ing to Γl2 which was constructed in Theorem 5.2 outgoing from the quadruple
[(γj)r

j=0, Π1,1, (Lj,1)r
j=1, p]. Then the triple [Π1,1, (Lj,1)r

j=1, p] is called minimal
with respect to (γj)r

j=0 if Ar+1,0 = Ar+1(γ) where Ar+1(γ) is given by (1.17).

Let n0 ∈ N and let γ = (γj)∞j=0 be a sequence which belongs to Γl2 and
satisfies rank γ = n0. Furthermore, let r be an integer with r ≥ n0. Then according
to Proposition 3.7 there is a natural choice of data [Π1,1, (Lj,1)r

j=1] compatible with
(γj)r

j=0. Now we verify that the procedure of Theorem 5.2 applied to these data
provides exactly the original sequence γ and, moreover, it produces a triple which
is minimal with respect to (γj)r

j=0.

Proposition 5.9. Let n0 ∈ N and let γ = (γj)∞j=0 be a sequence which belongs to
Γl2 and satisfies rank γ = n0. Furthermore, let r be an integer with r ≥ n0 and
let p = (pr, . . . , p0)T be an rth order S-recurrence vector associated with γ. Let Π1

and the sequence (Lj(Wγ))r
j=1 be defined by (1.4) and (1.3), respectively.

(a) It is (γj)r
j=0 a sequence from D and [Π1, (Lj(Wγ))r

j=1] is compatible with
(γj)r

j=0. Moreover, the matrix Ar+1(γ) defined in (1.17) is the information
matrix associated with [(γj)r

j=0, Π1, (Lj(Wγ))r
j=1].

(b) The relations p ∈ kerAr+1(γ) and p0 �= 0 hold true.
(c) Taking into account (a) and (b) and given (γj)r

j=0,[Π1, (Lj(Wγ))r
j=1], and p,

let γ̃ = (γ̃j)∞j=0 be the sequence from Γl2 which is constructed via Theorem
5.2. Then γ̃ = γ.

(d) The triple [Π1, (Lj(Wγ))r
j=1, p] is minimal with respect to (γj)r

j=0.
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Proof. (a) This follows from Proposition 3.7.

(b) This follows from Proposition 2.4.

(c) Taking into account (5.52) and (5.53), the assertion of (c) follows inductively
by combining Theorem 2.8 and Theorem 5.2. Indeed, one has only to compare
formulas (2.20) and (5.1).

(d) This follows from (a). �

Corollary 5.10. Let r ∈ N and let (γj)r
j=0 be a sequence from D. Furthermore,

let [Π1,1, (Lj,1)r
j=1] be the canonical data compatible with (γj)r

j=0 and let er+1 :=
(0, . . . , 0, 1)T ∈ Cr+1. Then the triple [Π1,1, (Lj,1)r

j=1, er+1] is minimal with respect
to (γj)r

j=0.

Proof. Let γ = (γj)∞j=0 be that extension of (γj)r
j=0 which is given for each j ∈

{r + 1, r + 2, . . .} by γj = 0. Then from Remark 1.9 we infer that γ ∈ Γl2 and
rank γ ≤ r. Moreover, taking into account Definition 3.9, we get Π1,1 = Π1 and
Lj,1 = Lj(Wγ) for each j ∈ {1, 2, . . . , r}, The combination of Remark 1.9 and
Proposition 2.6 shows that er+1 is an rth order S-recurrence vector associated
with γ. Thus, part (d) of Proposition 5.9 yields the assertion. �
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[9] I. Schur: Über Potenzreihen, die im Inneren des Einheitskreises beschränkt sind,
J. reine u. angew. Math., Part I: 147 (1917), 205–232; Part II: 148 (1918), 122–145.

[10] B. Simon: Orthogonal Polynomials on the Unit Circle. Part 1: Classical Theory,
Amer. Math. Soc., Colloquium Publications, Vol. 54, Part 1, Providence, R.I. 2004.

[11] B. Simon: Orthogonal Polynomials on the Unit Circle. Part 2: Spectral Theory,
Amer. Math. Soc., Colloquium Publications, Vol. 54, Part 2, Providence, R.I. 2004.

Vladimir K. Dubovoy
Department of Mathematics and Mechanics
State University
Svobody Square 4
61077 Kharkov, Ukraine
e-mail: dubovoy@online.kharkiv.com

Bernd Fritzsche and Bernd Kirstein
Mathematisches Institut
Universität Leipzig
Augustusplatz 10/11
D-04109 Leipzig, Germany
e-mail: fritzsche@math.uni-leipzig.de

kirstein@math.uni-leipzig.de

Received: February 23, 2009

Accepted: March 26, 2009



Operator Theory:
Advances and Applications, Vol. 202, 195–222
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Abstract. Given a Banach algebra we construct a principal bundle with con-
nection over the similarity class of projections in the algebra and compute
the curvature of the connection. The associated vector bundle and the con-
nection are a universal bundle with attendant connection. When the algebra
is the linear operators over a Hilbert module, we establish an analytic diffeo-
morphism between the similarity class and the space of polarizations of the
Hilbert module. Likewise, the geometry of the universal bundle over the latter
is studied. Instrumental is an explicit description of the transition maps in
each case which leads to the construction of certain functions. These functions
are in a sense pre-determinants for the universal bundles in question.

Mathematics Subject Classification (2000). Primary 46M20 37K20; Secondary
58B99 58B25.

Keywords. Hilbert module, Banach Grassmannian, similarity class, polariza-
tion, universal bundle, connection, curvature.

1. Introduction

The book of Helton et al. [22] outlined a program of operator-analytic techniques
using flag manifold models, the theorems of Beurling-Lax-Halmos, Wiener-Hopf
factorization andM×M-theory, which could be applied to the study of integrable
systems (such as the Sato-Segal-Wilson theory [33, 32, 34]) and Lax-Phillips scat-
tering (cf. work of Ball and Vinnikov [2, 3]). Several of the fundamental techniques
implemented in this scheme of ideas can be traced back to the remarkable accom-
plishments of Professor I. Gohberg and his co-workers spanning a period of many
years.

Communicated by J.A. Ball.
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Our interest in this general subject arose from two directions. Initially, the
first two authors (with Evard) studied the problem of smooth as well as analytic
parametrization of subspaces of a Banach space using global techniques. The work
on this problem had been significantly motivated by that of Gohberg and Leiterer
[18, 19]. The general results that were obtained appear in [17, 11, 12]. From another
direction [14, 15, 16] we have developed an operator-theoretic, Banach algebra
approach to the Sato-Segal-Wilson theory, in the setting of Hilbert modules with
the extension of the classical Baker and Tau(τ)-functions to types of operator-
valued functions. One aspect of this latter work involved looking at the geometry
of the space of polarizations of a Hilbert module using a Grassmannian over the
Banach algebra A in question, a topic which is developed in this paper. We consider
the techniques and results as presented here to be also of independent interest in
related areas of operator theory.

If P (A) denotes the space of projections in A, then we consider the geometry
of the space Λ = Sim(p, A), namely the similarity class of a given projection
p ∈ P (A). We construct a principal bundle with connection over Λ and compute
the curvature of the connection. The transition map for this bundle leads to the
construction of a function which we refer to as the T -function. If P denotes the
space of polarizations of a Hilbert module HA (where A is a unital C*-algebra),
we show that Λ and P are analytically diffeomorphic (Theorem 4.1). Related (in
the case A = C) is the T-function of [28, 39] obtained over P via a cross-ratio
approach.

To be more specific, let us point out that the T -function is effectively the
co-cycle for the universal bundle over the space of restricted polarizations, relating
essentially the same two underlying sections, but initially this is viewed in terms of
the corresponding principal bundle. Hence the interest is in the calculation of the
geometry, connection, and curvature of the principal bundle of the universal bundle
using two sections which are each covariantly constant over two complementary
subbundles of the tangent bundle of the space of restricted polarizations. Our
approach is justified by the fact that, technically, one only needs a single section
to trivialize a principal bundle over the domain of the section and hence knowledge
of the covariant derivative of that section allows the computation of the horizontal
subspace over points of the image of the section, which can then be transferred
to any fiber passing through the image of that section using the action of the
structure group of the principal bundle. However, if one can find sections known
to have zero covariant derivative along certain subbundles of the base tangent
bundle, then the computation is certainly simplified, and in the case at hand we
have two which suffice.

One main task we describe in this paper is to use the restricted algebra di-
rectly. Since the analysis only depends on the fact that the restricted algebra is
a Banach algebra, our treatment presents, for any Banach algebra, a representa-
tion of the manifolds in question, as those naturally embedded in Banach spaces
which provide a natural geometry recovering the exact same geometry that arises
in [28, 39] thus leading to the well-known Tau(τ)-function [33, 34]. In particular,
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we are able to obtain simple expressions for the T -function, the connection form,
and the curvature (see, e.g., Theorem 8.1). As observed in [39] one can calculate in
coordinates, but here we have natural embeddings which give the geometry. Using
coordinates we can calculate, but we cannot visualize, whereas using the natural
embeddings we can both visualize and simplify the final formulas. This means the
determination of the Tau-function is reduced purely to analytic questions concern-
ing the existence of determinants of the operator values in the particular subgroup
of the algebra which forms the group of the principal bundle. This, along with
other related issues, is taken up in [16].

2. Algebraic preliminaries

2.1. The Grassmannian over a semigroup

To commence, let A be a (multiplicative) semigroup with group of units denoted
by G(A), if A has an identity. Let

P (A) := {p ∈ A : p2 = p}, (2.1)

that is, P (A) is the set of idempotent elements in A (for suitable A, we can regard
elements of P (A) as projections). Recall that the right Green’s relation is pRq, if
and only if pA = qA for p, q ∈ A.

Let Gr(A) = P (A)/R be the set of equivalence classes in P (A) under R. As
the set of such equivalence classes, Gr(A) will be called the Grassmannian of A.
Note that as the equivalence classes partition A, elements of Gr(A) are in fact
subsets of P (A). Relative to a given topology on A, Gr(A) is a space with the
quotient topology resulting from the natural quotient map

Π : P (A) −→ Gr(A). (2.2)

In fact if A is a Banach algebra, it follows that P (A) is an analytic submanifold
of A, and that Gr(A) has a unique analytic manifold structure (holomorphic, if A
is a complex algebra) such that Π is an analytic open map having local analytic
sections passing through each point of P (A) (see [11, § 4], cf. [30]).

Let h : A −→ B be a semigroup homomorphism. Then it is straightforward
to see that the diagram below is commutative:

P (A)
P (h)−−−−→ P (B)

Π

⏐⏐E ⏐⏐EΠ

Gr(A)
Gr(h)−−−−→ Gr(B)

(2.3)

Clearly, if A is a semigroup of linear transformations of a vector space E, then we
have Π(r) = Π(s), if and only if r(E) = s(E) as subspaces of E. Notice that r−1(0)
is a complement for r(E), so if E is a topological vector space and all members of
A are continuous, then r(E) is closed with a closed complement, that is, r(E) is a
splitting subspace.
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If we reverse the multiplication of A, we obtain the opposite semigroup Aop

and consequently, the right Green’s relation in Aop is the left Green’s relation in
A. But P (A) = P (Aop), and so this construction gives Πop : P (A) −→ Grop(A),
where by definition Grop(A) = Gr(Aop).

In the case where A is a semigroup of linear transformations of a vector space
E, we see immediately that Πop(r) = Πop(s), if and only if r−1(0) = s−1(0) as
subspaces of E. Because of this we sometimes denote Π(r) = Im(r), and Πop(r) =
Ker(r), for r ∈ P (A) with A now taken to be an arbitrary semigroup. Clearly, if
h : A −→ B is a semigroup homomorphism, then so too is h : Aop −→ Bop. Thus
Grop and Πop produce an analogous commutative diagram to (2.3). We observe
that Π(r) = Π(s) if and only if both rs = s and sr = r, so in the dual sense,
Πop(r) = Πop(s), if and only if both rs = r and sr = s. Consequently, if both
Im(r) = Im(s) and Ker(r) = Ker(s), then r = s, and thus the map

(Im, Ker) : P (A) −→ Gr(A)×Grop(A), (2.4)

is an injective map which, in the case A is a Banach algebra, we later show to
be an analytic embedding of manifolds whose image is open in the righthand side
product.

Remark 2.1. Notice that if A is commutative, then Aop = A, so Im(r) = Im(s), if
and only if Ker(r) = Ker(s) and therefore by (2.4), Π = Πop is injective and thus
bijective.

2.2. The canonical section

As in the case where A is a Banachable algebra, we know that Π is a continuous
open map [11]. Then it follows that if A is a commutative Banach algebra, then Π
is a homeomorphism. Because of (2.4), we see that if K ∈ Grop(A), then Im|K :
K −→ Im(K) ⊂ Gr(A) is a bijection whose inverse, we refer to as the canonical
section over Im(K). If p ∈ K, then we denote this canonical section by Sp. We set
Up = Im(K) ⊂ Gr(A) and Wp = Im−1(Up) ⊂ P (A). Thus, we have Sp : Up −→
Wp ⊂ P (A) is a section of Im = Π for p ∈ Wp, and Sp(Im(p)) = p. In this situation
we refer to Sp as the canonical section through p. In fact, from the results of [11],
we know that if A is a Banach algebra, then Up is open in Gr(A) and Sp is a local
analytic section of Im = Π.

2.3. Partial isomorphisms and relative inverses

Definition 2.1. We say that u ∈ A is a partial isomorphism if there exists a v ∈ A
such that uvu = u, or equivalently, if u ∈ uAu. If also vuv = v, we call v a relative
inverse (or pseudoinverse) for u. In general, such a relative inverse always exists,
but it is not unique. Effectively, if u = uwu, then w = wuw is a relative inverse for
u. We take W (A) to denote the set (or space, if A has a topology) of all partial
isomorphisms of A.

Notice that W (Aop) = W (A) and P (A) ⊂ W (A). If u and v are mutually
(relative) inverse partial isomorphisms, then r = vu and s = uv are in P (A). In this
latter case, we will find it useful to simply write u : r −→ s and v : s −→ r. Thus



Curvature of Universal Bundles of Banach Algebras 199

we can say u maps r to s, regarding the latter as a specified map of idempotents
in P (A). Moreover, v is now uniquely determined by the triple (u, r, s), meaning
that if w is also a relative inverse for u and both wu = r and uw = s hold, then it
follows that v = w. Because of this fact, it is also useful to denote this dependence
symbolically as

v = u−(r,s), (2.5)

which of course means that u = v−(s,r). If u, v ∈ W (A) with u : p −→ r and
v : r −→ s, then vu : p −→ s. Thus we have

(vu)−(p,s) = u−(p,r)v−(r,s). (2.6)

In particular, the map u : r −→ r implies that u ∈ G(rAr) and u−(r,r) is
now the inverse of u in this group. Thus G(rAr) ⊂ W (A), for each r ∈ P (A).
For u ∈ G(rAr), we write u−r = u−(r,r), for short. It is a trivial, but useful
observation that if r, s ∈ P (A) ⊂ W (A), and if Im(r) = Im(s), then r : r −→ s
and s : s −→ r, are mutually inverse partial isomorphisms. Likewise working
in Aop, and translating the result to A, we have that if Ker(r) = Ker(s), then
r : s −→ r and s : r −→ s, are mutually inverse partial isomorphisms. Therefore,
if u : q −→ r, if p, s ∈ P (A) with Ker(p) = Ker(q) and Im(r) = Im(s), then on
applying (2.6), it follows that u = ruq : p −→ s has a relative inverse

u−(p,s) = pu−(q,r)s : s −→ p. (2.7)

Thus the relative inverse is changed (in general) by changing q and r for fixed u,
and (2.7) is a useful device for calculating such a change.

Now it is easy to see [11] that the map Π has an extension Π = Im : W (A) −→
Gr(A), which is well defined by setting Π(u) = Π(s), whenever u ∈ W (A) maps to
s. Again, working in Aop, we have Πop = Ker : W (A) −→ Grop(A), and because
u : r −→ s in A, is the same as u : s −→ r in Aop, this means that Ker(u) = Ker(r)
if u : r −→ s. More precisely, observe that if p, q, r, s ∈ P (A), if u ∈W (A) satisfies
both u : p −→ q and u : r −→ s, then it follows that Ker(p) = Ker(r) and
Im(q) = Im(s). In fact, if v = u−(p,q) and w = u−(r,s), then we have

rp = (wu)(vu) = w(uv)u = wqu = wu = r, (2.8)

so rp = r and symmetrically, pr = p,which implies Ker(p) = Ker(r). Applying this
in Aop, yields Im(q) = Im(s).

Remark 2.2. Of course the commutative diagram (2.3) for Π extends to the same
diagram with W ( ) replacing P ( ) and likewise, in the dual sense, for Πop = Ker,
on replacing A by Aop.

2.4. Proper partial isomorphisms

If p ∈ P (A), then we take W (p, A) ⊂ W (A) to denote the subspace of all par-
tial isomorphisms u in A having a relative inverse v satisfying vu = p. Likewise,
W (A, q) denotes the subspace of all partial isomorphisms u in A having a rela-
tive inverse v satisfying uv = q. So it follows that W (A, q) = W (q, Aop). Now for
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p, q ∈ P (A), we set

W (p, A, q) = W (p, A) ∩W (A, q)

= {u ∈W (A) : u : p −→ q}
= { u ∈ qAp : ∃ v ∈ pAq , vu = p and uv = q }.

(2.9)

Recall that two elements x, y ∈ A are similar if x and y are in the same orbit
under the inner automorphic action ∗ of G(A) on A. For p ∈ P (A), we say that
the orbit of p under the inner automorphic action is the similarity class of p and
denote the latter by Sim(p, A). Hence it follows that Sim(p, A) = G(A) ∗ p.

Definition 2.2. Let u ∈W (A). We call u a proper partial isomorphism if for some
W (p, A, q), we have u ∈ W (p, A, q), where p and q are similar.

We let V (A) denote the space of all proper partial isomorphisms of A. Observe
that G(A)V (A) and V (A)G(A) are both subsets of V (A). In the following we set
G(p) = G(pAp).

2.5. The spaces V (p, A) and Gr(p, A)
If p ∈ P (A), then we denote by V (p, A) the space of all proper partial isomor-
phisms of A having a relative inverse v ∈W (q, A, p), for some q ∈ Sim(p, A). With
reference to (2.9) this condition is expressed by

V (p, A) :=
⋃

q∈Sim(p,A)

W (p, A, q). (2.10)

Observe that V (p, A) ⊂ V (A) ∩W (p, A), but equality may not hold in general,
since for u ∈ V (A), it may be the case that Ker(p) ⊂ P (A) intersects more than
one similarity class and that u ∈ V (A) by virtue of having u : r −→ s where r and
s are similar. But u : p −→ q only for q /∈ Sim (p, A). However, we shall see that
if A is a ring with identity, then each class in Gr(A) is contained in a similarity
class and thus also for Grop(A). Further, as Π and Πop are extended to W (A), this
means that as soon as we have u : p −→ q, with p and q belonging to the same
similarity class, then u : r −→ s implies that r and s are in the same similarity
class.

Clearly, we have G(A) · p ⊂ V (p, A) and just as in [11], it can be shown that
equality holds if A is a ring. The image of Sim(p, A) under the map Π defines the
space Gr(p, A) viewed as the Grassmannian naturally associated to V (p, A).

For a given unital semigroup homomorphism h : A −→ B, there is a restric-
tion of (2.3) to a commutative diagram:

V (p, A)
V (p,h)−−−−→ V (q, B)

ΠA

⏐⏐E ⏐⏐EΠB

Gr(p, A)
Gr(p,h)−−−−−→ Gr(q, B)

(2.11)
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where for p ∈ P (A), we have set q = h(p) ∈ P (B). Observe that in the general
semigroup setting, V (p, A) properly contains G(A)p. In fact, if p ∈ P (A), then
V (p, A) = G(A)G(pAp) (see [13] Lemma 2.3.1).

Henceforth we shall restrict mainly to the case where A and B are Ba-
nach(able) algebras or suitable multiplicative subsemigroups of Banachable al-
gebras. In this case, as shown in [11], the vertical maps of the diagram (2.11)
are right principal bundles, the group for V (p, A) being G(pAp). Moreover, G(A)
acts G(pAp)-equivariantly on the left of V (p, A) simply by left multiplication, the
equivariance being nothing more than the associative law.

Let H(p) denote the isotropy subgroup for this left-multiplication. We have
then (see [11]) the analytically equivalent coset space representation

Gr(p, A) = G(A)/G(Π(p)), (2.12)

where G(Π(p)) denotes the isotropy subgroup of Π(p). Then there is the inclusion
of subgroups H(p) ⊂ G(Π(p)) ⊂ G(A), resulting in a fibering V (p, A) −→ Gr(p, A)
given by the exact sequence

G(Π(p))/H(p) ↪→ V (p, A) = G(A)/H(p) −→ Gr(p, A) = G(A)/G(Π(p)), (2.13)

generalizing the well-known Stiefel bundle construction in finite dimensions.
In general, if A is a semigroup, we say that the multiplication is left trivial

provided that always xy = x, whereas we call it right trivial if xy = y. In either
case, we have P (A) = A. If the multiplication is right trivial, then obviously
Π = Im is constant and Πop = Ker is bijective. Whereas if the multiplication is
left trivial, then Ker is constant and Im = Π is bijective.

Remark 2.3. For the ‘restricted algebra’ to be considered in § 3.2, we recover the
‘restricted Grassmannians’ as studied in [29, 32, 34] (cf. [21]). Spaces such as
V (p, A) and Gr(p, A) are infinite-dimensional Banach homogeneous spaces of the
type studied in, e.g., [4, 8, 9, 36] in which different methods are employed. Emphasis
on the case where A is a C*-algebra, can be found in, e.g., [5, 25, 26, 27, 37],
again using different methods. Other approaches involving representations and
conditional expectations are treated in [1, 5, 6, 31].

2.6. The role of the canonical section

Suppose that R is any ring with identity. Now for x ∈ R, we define x̂ = 1 − x.
The ‘hat’ operation is then an involution of R leaving P (R) invariant. Further,
it is easy to check that for r, s ∈ P (R), we have Im(r̂) = Im(ŝ), if and only if
Ker(r) = Ker(s). This means that there is a natural identification of Grop(R)
with Gr(R) unique such that Ker(r) = Im(r̂), for all r ∈ P (R). For instance, if
r ∈ P (R), then rRr̂ and r̂Rr are subrings with zero multiplication. On the other
hand, r + r̂Rr is a subsemigroup with left trivial multiplication and r + rRr̂ is a
subsemigroup with right trivial multiplication. Thus Im|(r + r̂Rr) is injective and
Ker|(r + r̂Rr) is constant, whereas Im|(r + rRr̂) is constant and Ker|(r + rRr̂) is
injective. In fact, we can now easily check that (e.g., see [11])

Im−1(Im(r)) = r + rAr̂, (2.14)
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and
Ker−1(Ker(r)) = r + r̂Ar = P (A) ∩ V (p, A). (2.15)

Thus this section is again none other than the canonical section through r. From
(2.15), it now follows immediately that when Ker(r) = Ker(s), we have

r + r̂Ar = s + ŝAs, (2.16)

and from the symmetry here, one easily deduces that

r̂Ar = ŝAs. (2.17)

This means that the sub-ring ŝAs is constantly the same as r̂Ar along the points
of the image of the canonical section through r which is r+ r̂Ar = P (A)∩V (p, A),
by (2.15). But this also means that sAŝ is constantly the same as rAr̂ at all points
of r̂ + rAr̂. If s ∈ r + rAr̂, then

ŝ ∈ r̂ − rAr̂ = r̂ + rAr̂, (2.18)

and consequently we obtain again sAŝ = rAr̂. Thus P (A) in effect contains a ‘flat
X-shaped subset’ through any r ∈ P (A), namely

X = (r + r̂Ar) ∪ (r + rAr̂). (2.19)

This suggests that P (A) is everywhere ‘saddle-shaped’.
Now, as in [11], we observe here that if Im(r) = Im(s), then r and s are in the

same similarity class. For there is y ∈ rAr̂ with s = r + y. But the multiplication
in rAr̂ is zero, so ey = 1 + y ∈ G(A) with inverse e−y = 1− y, and

s = rs = rey = e−yrey. (2.20)

As r : r −→ s, this means that r ∈ V (r, A, s), and so each class in Gr(A) is
contained in a similarity class. In the dual sense then, each class of Grop(A) is also
contained in a similarity class, as is easily checked directly by the same technique
and (2.15). In particular, we now see that for each p ∈ P (A), we have V (p, A) =
V (A) ∩W (p, A), and if u : r −→ s belongs to W (A), and also u ∈ V (A), then r
and s belong to the same similarity class.

Recalling the canonical section Sp (through p) let us take p, r ∈ P (A) with r ∈
Wp, and therefore Im(r) = Im(Sp(Im(r))). We have of course Ker(Sp(Im(r))) =
Ker(p), by definition of Sp, and hence r and p are in the same similarity class. Set
rp = Sp(Im(r)). Thus Im(r) = Im(rp) and Ker(rp) = Ker(p). We can find x ∈ p̂Ap
so that rp = p + x, and then we have prp = p = prpp and rpprp = rpp = rp. This
shows that

Sp(Im(r)) = p−(Sp(Im(r)),p) (2.21)
and

(Sp(Im(r)))−(p,Sp(Im(r)) = p. (2.22)

Proposition 2.1.

(1) We have the equation

(Sp(Im(r))−(r,p) = pr : r −→ p. (2.23)
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(2) The canonical section is a local section of Π|V (p, A) : V (p, A) −→ Gr(p, A).

Proof. Part (1) follows from (2.7) and (2.22). For part (2), observe that since
Ker(Sp(Im(r))) = Ker(p), we have Sp(Im(r)) and p in the same similarity class and
thus the canonical section is actually simultaneously a local section of Π|V (p, A) :
V (p, A) −→ Gr(p, A). �

If A is any semigroup and u : r −→ s is in W (A) and k ∈ P (A), we say
that u projects along k provided that ku = kr. Thus, if A is a semigroup of linear
transformations of a vector space E, then this condition guarantees that u(h)− h
belongs to k−1(0), for every h ∈ r(E).

Remark 2.4. Clearly this last statement has no content unless k−1(0) is close to
being complementary to r(E) and s(E), but in applications this is not a problem.

If m ∈ P (A) with Ker(m) = Ker(k), then mk = m and km = k, so u ∈W (A)
projects along k if and only if it projects along m. Thus we can say u projects along
K ∈ Grop(A) provided that it projects along k, for some and hence all k ∈ K.
We can now easily check that if u : r −→ s in W (A) projects along K, then so
too does u−(r,s). It will be important to observe this when later we consider the
T -function.

If r, s ∈ P (A) and it happens that rs : s −→ r, then it is the case that rs
projects along Ker(r), and hence (rs)−(s,r) does also. Thus even though Ker(rs) =
Ker(s), we have rs projecting along Ker(r). In particular, by (2.23), if r ∈ Wp,
then Sp(Im(r)) and its inverse pr both project along Ker(p), and therefore, if also
p ∈Wr, then Sr(Im(p)) and its inverse rp both project along Ker(r). If we consider
the case of a semigroup of linear transformations of a vector space E, then we see
that for rs to be in W (A) requires that r−1(0) has zero intersection with s(E).
Thus, if rs ∈ W (A), then we should think of r as close to s. For instance, if A is
any ring with identity and r, p ∈ P (A) with rp+ r̂p̂ ∈ G(A), then, for g = rp+ r̂p̂,
we have

rg = rp = gp. (2.24)

Therefore, rp = gp, so rp : p −→ r must project along Ker(r). Moreover as
r = gpg−1, we have rp : p −→ r is a proper partial isomorphism and rp ∈ V (p, A)
such that (rp)−(p,r) = pg−1 = g−1r. Note that for A a Banach algebra, the group
of units is open in A, and therefore the set of idempotents r ∈ P (A) for which
rp + r̂p̂ ∈ G(A), is itself an open subset of P (A).

2.7. The spatial correspondence

If A is a given topological algebra and E is some A-module, then A = LA(E)
may be taken as the ring of A-linear transformations of E. An example is when E
is a complex Banach space and A = L(E) is the Banach algebra of bounded linear
operators on E. In order to understand the relationship between spaces such as
Gr(p, A) and the usual Grassmannians of subspaces (of a vector space E), we will
describe a ‘spatial correspondence’.
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Given a topological algebra A, suppose E is an A-module admitting a de-
composition

E = F ⊕ F c, F ∩ F c = {0}, (2.25)
where F, F c are fixed closed subspaces of E. We have already noted A = L(E)
as the ring of linear transformations of E. Here p ∈ P (E) = P (L(E)) is chosen
such that F = p(E), and consequently Gr(A) consists of all such closed split-
ting subspaces. The assignment of pairs (p,L(E)) �→ (F, E), is called a spatial
correspondence, and so leads to a commutative diagram

V (p,L(E))
ϕ−−−−→ V (p, E)

Π

⏐⏐E ⏐⏐EΠ

Gr(p,L(E)) =−−−−→ Gr(F, E)

(2.26)

where V (p, E) consists of linear homomorphisms of F = p(E) onto a closed split-
ting subspace of E similar to F . If u ∈ V (p,L(E)), then ϕ(u) = u|F and if
T : F −→ E is a linear homeomorphism onto a closed complemented subspace
of E similar to F, then ϕ−1(T ) = Tp : E −→ E. In particular, the points of
Gr(p,L(E)) are in a bijective correspondence with those of Gr(F, E).

Suppose E is a complex Banach space admitting a decomposition of the type
(2.25). We will be considering a ‘restricted’ group of units from a class of Banach
Lie groups of the type

Ĝ(E) ⊂ {
[
T1 S1

S2 T2

]
: T1 ∈ Fred(F ), T2 ∈ Fred(F c), S1, S2 ∈ K(E)}, (2.27)

that generates a Banach algebra A acting on E, but with possibly a different norm.
Here we mention that both compact and Fredholm operators are well defined in the
general category of complex Banach spaces; reference [38] provides the necessary
details.

3. The restricted Banach *-algebra Ares and the space of
polarizations

3.1. Hilbert modules and their polarizations

Let A be a unital C*-algebra. We may consider the standard (free countable
dimensional) Hilbert module HA over A as defined by

HA = {{ζi} , ζi ∈ A , i ≥ 1 :
∞∑

i=1

ζiζ
∗
i ∈ A } ∼= ⊕Ai, (3.1)

where each Ai represents a copy of A. Let H be a separable Hilbert space (separa-
bility is henceforth assumed). We can form the algebraic tensor product H ⊗alg A
on which there is an A-valued inner product

〈x⊗ ζ , y ⊗ η〉 = 〈x, y〉 ζ∗η , x, y ∈ H , ζ, η ∈ A. (3.2)
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Thus H ⊗alg A becomes an inner product A-module whose completion is denoted
by H ⊗A. Given an orthonormal basis for H , we have the following identification
(unitary equivalence) given by H ⊗A ≈ HA (see, e.g., [23]).

3.2. The restricted Banach *-algebra Ares

Suppose now that HA is polarizable, meaning that we have a pair of submodules
(H+, H−), such that HA = H+ ⊕H− and H+ ∩H− = {0} (cf., e.g., [24]). Thus we
call the pair (H+, H−) a polarization of HA. If we have a unitary A-module map J
satisfying J2 = 1, there is an induced eigenspace decomposition HA = H+ ⊕H−,
for which H± ∼= HA. This leads to the Banach algebra Ares = LJ (HA) as described
in [14] (generalizing that of A = C in [32]). Specifically, we define

Ares := LJ (HA) = {T ∈ LA(HA) : [J, T ] is Hilbert-Schmidt}, (3.3)

for which the norm is ‖T ‖J = ‖T ‖+ ‖[J, T ]‖2, for T ∈ Ares.
• Once this restriction is understood, we shall simply write A = Ares :=

LJ (HA) until otherwise stated, and let G(A) denote its group of units.

Remark 3.1. Note that A is actually a (complex) Banach *-algebra. The spaces
Gr(p, A) are thus generalized ‘restricted Grassmannians’ [14, 15], which for the
case A = C, reduce to the usual restricted Grassmannians of [32, 34]. In this case,
V (p, A) is regarded as the Stiefel bundle of ‘admissible bases’ (loosely, those for
which a ‘determinant’ is definable).

The space Gr(p, A) may be realized more specifically in the following way.
Suppose that a fixed p ∈ P (A) acts as the projection of HA on H+ along H−.
Therefore Gr(p, A) is the Grassmannian consisting of subspaces W = r(HA), for
r ∈ P (A), such that:
(1) the projection p+ = pr : W −→ H+ is in Fred(HA), and
(2) the projection p− = (1− p)r : W −→ H− is in L2(H+, H−) (Hilbert-Schmidt

operators).
Alternatively, for (2) we may take projections q ∈ P (A) such that for the fixed
p ∈ P (A), the difference q − p ∈ L2(H+, H−). Further, there is the big cell Cb =
Cb(p1, A) ⊂ Gr(p, A) as the collection of all subspaces W ∈ Gr(p, A), such that
the projection p+ ∈ Fred(HA) is an isomorphism.

3.3. The space P of polarizations

Let us define p± ∈ A by

p± =
1± J

2
. (3.4)

Then p± ∈ P (A) can be seen to be the spectral projection of J with eigenvalue
±1. Clearly p− + p+ = 1, so p− = 1− p+ = p̂+. Thus,

(H+, H−) = (p+(HA), p−(HA)), (3.5)

is a polarization. Notice that if HA is infinite-dimensional, then members of the
group of units G = G(L(HA)) of the unrestricted algebra, are clearly not Hilbert-
Schmidt in general. If g ∈ G with g(p+)g−1 = p−, then using (3.4), we find
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gJ +Jg = 0, which means that [g, J ] = 2gJ ∈ G. This means that in the restricted
algebra A = Ares, the projections p+ and p− must be in different similarity classes.
For this reason, when dealing with the Grassmannian Gr(p+, A) and the Stiefel
bundle V (p+, A) over it, the map Ker will take values in Gr(p−, A) which is an
entirely different space referred to as the dual Grassmannian of Gr(p+, A). Thus
for any p ∈ P (A), let

Gr∗(p, A) = Gr(p̂, A) = Grop(p, A). (3.6)

We also note that by (3.4), we have [T, J ] = 2[T, p+], for any operator in L(HA). So
the definition of the restricted algebra is equally well given as the set of operators
T ∈ L(HA) for which [T, p+] is Hilbert-Schmidt.

Now let (H+, H−) be the fixed polarization defined by p+ and (K+, K−) an-
other polarization, so that HA = H+ ⊕ H− = K+ ⊕ K−, whereby the projections
parallel to H− and K− are isomorphisms of the spaces H+ and K+ respectively.
Further, when restricting K± to be in Gr(p±, A), then under these specified condi-
tions, the Grassmannian Gr(p−, A) is the ‘dual Grassmannian’ of Gr(p+, A). Let
us denote this dual Grassmannian by Gr∗(p+, A). Then, on setting p = p+, the
space P of such polarizations can be regarded as a subspace

P ⊂ Gr(p, A)×Gr∗(p, A). (3.7)

3.4. The case where A is commutative

Here we address the case where A is a commutative separable C*-algebra. The
Gelfand transform implies there exists a compact metric space Y such that Y =
Spec(A) and A ∼= C(Y ). Setting B = LJ (H), we can now express the Banach
*-algebra A in the form

A ∼= B ⊗A ∼= {continuous functions Y −→ B}, (3.8)

for which the ‖ ‖2-trace in the norm of A is regarded as continuous as a function
of Y . The Banach algebra B = LJ(H) corresponds to taking A = C, and as
mentioned in Remark 3.1, with respect to the polarization H = H+ ⊕ H−, we
recover the usual restricted Grassmannians Gr(H+, H). Given our formulation,
and in view of the spatial correspondence, it will sometimes be convenient to set
Gr(q, B) = Gr(H+, H), for suitable q ∈ P (A). In fact, there is a natural inclusion
Gr(q, B) ⊂ Gr(p, A) as deduced in [15].

4. Constructions for the submanifold geometry and bundle theory

4.1. Some preliminaries

In this section we will compute in various bundles where the manifolds involved
are submanifolds of Banach spaces, and in this context, adopt some notation which
will facilitate the calculations. If ξ = (π, B, X) denotes a bundle, meaning simply
that we start with a map π : B −→ X , and denote by ξx = Bx = π−1(x), the fiber
of ξ over x ∈ X . We write π = πξ for the projection of this bundle and B = Bξ for
its total space. When no confusion results, we will simply write B for the bundle
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ξ. If ψ = (h; f) : ξ −→ ζ, meaning that πζh = fπξ, then ψx = hx denotes the
restriction of h to a map of ξx into ζf(x). By the same token we shall simply write
h in place of ψ. As usual, by a section of ξ, we simply mean a map s : X −→ B
satisfying πs = idX .

If ξ is a vector bundle over X , then we take zξ to denote the zero section
of ξ. We denote by ε(X, F ) the trivial bundle X × F over X with fiber F . If M
is a manifold (of some order of differentiability), then we will need to distinguish
between the tangent bundle T(M) of M and the total space TM of the former.
We let zM = zT(M). Thus, zM is a standard embedding of M into TM .

When ξ is a subbundle of the trivial bundle ε = ε(X, F ), then πε is the first
factor projection and the second factor projection, π2 assigns each b ∈ X × F its
principal part. Thus we have a subset Fx = π2(Bx) ⊂ F , so that Bx = {x} × Fx.
Moreover, if s is here a section of ξ ⊂ ε, then we call π2s the principal part of s.
Consequently, s = (idX , f), where f = π2s : X −→ F , must have the property
that f(x) ∈ Fx for each x ∈ X , and any f : X −→ F having this property is the
principal part of a section. In particular, if M is a submanifold of a Banach space
F , then T(M) is a vector subbundle of ε(M, F ), and we define TxM = Fx. Thus
Tx(M) = {x} × TxM . If H is another Banach space, N a submanifold of H , and
f : M −→ N is smooth, then Txf : TxM −→ Tf (x)N , is the principal part of the
tangent map, so that we have Tfx = idx × Txf .

Locally, we can assume that M is a smooth retract in F which means any
smooth map on M can be assumed to have at each point, a local smooth extension
to some open set in F containing that point. So if v ∈ TxM , then Txf(v) =
Dvf(x) = f ′(x)v, this last term being computed with any local smooth extension.
In our applications, the maps will be defined by simple formulas which usually
have obvious extensions, as both F and H will be at most products of a fixed
Banach algebra A and the formulas defined using operations in A.

4.2. The tangential extension

If ϕ : M × N −→ Q is a smooth map, then we have the associated tangent map
Tϕ : TM×TN −→ TQ. If we write ϕ(a, b) = ab, then we also have Tϕ(x, y) = xy,
if (x, y) ∈ TM × TN . Employing the zero sections, we shall write ay in place of
zM (a)y and xb in place of xzN (b). Thus it follows that ab = zM(a)zN (b) is again
identified with ϕ(a, b); that is, we regard Tϕ as an extension of ϕ which we refer
to as the tangential extension (of ϕ).

Since T (M × N) = TM × TN , which is fiberwise the direct sum of vector
spaces, we readily obtain for (x, y) ∈ TaM × TbN , the relation

xy = ay + xb = ay +ab xb, (4.1)

where for emphasis, we denote by +ab the addition map in the vector space TabQ
(recall that ϕ(a, b) = ab).
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4.3. Tangential isomorphisms

In the following, we will have to be particularly careful in distinguishing between
the algebraic commutator ‘[ , ]alg’ and the Lie bracket ‘[ , ]L’ (of vector fields),
when dealing with functions taking values in a Banach algebra. Specifically, we let
[x, y]alg denote the algebraic commutator which can be taken pointwise if x, y are
algebra-valued functions, and [x, y]L to denote the Lie bracket of vector fields or
principal parts of vector fields which may also be algebra-valued functions.

Relative to the restricted algebra Ares in (3.3), let us recall that the space of
polarizations is the space P of complementary pairs in the product

P ⊂ Gr(p, Ares)×Grop(p, Ares). (4.2)

A significant observation, is that as a set, P can be identified with the similarity
class Sim(p, Ares) of Ares. In fact (see below),

P ∼= Sim(p, Ares) ⊂ P (Ares). (4.3)

Now from [11], we know that Π = Im and Πop = Ker are analytic open maps.
In fact, the calculations are valid in any Banach algebra, so henceforth, A can be
taken to be any Banach algebra with identity. Thus, we can begin by observing
from (2.4) that for any Banach algebra A, the map φ = (Π, Πop) = (Im, Ker) is an
embedding of the space of idempotents P (A) as an open subset of Gr(A)×Gr(A).

Theorem 4.1. Let φ = (Π, Πop) = (Im, Ker) : P (A) −→ Gr(A) × Gr(A), be as
above and let r ∈ P (A).
(1) We have an isomorphism

TΠr|[{r} × (r̂Ar)] : {r} × (r̂Ar)
∼=−→ TΠ(r)Gr(A), (4.4)

and
Ker TΠr = {r} × (rAr̂). (4.5)

(2) In the dual sense, we also have an isomorphism

TΠop
r |[{r} × (rAr̂)] : {r} × (rAr̂)

∼=−→ TΠ(r̂)Gr(A), (4.6)

and
Ker TΠop

r = {r} × (r̂Ar). (4.7)
(3) The map φ is an injective open map and an analytic diffeomorphism onto its

image. Hence P is analytically diffeomorphic to Sim(p, A).

Proof. As we already know, since the map φ is injective, it suffices to apply the
Inverse Function Theorem (see, e.g., [20]) when noting that the tangent map Tφ
is an isomorphism on fibers of the tangent bundles. To do this, we apply the
formulation of [11]. Firstly, from [11], we know that

TrP (A) = r̂Ar + rAr̂. (4.8)

If r ∈ P (A), then we deduce from [11] the canonical section Sr : Ur −→ P (A)
whose image is P (A) ∩ V (r, A) = r + r̂Ar, which is analytic on its domain
Ur ⊂ Gr(A). Specifically, we know from [11] that Sr is the inverse of the analytic
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diffeomorphism Π|(r + r̂Ar), which maps onto Ur and that Ur is an open subset
of Gr(A) containing r. This shows that TrΠ|{r} × (r̂Ar) is an isomorphism onto
TΠ(r)Gr(A). On the other hand, Π is constant on r + rAr̂ = Π−1(Π(r)) ⊂ P (A).
Thus, we see that Ker TrΠ = {r} × (rAr̂). This establishes part (1).

Likewise for part (2), Ker|(r + r̂Ar) is constant and Ker|(r + rAr̂) is an
analytic diffeomorphism onto an open subset of Gr(r̂, A) which of course is an
open subset of Gr(A) as Π is an open map and Sim(q, A) is open in P (A). Thus
(2) follows.

For part (3), note that since r̂Ar and rAr̂ are complementary subspaces of
TrP (A), it follows that Trφr = Tr(Π, Πop) is an isomorphism onto Tφ(r)[Gr(A) ×
Gr(A)]. Thus φ is indeed an injective open map and an analytic diffeomorphism
onto its image. Now Grop(p, A) = Gr∗(p, A) = Gr(p̂, A), and clearly φ carries
Sim(p, A) onto this sub-product, namely the space of polarizations P. �

5. The space VΛ and its geometry

5.1. Transversality and the transition map

We now fix any idempotent p ∈ P (A), and for ease of notation in the following,
we set

Λ = Sim(p, A), Gr(p) = Gr(p, A), V = V (p, A)

πΛ = Π|Λ, and πV = Π|V.
(5.1)

Note that from Theorem 4.1(3), we have the analytic diffeomorphism Λ ∼= P.
From [11, § 7] we know that (πV , V, Gr(p)) is an analytic right principal

G(pAp)-bundle whose transition map

tV : V ×π V −→ G(pAp), (5.2)

is the analytic map such that if u, v ∈ V , and r ∈ Λ, with πV (u) = πV (v) = πΛ(r),
then (recalling the notation of (2.5)) we have

tV (u, v) = u−(p,r)v. (5.3)

Define VΛ = π∗Λ(V ), so then VΛ ⊂ Λ × V is an analytic principal right G(pAp)-
bundle over Λ, and clearly

VΛ = {(r, u) ∈ Λ× V : πΛ(r) = πV (u)}. (5.4)

The fact that VΛ is an analytic submanifold of Λ× V and hence of A×A, follows
from the fact that by (4.4) any smooth map to Gr(p) is transversal over πΛ.

Likewise, we denote by tΛ the transition map for VΛ, as the analytic map
given by the formula:

tΛ((r, u), (r, v)) = tV (u, v) = u−(p,r)v. (5.5)

We keep in mind that if (r, u) ∈ VΛ, then as πΛ(r) = πV (u), it follows that
u : p −→ r and therefore u−(p,r) is defined.
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The next step is to uncover the geometry natural to VΛ coming from the fact
that we can calculate T(r,u)VΛ ⊂ A×A. Since πΛ and πV are transversal as maps
to Gr(p), it follows that

T(r,u)VΛ = {(x, y) ∈ TrΛ× TuVΛ : [TπΛ]r(r, x) = [TπV ]u(u, y)} ⊂ A×A. (5.6)

Lemma 5.1. We have TuV = Ap, and rAp is the vertical tangent space of V over
πE(r) = πV (u). Further, r̂Ap and rAp are complementary subspaces of Ap = TuV .

Proof. It is straightforward to see that TrΛ = r̂Ar + rAr̂ ⊂ A, and from [11], we
know that V = G(A)p is open in Ap. It follows that TuV = Ap. As πV is a principal
bundle projection, we know that Ker TuπV = Tu[uG(pAp)], the tangent space to
the fiber over u ∈ V , is the kernel of TπV . As there is a g ∈ G(A) with u = gp,
and as left multiplication by g is G(pAp)-equivariant (simply by the associative
law for multiplication in A), it follows that

Tu[uG(pAp)] = gTpG(pAp) = gpAp = uAp. (5.7)

Since ru = u, and uu−(p,r) = r, it follows that uAp = rAp. Thus rAp is the vertical
tangent space of V over πE(r) = πV (u), so r̂Ap and rAp are complementary
subspaces of Ap = TuV . �

On the other hand, from [11], we know that Λ ∩ V = Sp(Up) is the image
of the canonical section and both πΛ, πV coincide on Λ ∩ V . This means that by
(4.4), we know [Tπv]p carries {p}× p̂Ap isomorphically onto Tπ(p)Gr(p) and agrees
with the isomorphism (4.4), so we see easily that

T(p,p)VΛ = {(x, y) ∈ [p̂Ap + pAp̂] : xp = p̂y}. (5.8)

Differentiating the equation ru = u, we see that any (x, y) ∈ T(r,u)VΛ must
satisfy xu + ry = y which is equivalent to the equation xu = r̂y. Notice this is
exactly the equation for the tangent space at (p, p), so we claim

T(r,u)VΛ = {(x, y) ∈ TrΛ×Ap : xu = r̂y}. (5.9)

Effectively, a straightforward calculation using (5.8) and the fact that G(A) acts
G(pAp)-equivariantly on V on the left by ordinary multiplication to translate the
result in (5.8) over to the point (r, u), establishes (5.9).

5.2. The connection map V
Now the projection π∗ = πVΛ of VΛ is a restriction of the first factor projection of
A × A onto A which is linear. Thus T(r,u)π

∗(x, y) = x, and therefore the vertical
subspace of T(r,u)VΛ is the set {0} × rAp. The projection of the tangent bundle
TVΛ onto this vertical subbundle is clear, and we define

V : TVΛ −→ TVΛ

V((r, u), (x, y)) = ((r, u), (0, ry)),
(5.10)

for any (x, y) ∈ T(r,u)VΛ, and for any (r, u) ∈ VΛ. For convenience, let V(r,u) be the
action of V on principal parts of tangent vectors, so that we obtain

V(r,u)(x, y) = (0, ry). (5.11)
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It is obvious that V is a vector bundle map covering the identity on VΛ and that
V ◦ V = V . Thus we call V the connection map.

Since the right action of G(pAp) on V is defined by just restricting the mul-
tiplication map on A×A, it follows that the tangential extension of the action of
G(pAp) to act on TV is also just multiplication on the right, that is, yg is just
the ordinary product in A. This means that in TVΛ we have (x, y)g = (x, yg) as
the tangential extension of the right action of G(pAp) on T(r,u)VΛ. From this, the
fact that V is G(pAp)-equivariant, is clear. Thus the map V defines a connection
on VΛ.

Let H = (idTV −V), so H is the resulting horizontal projection in each fiber.
Then clearly for (x, y) ∈ T(r,u)VΛ, we have on principal parts of tangent vectors

H(r,u)(x, y) = (x, y)− (0, ry) = (x, r̂y) = (x, xu). (5.12)

Moreover, this clarifies that (x, xu) ∈ H(T(r,u)VΛ) is (the principal part of) the
horizontal lift of x ∈ TrΛ.

If σ is any smooth local section of VΛ, then for a vector field χ on Λ it follows
that the covariant derivative is just the composition

∇χσ = V [Tσ]χ, (5.13)

which is a map of Λ to V(TVΛ) lifting σ. Because the differentiation here is essen-
tially applied to the principal part of the vector field, if f is the principal part of
σ and w is the principal part of χ, then for the purpose of calculations, we can
also write ∇wf = V [f ′w] = VDwf , where the meaning is clear.

6. The connection form and its curvature

6.1. The connection form ωΛ

The right action of G(pAp) on VΛ in (5.4), when tangentially extended, gives
(r, u)y ∈ T(r,u)VΛ when y ∈ TpG(pAp) = pAp. As the right action of G(pAp)
on VΛ is defined by (r, u)g = (r, ug), it follows that (r, u)y = (0, uw), for any
w ∈ TpG(pAp) = pAp. The connection 1-form ω = ωΛ can then be determined
because it is the unique 1-form such that, in terms of the connection map V , we
have

(r, u)ω(r,u)(x, y) = V(r,u)(x, y). (6.1)

Notice that if (x, y) ∈ T(r,u)VΛ, then we have y ∈ Ap, and so u−(p,r)y ∈ pAp =
TpG(pAp). We therefore have both

(r, u)ω(r,u)(x, y) = (0, ry) and (r, u)u−(p,r)y = (0, ry), (6.2)

which by comparison expresses the connection form as

ω(r,u)(x, y) = u−(p,r)y ∈ TpG(pAp) = pAp. (6.3)
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6.2. The curvature form ΩΛ

To find the curvature 2-form ΩΛ of ωΛ, we simply take the covariant exterior
derivative of ωΛ:

ΩΛ = ∇ωΛ = H∗dωΛ. (6.4)
Notice that by (5.12), as rr̂ = 0, we have ωΛ(Hv) = 0, for any v ∈ TVΛ, as should
be the case, and therefore if w1 and w2 are local smooth tangent vector fields on
VΛ, then, on setting Ω = ΩΛ for ease of notation, we have

Ω(w1, w2) = −ω([H(w1),H(w2)]L). (6.5)

This means that the curvature calculation is reduced to calculating the Lie bracket
of two vector fields on VΛ. Since VΛ ⊂ A × A is an analytic submanifold, it is a
local smooth retract in A×A.

In order to facilitate the calculation, let

(r̃, ũ) : W −→ W ∩ VΛ, (W ⊂ A×A), (6.6)

be an analytic local retraction of an open set W in A × A, onto the open subset
W ∩ VΛ of VΛ. We can then use (r̃, ũ) to extend all functions on W ∩ VΛ to be
functions on W . As w1 and w2 are tangent vector fields, assumed analytic on
W ∩ VΛ, their principal parts can be expressed in the form a1 = (x1, y1) and
a2 = (x2, y2), and we can therefore assume that as functions, they all are defined
on W . We then have pointwise on W ∩ VΛ,

xiũ = ˆ̃ryi = (1 − r̃)yi, for i = 1, 2. (6.7)

But then H(r,u)(xi, yi) = (xi, xiu) on W ∩ VΛ, meaning that the principal part of
[H(w1),H(w2)]L is just [(x1, x1ũ), (x2, x2ũ)]L|(W ∩ VΛ).

The next simplification is to notice that on W ∩ VΛ, the function ũ is just
the same as the second factor projection A × A −→ A. On differentiating, this
simplifies the application of the product rule. The result is that the principal part
of [H(w1),H(w2)]L evaluated at (r, u) ∈ VΛ, has the form

(c, cu + [x2, x1]algu), (6.8)

for suitable c, and where xi is now just the value of the preceding function of the
same symbol at (r, u).

Proposition 6.1. For w1, w2 ∈ (TVΛ)(r,u) having principal parts (x1, y1) and (x2, y2)
respectively, we have the curvature formula

ΩΛ(w1, w2) = u−(p,r)[x1, x2]algu. (6.9)

Proof. As the Lie bracket of a pair of vector fields tangent to a submanifold, again
remains tangent to that submanifold, this means that (c, cu+[x2, x1]algu) in (6.8),
is tangent to VΛ. Hence, we must also have

cu = r̂(cu + [x2, x1]algu), (6.10)

and therefore,
rcu = r̂[x2, x1]alg. (6.11)
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Applying (6.3) and (6.5), we now obtain

ω([H(w1),H(w2)]L)(r,u) = u−(p,r)(cu + [x2, x1]algu). (6.12)

In view of the fact that u−(p,r)r = u−(p,r) and (6.12) above, we deduce that

ω([H(w1),H(w2)]L)(r,u) = u−(p,r)[x2, x1]algu. (6.13)

Thus by (6.5), we finally arrive at

Ω(w1, w2) = u−(p,r)[x1, x2]algu, (6.14)

where now w1, w2 ∈ (TVΛ)(r,u) have principal parts (x1, y1) and (x2, y2) respec-
tively. �

This of course means that x1, x2 ∈ TrΛ = r̂Ar + rAr̂, that y1, y2 ∈ TuVΛ =
Ap, and thus xiu = r̂yi, for i = 1, 2. But, VΛ = G(A)u, so there is g ∈ G(A) with
u = gp. It then follows that u−(p,r) = pg−1, and therefore we can also write, when
u = gp,

Ω(w1, w2) = [g−1x1g, g−1x2g]alg. (6.15)

In this way we can simply transfer the computation to the Lie algebra of G(pAp).
We make the following observations:

(1) Because ru = u and u−(p,r)r = u−(p,r), when (r, u) ∈ VΛ, it follows that
(6.14) can also be written as

Ω(w1, w2) = u−(p,r)r[x1, x2]algru, (6.16)

and the factor r[x1, x2]algr simplifies greatly because x1, x2 ∈ rAr̂ + r̂Ar.
(2) If x1 and x2 both belong to rAr̂, or both belong to r̂Ar, then the result is

Ω(w1, w2) = 0.
(3) If x1 ∈ rAr̂ and x2 ∈ r̂Ar, the result is

Ω(w1, w2) = u−(p,r)x1x2u. (6.17)

Whereas if the reverse is the case, that is x1 ∈ r̂Ar and x2 ∈ rAr̂, the result is

Ω(w1, w2) = −u−(p,r)x2x1u. (6.18)

Remark 6.1. Again, by Theorem 4.1(3), since Λ ∼= P, the construction of the
principal bundle with connection (VΛ, ωΛ) −→ Λ, may be seen to recover that of
the principal bundle with connection (VP, ωP) −→ P as in [39, § 3]. We will elab-
orate on matters when we come to describe the T -function in § 8.1. This principal
bundle has for its associated vector bundle (with connection) the universal bundle
(γP,∇P) −→ P. In the following section, the latter will be recovered when we
construct the universal bundle (with connection) (γΛ,∇Λ) −→ Λ associated to
(VΛ, ωΛ) −→ Λ.
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7. The universal bundle over Λ

7.1. The Koszul connection

Next we relate the geometry of VΛ to the geometrical context of [39] (cf. [28]).
First we must show that VΛ is the principal bundle of the universal bundle in an
appropriate sense. In fact, if E is a Banach A-module, then we can form an obvious
universal vector bundle, denoted γΛ over Λ, as defined by

γΛ = {(r, m) ∈ Λ× E : rm = m}, (7.1)

and whose projection πγ is just the restriction of first factor projection. Thus the
principal part of a section is here simply a map f : Λ −→ E with the property
that f(r) ∈ rE, for every r ∈ Λ.

In this case, a natural Koszul connection ∇Λ arises. Effectively, we have
a covariant differentiation operator, given by its operation on principal parts of
sections of γΛ, via the formula

∇xf(r) = rDxf(r) = rTrf(x), x ∈ TrΛ. (7.2)

If x is the principal part of a tangent vector field on Λ, then it follows that

∇xf = idΛDxf = idΛTidΛf(x). (7.3)

If (r, m) ∈ γΛ, then the principal part of the tangent space to γΛ at the point
(r, m) is just

T(r,m)γΛ = {(x, w) ∈ TrΛ× E : rw + xm = w}, (7.4)

which can also be written as

T(r,m)γΛ = {(x, w) ∈ TrΛ× E : xm = r̂w}. (7.5)

Since πγ is simply the restriction of first factor projection which is linear, it follows
that the vertical subspace is

V T(r,m)γΛ = Ker T(r,m)πγ = {(0, w) ∈ TrΛ× E : rw = w}, (7.6)

so the vertical projection
Vγ : TγΛ −→ TγΛ, (7.7)

as a vector bundle map covering idγΛ , is given by

Vγ((r, m), (x, w)) = ((r, m), (0, rw)). (7.8)

This of course means that the horizontal projection Hγ is given by

Hγ((r, m), (x, w)) = ((r, m), (x, r̂w)) = ((r, m), (x, xm)), (7.9)

which makes it clear that the horizontal lift to (r, m) ∈ γΛ of (r, x) ∈ TΛ is just
((r, x), (x, xm)).

Thus, the geometry of the universal bundle γΛ turns out to be very natural
and straightforward. In order to see that γΛ is the associated vector bundle to the
principal bundle VΛ, we first note that the principal part of the fiber of γΛ over
p ∈ Λ is pE and we can define the principal map

Q : VΛ × pE −→ γΛ, (7.10)
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by
Q((r, u), m) = (r, um), ((r, u), m) ∈ VΛ × pE. (7.11)

Proposition 7.1. The map Q in (7.11) is the analytic principal bundle map for
which the universal bundle (γΛ = VΛ[pE],∇Λ) is an analytic vector bundle with
connection associated to the principal bundle with connection (VΛ, ωΛ).

Proof. Clearly VΛ × pE has a principal right G(pAp)-action given by

((r, u), m))g = ((r, u)g, g−pm) = ((r, ug), g−pm), (7.12)

with transition map

t(((r, u), m), ((r, v), n)) = tΛ((r, u), (r, v)), (7.13)

and Q establishes a bijection with the orbit space of this action. To conclude that
Q is the actual principal map making γΛ = VΛ[pE] the associated bundle to VΛ

with fiber pE, it suffices to show that Q has analytic local sections, because Q
itself is clearly analytic.

To that end, observe that if σ is a local section of VΛ over the open subset
U ⊂ Λ, then σ = (idΛ, u) where u : U −→ V = V (p, A), such that for every r ∈ U ,
we have u(r) : p −→ r is a proper partial isomorphism. We then define λ, the
corresponding local analytic cross section of Q by

λ(r, m) = ((r, u(r)), u(r)−(p,r)m). (7.14)

Following [11] we know that u−(p,r) as a function of r ∈ U , is analytic as a map
to V (A). Indeed, Q is the principal map and γΛ = VΛ[pM ]. It is now a routine
calculation to see that the connection on γΛ defined above is the same as the
connection derived from the connection ωΛ already defined on VΛ. �

For instance, if f : VΛ −→ pE is an equivariant smooth map, and x is any
section of TΛ, then f defines a smooth section s of γΛ whose covariant derivative
∇xs is the same as the section defined by the derivative of f in the direction of the
horizontal lift of x. As Q is the principal map, it is the projection of a principal
bundle and therefore TQ is vector bundle map covering Q which is surjective on
the fibers. We have

TQ(((r, u), m), ((x, y), w)) = ((r, um), (x, ym + uw)), (7.15)

and
VγTQ((r, u), m), ((x, y), w)) = ((r, um), (0, r[ym + uw])), (7.16)

along with
TQ(V∗(((r, u), m), ((x, y), w)) = TQ(((r, u), m), ((0, ry), w))

= ((r, um), (0, rym + uw)).
(7.17)

But ru = u for (r, u) ∈ VΛ. Hence from (7.16) and (7.17), we have VγTQ = TQV∗,
where V∗ denotes the connection map of the vertical projection on VΛ×pE pulled
back from VΛ by the first factor projection map of VΛ × pE −→ VΛ, which being
equivariant, defines a pullback square. This shows that the vertical projection on
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γΛ is that defined by the vertical projection on VΛ. Thus we have constructed VΛ

to be the principal bundle for any universal bundle defined by any left Banach A-
module such as E. In particular, we could take E = A for the existence of one, but
for the T -function construction we would take E = HA. In other words, we would
take E to be the underlying Banach space of HA so A would act as a subalgebra
of the commutant of A in the algebra of bounded operators.

8. The T -function

8.1. Definition of the T -function

From our constructions so far, even though they are quite general, it should be clear
that we have all the ingredients for the construction of a function, denoted by T ,
that generalizes the function, denoted by T and defined via cross-ratio in [28, 39] as
a pre-determinant, thus providing the Tau (τ)-function studied in [28, 34]. Similar
to [39], we will define two local sections αp and βp over W 0

p , the latter taken to
be an open neighborhood of p ∈ P (A), which is our reference projection. For W 0

p

we take the set of r ∈ Wp = π−1
Λ (p + pAp̂) such that φp(r) = rp + r̂p̂ ∈ G(A). As

G(A) is open in A, and as φp(p) = 1 ∈ G(A), it follows that W 0
p is indeed open in

Λ and contains p.
Next we describe the sections αp and βp:

(1) For αp we take the restriction of the pullback by πΛ of the canonical section
Sp which is defined over πΛ(Wp) ⊂ Gr(p, A). Thus, as in the pullback, αp

becomes a composition with πΛ. It follows from (4.5) that if w = (r, x) ∈ TΛ
with x ∈ rAr̂, then ∇wαp = 0.

(2) For βp, with g = φp(r) and r ∈ W 0
p , we have g ∈ G(A) and rp : p −→ r

is a proper partial isomorphism which projects along Ker(r), so we define
βp(r) = (r, rp).

As Sp(Im(r)) projects along Ker(p), we generalize the T-function of [39] by the
function T by recalling the transition map tΛ in (5.5), and then defining

T (r) = tΛ(αp(r), βp(r)). (8.1)

Hence we may express the latter by T = tΛ(αp, βp).
In [39], the function T constructed via cross-ratio is used to define the connec-

tion form ωP on the principal bundle VP −→ P, where the corresponding curvature
2-form ΩP can be computed in coordinates on the product of Grassmannians. In
order to see that the geometry here is essentially the same as that of [39], we
show that αp and βp are parallel (covariantly constant) sections. Specifically, it
suffices to show that ∇wαp = 0, if w = (r, x) with x ∈ rAr̂, and that ∇wβp = 0 if
w = (r, x) with x ∈ r̂Ar. The first of these has already been observed in (1) above.
As for the second, since βp(r) = (r, rp), it follows that Trβp(x) = (x, xp), for any
x ∈ TrΛ, and therefore

∇wβp = V((r, rp), (x, xp)) = ((r, rp), (0, rxp)). (8.2)
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As x ∈ r̂Ar implies rxp = 0, we also have ∇wβp = 0, for w = (r, x) with x ∈ r̂Ar.
We therefore know that the geometry is the same as in [39] and we can now apply
our formulas to calculate T . But, we know from the definition of the transition
function tΛ in (5.5), that we have

tΛ((r, u), (r, v)) = u−(p,r)v, (8.3)

and we know that the relative inverse for the canonical section is p itself, indepen-
dent of r. Hence, we finally have T (r) = prp.

8.2. Curvature formulas

Returning to the universal bundle (with connection) (γΛ,∇Λ) −→ Λ, we can easily
calculate the curvature form using the Koszul connection of the connection ∇Λ

operating on principal parts of sections of γΛ. If x and y are principal parts of
local smooth tangent vector fields to Λ, and if f is an E-valued smooth function
on the same domain, then we can consider that ordinary differentiation D acting
on functions, is the Koszul connection of the flat connection on ε(Λ, E). So the
curvature operator R∇ can be computed keeping in mind that RD = 0. Thus,
letting L : Λ −→ L(E, E) be the action of left multiplication of Λ on E, noting
that L(r)m = em, we then have

R∇(x, y)f = [∇x,∇y]f −∇[x,y]Lf. (8.4)

Theorem 8.1. With respect to the above action L : Λ −→ L(E, E) of left multipli-
cation of Λ on E, we have the following formulas for the curvature operator R∇,
for x, y ∈ TrΛ:
(1)

R∇(x, y) = L[(DxL)Dy − (DyL)Dx]. (8.5)
(2)

R∇(x, y) = L[x, y]alg. (8.6)

Proof. Firstly, observe that notationally ∇xf = LDxf . Since the pointwise prod-
uct is LL = L, it follows that

∇x∇yf = LDx(LDyf) = L[DxL][Dyf ] + LDxDyf, (8.7)

and therefore (8.4) becomes

R∇(x, y)f = L[DxL][Dyf ] + LDxDyf − (L[DyL][Dxf ] + LDyDxf)− LD[x,y]Lf.
(8.8)

Consequently, we have

R∇(x, y)f = (L[DxL]Dy − [DyL]Dx)f + LRD(x, y)f, (8.9)

and therefore, as RD = 0, it follows that

R∇(x, y)f = L[(DxL)Dy − (DyL)Dx]f. (8.10)

Thus we may write

R∇(x, y) = L[(DxL)Dy − (DyL)Dx], (8.11)

which establishes (1).
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On the other hand, we note that L is the restriction of the linear map defined
by the left regular representation LA of A on E, defined by the module action of
A on M . So we have DxL = LA(x), the composition of LA with x. This means
that

[(DxL)(r)]m = LA(x(r))m = [x(r)]m = (xm)(r), (8.12)

for r ∈ Λ and m ∈ rE. Therefore, we have for f , that

R∇(x, y)f = L[(LA(x))Dy − (LA(y))Dx]f = L[xDy − yDx]f. (8.13)

For the curvature operator at a specific point, we can take any m ∈ E, and define
fm = Lm, so that we have fm(r) = L(r)m = rm. Then f is given by the module
action of A on E which is linear, for fixed m ∈ E. Thus, Dxf = LA(x)m = xm
and (8.13) becomes

R∇(x, y)f = L[x, y]algm, (8.14)

which means that we finally arrive at (2):

R∇(x, y) = L[x, y]alg. (8.15)

�

8.3. Remarks on the operator cross ratio

Returning to the case A = LJ (HA), let us now mention some examples (to be
further developed in [16]). Firstly, we recall the T function of [39] defined via cross-
ratio. Consider a pair of polarizations (H+, H−), (K+, K−) ∈ P. Let H± and K±
be ‘coordinatized’ via maps P± : H± −→ H∓, and Q∓ : K± −→ K∓, respectively.
Following [39] (Proposition 2), we can consider the composite map

H+
K−−→ K+

H−−→ H+, (8.16)

as represented by the operator cross-ratio (cf. [39]):

T(H+, H−, K+, K−) = (P−P+−1)−1(P−Q+−1)(Q−Q+−1)−1(Q−P+−1). (8.17)

For this construction there is no essential algebraic change in generalizing from po-
larized Hilbert spaces to polarized Hilbert modules. The principle here is that the
transition between charts define endomorphisms of W ∈ Gr(p, A) that will become
the transition functions of the universal bundle γP −→ P. These transition func-
tions are defined via the cross ratio as above and thus lead to End(γP)-valued 1-
cocyles, in other words, elements of the cohomology group H1(Gr(p, A), End(γP)).

Regarding the universal bundle γΛ −→ Λ, the transition between charts is
already achieved by means of the T -function on Λ. From Theorem 4.1 (3) we have
an analytic diffeomorphism φ̃ : P −→ Λ (where φ̃ = φ−1), and effectively, φ̃∗T = T
in this case.
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8.4. The connection and curvature forms on VP

In view of § 8.1, we will exemplify the construction of [39, § 3] for the connection
form ωP on the principal bundle VP −→ P, and the curvature form ΩP. We start
by fixing a point P = (H+, H−) ∈ P, and consider a pair of local sections α, β of
VP, which are related as follows:

α = βT , β = αT−1. (8.18)

Next let ∇± denote covariant differentiation with respect to the direction H±. The
local sections α, β have the property that:
(a) α is covariantly constant along {H+} ×Gr∗(p, A), with respect to fixed H+.
(b) β is covariantly constant along Gr(p, A)× {H−} with respect to fixed H−.
(c) Properties (a) and (b) imply the equations ∇−α = 0,∇+β = 0, along with
∇+α = β∇+T = αT−1∇+T.
We obtain the connection ωP on the principal bundle VP by setting ωP =

ω+ = T−1∇+T. We have the exterior covariant derivative d = ∂+ + ∂−, where
∂± denotes the covariant derivative along H±. Straightforward calculations as in
[39, § 3] yield the following:

∂+ω+ =0 , (8.19)

∂−ω+ =(Q−Q+−1)−1dQ−Q+(Q−Q+−1)−1Q−dQ+−(Q−Q+−1)−1dQ−dQ+.

The curvature form ΩP relative to ωP is then given by

ΩP = (Q−Q+ − 1)−1dQ−Q+(Q−Q+ − 1)−1Q−dQ+ − (Q−Q+ − 1)−1dQ−dQ+.
(8.20)

8.5. Trace class operators and the determinant

An alternative, but equivalent, operator description leading to T above can be
obtained following [28]. Suppose (H+, H−), (K+, K−) ∈ P are such that H+ is the
graph of a linear map S : K+ −→ K− and H− is the graph of a linear map
T : K− −→ K+. Then on HA we consider the identity map H+⊕H− −→ K+⊕K−,
as represented in the block form [

a b
c d

]
(8.21)

where a : H+ −→ K+, d : H+ −→ K− are zero-index Fredholm operators, and
b : H+ −→ K+, c : H+ −→ K− are in K(HA) (the compact operators), such that
S = ca−1 and T = bd−1.

The next thing is to consider the operator 1−ST = 1−ca−1bd−1. In particu-
lar, with a view to defining a generalized determinant leading to an operator-valued
Tau-function, we need to consider cases where ST is assuredly of trace class.
(a) When A = C as in [28, 34, 39], we take b, c to be Hilbert-Schmidt operators.

Then ST is of trace-class, the operator (1− ST ) is essentially

T(H+, H−, K+, K−)
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above, and the Tau (τ)-function is defined as

τ(H+, H−, K+, K−) = Det T(H+, H−, K+, K−) = Det(1− ca−1bd−1). (8.22)

Starting from the universal bundle γE −→ Gr(p, A), then with respect to an
admissible basis in V (p, A), the Tau function in (8.22) is equivalently derived
from the canonical section of Det(γE)∗ −→ Gr(p, A).

(b) The case where A is a commutative C*-algebra is relevant to von Neumann
algebras (see, e.g., [7]), and we may deal with a continuous trace algebra. In
particular, for Hilbert *-algebras in general, we have the nested sequence of
Schatten ideals in the compact operators [35]. Thus if we take the operators
b, c as belonging to the Hilbert-Schmidt class, then ST is of trace class [35],
and τ(H+, K−, K+, K−) is definable when the operator (1 − ST ) admits a
determinant in a suitable sense.
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Abstract. This paper presents a contractive operator view on the inversion
formula for finite Toeplitz operator matrices due to Gohberg-Heinig. The gen-
eral setting that will be used involves a Hilbert space operator T and a con-
traction A such that the compression of T − A∗TA to the orthogonal com-
plement of the defect space of A is the zero operator. For such an operator T
the analogue of the Gohberg-Heinig inversion formula is obtained. The main
results are illustrated on various special cases, including Toeplitz plus Hankel
operators and model operators.
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1. Introduction

Let T be an operator acting on a direct sum En of n copies of a Hilbert space E ,
and let T be generated by an n× n Toeplitz operator matrix, that is,

T =

⎡⎢⎢⎢⎣
R0 R−1 · · · R−n+1

R1 R0 · · · R−n+2

...
...

. . .
...

Rn−1 Rn−2 · · · R0

⎤⎥⎥⎥⎦ on

⎡⎢⎢⎢⎣
E
E
...
E

⎤⎥⎥⎥⎦ . (1.1)

Communicated by V. Bolotnikov.
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To state the Gohberg-Heinig inversion theorem for T we need to consider the
following four equations:

TX = T

⎡⎢⎢⎢⎣
x0

x1

...
xn−1

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
I
0
...
0

⎤⎥⎥⎥⎦ , TZ = T

⎡⎢⎢⎢⎣
z−n+1

...
z−1

z0

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
0
...
0
I

⎤⎥⎥⎥⎦ ,

Y T =
[

y0 y−1 · · · y−n+1

]
T =

[
I 0 · · · 0

]
,

WT =
[

wn−1 · · · w1 w0

]
T =

[
0 · · · 0 I

]
.

The entries in these matrices are operators on E , and I denotes the identity op-
erator on E . In the case when T is invertible, X and Z are, respectively, equal
to the first and last column in the n × n operator matrix representation of T−1,
and Y and W are, respectively, equal to the first and last row in the n× n oper-
ator matrix representation of T−1. If the above equations are solvable, then it is
straightforward to check (see [12]) that x0 = y0 and z0 = w0.

Now assume that these four equations are solvable, and that one of the op-
erators x0 and z0 is invertible. Then the Gohberg-Heinig theorem from [12] (see
also [11]) tells us that T is invertible, that both operators x0 and z0 are invertible,
and that T−1 is given by the operator matrix

T−1 =

⎡⎢⎣ γ0, 0 · · · γ0, n−1

...
...

γn−1, 0 · · · γn−1, n−1

⎤⎥⎦ on

⎡⎢⎣ E...
E

⎤⎥⎦ ,

where

γj, k =
min{j, k}∑

ν=0

xj−νx−1
0 yν−k −

min{j, k}∑
ν=1

zn−1+j−νz−1
0 wn−1−k+ν (j, k ≥ 0).

For the scalar case, i.e., when E = C, this result is due to Gohberg-Semencul [18].
Solving the four equations does not require the full inverse of the operator

T . In fact, in the positive definite case, one only needs two of the four equations
and these can be solved recursively by using Levinson type algorithms. This is a
great advantage, and the Gohberg-Semencul/Heinig inversion formula has inspired
the development of fast algorithms for inversion of Toeplitz matrices, of block
Toeplitz matrices, of block Toeplitz like matrices and, more generally, of structured
matrices of different classes. Such algorithms are now widely used in numerical
computations. The literature on this subject is extensive; here we only mention
[21], [14], [16, 17], and the books [19], [24] and [25].

In the present paper we present a generalization of the Gohberg-Heinig inver-
sion formula to a contractive operator setting. This contractive operator version
will allow us to view a number of different inversion formulas from one point of
view and to extend them to a somewhat more general setting.
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To put the Gohberg-Heinig inversion formula in a contractive operator per-
spective, we first observe that in closed form the above formula for T−1 can be
rewritten as

T−1 =
n−1∑
ν=0

N ν
(
Xx−1

0 Y −NZz−1
0 WN∗)N∗ ν , (1.2)

where N is the block lower shift on En given by the n× n operator matrix

N =

⎡⎢⎢⎢⎣
0
I 0

. . . . . .
I 0

⎤⎥⎥⎥⎦ , N

⎡⎢⎢⎢⎣
e0

e1

...
en−1

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
0
e0

...
en−2

⎤⎥⎥⎥⎦ . (1.3)

Moreover, an operator T on a direct sum En admits an operator matrix
representation as (1.1) if and only if

T −N∗TN =

⎡⎢⎢⎢⎣
0 · · · 0 �
...

...
...

0 · · · 0 �
� · · · � �

⎤⎥⎥⎥⎦ ,

where the � denotes unspecified entries. In other words, T is of the form (1.1) if
and only if the compression of the operator T −N∗TN to the first n−1 coordinate
spaces is zero. The operator T − N∗TN is usually referred to as a displacement
operator (cf., [22], [3], and the review article [23]).

Next, note that the block lower shift N is a contraction on En, and that
the subspace of En spanned by the first n − 1 coordinate spaces is precisely the
orthogonal complement of the defect space DN of N , and the subspace of En

spanned by the last n−1 coordinate spaces is precisely the orthogonal complement
of defect space DN∗ of N∗ (see the final paragraph of the present section for
the used terminology and notation). Thus the fact that T is given by a Toeplitz
operator matrix is just equivalent to the requirement that the compression of the
displacement operator T − N∗TN to the orthogonal complement of the defect
space DN is zero. Furthermore, the operators X , Z, Y , W appearing in (1.2) are
solutions of the following equations

TX = Π∗DN∗ , TZ = Π∗DN
, Y T = ΠDN∗ , WT = ΠDN ,

and x0 and z0 in (1.2) are given by

x0 = ΠDN∗X, z0 = ΠDN Z.

Here and in the sequel we use the convention that for a subspace F of a Hilbert
space H, the symbol ΠF denotes the orthogonal projection of H onto F , viewed
as an operator from H onto F , and hence Π∗F is just the canonical embedding of
F into H.
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Finally, recall that an operator A is called exponentially stable if Aν → 0 in
the operator norm for ν → ∞ or, equivalently, the spectrum of A is contained in
the open unit disc. Since Nn = 0, the operator N is trivially exponentially stable.

Using these connections one sees that the following theorem, which is the first
main result of this paper, is the natural analogue of the Gohberg-Heinig inversion
formula in a contractive operator setting.

Theorem 1.1. Let T be an operator on X , and let A be an exponentially stable
contraction on X such that the compression of the displacement operator T−A∗TA
to the orthogonal complement of the defect space DA of A is zero. Assume that
there exist operators

X : DA∗ → X , Z : DA → X , Y : X → DA∗ , W : X → DA (1.4)

satisfying the equations

TX = Π∗DA∗ , TZ = Π∗DA
, Y T = ΠDA∗ , WT = ΠDA , (1.5)

and put x0 = ΠDA∗ X and z0 = ΠDAZ. If, in addition, one of the operators x0

or z0 is invertible, then the operator T is invertible, both operators x0 and z0 are
invertible, and the inverse of T is given by

T−1 =
∞∑

ν=0

Aν
(
Xx−1

0 Y −AZz−1
0 WA∗

)
A∗ ν , (1.6)

T−1 =
∞∑

ν=0

A∗ ν
(
Zz−1

0 W −A∗Xx−1
0 Y A

)
Aν . (1.7)

In general, without the exponential stability condition on A, the hypotheses
in the above theorem do not yield the invertibility of the operator T , not even in
the case when the underlying space X is finite dimensional. A counter example is
given in Section 3 below. On the other hand, assuming T to be invertible, a large
part of the above theorem holds true. In fact, we shall prove the following result.

Theorem 1.2. Let T be an invertible operator on X , and let A be a contraction
on X such that the compression of the displacement operator T − A∗TA to the
orthogonal complement of the defect space DA of A is zero. Consider the operators

X = T−1Π∗DA∗ : DA∗ → X , Z = T−1Π∗DA
: DA → X , (1.8)

Y = ΠDA∗ T−1 : X → DA∗ , W = ΠDAT−1 : X → DA, (1.9)

and put x0 = ΠDA∗ X and z0 = ΠDAZ. Then x0 is invertible if and only if z0 is
invertible, and in this case the inverse of T is determined by

T−1 −AT−1A∗ = Xx−1
0 Y −AZz−1

0 WA∗, (1.10)

T−1 −A∗T−1A = Zz−1
0 W −A∗Xx−1

0 Y A. (1.11)
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In particular,

T−1h =
∞∑

ν=0

Aν
(
Xx−1

0 Y −AZz−1
0 WA∗

)
A∗ νh, h ∈ X ,

whenever A∗ is pointwise stable, (1.12)

T−1h =
∞∑

ν=0

A∗ ν
(
Zz−1

0 W −A∗Xx−1
0 Y A

)
Aνh, h ∈ X ,

whenever A is pointwise stable. (1.13)

Recall that an operator A on X is called pointwise stable if for each x in X
the vector Aνx → 0 as ν → ∞. Exponential stability implies pointwise stability,
but the converse is not true. If X is finite dimensional, the two notions coincide,
and in that case we simply say that A is stable. Notice that the two theorems
above are of interest only when DA is not the full space. In fact, the “smaller” the
space DA the better it is.

We shall also show (see Corollary 3.2 below) that T will be one-to-one when-
ever T satisfies the conditions of Theorem 1.1 with A being pointwise stable. In
particular, in that case T will be invertible if T is the sum of an invertible operator
and a compact operator.

Theorem 1.2 will be proved in the next section in a somewhat more general
setting. The proof we shall give is inspired by the proof of the Gohberg-Heinig
inversion formula as given in Section 1 of [13].

We shall illustrate our main theorems by deriving some known inversion
formulas as corollaries, including a somewhat modified version of Arov’s general-
ization of the Gohberg-Heinig formula for the model operator given in [1]. A new
application will be an inversion formula for operators that are of the form block
Toeplitz plus block Hankel, which have been considered in the book [4].

The paper consists of seven sections, including the present introduction. In
Section 2 we prove Theorem 1.2. Section 3 contains the counter example referred
to above and the proof of Theorem 1.1. In the remaining sections we illustrate
our main theorems. In Section 4 we show that Theorem 1.2 covers the classical
formula for the inverse of a block Toeplitz operator from [15]. Section 5 specifies
our results for operators that are of block Toeplitz plus block Hankel type. In
particular, we present a generalization to the non-selfadjoint case of Theorem
11.1.2 in the Ellis-Gohberg book [4]. In Section 6 we deal with model operators
and Arov’s generalization [1] of the Gohberg-Heinig inversion formula. In the final
section we apply Theorem 1.1 to obtain an inversion formula for certain structured
operators, namely for operators that satisfy Stein (discrete Lyapunov) equations
appearing in metric constrained interpolation problems.

We conclude this introduction with some notation and terminology used in
this paper. Throughout X is a Hilbert space. We write IX (or simply I when
the underlying space is clear) for the identity operator on X . Given a subspace
F of X , the symbol F⊥ denotes the orthogonal complement of F in X , that is,
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F⊥ = X � F . As mentioned before, we write ΠF for the orthogonal projection
operator of X onto F viewed as an operator from X onto F . The operator Π∗F ,
the adjoint of ΠF , is the canonical embedding of F into X , that is Π∗F = IX |F .
By definition, for an operator R on X , the compression of R to the subspace F
is the operator Π∗FRΠF . Finally, recall that for a contraction A on X , the defect
operator DA is the positive square root of I −A∗A and the defect space DA is the
closure of the range of DA.

2. Proof of Theorem 1.2

It will be convenient first to prove a somewhat more general theorem. Assume that
the Hilbert space X admits two orthogonal direct sum decomposition

X = U1 ⊕ Y1 = U2 ⊕ Y2, (2.1)

and let A be an operator on X such that relative to these decompositions A is of
the form:

A =
[

A1 0
0 A2

]
:
[
U1

Y1

]
→

[
U2

Y2

]
where A2 is invertible. (2.2)

Next, let K be another operator on X of the form:

K =
[

K1 0
0 K2

]
:
[
U2

Y2

]
→

[
U1

Y1

]
where K2 = A−1

2 . (2.3)

It is emphasized that both A2 and K2 are invertible, and K2 = A−1
2 . As before,

ΠH stands for the orthogonal projection of X onto the subspace H, viewed as an
operator from X onto H.

The next theorem contains Theorem 1.2 as a special case.

Theorem 2.1. Let T be an invertible operator on X = U1 ⊕ Y1 = U2 ⊕ Y2, and let
A and K be as in (2.2) and (2.3), respectively. Assume that

ΠY1 (T −KTA)Π∗Y1
= 0. (2.4)

Consider the operators defined by

X = T−1Π∗U2
: U2 → X , Z = T−1Π∗U1

: U1 → X , (2.5)

Y = ΠU2T
−1 : X → U2, W = ΠU1T

−1 : X → U1. (2.6)

Furthermore, put x0 = ΠU2X and z0 = ΠU1Z. Then x0 is invertible if and only if
z0 is invertible, and in this case the inverse of T satisfies the identities

T−1 −AT−1K = Xx−1
0 Y −AZz−1

0 WK, (2.7)

T−1 −KT−1A = Zz−1
0 W −KXx−1

0 Y A. (2.8)
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In particular, if A and K are contractions, then

T−1h =
∞∑

n=0

An
(
Xx−1

0 Y −AZz−1
0 WK

)
Knh, h ∈ X ,

whenever K is pointwise stable, (2.9)

T−1h =
∞∑

n=0

Kn
(
Zz−1

0 W −KXx−1
0 Y A

)
Anh, h ∈ X ,

whenever A is pointwise stable. (2.10)

Proof. Consider the following two operator matrix representations of T :

T =
[

α1 β1

γ1 δ1

]
on

[
U1

Y1

]
, T =

[
α2 β2

γ2 δ2

]
on

[
U2

Y2

]
. (2.11)

A simple calculation shows that

T −KTA =
[

α1 β1

γ1 δ1

]
−

[
K1α2A1 K1β2A2

K2γ2A1 K2δ2A2

]
.

Thus
ΠY1 (T −KTA)Π∗Y1

= 0 ⇐⇒ δ1 = K2δ2A2, (2.12)

Next we apply Lemma 2.2 below. According to the definitions of x0 and z0

we have

T−1 =
[

z0 �
� �

]
on

[
U1

Y1

]
, T−1 =

[
x0 �
� �

]
on

[
U2

Y2

]
. (2.13)

Here � denotes unspecified entries. By comparing the first representation of T in
(2.11) with the first representation of T−1 in (2.13), we see that Lemma 2.2 below
implies that the operator z0 is invertible if and only if δ1 is invertible. Analogously,
using the second parts of (2.11) and (2.13), we see that x0 is invertible if and only
if δ2 is invertible.

In what follows we assume that the hypotheses of the theorem are fulfilled,
that is, (i) the compression of T −KTA to Y1 is zero and (ii) x0 or z0 is invertible.

According to (2.12) assumption (i) implies that δ1 = K2δ2A2. Note that
the identity δ1 = K2δ2A2, together with the fact that K2 and A2 are invertible,
implies that δ1 is invertible if and only if δ2 is invertible. But then the result of
the previous paragraph, together with assumption (ii), yields that the operators
x0 and z0 are both invertible and that the same holds true for δ1 and δ2.

Since δ1 and δ2 are both invertible, the operator T admits the following
factorizations:

T =
[

I βk

0 δk

] [
Ξk 0
0 δ−1

k

] [
I 0
γk δk

]
on

[
Uk

Yk

]
(k = 1, 2). (2.14)

Here Ξk = αk − βkδ−1
k γk is the Schur complement of αk in T for k = 1, 2. Note

that
Ξ−1

1 = ΠU1T
−1Π∗U1

= z0, Ξ−1
2 = ΠU2T

−1Π∗U2
= x0. (2.15)
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Observe that the matrix factorization for T in (2.14) can also be expressed as

T =
[

Π∗Uk
TΠ∗Yk

] [ Ξk 0
0 δ−1

k

] [
ΠUk

ΠYk
T

]
= Π∗Uk

ΞkΠUk
+ TΠ∗Yk

δ−1
k ΠYk

T.

This implies that

T = Π∗Uk
ΞkΠUk

+ TΠ∗Yk
δ−1
k ΠYk

T (for k = 1, 2). (2.16)

Multiplying by T−1 on the left and right of this equation and using the identities
in (2.15), yields

T−1 = Xx−1
0 Y + Π∗Y2

δ−1
2 ΠY2 (k = 2) (2.17)

T−1 = Zz−1
0 W + Π∗Y1

δ−1
1 ΠY1 (k = 1). (2.18)

Recall that δ1 = K2δ2A2, and thus δ−1
2 = A2δ

−1
1 K2. Using

Π∗Y2
A2 = AΠ∗Y1

, K2ΠY2 = ΠY1K

this yields Π∗Y2
δ−1
2 ΠY2 = AΠ∗Y1

δ−1
1 ΠY1K. Thus by multiplying (2.18) by A on

the left and K on the right, and then subtracting the resulting identity from
(2.17) we obtain the identity (2.7). Analogously, using δ−1

1 = K2δ
−1
2 A2, we have

Π∗Y1
δ−1
1 ΠY1 = KΠ∗Y2

δ−1
2 ΠY2A. Thus by multiplying (2.17) by K on the left and

A on the right, and then subtracting the resulting identity from (2.18) we arrive
at the identity (2.8).

To prove the final formulas for T−1, note that (2.7) and (2.8) imply that for
each n = 0, 1, 2 . . . we have

T−1 −An+1T−1Kn+1 =
n∑

ν=0

Aν(Xx−1
0 Y −AZz−1

0 WK)Kν , (2.19)

T−1 −Kn+1T−1An+1 =
n∑

ν=0

Kν(Zz−1
0 W −KXx−1

0 Y A)Aν . (2.20)

By assumption A and K are contractions. Then for each h ∈ X and for n going
to infinity the term An+1T−1Kn+1h tends to zero whenever K is pointwise stable
and Kn+1T−1An+1h tends to zero whenever A is pointwise stable. This yields the
desired formulas for the inverse of T . �

In the above proof we used the following lemma. The result is standard; see,
e.g., Theorem III.4.1 in [8].

Lemma 2.2. Let T be an invertible operator on X = U ⊕ Y. Then ΠUT−1Π∗U is
invertible if and only if ΠYTΠ∗Y is invertible.

Proof of Theorem 1.2. Recall that DA is the positive square root of I −A∗A and
DA is the closure of the range of DA. It is well known that ADA = DA∗A and
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A∗DA∗ = DAA∗. Hence A maps DA into DA∗ and A∗ maps DA∗ into DA. It follows
that A admits a matrix representation of the form

A =
[

A1 0
0 A2

]
:
[
DA

D⊥A

]
→

[
DA∗

D⊥A∗

]
.

The operator A2 is a unitary operator mapping D⊥A onto D⊥A∗ ; see Lemma V.2.1
in [5]. Indeed, for y ∈ D⊥A we have (I −A∗A)y = DADAy = 0, and hence

‖y‖ = ‖A∗Ay‖ ≤ ‖A∗‖ ‖Ay‖ ≤ ‖Ay‖ ≤ ‖y‖,
because A and A∗ are contractions. Thus ‖Ay‖ = ‖y‖. Hence A2 is an isometry.
As (A2)∗ = A∗|D⊥

A∗ an analogous reasoning shows that (A2)∗ is also an isometry.
Thus A2 is unitary.

Now consider the spaces

U1 = DA, Y1 = D⊥A , U2 = DA∗ , Y2 = D⊥A∗ . (2.21)

In this setting, we take K = A∗. In other words, K admits a matrix representation
of the form

K =
[

K1 0
0 K2

]
=

[
A∗1 0
0 A∗2

]
:
[
DA∗

D⊥A∗

]
→

[
DA

D⊥A

]
.

Since A2 is a unitary operator, K2 = A∗2 is the inverse of A2. By consulting
Theorem 2.1, we obtain the desired formulas (1.10), (1.11), (1.12), and (1.13). �

3. Invertibility and proof of Theorem 1.1

Let A be a contraction on X , and let T be an operator on X such that the
compression of T −A∗TA to D⊥A is zero. Assume that there exist operators

X : DA∗ → X , Z : DA → X , Y : X → DA∗ , W : X → DA (3.1)

such that

TX = Π∗DA∗ , TZ = Π∗DA
, Y T = ΠDA∗ , WT = ΠDA . (3.2)

Furthermore, assume one of the operators x0 = ΠDA∗ X and z0 = ΠDA∗ Z to be
invertible. First we present an example with X finite-dimensional showing that the
above assumptions do not imply that T is invertible.

Counter example. Take X = C3, and let T and A on X = C3 be defined by

T =

⎡⎣1 0 0
0 0 0
0 0 1

⎤⎦ , A =

⎡⎣0 0 1
0 1 0
0 0 0

⎤⎦ .

Then A is a contraction,

DA =

⎡⎣1 0 0
0 0 0
0 0 0

⎤⎦ , DA∗ =

⎡⎣0 0 0
0 0 0
0 0 1

⎤⎦ , T −A∗TA =

⎡⎣1 0 0
0 0 0
0 0 0

⎤⎦ .
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With e1, e2, e3 being the standard basis vectors of C3, we have

DA = span{e1}, D⊥A = span{e2, e3},

DA∗ = span{e3}, D⊥A∗ = span{e1, e2}.
It follows that the compression of T −A∗TA to the orthogonal complement of DA

is equal to zero.
Next, consider the operators

X = Π∗DA∗ , Z = Π∗DA
, Y = ΠDA∗ , W = ΠDA .

Then X , Z, Y , W satisfy (3.1) and (3.2). Moreover, x0 := ΠDA∗ X = IDA∗ and
z0 := ΠDAZ = IDA , and thus x0 and z0 are both invertible. Nevertheless T is not
invertible. Notice that for this example

Xx−1
0 Y −AZz−1

0 WA∗ = Π∗DA∗ ΠDA∗ ,

A
(
Xx−1

0 Y −Az−1
0 WA∗

)
A∗ = Π∗DA

ΠDA ,

A2
(
Xx−1

0 Y −AZz−1
0 WA∗

)
A∗2 = 0.

Thus, the expression
∑∞

ν=0 Aν
(
Xx−1

0 Y −AZz−1
0 WA∗

)
A∗ν makes sense, although

A is not pointwise stable and T is not invertible.

Next we prove Theorem 1.1. In fact, we shall prove a somewhat more general
version of Theorem 1.1 by using the setting of Section 2. In other words, we have

X = U1 ⊕ Y1 = U2 ⊕ Y2,

and A and K are operators on X admitting the following partitionings:

A =
[

A1 0
0 A2

]
:
[
U1

Y1

]
→

[
U2

Y2

]
, (3.3)

K =
[

K1 0
0 K2

]
:
[
U2

Y2

]
→

[
U1

Y1

]
. (3.4)

Furthermore, we assume that A2 is invertible and K2 = A−1
2 .

Theorem 3.1. Let T be an operator on X such that the compression of T −KTA
to Y1 is the zero operator. Assume that there exist operators

X : U2 → X , Z : U1 → X , Y : X → U2, W : X → U1 (3.5)

such that
TX = Π∗U2

, TZ = Π∗U1
, Y T = ΠU2 , WT = ΠU1 . (3.6)

Furthermore, assume one of the operators x0 = ΠU2X and z0 = ΠU1Z to be
invertible. Then

KerT ⊂ ∩n≥0 KerΠU1A
n, Im T ⊃ spann≥0 Im KnΠ∗U1

. (3.7)

In particular, the operator T is invertible if, in addition, the following identities
hold:

∩n≥0 KerΠU1A
n = {0} and spann≥0 Im KnΠ∗U1

= X . (3.8)
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We emphasize that in the second parts of (3.7) and (3.8) we do not take the
closure but just the algebraic linear span. Let us show how Theorem 1.1 follows
from Theorem 3.1.

Proof of Theorem 1.1. The fact that A is assumed to be an exponentially stable
contraction implies that for some positive integer N we have

X = DA + A∗DA + · · ·+ A∗N−1DA. (3.9)

To see this let Wn be the operator acting on DA ⊕ · · · ⊕ DA, the Hilbert space
direct sum of n copies of DA, defined by

Wn =
[
DA A∗DA A∗2DA · · · A∗n−1DA

]
.

Here n is an arbitrary positive integer. Multiplying the identity I − A∗A = D2
A

form the left by A∗ and from the right by A yields

WnW ∗
n =

n−1∑
j=0

A∗ jD2
AAj = I −A∗nAn.

Because A is exponentially stable, An converges to zero in the operator norm,
and thus, A∗nAn also converges to zero in the operator norm. Using WnW ∗

n =
I − A∗nAn, we see that there exists an integer N such that WNW ∗

N is invertible,
or equivalently, WN is onto the whole space X . In other words, for this N the
identity (3.9) holds.

Next we apply Theorem 3.1 with K = A∗ and with

U1 = DA, Y1 = D⊥A , U2 = DA∗ , Y2 = D⊥A∗ .

Note that (3.9) implies that spann≥0 Im A∗nΠ∗U1
= X . With K = A∗ the latter

identity is just the second part of (3.8). By taking adjoints in spann≥0 Im A∗nΠ∗U1
=

X , we see that the first part of (3.8) is also fulfilled. Hence, according to the final
statement in Theorem 3.1, the operator T is invertible. To finish the proof we just
apply Theorem 1.2. �

Proof of Theorem 3.1. Throughout we assume that x0 is invertible. The proof with
z0 invertible follows an analogous line of reasoning. Since the final statement in
Theorem 3.1 is an immediate corollary of (3.7), it suffices to prove (3.7). We split
the proof into two parts. In the first part we establish the first inclusion in (3.7),
and in the second part we prove the second inclusion in (3.7).
Part 1. In this part we first show that AnKerT ⊂ KerT ⊂ Y1. Take ϕ ∈ KerT ,
that is, Tϕ = 0. It follows that WTϕ = 0. But WT = ΠU1 . Hence ΠU1ϕ = 0. In
other words, ϕ ∈ Y1. Thus KerT ⊂ Y1.

Again take ϕ ∈ KerT . Since ϕ ∈ Y1, the fact that ΠY1(T −KTA)Π∗Y1
is zero

implies that KTAϕ = −(T −KTA)ϕ ∈ U1. Write TAϕ as

TAϕ = Π∗U2
u2 + Π∗Y2

y2, where u2 ∈ U2 and y2 ∈ Y2.

Then KTAϕ = Π∗U1
K1u2 + Π∗Y1

K2y2, where K1u2 ∈ U1 and K2y2 ∈ Y1. But
KTAϕ ∈ U1. Thus K2y2 = 0. Recall that K2 is invertible. It follows that y2 = 0,
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and hence TAϕ = Π∗U2
u2. As ϕ ∈ KerT and KerT ⊂ Y1, we have Aϕ ∈ Y2, and

thus ΠU2Aϕ = 0. Next observe that

Y TAϕ = (Y T )Aϕ = ΠU2Aϕ = 0,

Y TAϕ = Y (TAϕ) = Y Π∗U2
u2 = Y TXu2 = ΠU2Xu2 = x0u2.

We conclude x0u2 = 0. But x0 is assumed to be invertible, and therefore u2 = 0.
In other words, TAϕ = 0.

Repeating the argument with Aϕ in place of ϕ we see that TA2ϕ = 0.
Continuing in this way one proves by induction that TAnϕ = 0 for each n ≥ 0.
Hence AnKerT ⊂ KerT ⊂ Y1.

From the inclusions proved so far we see that

ΠU1A
nϕ = 0 for each ϕ ∈ KerT and each n ≥ 0.

In other words, KerT ⊂ ∩n≥0 KerΠU1A
n, which is the first part of (3.7).

Part 2. Let f be a linear functional on X such that f annihilates the range of T ,
that is, fT = 0. Note that we do not require f to be continuous. We first prove
that fKT = 0.

From fT = 0 it follows that fTZ = 0. But TZ = Π∗U1
. Hence the map

fΠ∗U1
= 0. In other words, f |U1 = 0. Next, using ΠY1(T − KTA)Π∗Y1

= 0, we
obtain

f(T −KTA)Π∗Y1
= f(PU1 + PY1)(T −KTA)Π∗Y1

= fΠ∗Y1
ΠY1(T −KTA)Π∗Y1

= 0.

(Here PH denotes the orthogonal projection onto the subspace H.) Since fT = 0,
we conclude that fKTA|Y1 = 0. But AY1 = Y2, and therefore fKT |Y2 = 0.

Next note that

fKTX = fK(TX) = fKΠ∗U2
= 0 because KU2 ⊂ U1,

fKTX = (fKT )X = fKT (PU2 + PY2 )X = fKTPU2X

= fKTΠ∗U2
ΠU2X = fKTΠ∗U2

x0.

Recall that x0 is invertible. Hence fKT |U2 = 0. By combining this with the result
of the previous paragraph we obtain fKT = 0.

Repeating the argument with fK in place of f we obtain fK2T = 0. Contin-
uing in this way we see by induction that fKnT = 0 for each n ≥ 0. It follows (see
the beginning of the second paragraph of this part of the proof) that fKnΠ∗U1

= 0.
Thus fT = 0 implies fKnΠ∗U1

= 0 for each n ≥ 0.
Let us now prove the second inclusion in (3.7). Since Im T is a linear space, it

suffices to show that ImKnΠ∗U1
is contained in Im T for each n ≥ 0. Suppose this

inclusion does not hold for some n, n = n◦, say. In that case there exists a vector
x◦ ∈ Im Kn◦Π∗U1

such that x◦ �∈ Im T . But then (see, e.g., Theorem 2.4.2 in [27])
there exists a linear functional f on X such that f(x◦) is non-zero and fTx = 0 for
each x ∈ X . However, this contradicts the conclusion from the previous paragraph.
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Thus Im KnΠ∗U1
is contained in Im T for each n ≥ 0, and the second part of (3.7)

is proved. �

Corollary 3.2. Let T be an operator on X , and let A be a pointwise stable contrac-
tion on X such that the compression of the displacement operator T − A∗TA to
the orthogonal complement of the defect space DA of A is zero. Assume that there
exist operators

X : DA∗ → X , Z : DA → X , Y : X → DA∗ , W : X → DA

satisfying the equations (3.2), and let one of the operators x0 = ΠDA∗ X and
z0 = ΠDAZ be invertible. Then the operator T is injective. Furthermore, T is
invertible if, in addition, T is the sum of an invertible operator and a compact
operator.

Proof. The fact that A is a pointwise stable contraction implies that

h−
n−1∑
j=0

A∗ jD2
AAjh = A∗nAnh→ 0 (n→∞)

for each h ∈ X . It follows that spann≥0Im A∗nΠ∗DA
is dense in X . In other words,

∩n≥0 KerΠDAAn = {0}. According to the first part of (3.7) in Theorem 3.1, the
latter identity implies that T is injective.

Finally, if T is of the form invertible plus compact, then T is invertible if
and only if T is injective. Indeed, if T is of the form invertible plus compact, then
Im T is closed and dim Ker T = dim X/ImT ; see Theorem 15.4.1 in [10]. This
together with the result of the previous paragraph yields the final statement of
this corollary. �

To conclude this section let us mention that conditions (3.8) can be under-
stood as controllability and observability conditions. The fact that such conditions
appear is expected from the theory of Toeplitz like operators as developed in the
book [19]; see, e.g., Propositions 1.3 and 1.3′ in the second part of [19]. Note that
in [19] displacement operators of the form UT − TV are used. Here we work with
displacement operators of the form T −KTA.

4. Toeplitz operators

Theorem 1.2 covers the classical formula for the inverse of a block Toeplitz operator
from [15]. To see this let us consider the case when A = S is the forward shift on
�2+(E), the Hilbert space of all square summable unilateral sequences with entries
from the Hilbert space E . In this case A is an isometry, thus DA is the zero operator,
and hence D⊥A is the full space. Thus with A = S the compression of T − A∗TA
to D⊥A is the zero operator if and only if T − S∗TS = 0, that is, if and only if T is
a block Toeplitz operator.
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Now assume additionally that T is invertible. Since DA is the zero operator
and DA∗ is the orthogonal projection of �2

+(E) onto its first coordinate space, we
see that we only have to consider the operators

X =

⎡⎢⎢⎢⎣
x0

x1

x2

...

⎤⎥⎥⎥⎦ = T−1

⎡⎢⎢⎢⎣
I
0
0
...

⎤⎥⎥⎥⎦ ,

Y =
[

y0 y−1 y−2 · · ·
]

=
[

I 0 0 · · ·
]
T−1.

Obviously, x0 = y0. Since T is invertible, a usual Schur complement argument
shows that x0 is invertible. In this case the identity (1.10) reduces to

T−1 −AT−1A∗ = Xx−1
0 Y.

Since S∗ = A∗ is a pointwise stable contraction, we get

T−1h =
∞∑

ν=0

SνXx−1
0 Y S∗νh, h ∈ �2+(E).

Thus

T−1 =

⎡⎢⎢⎢⎣
γ0, 0 γ0, 1 γ0, 2 · · ·
γ1, 0 γ1, 1 γ1, 2 · · ·
γ2, 0 γ2, 1 γ2, 2 · · ·

...
...

...
. . .

⎤⎥⎥⎥⎦ , γj, k =
min{j, k}∑

ν=0

xj−νx−1
0 yν−k (j, k ≥ 0),

which is the classical formula for the inverse of a block Toeplitz operator from [15].

5. Toeplitz plus Hankel

In this section we will use our techniques to invert the Toeplitz plus Hankel op-
erators occurring in Chapter 11 of the book Ellis-Gohberg [4]. Such operators act
on �2

+(E) ⊕ �2
−(E), where �2

+(E) is defined as in the previous section and �2−(E) is
a copy of �2

+(E) with the sequences ordered in the reverse direction.
Let R on �2+(E) and V on �2−(E) be the operators defined by the following

Toeplitz operator matrices:

R =

⎡⎢⎢⎢⎣
R0 R−1 R−2 · · ·
R1 R0 R−1 · · ·
R2 R1 R0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ , V =

⎡⎢⎢⎢⎣
. . .

...
...

...
· · · V0 V−1 V−2

· · · V1 V0 V−1

· · · V2 V1 V0

⎤⎥⎥⎥⎦ . (5.1)
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Let G be the Hankel operator from �2−(E) into �2
+(E) given by the operator matrix:

G =

⎡⎢⎢⎢⎣
· · · G2 G1 G0

· · · G3 G2 G1

· · · G4 G3 G2

· · ·
...

...
...

⎤⎥⎥⎥⎦ : �2
−(E)→ �2

+(E). (5.2)

Notice that G starts with G0 in the upper right-hand corner. Let H be the Hankel
operator from �2+(E) into �2

−(E) given by the operator matrix:

H =

⎡⎢⎢⎢⎣
...

...
...

...
H2 H3 H4 · · ·
H1 H2 H3 · · ·
H0 H1 H2 · · ·

⎤⎥⎥⎥⎦ : �2+(E)→ �2
−(E). (5.3)

Thus H starts with H0 in the lower left-hand corner. Now consider the operator
T on X defined by

T =
[

R G
H V

]
on X =

[
�2+(E)
�2
−(E)

]
. (5.4)

We refer to T as a Toeplitz plus Hankel operator. Finally, let S+ be the forward
shift on �2

+(E), and S− the forward shift on �2
−(E), that is,

S+ =

⎡⎢⎢⎢⎣
0 0 0 · · ·
I 0 0 · · ·
0 I 0 · · ·
...

...
...

. . .

⎤⎥⎥⎥⎦ on �2+(E), S− =

⎡⎢⎢⎢⎣
. . .

...
...

...
· · · 0 I 0
· · · 0 0 I
· · · 0 0 0

⎤⎥⎥⎥⎦ on �2
−(E). (5.5)

To present an inversion formula of Gohberg-Heinig type for Toeplitz plus
Hankel operators we need some additional notation.

We define ΠU1 to be the operator which picks out the last component of
�2
+(E)⊕ �2

−(E), and ΠU2 will be the operator which picks out the first component
of �2

+(E) ⊕ �2
−(E), that is,

ΠU1 =
[

0 0 0 · · · 0 0 I
]

: �2
+(E)⊕ �2−(E)→ E , (5.6)

ΠU2 =
[

I 0 0 · · · 0 0 0
]

: �2
+(E)⊕ �2−(E)→ E . (5.7)

We shall need operators X , Y , Z and W of the form

X =
[

X+

X−

]
: U2 →

[
�2+(E)
�2
−(E)

]
, (5.8)

Z =
[

Z+

Z−

]
: U1 →

[
�2
+(E)

�2
−(E)

]
, (5.9)

Y =
[

Y+ Y−
]

:
[

�2
+(E)

�2
−(E)

]
→ U2, (5.10)

W =
[

W+ W−
]

:
[

�2
+(E)

�2−(E)

]
→ U1. (5.11)
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Theorem 5.1. Let T be an invertible Toeplitz plus Hankel operator of the form (5.4),
and let the operators X, Y , Z, W in (5.8)–(5.11) be solutions of the following four
equations

TX = Π∗U2
, TZ = Π∗U1

, Y T = ΠU2 , WT = ΠU1 . (5.12)

Furthermore, put
x0 = ΠU2X and z0 = ΠU1Z. (5.13)

Then x0 is invertible if and only if z0 is invertible, and in this case a formula for
T−1 can be obtained in the following way. Write

T−1 =
[
α β
γ δ

]
on X =

[
�2+(E)
�2
−(E)

]
. (5.14)

Then α, β, γ and δ are determined by

α− S+αS∗+ = X+x−1
0 Y+ − S+Z+z−1

0 W+S∗+
β − S+βS− = X+x−1

0 Y− − S+Z+z−1
0 W−S−

γ − S∗−γS∗+ = X−x−1
0 Y+ − S∗−Z−z−1

0 W+S∗+
δ − S∗−δS− = X−x−1

0 Y− − S∗−Z−z−1
0 W−S− (5.15)

and

α− S∗+αS+ = Z+z−1
0 W+ − S∗+X+x−1

0 Y+S+

β − S∗+βS∗− = Z+z−1
0 W− − S∗+X+x−1

0 Y−S∗−
γ − S−γS+ = Z−z−1

0 W+ − S−X−x−1
0 Y+S+

δ − S−δS∗− = Z−z−1
0 W− − S−X−x−1

0 Y−S∗− (5.16)

Because S∗+ is pointwise stable, α and γ are given by (see (5.15)):

αh =
∞∑

ν=0

(S+)ν
(
X+x−1

0 Y+ − S+Z+z−1
0 W+S∗+

)
(S∗+)νh

γh =
∞∑

ν=0

(S∗−)ν
(
X−x−1

0 Y+ − S∗−Z−z−1
0 W+S∗+

)
(S∗+)νh

Since S∗+ is pointwise stable, β and δ are given by (see (5.16)):

βk =
∞∑

ν=0

(S∗+)ν
(
Z+z−1

0 W− − S∗+X+x−1
0 Y−S∗−

)
(S∗−)νk

δk =
∞∑

ν=0

(S−)ν
(
Z−z−1

0 W− − S−X−x−1
0 Y−S∗−

)
(S∗−)νk

Here h is an arbitrary vector in �2+(E) and k is an arbitrary vector in �2−(E).

Proof. A simple calculation shows that the following holds

R = S∗+RS+, V = S∗−V S−, S∗+G = GS− S∗−H = HS+. (5.17)
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Let A be the operator on X defined by

A =
[

S+ 0
0 S∗−

]
on

[
�2
+(E)

�2
−(E)

]
. (5.18)

Set K = A∗. Consider the subspaces

U1 = KerA, Y1 = (Ker A)⊥, U2 = KerA∗ Y2 = (KerA∗)⊥.

Notice that U1 is the subspace of X obtained by embedding E in the last component
of X , while U2 is the subspace of X obtained by embedding E in the first component
of X . Moreover, ΠU1 and ΠU2 are given by (5.6) and (5.7). So Π∗U1

embeds E into
the last component of X = �2

+(E) ⊕ �2−(E), while Π∗U2
embeds E into the first

component of X . Observe that

ΠY1 =
[

I 0
0 S∗−

]
:
[

�2+(E)
�2
−(E)

]
→

[
�2
+(E)

�2
−(E)

]
.

Since A is a partial isometry, A2 = A|Y1 is a unitary operator mapping (KerA)⊥

onto Im A. In particular, A2 is invertible. This allows us to apply Theorem 2.1.
Notice that GS− = G̃, where G̃ is the Hankel operator matrix determined by

replacing Gj with Gj+1 in (5.2). Observe that G1 in the upper right-hand corner
of G̃. Moreover, HS+ = H̃ where H̃ is the Hankel operator matrix determined by
replacing Hj with Hj+1 in (5.3). The operator H1 appears in the lower left-hand
corner of H̃. Using V = S∗−V S−, we arrive at

ΠY1TΠ∗Y1
=

[
I 0
0 S∗−

] [
R G
H V

] [
I 0
0 S−

]
=

[
R GS−

HS+ S∗−V S−

]
=

[
R G̃

H̃ V

]
=: T̃ .

The operator T̃ is the Toeplitz plus Hankel operator defined by the last equality.
Furthermore, we have

A∗TA =
[

S∗+ 0
0 S−

] [
R G
H V

] [
S+ 0
0 S∗−

]
=

[
S∗+RS+ S∗+GS∗−
S−HS+ S−V S∗−

]
=

[
R GS−S∗−

S−HS+ S−V S∗−

]
=

[
R G̃S∗−

S−H̃ S−V S∗−

]
= Π∗Y1

T̃ΠY1 .

This readily shows that
A∗TA = Π∗Y1

T̃ΠY1 . (5.19)

Using the fact that T̃ = ΠY1TΠ∗Y1
with I = ΠY1Π∗Y1

, we obtain

ΠY1 (T −A∗TA)Π∗Y1
= ΠY1TΠ∗Y1

−ΠY1A
∗TAΠ∗Y1

= T̃ −ΠY1Π
∗
Y1

T̃ΠY1Π
∗
Y1

= 0.

Thus ΠY1 (T −A∗TA)Π∗Y1
= 0.
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Finally, note that x0 and z0 are the compressions of T−1 to U2 and U1, respec-
tively. Since one of the operators x0 and z0 is assumed to be invertible, Theorem
2.1 shows that both are invertible and gives the desired inversion formulas. To see
this one uses the block matrix representations in (5.8)–(5.11) for the operators X ,
Y , Z and W defined by (5.12). Then (5.15) and (5.16) follow from equations (1.10)
and (1.11) in Theorem 1.2. �

The next proposition extends Theorem 11.1.2 in [4] to the non-selfadjoint
setting.

Proposition 5.2. Let T be a Toeplitz plus Hankel operator of the form (5.4), and
assume that the Toeplitz operators R and V are invertible and that the Hankel
operators G and H are compact. Furthermore, assume there exist operators X, Y ,
Z, W as in (5.8)–(5.11) satisfying the equations

TX = Π∗U2
, TZ = Π∗U1

, Y T = ΠU2 , WT = ΠU1 . (5.20)

If, in addition, one of the operators x0 = ΠU2X and z0 = ΠU1Z is invertible. Then
T is invertible.

Proof. In what follows we use freely the notations introduced in the first paragraph
of the proof of Theorem 5.1. First note that

∩n≥0KerΠU1A
n =

[
�2
+(E)
0

]
⊂

[
�2+(E)
�2−(E)

]
.

According to the first part of (3.7) we have KerT ⊂ ∩n≥0KerΠU1A
n. Thus

φ =
[

φ+

φ−

]
∈ KerT ⇒ φ− = 0, and hence

[
Rφ+

Hφ+

]
= Tφ = 0.

Since R is assumed to be invertible, we conclude that φ+ = 0. But then φ = 0.
Thus T is injective.

Next note that R, V invertible and G, H compact imply that T is the sum
of an invertible operator and a compact operator. Hence T is injective yields T is
invertible. �

Theorem 5.1 and Proposition 5.2 have natural analogues for the case when
R and V in (5.4) are finite block Toeplitz matrices and G and H in (5.4) are
finite block Hankel matrices. For this case Theorem 1.1 yields a result of the type
appearing in Section II.2.2 of [19]; we omit the details. See [14] for related numerical
aspects.

6. Compressions of a Toeplitz operator

In this section we show that operators T of the type appearing in Theorems 1.1 and
1.2 naturally occur when a (block) Toeplitz operator is compressed to a subspace
invariant under the backward shift. In the first subsection, this idea is presented
in the abstract setting of isometric liftings. In the second subsection, we treat a
special model case studied by Arov [1] and extend it to a non-selfadjoint setting.
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6.1. The isometric lifting setting

Let A be a contraction on a Hilbert space X , and let V on K = X ⊕ H be an
isometric lifting of A, that is, V is an isometry and the operator matrix of V
relative to the decomposition K = X ⊕H is of the form

V =
[
A 0
C F

]
on

[
X
H

]
. (6.1)

Here C is an operator mapping X into H, and F is an operator on H. The fact
that V is an isometry implies that the same holds true for F . We say that B is a
Toeplitz operator with respect to V if B is an operator on K = X ⊕ H satisfying
B = V ∗BV .

Proposition 6.1. Let A be a contraction on X , and let T on X be the compression
of a Toeplitz operator B with respect to V , where V is the isometric lifting of A
in (6.1). Then

ΠD⊥
A

(T −A∗TA)Π∗D⊥
A

= 0. (6.2)

If, in addition, T is invertible, then its inverse may be obtained by the formulas in
Theorem 1.2.

Proof. Since T is the compression of B to X , the operator B admits a matrix
representation of the form:

B =
[

T B12

B21 B22

]
on

[
X
H

]
. (6.3)

Using the fact that B = V ∗BV , we have[
T B12

B21 B22

]
= V ∗

[
T B12

B21 B22

] [
A 0
C F

]
=

[
A∗ C∗

0 F ∗

] [
TA + B12C B12F

B21A + B22C B22F

]
=

[
A∗TA + A∗B12C + C∗B21A + C∗B22C A∗B12F + C∗B22F

F ∗B21A + F ∗B22C F ∗B22F

]
.

By matching the (1, 1)-entry of these 2× 2 matrices, we obtain

T = A∗TA + A∗B12C + C∗B21A + C∗B22C. (6.4)

As V is an isometry, we have A∗A + C∗C = IX , and hence C∗C = D2
A. It follows

that D⊥A = KerC. By consulting (6.4), we obtain (6.2). �

In the sequel, given a Hilbert space E , the symbol H2(E) denotes the Hardy
space of E-valued analytic functions on the open unite disc D with square summa-
ble E-valued Taylor coefficients. Furthermore, L(E , E) stands for the space of all
bounded linear operators on E .
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6.2. The model case

In this subsection, X = H2(E)�mH2(E), where m is a scalar-valued inner function
and E is a Hilbert space. Let A on X be the compression of the unilateral shift
S on H2(E) to X , that is, A = ΠXS|X . Notice that S is an isometric lifting of
A. Since S∗ is pointwise stable and A∗ = S∗|X , we see that A∗ is also pointwise
stable.

Now let B be any Toeplitz operator on H2(E) and T on X the compression of
B to X , that is T = ΠXB|X . By Proposition 6.1, the compression T of B satisfies
the identity

ΠD⊥
A

(T −A∗TA)Π∗D⊥
A

= 0.

When T is invertible, we can apply Theorem 1.2.
It is well known that DA, DA∗ and E are unitarily equivalent. This fact allows

us to rewrite the solutions X , Y , Z and W of the four equations in (1.5) as analytic
functions with values in E . To be more specific, there exists an isometry ϕ from
E into X mapping E onto DA and an isometry φ from E into X mapping E onto
DA∗ . In fact, two such isometries are given by

(ϕa)(λ) =
1−m(λ)m(0)√

1− |m(0)|2
a (a ∈ E)

(φa)(λ) =
m(λ) −m(0)

λ
√

1− |m(0)|2
a (a ∈ E);

see Section XIV.8 in [5]. Assume that X, Z : E → X and Y, W : X → E are
operators satisfying the equations

TX = φ, TZ = ϕ, Y T = φ∗, WT = ϕ∗. (6.5)

Furthermore, put
x0 = φ∗X, and z0 = ϕ∗Z. (6.6)

Notice that the operators X , Z, Y , W , x0, z0 in (6.5) and (6.6) are unitarily
equivalent to the corresponding operators in Theorems 1.1 and 1.2.

In order to restate Theorems 1.1 and 1.2 for the present setting we need
some additional notation. Since X = H2(E) � mH2(E) is a subspace of H2(E),
any operator F from E into X can be identified in a canonical way with a function
F (· ), analytic on the open unit disc, with values in L(E , E), via the formula

F (λ)a = (Fa)(λ), (λ ∈ D, a ∈ E). (6.7)

We say that the operator F from E into X generates an H∞-function if this
associate function F (· ) is uniformly bounded in the operator norm on the open
unit disc. In that case MF will the operator of multiplication by F (· ), acting on
H2(E), that is, (MF h)(λ) = F (λ)h(λ) for each h in H2(E). The compression of
this operator to X will be denoted by ΛF . Thus ΛF = ΠXMF |X . The fact that
the inner function m is assumed to be scalar implies that the space mH2(E) is
invariant under MF , and hence

ΠXMF = ΛF ΠX . (6.8)
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Next, let E0 be the canonical embedding of E into H2(E) defined by (E0a)(· ) ≡ a
for each a ∈ E , and let u be any operator on E . Then E0u is an operator from E into
H2(E) and, trivially, E0u generates an H∞-function. The corresponding operator
of multiplication ME0u acts as a block diagonal operator. The compression of ME0u

to X will be denoted by Δ(u), that is, Δ(u) = ΛE0u. If u is an invertible operator
on E , then Δ(u) is also invertible and Δ(u)−1 = Δ(u−1).

We are now ready to state the analogue of Theorem 1.2 for the model case.

Proposition 6.2. Let X = H2(E) � mH2(E), where m is a scalar-valued inner
function. Let T on X be the compression of a Toeplitz operator B on H2(E) to
X , and assume that T is invertible. Furthermore, assume that X, Z, Y ∗ and W ∗,
where X, Z, Y and W are the operators given by (6.5), all generate H∞-functions.
If, in addition, x0 or z0 is invertible, then both x0 and z0 are invertible, and the
inverse of T is given by

T−1 = ΛXΔ(x0)−1Λ∗Y ∗ −AΛZΔ(z0)−1Λ∗W∗A∗. (6.9)

Here A is the compression of the unilateral shift S on H2(E) to X .

The above result is a mild generalization of the Gohberg-Heinig type inversion
formula in Arov [1]. Note that in Arov’s paper [1] the operator T is assumed to
be strictly positive. On the other hand, in [1] there is an interesting additional
condition on T that allows one to work with H∞-functions. See also Proposition
6.3 below.

Proof. Due to the unitary equivalence between the operators in (6.5) and the
corresponding operators in Theorem 1.2, induced by φ and ϕ, we only have to
derive (6.9). Note that in the present setting equation (1.13) becomes

T−1 −AT−1A∗ = Xx−1
0 Y −AZz−1

0 WA∗. (6.10)

Since A∗ is pointwise stable, we have

T−1h =
∞∑

k=0

Ak
(
Xx−1

0 Y −AZz−1
0 WA∗

)
A∗ kh, h ∈ X . (6.11)

To write T−1 in the desired form (6.9), we use the fact that X , Z, Y ∗, and
W ∗ generate H∞-functions. In what follows F is one of these operators, and we
use freely the notations introduced in the second paragraph preceding the present
proposition. Thus F maps E into X and F generates an H∞-function. Recall that
E0 is the canonical embedding of E into H2(E) defined by (E0a)(· ) ≡ a for each
a ∈ E . It follows that F = ΠXMF E0, and hence (6.8) yields F = ΛF ΠXE0. Thus
we have

X = ΛXΠXE0, Z = ΛZΠXE0, Y = E∗0Π∗XΛ∗Y ∗ , W = E∗0Π∗XΛ∗W ∗ ,

and the right-hand side of (6.10) can be rewritten as

Xx−1
0 Y −AZz−1

0 WA∗

= ΛXΠXE0x
−1
0 E∗0Π∗XΛ∗Y ∗ −AΛZΠXE0z

−1
0 E∗0Π∗XΛ∗W∗A∗. (6.12)
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Next we use that A = ΠXSΠ∗X , where S is the unilateral shift on H2(E). Since S
leaves mH2(E) invariant, AΠX = ΠXS. This implies that

AΛF ΠX = ΛF ΠXS. (6.13)

Indeed, AΛF ΠX = AΠXMF = ΠXSMF = ΠXMF S = ΛF ΠXS. Using (6.13) with
X , Z, Y ∗, or W ∗ in place of F we obtain

Ak
(
ΛXΠXE0x

−1
0 E∗0Π∗XΛ∗Y ∗

)
A∗ k

= ΛXΠX
(
SkE0x

−1
0 E∗0S∗ k

)
Π∗XΛ∗Y ∗ , (6.14)

Ak
(
AΛZΠXE0z

−1
0 E∗0Π∗XΛ∗W∗A∗

)
A∗ k

= AΛZΠX
(
SkE0z

−1
0 E∗0S∗ k

)
Π∗XΛ∗W∗A∗, (6.15)

for k = 0, 1, 2, . . .. Finally, note that
∞∑

k=0

ΠXSkE0uE∗0S∗ kΠ∗X = Δ(u) for u = x−1
0 or u = z−1

0 , (6.16)

with pointwise convergence. Using the identities (6.12), (6.14), (6.15) and (6.16)
in (6.11) we obtain the desired formula (6.9). �

Proposition 6.3. Let X = H2(E) �mH2(E), where m is a scalar finite Blaschke
product. Let T on X be the compression of a Toeplitz operator B on H2(E) to X ,
and assume that there exist operators X, Z : E → X and Y, W : X → E satisfying
the equations (6.5). Furthermore, let one the operators x0 = φ∗X or z0 = ϕ∗Z be
invertible. Then the operator T is invertible and the operators X, Z, Y ∗ and W ∗

generate H∞-functions.

Proof. Recall that m is the minimal function for A; see Sz.-Nagy-Foias [26]. In
particular, m(A) = 0. If p is the polynomial formed by the numerator for m,
then all the zeros of p are contained in the open unit disc and p(A) = 0. Because
p(A) = 0, the spectral mapping theorem (cf., Exercise 4 to Part I in [8]) implies that
the spectrum of A consist of eigenvalues contained in the zeros of p. In particular,
the spectrum of A is in the open unit disc. Hence A is exponentially stable, and
we can apply Theorem 1.1 to show that T is invertible.

Since m is a scalar finite Blaschke product, there exists r > 1 such that
the space X = H2(E) �mH2(E) consists of E-valued rational functions that are
analytic on the disc |λ| < r; see Section X.1 in [5]. It follows that for each operator
F : E → X the L(E , E)-valued function F (· ) defined by (6.7) is analytic on |λ| <
r. In particular, such a function F (· ) is uniformly bounded on D, and hence F
generates an H∞-function. It follows the operators X , Z, Y ∗ and W ∗ generate
H∞-functions. �

To conclude this section we note that for m(λ) = λn, Propositions 6.2 and
Proposition 6.3 yield the classical Gohberg-Heinig inversion result discussed in
Section 1.
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7. Inverting solutions of Stein equations

In this section we use Theorem 1.1 to derive the inverse of an operator R satisfying
the following Stein equation (discrete Lyapunov equation):

R−A∗RA = ΨC + C∗Υ. (7.1)

Here A is an exponentially stable operator on a Hilbert space X , and C is an
operator mapping X into a Hilbert space Y. Furthermore, Υ and Ψ are operators
mapping X into Y and Y into X , respectively. Without loss of generality we shall
assume that the range of C is dense in Y, that is, C∗ is one-to-one.

Operator equations of the form (7.1) appear naturally when solving inter-
polation problems of Nevanlinna-Pick and Carathéodory-Toeplitz type; see, e.g.,
Chapters 18 and 22 in [2], where the spaces X and Y are finite dimensional, or
Chapter 1 of [6], where X and Y are allowed to be infinite dimensional (see also [20]
and [7]). In the interpolation setting the operator R represents the Carathéodory-
Pick operator. When Υ = Ψ∗, equation (7.1) is usually referred to as a symmetric
Stein equation (see [2], page 578). Notice that (6.4) is also an equation of the form
(7.1).

The identity (7.1) implies that the compression of R − A∗RA to KerC is
the zero operator. Conversely, if the latter holds true and ImC = Y, then (7.1) is
satisfied for a suitable choice of Ψ and Υ. In what follows the particular choice of
Ψ and Υ does not play a role.

We do not assume that A is contractive. However, we require the operator
Q =

∑∞
ν=0 A∗ νC∗CAν to be strictly positive. Since A is exponentially stable, the

operator Q is well defined and is the unique solution to the Stein equation

Q−A∗QA = C∗C. (7.2)

In the case when the space X is finite dimensional and the operator A is stable, the
existence of a strictly positive solution Q to (7.2) is equivalent to the requirement
that the pair (C, A) is observable.

The condition that Q is strictly positive and satisfies (7.2) is equivalent to
the requirement that the operator Q1/2AQ−1/2 is a contraction. In other words,
the operator A is assumed to be a contraction with respect to the inner product
[x, x′] = 〈Qx, x′〉, where 〈x, x′〉 is the original inner product on X . Note that the
two inner products [·, ·] and 〈·, ·〉 are equivalent.

Since the adjoint of a contraction is again a contraction, it follows that
Q−1/2A∗Q1/2 is a contraction and thus the operator Q−1 − AQ−1A∗ is non-
negative. So there exists a one-to-one operator B mapping U into X such that

Q−1 −AQ−1A∗ = BB∗. (7.3)

In the sequel we assume additionally that the operator C maps the space
X onto Y. Since the range of C is assumed to be dense in Y, this condition is
automatically fulfilled in the case when Y is finite dimensional. The condition
Im C = Y implies that the operator B in (7.3) has closed range. To see this, note
that ImC = Y implies that the defect operator of the contraction Q1/2AQ−1/2
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has closed range. But then the defect operator of the adjoint of Q−1 − AQ−1A∗

has closed range too. Thus the range of the operator Q−1−AQ−1A∗ is closed, and
hence the range of B is closed. Therefore in what follows we have

Q−A∗QA = C∗C where C : X → Y is onto, (7.4)

Q−1 −AQ−1A∗ = BB∗ where B : U → X is one-to-one
and has closed range. (7.5)

The following result is the analogue of Theorem 1.1 for the case considered here.

Theorem 7.1. Let Q be a strictly positive operator on X , and let C and B be such
that (7.4) and (7.5) hold. Assume that R is a solution to the Stein equation (7.1)
with A being exponentially stable, and assume that there exist operators

F : U → X , H : Y → X , G : X → U , K : X → Y (7.6)

satisfying the equations

RF = QB, RH = C∗, GR = B∗Q, KR = C. (7.7)

Then B∗QF = GQB and CH = KC∗. If, in addition, one of the operators B∗QF
and CH is invertible, then R is invertible, both B∗QF and CH are invertible, and
the inverse of R is given by

R−1 =
∞∑

n=0

An
(
F (B∗QF )−1

G−AH (CH)−1
KA∗

)
A∗n. (7.8)

Proof. We split the proof into two parts. First we prove the theorem for the special
case when Q is the identity operator on X . In the second part we reduce the general
case to this special case.
Part 1. Assume the hypotheses of the theorem are fulfilled for Q = IX . From (7.4)
with Q = IX it follows that D2

A = C∗C. Since the range of C is equal to Y, we
have Im D2

A = ImC∗. This implies that

KerDA = KerD2
A = (Im D2

A)⊥ = (Im C∗)⊥ = KerC.

Hence D⊥A = KerC. But then the identity (7.1) shows that the compression of
R−A∗RA to D⊥A is the zero operator. Thus Theorem 1.1 is applicable with T = R.

Since C is onto and B is one-to-one with closed range, the operators CC∗ and
B∗B are invertible. This allows us to introduce the following auxiliary operators:

E : Y → X , E = C∗(CC∗)−1/2; (7.9)

E� : U → X , E� = B(B∗B)−1/2. (7.10)

From the properties of C and B it follows that both E and E� are isometries,
the range of E is equal to DA and the range of E� is equal to DA∗ . In particular,
EE∗ and E�E

∗
� are the orthogonal projections on DA and DA∗ , respectively. Now,

define

X : DA∗ → X , Z : DA → X , Y : X → DA∗ , W : X → DA
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by setting

X = F (B∗B)−1/2E∗�Π∗DA∗ , Z = H(CC∗)−1/2E∗Π∗DA
,

Y = ΠDA∗ E�(B∗B)−1/2G, W = ΠDAE(CC∗)−1/2K.

Here R, H , G, and K are assumed to satisfy (7.7) with Q = IX . Since EE∗ and
E�E

∗
� are the orthogonal projections on DA and DA∗ , respectively, it is straight-

forward to check that

RX = Π∗DA∗ , RZ = Π∗DA
, Y R = ΠDA∗ , WR = ΠDA .

Thus the identities in (1.5) are satisfied with R in place of T .
Next, put x0 = ΠDA∗ X and z0 = ΠDAZ. Using KerB∗ = D⊥A∗ and KerC =

D⊥A one computes that

(E∗�Π∗DA∗ )x0 = (B∗B)−1/2(B∗F )(B∗B)−1/2(E∗�Π∗DA∗ ),

(E∗Π∗DA
)z0 = (CC∗)−1/2(CH)(CC∗)−1/2(E∗Π∗DA

).

Notice that E∗�Π∗DA∗ is a unitary operator from DA∗ onto U and E∗Π∗DA
is a

unitary operator from DA onto Y. It follows that x0 is invertible if and only if
B∗F is invertible, and z0 is invertible if and only if CH is invertible. According
to our hypotheses (with Q = IX ) one of the operators B∗F and CH is invertible,
and hence the same holds true for one of the operators x0 and z0. Thus we can
apply Theorem 1.1 (with R in place of T ) to show that R is invertible. Moreover
in this case (1.6) transforms into (7.8). Thus Theorem 7.1 is proved for the case
when Q = IX .
Part 2. In this part we prove Theorem 7.1 by reduction to the case when Q = IX .
Put

Ã = Q1/2AQ−1/2, B̃ = Q1/2B, C̃ = CQ−1/2,

R̃ = Q−1/2RQ−1/2, Ψ̃ = Q−1/2Ψ, Υ̃ = ΥQ−1/2.

Then Ã is exponentially stable and R̃ satisfies the Stein equation

R̃− Ã∗R̃Ã = Ψ̃C̃ + C̃∗Υ̃.

Moreover

I − Ã∗Ã = C̃∗C̃ where C̃ : X → Y is onto, (7.11)

I − ÃÃ∗ = B̃B̃∗ where B̃ : U → X is one-to-one
and has closed range. (7.12)

Thus we are in the setting of the previous part. Put

F̃ = Q1/2F, G̃ = GQ1/2, H̃ = Q1/2H, K̃ = KQ1/2.

Then

R̃F̃ = B̃, R̃H̃ = C̃∗, G̃R̃ = B̃∗, K̃R̃ = C̃,

B̃∗F̃ = B∗QF, G̃B̃ = GQB, C̃H̃ = CH, K̃C̃∗ = KC∗.
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From these identities and the result of the previous part, it follows that B∗QF is
invertible if and only if CH is invertible. Now assume that one of the operators
B∗QF and CH is invertible. Then one of operators B̃∗F̃ and C̃H̃ is invertible,
and from what has been proved in the previous part we know that R̃ is invertible
and

R̃−1 =
∞∑

n=0

Ãn
(
F̃ (B̃∗F̃ )−1G̃− ÃH̃(C̃H̃)−1K̃Ã∗

)
Ã∗n.

It is then clear that R is invertible and that R−1 is given by (7.8). �
Notice that apart from the given operators A and C, Theorem 7.1 also re-

quires the operator B which involves the inverse of Q. In some cases, for instance
when the spaces X and Y are finite dimensional, one can construct a B satisfying
(7.3) without inverting Q. This fact will be illustrated by the next example, which
is also presented to illustrate Theorem 7.1.

Example. Consider the n× n matrix

R =

⎡⎢⎢⎢⎢⎣
ψ1c1 + c1υ1

1− α1α1
· · · ψ1cn + c1υn

1− α1αn
... · · ·

...
ψnc1 + cnυ1

1− αnα1
· · · ψncn + cnυn

1− αnαn

⎤⎥⎥⎥⎥⎦ .

Here α1, . . . , αn are distinct complex numbers in the open unit disc D, while
c1, . . . , cn are non-zero complex numbers, and ψ1, . . . , ψn and υ1, . . . , υn are ar-
bitrary complex numbers. We shall use Theorem 7.1 to show that R is invertible
whenever certain equations are solvable and to compute its inverse.

First we show that R satisfies the Stein equation

R−A∗RA = ΨC + C∗Υ,

with A, C, Ψ, and Υ being given by

A =

⎡⎢⎢⎢⎣
α1 0 · · · 0
0 α2 · · · 0
...

...
. . .

...
0 0 0 αn

⎤⎥⎥⎥⎦ , Ψ =

⎡⎢⎢⎢⎣
ψ1

ψ2

...
ψn

⎤⎥⎥⎥⎦ ,

C =
[
c1 c2 · · · cn

]
,

Υ =
[
υ1 υ2 · · · υn

]
.

In this setting X = Cn and Y = C. Note A is stable because all αj are inside D.
In this case

Q =
∞∑

ν=0

A∗ νC∗CAν =

⎡⎢⎢⎢⎢⎣
c1c1

1− α1α1
· · · c1cn

1− α1αn
... · · ·

...
cnc1

1− αnα1
· · · cncn

1− αnαn

⎤⎥⎥⎥⎥⎦ .
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The fact that α1, . . . , αn are distinct numbers in D and the fact that all numbers
c1, . . . , cn are non-zero together imply that Q is strictly positive.

Lemma 7.2. A matrix B of size n× 1 satisfying Q−1 − AQ−1A∗ = BB∗ is given
by

B =

⎡⎢⎢⎢⎣
b1

b2

...
bn

⎤⎥⎥⎥⎦ , bj =
1− |αj |2

cjmj
, mj =

∏
k �=j

αj − αk

1− ᾱkαj
(1 ≤ j ≤ n).

Proof. Let m be the Blaschke product whose zero’s are given by the distinct num-
bers ᾱ1, . . . , ᾱn, that is,

m(λ) =
n∏

k=1

λ− ᾱk

1− αkλ
. (7.13)

Notice that m admits a partial series expansion of the form:

m(λ) = m(0) + λ

n∑
j=1

(1− |αj |)2
mj(1 − αjλ)

, (7.14)

where mj is the complex number defined by

mj =
∏
k �=j

αj − αk

1− ᾱkαj
(j = 1, 2, . . . , n) . (7.15)

Using our definition of b1, . . . , bn, we see that

m(λ) = m(0) + λ
n∑

j=1

cjbj

(1 − αjλ)
. (7.16)

Set D = m(0) = (−1)n
∏n

j=1 ᾱj . Then using the partial fraction expansion in
(7.16), it is easy to verify that {A , B , C , D} is a realization of m, that is,

m(λ) = D + λC(I − λA)−1B . (7.17)

Since the dimension of the state equals n, the degree of the Blaschke product,
{A, B, C, D} is a minimal realization. Hence {A, B, C, D} is a controllable and ob-
servable realization of m. Because m is an inner function and {A, B, C, D} is mini-
mal, it follows from the theory of unitary realizations (see, e.g., Sections XXVIII.2
and XXVIII.2 in [9]) that Q is the observability Gramian for {C, A} if and only if
Q−1 is the controllability Gramian for {A, B}. Therefore B satisfies the equation
Q−1 = AQ−1A∗ + BB∗. �
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We are now ready to apply Theorem 7.1. Assume that there exist matrices

F =

⎡⎢⎢⎢⎣
f1

f2

...
fn

⎤⎥⎥⎥⎦ , H =

⎡⎢⎢⎢⎣
h1

h2

...
hn

⎤⎥⎥⎥⎦ , G =
[
g1 g2 · · · gn

]
,

K =
[
k1 k2 · · · kn

]
,

satisfying the equations

RF = QB, RH = C∗, GR = B∗Q, and KR = C. (7.18)

Then, according to Theorem 7.1, the matrix R is invertible if and only if

γ1 = B∗QF =
n∑

p,q=1

b̄pc̄pcqfq

1− ᾱpαq
�= 0 and γ2 = CH =

n∑
ν=1

cνhν �= 0.

In this case, by (7.8), the inverse of R is given by

R−1 =
1
γ1

M1 −
1
γ2

M2,

where

M1 =
∞∑

ν=0

AνFGA∗ ν =

⎡⎢⎢⎢⎢⎣
f1g1

1− α1α1
· · · f1gn

1− α1αn
... · · ·

...
fng1

1− αnα1
· · · fngn

1− αnαn

⎤⎥⎥⎥⎥⎦ ,

M2 =
∞∑

ν=1

AνHKA∗ ν =

⎡⎢⎢⎢⎢⎣
α1h1k1α1

1− α1α1
· · · α1h1knαn

1− α1αn
... · · ·

...
αnhnk1α1

1− αnα1
· · · αnhnknαn

1− αnαn

⎤⎥⎥⎥⎥⎦ .
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A Spectral Weight Matrix for a
Discrete Version of Walsh’s Spider

F. Alberto Grünbaum

Abstract. We consider a discrete space version of Walsh’s spider, see [W]
as well as [ES] and its references. This process can be seen as an instance
of a quasi-birth-and-death process, a class of random walks for which the
classical theory of Karlin and McGregor can be nicely adapted as in [DRSZ],
[G1, G2] and [GdI]. We give here a simple expression for a family of weight
matrices that make the corresponding matrix-valued orthogonal polynomials
orthogonal to each other.

Mathematics Subject Classification (2000). 33C45, 22E45.

Keywords. Matrix-valued orthogonal polynomials, Karlin–McGregor repre-
sentation.

1. Birth-and-death processes and orthogonal polynomials

If P denotes the one-step transition probability matrix for a birth and death process
on the non-negative integers

P =

⎛⎜⎜⎜⎝
r0 p0 0 0
q1 r1 p1 0
0 q2 r2 p2

. . . . . . . . .

⎞⎟⎟⎟⎠
there is a powerful tool to analyze the random walk in question, [KMcG] as well
as [vD, ILMV].

The author was supported in part by NSF Grant DMS-0603901.
Communicated by L. Rodman.
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If one introduces the polynomials Qj(x) by the conditions Q−1(0) = 0,
Q0(x) = 1 and using the notation

Q(x) =

⎛⎜⎝Q0(x)
Q1(x)

...

⎞⎟⎠
one insists on the recursion relation

PQ(x) = xQ(x)

one proves the existence of a unique measure ψ(dx) supported in [−1, 1] such that

πj

∫ 1

−1

Qi(x)Qj(x)ψ(dx) = δij

and one gets the Karlin–McGregor representation formula

(Pn)ij = πj

∫ 1

−1

xnQi(x)Qj(x)ψ(dx).

Many probabilistic properties of the walk are reflected in the measure that
appears above. For instance the process is recurrent exactly when the integral∫ 1

−1

ψ(dx)
1− x

diverges. The process returns to the origin in a finite expected time when the
measure has a mass at x = 1. The existence of

lim
n→∞(Pn)ij

is equivalent to ψ(dx) having no mass at x = −1.
In some cases all these quantities can be computed explicitly.
As an example suppose that we have r1 = r2 = · · · = 0, q1 = q2 = · · · = q

and p1 = p2 = · · · = p, with 0 ≤ p ≤ 1 and q = 1− p.
One can show that

Qj(x)=
(

q

p

)j/2[
2(p0−p)/p0Tj(x∗)+(2p−p0)/p0Uj(x∗)−r0/p0(p/q)1/2Uj−1(x∗)

]
where Tj and Uj are the Chebyshev polynomials of the first and second kind, and
x∗ = x/(2

√
pq). The polynomials Qj(x) are orthogonal with respect to a spectral

measure in the interval [−1, 1] which can also be determined explicitly.
In the very special case when r0 = 0, p0 = 1 (i.e., a reflecting boundary

condition) one has the following dichotomy, illustrating the relation mentioned
earlier.

If p ≥ 1/2 we have(
p

1− p

)n ∫ √
4pq

−√4pq

Qn(x)Qm(x)

√
4pq − x2

1− x2
dx = δnm

{
2(1− p)π, n = 0
2p(1− p)π, n ≥ 1
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while if p ≤ 1/2 we get a new phenomenon, namely the presence of point masses
in the spectral measure(

p

1− p

)n
[∫ √

4pq

−√4pq

Qn(x)Qm(x)

√
4pq − x2

1− x2
dx

+ (2− 4p)π[Qn(1)Qm(1) + Qn(−1)Qm(−1)]

]

= δnm

{
2(1− p)π, n = 0
2p(1− p)π, n ≥ 1.

The result above is due to S. Karlin and McGregor, who also study a few
more cases.

In the case of a birth and death process it is, of course, useful to think of a
graph like

0 1 2 3

The nodes here represent the states 0, 1, 2, . . . and the arrows go along with
the one step transition probabilities. One should imagine that the graph extends
all the way to the right.

The ideas behind the Karlin–McGregor formula seen earlier can be used to
study these more complicated random walks. This is the point of the next section.

2. Recall M.G. Krein

Given a positive definite matrix-valued smooth weight function W (x) with finite
moments, consider the skew symmetric bilinear form defined for any pair of matrix-
valued polynomial functions P (x) and Q(x) by the numerical matrix

(P, Q) = (P, Q)W =
∫

R

P (x)W (x)Q∗(x)dx,

where Q∗(x) denotes the conjugate transpose of Q(x).
It is clear that one can replace a matrix-valued measure with a nice density,

as above, by a more general measure which could contain discrete as well as con-
tinuous pieces. This is indeed the case of some of the examples discussed below,
but we retain the notation used by M.G. Krein.

By the usual Gram–Schmidt construction this leads to the existence of a
sequence of matrix-valued orthogonal polynomials with non-singular leading coef-
ficient, Pn(x) = Mnxn + Mn−1x

n−1 + · · · .
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Given an orthogonal sequence {Pn(x)}n≥0 of matrix-valued orthogonal poly-
nomials one gets by the usual argument a three term recursion relation

xPn(x) = AnPn−1(x) + BnPn(x) + CnPn+1(x), (1)

where An, Bn and Cn are matrices and the last one is non-singular. All of this is
due to M.G. Krein, see [K1, K2].

It is convenient to introduce the block tridiagonal matrix L

L =

⎛⎜⎝B0 C0

A1 B1 C1

. . . . . . . . .

⎞⎟⎠ .

This matrix will also be denoted by P specially when we have a situation
when its (scalar) entries are non-negative and possibly add up to one.

If Pi,j denotes the i, j block of P we can generate a sequence of 2× 2 matrix-
valued polynomials Qi(t) by imposing the three term recursion given above. By
using the notation of the scalar case, we would have

PQ(x) = xQ(x)

where the entries of the column vector Q(x) are now 2× 2 matrices.
Proceeding as in the scalar case, this relation can be iterated to give

PnQ(x) = xnQ(x)

and if we assume the existence of a weight matrix W (x) as in Krein’s theory, with
the property

(Qj , Qj)δi,j =
∫

R

Qi(x)W (x)Q∗j (x)dx,

it is then clear that one can get an expression for the (i, j) entry of the block
matrix Pn that would look exactly as in the scalar case, namely

(Pn)ij(Qj , Qj) =
∫

xnQi(x)W (x)Q∗j (x)dx.

These expressions were given first in [DRSZ] and then (independently) in [G1].

Just as in the scalar case, this expression becomes useful when we can get
our hands on the matrix-valued polynomials Qi(x) and the orthogonality measure
W (x).

Notice that we have not discussed conditions on the matrix P to give rise to
such a measure. One can see that this is just the condition that the matrix P should
be block-symmetrizable, i.e., a matrix version of the old reversibility condition, but
with the positive scalars πi being replaced by positive matrices.
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3. The first example

The spectral theory of a scalar double-infinite tridiagonal matrix leads naturally
to a 2×2 semi-infinite matrix, as was already recognized by Karlin and McGregor.

The example of random walk on the integers, in Karlin–McGregor. The prob-
abilities of going right or left are p and q, p + q = 1.

L =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 q p 0 0 0 . . . . . . . . .
p 0 0 q 0 0 . . . . . . . . .
q 0 0 0 p 0 . . . . . . . . .
0 p 0 0 0 q . . . . . . . . .
0 0 q 0 0 0 p 0 . . .
0 0 0 p 0 0 0 q . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

In this case, as already pointed out by [KMcG], see also [G1, DRSZ], the
weight matrix is given as follows: In the interval |x| ≤ √4pq one has for its density
W (x) the expression

1√
4pq − x2

(
1 x/2q

x/2q p/q

)
.

One can use the method described above to obtain a complete description of
the orthogonality measure for situations obtained by modifying simpler ones.

An interesting collection of such examples is given in the original paper of
Karlin and McGregor.

The following example is not included in their paper. Other examples that
can be obtained by modifying simpler ones are given below.

4. Random walk with an attractive force

A modification of the example in Karlin–McGregor with probabilities p of going
away from the center (one should imagine it located at 1/2) and q of going towards
the center, p + q = 1.

L =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 q p 0 . . . . . . . . . . . . . . .
q 0 0 p . . . . . . . . . . . . . . .
q 0 0 0 p 0 . . . . . . . . .
0 q 0 0 0 p . . . . . . . . .
0 0 q 0 0 0 p 0 . . .
0 0 0 q 0 0 0 p . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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In this case, the weight matrix is given as follows: In the interval |x| ≤ √4pq
one has for its density W (x) the expression√

4pq − x2

1− x2

(
1 x
x 1

)
and if p < 1/2 one adds the “point masses”

(1− 2p)π
[(

1 −1
−1 1

)
δ−1 +

(
1 1
1 1

)
δ1

]
.

It is reasonable to consider this example as a discrete analog of the problem
for a one-dimensional Schrödinger equation with a potential given by a scalar
multiple of the absolute value of x. We have not seen this problem discussed in the
literature, although a complete solution should be around in terms of appropriate
Airy functions.

5. Allowing for a “defect” at the origin

We consider a modification of the previous example where at the origin, the prob-
abilities of a right or left transitions are given by the non-negative quantities x1

and x2, such that x1 + x2 = 1.
The corresponding block tridiagonal transition probability matrix is given by

L =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 x2 x1 0 . . . . . . . . . . . . . . .
q 0 0 p . . . . . . . . . . . . . . .
q 0 0 0 p 0 . . . . . . . . .
0 q 0 0 0 p . . . . . . . . .
0 0 q 0 0 0 p 0 . . .
0 0 0 q 0 0 0 p . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

In this case the weight matrix has a density supported in the interval |t| ≤√
4pq and given by

W =

√
4pq − x2

1− x2

(
p(1− x1) p(1− x1)x
p(1− x1)x (1 − p)x1 + (p− x1)x2

)
.

If p < 1/2 one needs to add “point masses” as given below

p(1− x1)(1− 2p)π
[(

1 −1
−1 1

)
δ−1 +

(
1 1
1 1

)
δ1

]
.
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6. An assortment of graphs

In queueing theory people consider discrete time Markov chains where the sate
space is given by pairs of integers (n, i) with n = 0, 1, 2, . . . and i between 1 and a
fixed m. The first coordinate is called the level and the second one the phase of the
sate (n, j). One is then led to consider a block tridiagonal matrix as the one step
transition probability of the Markov chain if transitions in one step are restricted
to states in the same level or in the two adjacent levels. This is a natural area to
look for useful applications of the theory of matrix-valued orthogonal polynomials.

For a good reference to the queueing models, where these models are called
Quasi-birth-and-death process, QBD, see [BB, LR, N, LPT, G2].

I have recently studied a rather complicated QBD process, see [GdI], where
we manage to find the orthogonal (matrix-valued) polynomials, the orthogonal-
ity matrix-valued measure, and most surprisingly we find explicitly the invariant
measure for the process in question. Another paper where a similar type of study
is made is [DRSZ]. In this paper the authors study a number of previously known
examples and they consider a new one, depicted by the network of the type given
below, where each of the arms extends to infinity

I will analyze this network in the next section. The results that I get are
different from those reported in [DRSZ].

It is not obvious how to make such a network into one that can be analyzed
by means of matrix-valued orthogonal polynomials, but this can be done, as shown
nicely in [DRSZ], and in this fashion one can start to analyze many complicated
direct as well as inverse problems for large classes of networks.
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A good example of a network that one would like to analyze with these
methods is given below, where once again the external arms extend to infinity.

7. Spider or star graphs

For a spider or star graph as considered in [DRSZ] and depicted earlier on in this
paper (in the case of N = 3) one has a center node and N legs that extend to
infinity. If drawn properly the nodes on these legs form a sequence of concentric
circles centered at the center node. This is clearly a discrete version of the spiders
considered by J.B. Walsh, [W, ES].

It is convenient to label the center node as 1 and the N nodes on the first
circle as 2, 3, . . . , N + 1 in a counter-clockwise fashion. The N nodes in the second
circle centered at the origin are labelled as N + 2, N + 3, . . . , 2N + 1, etc. . . . The
transition probabilities from the center node to each one of the nodes on the first
circle are denoted by x2, x3, . . . , xN , x1.

For each node that is not the center node, and therefore lies on one of the legs
of the graph, the probability of getting closer to the center node, while remaining
on the same leg, is given by the common value q while the probability of a transition
moving one step away from the center node, while staying on the same leg, is given
by the common value p = 1− q.
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It is now convenient to consider N ×N matrix-valued orthogonal polynomi-
als resulting from a block tridiagonal matrix with blocks given by the following
expressions

B0 =

⎛⎜⎜⎜⎜⎜⎝
0 x2 x3 . . . xN

q 0 0 0
q
...
q

⎞⎟⎟⎟⎟⎟⎠ , C0 =

⎛⎜⎜⎜⎜⎜⎝
x1 0 0 . . . 0
0 p

p
. . .

0 0 0 . . . p

⎞⎟⎟⎟⎟⎟⎠
and

AI ≡ qI, i ≥ 1; Bi = 0I, i ≥ 1; Ci = pI, i ≥ 1.

We move now to the task of finding an N×N matrix-valued weight that makes
the corresponding polynomials, obtained from the recursion relation mentioned
at the beginning of the paper, orthogonal. For this purpose it is convenient to
introduce a certain collection of matrices. For simplicity assume from now on that
N > 3. This will guarantee that all the matrices introduced below will enter as
ingredients in the weight matrix we are about to construct. The case N = 2 was
considered earlier on, and the case N = 3 fits the treatment below, with obvious
adjustments.

For a spider graph with N legs we need to consider the following N × N
matrix

M ≡
√

4pq − x2

1− x2

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎜⎝
1 0 0 . . . 0
0 1 1 . . . 1
0 1 1 . . . 1

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .
0 1 1 . . . 1

⎞⎟⎟⎟⎟⎟⎟⎠ + x

⎛⎜⎜⎜⎜⎜⎜⎝
0 1 1 . . . 1
1 0 0 . . . 0
1 0 0 . . . 0

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .
1 0 0 . . . 0

⎞⎟⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

+
√

4pq − x2
(x1 − p)

px2
2

⎛⎜⎜⎜⎜⎜⎜⎝
0 0 0 . . . 0
0 2x2 + x1 − 1 x2 . . . x2

0 x2 0 . . . 0
0 x2 0 . . . 0

. . . . . . . . . . . . . . .
0 x2 0 . . . 0

⎞⎟⎟⎟⎟⎟⎟⎠

+ (1− 2p)π

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎜⎝
1 −1 −1 . . . −1
−1 1 1 . . . 1
−1 1 1 . . . 1
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
−1 1 1 . . . 1

⎞⎟⎟⎟⎟⎟⎟⎠ δ−1 +

⎛⎜⎜⎜⎜⎜⎜⎝
1 1 1 . . . 1
1 1 1 . . . 1
1 1 1 . . . 1

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .
1 1 1 . . . 1

⎞⎟⎟⎟⎟⎟⎟⎠ δ1

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
.
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We need to consider for each i ∈ {3, . . . , N} the matrices Mi obtained by
multiplying the scalar quantity

√
4pq − x2 by the matrix Mi given by

2
↓

i
↓

Mi ≡

2→

i→

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 . . . 0 0 0 . . .

0 x2
i

x2
2

0 . . . 0 − xi

x2
0 . . .

0 0 0 . . . 0 0 0 . . .
0 0 0 . . . 0 0 0 . . .
0 − xi

x2
0 . . . 0 1 0 . . .

0 0 0 . . . 0 0 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 0 0 . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Finally for each pair (i, j) where both i and j (i < j) come from the set
{3, . . . , N} we need to consider the matrix obtained by multiplying the scalar
quantity

√
4pq − x2 by the matrix Mij given by

2
↓

i
↓

j
↓

Mij ≡

2→

i→

j →

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 . . . 0 . . . 0 . . .

0 2xixj

x2
2

0 . . . − xj

x2
. . . − xi

x2
. . .

. . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . .
0 −xj

x2
0 . . . 0 . . . 1 . . .

. . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . .
0 − xi

x2
0 . . . 1 . . . 0 . . .

. . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

If, using standard practice, we denote by Eij the N × N matrix with a one
in the (i, j) entry and all zeros everywhere else, we can write

Mi =
x2

i

x2
2

E22 −
xi

x2
(E2i + Ei2) + Eii

for i ∈ {3, . . . , N} and

Mij = 2
xixj

x2
2

E22 −
xj

x2
(E2i + Ei2)−

xi

x2
(E2j + Ej2) + (Eij + Eji)

for distinct (i, j) in {3, . . . , N}.
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The matrix M is now written as

M =

√
4pq − x2

1− x2

⎧⎨⎩
⎛⎝E11 +

∑
{i,j}∈{2,...,N}

Eij

⎞⎠ + x

N∑
i=1

(E1i + Ei1)

⎫⎬⎭
+

√
4pq − x2

(x1 − p)
px2

2

(
(2x2 + x1 − 1)E22 +

N∑
i=3

(E2i + Ei2)

)

+ (1− 2p)π

⎧⎨⎩
⎛⎝E11 −

N∑
i=2

(E1i + Ei1) +
∑

{i,j}∈{2,...,N}
Eij

⎞⎠ δ−1

+

⎛⎝ ∑
{i,j}∈{1,2,...,N}

Eij

⎞⎠ δ1

⎫⎬⎭ .

In terms of these matrices the weight of interest is

M +
√

4pq − x2

N∑
i=3

ciMi +
√

4pq − x2
∑

i<j∈{3,...,N}
cijMij .

where the coefficients ci and cij are picked according to the recipe

ci =
(

1
p − 1

)
1
xi
− 1

p i ∈ {3, . . . , N}
cij ≡ − 1

p
i, j ∈ {3, . . . , n} and i < j.

In the case when p ≥ 1
2 we leave out the last term in the matrix M , dealing

with point masses at x = ±1.

8. The invariant measure

We observe that the matrix-valued squared norms of the successive polynomials
with respect to this measure happen to be diagonal. This, as seen for instance in
[GdI], allows one to come up with a very good candidate for an invariant measure
for the process.

References

[BB] Basu, S., and Bose, N.K., Matrix Stieltjes series and network models, SIAM J.
Matrix Anal. Applic. 14, No. 2 (1983), 209–222.

[DRSZ] Dette, H., Reuther, B., Studden, W. and Zygmunt, M., Matrix measures and
random walks with a block tridiagonal transition matrix, SIAM J. Matrix Anal.
Applic. 29, No. 1 (2006), 117–142.



264 F.A. Grünbaum
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Norm Inequalities for Composition Operators
on Hardy and Weighted Bergman Spaces

Christopher Hammond and Linda J. Patton

Abstract. Any analytic self-map of the open unit disk induces a bounded
composition operator on the Hardy space H2 and on the standard weighted
Bergman spaces A2

α. For a particular self-map, it is reasonable to wonder
whether there is any meaningful relationship between the norms of the corre-
sponding operators acting on each of these spaces. In this paper, we demon-
strate an inequality which, at least to a certain degree, provides an answer to
this question.

Mathematics Subject Classification (2000). 47B33.

Keywords. Composition operator, operator norm, Hardy space, weighted
Bergman spaces, Schur product.

1. Introduction

Let D denote the open unit disk in the complex plane and let ϕ be an analytic
self-map of D. If H is a Hilbert space of analytic functions on D, the composition
operator Cϕ on H is defined by the rule Cϕ(f) = f ◦ ϕ. While there are some
Hilbert spaces (the Dirichlet space, for example) on which there are unbounded
composition operators, every analytic ϕ : D → D induces a bounded operator on
all of the spaces we will be considering in this paper. Our main goal is to develop
a better sense of the relationship between the operator norms of Cϕ acting on
different spaces.

The Hilbert spaces of primary interest to us will be the Hardy space H2

and the weighted Bergman spaces A2
α. The Hardy space consists of all analytic

functions f on D such that

‖f‖2H2 = sup
0<r<1

∫ 2π

0

∣∣f(reiθ
)∣∣2 dθ

2π
<∞.

Communicated by J.A. Ball.
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This space is a Hilbert space, with inner product

〈f, g〉H2 = lim
r↑1

∫ 2π

0

f
(
reiθ

)
g
(
reiθ

) dθ

2π
.

The Hardy space can be described as a reproducing kernel Hilbert space, since for
every point λ in D there is a unique function Kλ in H2 (known as a reproducing ker-
nel function) such that 〈f, Kλ〉H2 = f(λ) for all f in H2. In the case of the Hardy
space, it is not difficult to see that Kλ(z) = 1/(1− λz) (see Corollary 2.11 in [8]).

For α > −1, the weighted Bergman space A2
α consists of all analytic f on D

such that
‖f‖2A2

α
=

∫
D

|f(z)|2(α + 1)(1− |z|2)α dA(z) <∞,

where dA signifies normalized area measure on D. The case where α = 0 is known
as the (unweighted) Bergman space, and is often denoted simply A2. For any α,
we write 〈·, ·〉A2

α
to denote the obvious inner product on A2

α. These spaces are all
reproducing kernel Hilbert spaces, with kernel functions Kα

λ (z) = 1/(1 − λz)α+2

(see Corollary 2.12 in [8] and Proposition 1.4 in [11]).
There is an obvious likeness between the reproducing kernels for H2 and the

analogous functions for A2
α. For the sake of efficiency, it will often behoove us to

write A2
−1 to denote the Hardy space H2, with K−1

λ = Kλ and 〈·, ·〉A2
−1

= 〈·, ·〉H2 .
We will state many of our results in these terms, with the understanding that the
α = −1 “weighted Bergman space” always signifies the Hardy space.

For any analytic ϕ : D→ D, we will write ‖Cϕ‖H to denote the norm of Cϕ

acting on a Hilbert space H. While it is generally not easy to calculate ‖Cϕ‖A2
α

explicitly, some concrete results are known – most notably in the case of the Hardy
space H2 (see [2], [3], [9], and [10]). Fortunately, it is not difficult to obtain sharp
upper and lower bounds for the norm of Cϕ. In particular, it is well known that(

1
1− |ϕ(0)|2

)α+2

≤ ‖Cϕ‖2A2
α
≤

(
1 + |ϕ(0)|
1− |ϕ(0)|

)α+2

(1)

for any α ≥ −1 (see Corollary 3.7 in [8] and Lemma 2.3 in [16]).
Reflecting on Equation (1), one might wonder whether there is some relation-

ship between the quantities ‖Cϕ‖A2
α

for different values of α. For example, consid-
ering α = 0 and α = −1, one might ask whether it is always the case that ‖Cϕ‖A2 =
‖Cϕ‖2H2 . While this equality does hold for some maps, it is not true in general (see
Section 4 of [4]). In this paper, we shall prove that ‖Cϕ‖A2 ≤ ‖Cϕ‖2H2 for all ϕ (see
Corollary 5), answering a question posed by the authors of [4], and derive a collec-
tion of inequalities relating to the norms of Cϕ on different spaces (see Theorem 4).

Before proceeding to our main results, we should mention a helpful fact re-
lating to composition operators and reproducing kernel functions. Let C∗ϕ denote
the adjoint of Cϕ on a particular space A2

α; it is a simple exercise to show that
C∗ϕ

(
Kα

λ

)
= Kα

ϕ(λ) for any λ in D (see Theorem 1.4 in [8]). This observation will
provide exactly the information we need to compare the action of Cϕ on different
spaces.
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2. Positive semidefinite matrices

Let Λ = {λm}∞m=1, a sequence of distinct points in D, be a set of uniqueness for
the collection of analytic functions on D. In other words, the zero function is the
only analytic f with f(λm) = 0 for all m. (For example, Λ could be any sequence
with a limit point inside D.) The span of the kernel functions

{
Kα

λm

}∞
m=1

is dense
in every space A2

α, since any function orthogonal to each Kα
λm

must be identically
0. For the duration of this paper, we will assume that such a sequence Λ has been
fixed.

Consider an analytic map ϕ : D → D. For a positive constant ν, a natural
number n, and real number α ≥ −1, define the n× n matrix

M(ν, n, α) =

[
ν2

(1− λjλi)α+2
− 1

(1 − ϕ(λj)ϕ(λi))α+2

]n

i,j=1

.

Recall that an n × n matrix A is called positive semidefinite if 〈Ac, c〉 ≥ 0 for
all c in Cn, where 〈·, ·〉 denotes the standard Euclidean inner product. Any such
matrix must necessarily be self-adjoint. We often write A ≥ 0 to denote A being
positive semidefinite; for self-adjoint matrices A and B, we write A ≥ B to denote
A − B being positive semidefinite. The following proposition relates ‖Cϕ‖A2

α
to

the positive semidefiniteness of M(ν, n, α).

Proposition 1. Let ϕ be an analytic self-map of D and ν be a positive constant.
Then, for any α ≥ −1, the matrix M(ν, n, α) is positive semidefinite for all natural
numbers n if and only if ‖Cϕ‖A2

α
≤ ν.

Proof. Assume first that ‖Cϕ‖A2
α
≤ ν, from which it follows that ‖C∗ϕ‖A2

α
≤ ν. In

other words,
‖C∗ϕ(f)‖2A2

α
≤ ν2‖f‖2A2

α
(2)

for all f in A2
α. Let n be any natural number and c1, . . . , cn be complex numbers,

and take f = c1K
α
λ1

+ · · · + cnKα
λn

. If we substitute this function into inequality
(2), remembering that C∗ϕ(Kα

λ ) = Kα
ϕ(λ), we obtain

‖c1K
α
ϕ(λ1)

+ · · ·+ cnKα
ϕ(λn)‖2A2

α
≤ ν2‖c1K

α
λ1

+ . . . + cnKα
λn
‖2A2

α
,

from which it follows that
n∑

i=1

n∑
j=1

cicj

〈
Kα

ϕ(λj), K
α
ϕ(λi)

〉
A2

α

≤
n∑

i=1

n∑
j=1

ν2cicj

〈
Kα

λj
, Kα

λi

〉
A2

α

,

and thus
n∑

i=1

n∑
j=1

cicj

(
ν2

(1− λjλi)α+2
− 1

(1 − ϕ(λj)ϕ(λi))α+2

)
≥ 0. (3)

Inequality (3) is exactly the statement that M(ν, n, α) is positive semidefinite.
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For the converse, assume that M(ν, n, α) is positive semidefinite for all nat-
ural numbers n. Hence inequality (3) holds for all n, which in turn implies that

‖c1K
α
ϕ(λ1)

+ · · ·+ cnKα
ϕ(λn)‖2A2

α
≤ ν2‖c1K

α
λ1

+ · · ·+ cnKα
λn
‖2A2

α
(4)

for any n and any complex constants c1, . . . , cn. Now let f be an arbitrary ele-
ment of A2

α. Since Λ is a set of uniqueness, the span of
{
Kα

λn

}∞
n=1

is dense in
A2

α. Hence there exists a sequence {fm}∞m=1 that converges to f in norm, where
each fm is a finite linear combination of these kernel functions. Line (4) implies
that ‖C∗ϕ(fm)‖2A2

α
≤ ν2‖fm‖2A2

α
for all m. Letting m go to infinity, we see that

‖C∗ϕ(f)‖2A2
α
≤ ν2‖f‖2A2

α
, from which it follows that ‖Cϕ‖A2

α
= ‖C∗ϕ‖A2

α
≤ ν. �

In other words, Proposition 1 states that ‖Cϕ‖A2
α
≤ ν exactly when

κ(λ, z) =
ν2

(1− λz)α+2
− 1

(1− ϕ(λ)ϕ(z))α+2

is a positive semidefinite kernel on the unit disk.
Before proceeding to our main results, we need the following lemma relating

to positive semidefinite matrices.

Lemma 2. Let n be a natural number and λ1, . . . , λn be a finite collection of (not
necessarily distinct) points in D. Any matrix of the form

M =
[

1
(1− λjλi)ρ

]n

i,j=1

,

for any real number ρ ≥ 1, must be positive semidefinite.

Proof. Let α = ρ− 2, so that α ≥ −1. Taking c = (c1, . . . , cn) ∈ Cn, we see that

〈Mc, c〉 =
n∑

i=1

n∑
j=1

cicj

(1− λjλi)α+2
=

〈
n∑

j=1

cjK
α
λj

,
n∑

i=1

ciK
α
λi

〉
A2

α

≥ 0,

from which our assertion follows. �
As a consequence of Lemma 2, we see that any matrix of the form[

1
(1− ϕ(λj)ϕ(λi))ρ

]n

i,j=1

,

where ϕ is a self-map of D, must also be positive semidefinite.

3. Norm inequalities

The proof of our major theorem relies heavily on the use of Schur products. Recall
that, for any two n× n matrices A = [ai,j ]

n
i,j=1 and B = [bi,j ]

n
i,j=1, the Schur (or

Hadamard) product A ◦ B is defined by the rule A ◦ B = [ai,jbi,j ]
n
i,j=1. In other

words, the Schur product is obtained by entrywise multiplication. A proof of the
following result appears in Section 7.5 of [12].
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Proposition 3 (Schur Product Theorem). If A and B are n×n positive semidefinite
matrices, then A ◦B is also positive semidefinite.

We are now in position to state our main result, a theorem that allows us to
compare the norms of Cϕ on certain spaces.

Theorem 4. Take β ≥ α ≥ −1 and let ϕ be an analytic self-map of D. Then

‖Cϕ‖A2
β
≤ ‖Cϕ‖γA2

α
(5)

whenever the quantity γ = (β + 2)/(α + 2) is an integer.

Proof. Assume that γ = (β +2)/(α+2) is an integer. Fix a natural number n and
let i, j ∈ {1, . . . , n}. A difference of powers factorization shows that

‖Cϕ‖2γ
A2

α

(1− λjλi)β+2
− 1

(1− ϕ(λj)ϕ(λi))β+2

=

(
‖Cϕ‖2A2

α

(1− λjλi)α+2
− 1

(1− ϕ(λj)ϕ(λi))α+2

)

·
(

γ−1∑
k=0

‖Cϕ‖2k
A2

α

(1− λjλi)(α+2)k(1− ϕ(λj)ϕ(λi))(α+2)(γ−1−k)

)
.

Since the preceding equation holds for all i and j, we obtain the following matrix
equation:

M(‖Cϕ‖γA2
α
, n, β) =

M(‖Cϕ‖A2
α
, n, α) ◦

γ−1∑
k=0

[
‖Cϕ‖2k

A2
α

(1 − λjλi)(α+2)k(1 − ϕ(λj)ϕ(λi))(α+2)(γ−1−k)

]n

i,j=1

(6)

where ◦ denotes the Schur product. The matrix M(‖Cϕ‖A2
α
, n, α) is positive semi-

definite by Proposition 1. Lemma 2, together with the Schur Product Theorem,
dictates that every term in the matrix sum on the right-hand side of (6) is pos-
itive semidefinite, so the sum itself is positive semidefinite. Therefore the Schur
Product Theorem shows that M(‖Cϕ‖γA2

α
, n, β) must also be positive semidefinite.

Since this assertion holds for every natural number n, Proposition 1 shows that
‖Cϕ‖A2

β
≤ ‖Cϕ‖γA2

α
. �

Taking α = −1 and α = 0, we obtain the following corollaries.

Corollary 5. Let ϕ be an analytic self-map of D. Then

‖Cϕ‖A2
β
≤ ‖Cϕ‖β+2

H2

whenever β is a non-negative integer. In particular, ‖Cϕ‖A2 ≤ ‖Cϕ‖2H2 .
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Corollary 6. Let ϕ be an analytic self-map of D. Then

‖Cϕ‖A2
β
≤ ‖Cϕ‖(β+2)/2

A2

whenever β is a positive even integer.

Corollary 5 is particularly useful since, as we have already mentioned, more
is known about the norm of Cϕ on H2 than on any other space. Hence any result
pertaining to ‖Cϕ‖H2 can be translated into an upper bound for ‖Cϕ‖A2

β
. The

significance of Corollary 6 will become apparent in the next section.
There are certainly instances of analytic ϕ : D→ D for which there is equality

in line (5) for all α and β. If ϕ(0) = 0, for example, then line (1) shows that
‖Cϕ‖A2

α
= 1 for all α. A slightly less trivial class of examples are the maps ϕ(z) =

sz + t, where s and t are complex numbers with |s|+ |t| ≤ 1. Combining results of
Cowen [5] and Hurst [14], we see that

‖Cϕ‖A2
α

=

(
2

1 + |s|2 − |t|2 +
√

(1− |s|2 + |t|2)2 − 4|t|2

)(α+2)/2

for any α ≥ −1. On the other hand, as noted in [4], there are cases where the
inequality in (5) is strict, at least for some choices of α and β. For example, if ϕ
is a non-univalent inner function that does not fix the origin, Theorem 3.3 in [4]
shows that ‖Cϕ‖A2

β
< ‖Cϕ‖β+2

H2 for all β > −1.

4. Open questions

The major unanswered question, of course, is whether the conclusion of Theorem
4 still holds when the quantity γ is not an integer. In particular, one might wonder
whether Corollary 6 can be extended to odd values of β.

The proof of Theorem 4 cannot be automatically extended to non-integer
values of γ, since the Schur Product Theorem cannot be generalized to non-integer
entrywise powers. If A = [ai,j ]

n
i,j=1 is self-adjoint, the entrywise (or Hadamard)

power A◦,γ is defined by the rule A◦,γ =
[
aγ

i,j

]n

i,j=1
, where the arguments of the

entries of A are chosen consistently so that all of the matrix powers are self-adjoint.
It turns out that the condition A ≥ 0 does not imply that A◦,γ ≥ 0 for non-integer
values of γ. (If a matrix A does have the special property that A◦,γ ≥ 0 for all
γ ≥ 0, then A is called infinitely divisible. A necessary and sufficient condition
for this property is discussed in Section 6.3 of [13].) The proof of Theorem 4
essentially involves using the Schur Product Theorem to show that A ≥ B ≥ 0
implies A◦,k ≥ B◦,k whenever k is a positive integer. Little seems to be known,
however, about conditions on A and B which would guarantee that A ≥ B ≥ 0
implies A◦,γ ≥ B◦,γ for all γ ≥ 1. Such conditions could help determine to what
extent Theorem 4 can be generalized.

Taking a different point of view, one might try to “fill in the gaps” of Theorem
4 using some sort of interpolation argument (such as Theorem 1.1 in [15]). While
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such techniques initially appear promising, they generally involve working with
Hilbert spaces that have equivalent norms to the spaces in which we are interested.
Hence such an approach cannot be applied to any question that deals with the
precise value of an operator norm.

It might be helpful to recast this question in terms of the relationship between
the norm of a composition operator and the property of cosubnormality (that is,
the adjoint of the operator being subnormal). Based on the scant evidence we have
(see [2] and [3]), one might conjecture that, for any univalent ϕ with Denjoy–Wolff
point on ∂D, the norm of Cϕ equals its spectral radius on A2

α if and only if Cϕ

is cosubnormal on that space. If that conjecture were accurate, then Corollary 6
would not hold for odd values of β.

In particular, consider the maps of the form

ϕ(z) =
(r + s)z + 1− s

r(1 − s)z + 1 + sr
(7)

for −1 ≤ r ≤ 1 and 0 < s < 1, a class introduced by Cowen and Kriete [7].
Richman [16] showed that Cϕ is cosubnormal on A2 precisely when −1/7 ≤ r ≤ 1.
On the other hand, he showed in [17] that Cϕ is cosubnormal on A2

1 if and only if
0 ≤ r ≤ 1. Take, for example,

ϕ(z) =
7

8− z
,

which corresponds to (7) with r = −1/7 and s = 1/7. We know that Cϕ is
cosubnormal on A2, which means that its norm on A2 is equal to its spectral
radius, which is ϕ′(1)−1 = 7. On the other hand, Cϕ is not cosubnormal on A2

1, so
it is possible that its norm on that space might exceed its spectral radius, which is
73/2. If that were the case, then Corollary 6 – and hence Theorem 4 – would not
be valid for intermediate spaces. We have attempted (in the spirit of [1]) to show
that ‖Cϕ‖A2

1
> 73/2 through a variety of numerical calculations, all of which have

been inconclusive.
The following result, a sort of “cousin” to our Theorem 4, may also be relevant

to the question at hand:

Theorem 7 (Cowen [6]). Take β ≥ α ≥ −1 and let ϕ be an analytic self-map of D.
Suppose that γ = (β + 2)/(α + 2) is an integer. If Cϕ is cosubnormal on A2

α, then
it is also cosubnormal on A2

β.

Cowen only stated this result for α = −1, but an identical argument works
for α > −1. The proof makes use of the Schur Product Theorem in a similar
fashion to that of Theorem 4. Moreover, we know that the result does not hold
for intermediate spaces. For example,

ϕ(z) =
7

8− z
,

induces a cosubnormal composition operator on A2, and hence on A2
2, but not on

the space A2
1.
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Theory vs. Experiment:
Multiplicative Inequalities for the
Numerical Radius of Commuting Matrices

John Holbrook and Jean-Pierre Schoch

Dedicated to Leiba Rodman on the occasion of his 60th birthday

Abstract. Under what conditions does the inequality w(TS) ≤ w(T )‖S‖, or
the stronger w(TS) ≤ w(T )w(S), hold? Here w(T ) denotes the numerical ra-
dius max{|(Tu, u)| : ‖u‖ = 1} of the matrix T and ‖S‖ is the operator norm;
we assume that T and S are commuting n×n matrices. The questions posed
above have a long history in matrix analysis and this paper provides new
information, combining theoretical and experimental approaches. We study
a class of matrices with simple structure to reveal a variety of new coun-
terexamples to the first inequality. By means of carefully designed computer
experiments we show that the first inequality may fail even for 3×3 matrices.
We also obtain bounds on the constant that must be inserted in the second
inequality when the matrices are 3 × 3. Among other results, we obtain new
instances of the phenomenon discovered by Chkliar: for certain contractions
C we may have w(Cm+1) > w(Cm).

Mathematics Subject Classification (2000). 15A60, 15A04, 47A49.

Keywords. Numerical radius, matrix norm inequalities.

1. Introduction

The numerical range W (T ) and the numerical radius w(T ) (where T is a matrix)
have a long history in matrix analysis. Among the older references we may men-
tion the wide-ranging book [GR1997] by Gustafson and Rao, which includes an

Several results are taken from Schoch’s doctoral thesis [Sch2002]. Holbrook’s work was supported
in part by NSERC of Canada. The authors also thank David Kribs for helpful discussions. This
work was partially supported by CFI, OIT, and other funding agencies.
Communicated by V. Bolotnikov.
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account of the importance of w(T ) estimates for Lax–Wendroff schemes in nu-
merical analysis. Recently numerical ranges of a new type have proved useful in
quantum information theory (see, for example, the work of Li and Sze [LS2008]).

In this paper we provide answers, several of which are definitive at least in
terms of dimension, to long-standing questions about multiplicative inequalities
for the numerical radius. Some of the results depend on a structure theory for
the matrices involved while others seem to require carefully designed computer
experiments.

The power inequality of C. Berger says that

w(T n) ≤ wn(T ) (n = 1, 2, 3, . . . ) (1)

for any Hilbert space operator T , where w(T ) denotes the numerical radius of T :

w(T ) = sup{|(Tu, u)| : ‖u‖ = 1}. (2)

Berger’s original proof (see [B1965]) used a “strange” unitary dilation of T in the
case where w(T ) ≤ 1. It was natural to combine the Berger dilation of T with the
Nagy dilation of a contraction S to obtain the related inequality

w(TS) ≤ w(T )‖S‖ (3)

under appropriate conditions. In [H1969], for example, (3) is shown to hold when
T and S “double commute”, i.e., when TS = ST and TS∗ = S∗T ; [H1969] also
provides dilation-free proofs of such inequalities.

In view of the Ando dilation theorem, stating that any two commuting con-
tractions have a simultaneous unitary dilation (see [A1963]), it is reasonable to ask
whether (3) holds when T and S merely commute. This possibility was raised in
[H1969] and later a number of results in this direction were obtained. For example,
Bouldin showed that (3) holds whenever S is an isometry commuting with T (see
[Bo1971]) and Ando and Okubo showed that

w(TS) ≤ (1/2)
√

2 + 2
√

3w(T )‖S‖ < 1.169w(T )‖S‖ (4)

for arbitrary commuting T and S (see [OA1976], where parts of the argument are
credited to Crabb).

It was not until 1988 that the first “counterexamples” to (3) were found:
Müller, following clues in the proof of (4), devised computer experiments to find
12 × 12 commuting matrices T and S such that w(TS) > 1.02w(T )‖S‖ (see
[M1988]). Soon after, Davidson and Holbrook (see [DH1988]) found certain com-
muting 0–1 matrices for which numerical radii could be computed explicitly, so
that 9× 9 examples with w(TS) = (1/ cos(π/10))w(T )‖S‖ (≈ 1.05w(T )‖S‖) were
obtained. In Section 2 we refine the Davidson–Holbrook technique to reveal a vari-
ety of new counterexamples, some with size as small as 7×7. It is known (see below)
that (3) holds for all commuting 2 × 2 matrices, so that 3 × 3 counterexamples
are, in a sense, best possible. It turns out that these do exist but are surprisingly
elusive. While we have no structure theory for the matrices, we report on care-
fully designed computer routines that reliably produce 3× 3 counterexamples. In
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Section 2 we also comment on counterexamples found by Chkliar (see [C1997]) for
which w(Cm+1) > w(Cm) while ‖C‖ = 1.

Berger’s power inequality (1) leads one to wonder under which conditions the
numerical radius itself is submultiplicative:

w(TS) ≤ w(T )w(S). (5)

Such questions are treated in Section 3. It has long been known that (5) holds for all
commuting 2 × 2 matrices T and S. Strangely, we do not know of an elementary
proof of this “elementary” fact, although a proof is included in [H1992]. That
argument is extended to certain other situations in Proposition 3.1. It is convenient
to introduce the constants

bn = max{w(TS) : T, S are n× n, TS = ST, and w(T ), w(S) = 1}. (6)

Thus b2 = 1. On the other hand, Brown and Shields (as reported by Pearcy, see
[P1966]) had noted that b4 > 1. In fact, a modified example shows that b4 ≥ 2 and
this is best (worst?) possible, so that bn = 2 for all n ≥ 4 (see [H1969]). Relatively
straightforward computer experiments reveal that b3 > 1, but no structure theory
for the corresponding matrices is apparent. On the other hand, we can show that
b3 < 2 (see Corollary 3.6). Perhaps b3 is an “interesting” constant but at present
we can only say that 1.19 < b3 < 2.

2. Multiplicative inequalities relative to w(T )‖S‖
Although several of the inequalities we have introduced (e.g., (1) and (4)) hold also
in an infinite-dimensional setting, we are concerned in what follows with operators
(linear maps) on finite-dimensional complex Hilbert spaces; if the dimension is n
we represent the space via column vectors in Cn and the operators via matrices,
i.e., elements of Mn, the algebra of complex n× n matrices.

A basic tool in [DH1988] is the following identification of w(T ) for certain 0–1
matrices T . We’ll call a matrix T ∈ Mn a DH matrix if the entries are in {0, 1},
the diagonal has only 0’s, and for each k = 1, 2, . . . , n the cross-shaped region
consisting of the union of the kth row and the kth column contains at most two
ones. The corresponding graph G(T ), with vertices 1, 2, . . . , n and with an edge
from i to j iff tij = 1, consists of disjoint chains and cycles. By the length of a
chain we mean the number of vertices in the chain.

Proposition 2.1. Let T be a DH matrix. If G(T ) includes a cycle, then w(T ) = 1.
If G(T ) has only chains, then w(T ) = cos(π/(m+1)) where m is the length of the
longest chain.

A proof of this simple proposition may be found in [DH1988]; for other ver-
sions of this technique see [MS1979], [HH1992] and [GHJ1989].

In [DH1988] this technique led to examples of commuting T, S ∈ Mn with
w(TS) = (1/ cos(π/(m + 1)))w(T )‖S‖, i.e., violations of (3) having a well-under-
stood structure. The largest value of the constant obtained was 1/ cos(π/9) ≈
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1.064, while the smallest dimension n obtained was 9. Here we refine this technique
via the following observation.

Proposition 2.2. Let S be the backward shift (nilpotent Jordan block) on Cn and let
T (x) = Sk + xSj where 1 < k < j < n and 0 < x. Let p(λ, x) be the characteristic
polynomial of A(x) = (T (x) + T t(x))/2. Then the derivative of w(T (x)) at x = 1
is given by

d

dx
w(T (x))

∣∣
x=1

= −D2p(w(T (1), 1)/D1p(w(T (1)), 1), (7)

provided that D1p(w(T (1)), 1) �= 0. If, on the other hand, D1p(w(T (1)), 1) = 0,
then s = d

dxw(T (x))
∣∣
x=1

may be obtained as a root of the quadratic

D11p(w(T (1)), 1)s2 + 2D12p(w(T (1)), 1)s + D22(w(T (1)), 1) = 0. (8)

Proof. Since the elements of T (x) are nonnegative,

w(T (x)) = max{(T (x)u, u) : ‖u‖ = 1 and all ui ≥ 0}.
Since (T (x)u, u) is real, this is also

max{((T (x)u, u) + (T t(x)u, u))/2 : ‖u‖ = 1, ui ≥ 0},
i.e., the largest eigenvalue λ1(x) of the real symmetric matrix A(x). In case
D1p(w(T (1)), 1) �= 0, λ1(1) is a simple eigenvalue of A(1) and, in a neighborhood
of 1, λ1(x) is a differentiable function of x. Since p(λ1(x), x) = 0, implicit differ-
entiation gives (7). Differentiating the relation p(λ1(x), x) = 0 twice with respect
to x yields (8) in those cases where D1p(w(T (1)), 1) = 0. �

With notation as in Proposition 2.2, it is easy to see that T (1) = Sk +Sj is a
DH matrix provided k+j ≥ n. In this case Propositions 2.1 and 2.2 combine (with
the help of computer algebra software to manipulate the polynomials p(λ, x)!) to
display or explain a number of “violations” of (3). We have, for example, 7 × 7
counterexamples T and S as follows.

Proposition 2.3. Let S be the shift on C7 and let T (x) = S2 +xS5. Then for some
x > 1 we have w(T (x)S) > w(T (x))‖S‖.

Proof. Both T (1) and T (1)S = S3+S6 are DH matrices. The corresponding graphs
G(T (1)) and G(T (1)S) are easily constructed. In each case the graph includes a
cycle and Proposition 2.1 tells us that w(T (1)) = 1 = w(T (1)S). Computing the
characteristic polynomial p(λ, x) of (T (x) + T t(x))/2 we find that

p(λ, x) = λ7 − 1
2
λ5x2 − 5

4
λ5 +

1
16

λ3x4 +
3
8
λ3x2 +

7
16

λ3

− 1
16

λx2 − 1
32

λ− 1
64

λx4 − 1
64

x2.

Since D1p(1, 1) = 49/64 (�= 0) and D2p(1, 1) = −7/32, Proposition 2.2 tells us
that d

dxw(T (x))|x=1 = 2/7.
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On the other hand, the characteristic polynomial

q(λ, x) of (T (x)S + (T (x)S)t)/2

satisfies

q(λ, x) = λ7 − λ5 +
5
16

λ3 − 1
32

λ− 1
4
λ5x2

− 1
4
λ4x +

1
8
λ3x2 +

1
8
λ2x− 1

64
λx2 − 1

64
x,

so that D1q(1, 1) = 81/64 (�= 0) and D2q(1, 1) = −27/64. Proposition 2.2 tells us
that d

dx
w(T (x)S)|x=1 = 1/3. Since 1

3
> 2

7
, w(T (x)S) > w(T (x)) for some values

of x > 1. Since ‖S‖ = 1, the proposition follows. �

In fact, numerical experiments reveal that, with T (x) and S as in the propo-
sition above, the ratio w(T (x)S)/w(T (x))‖S‖ is maximized when x ≈ 2.34 with a
value close to 1.022.

Essentially the same argument as that used in Proposition 2.3 yields a number
of additional new counterexamples, “new” in the sense that the original Davidson–
Holbrook technique fails in those cases. Using the notation of Proposition 2.2, such
examples occur when

(n, k, j) = (10, 2, 8), (10, 3, 7), (13, 2, 11), (14, 3, 11), (16, 2, 14), and (16, 5, 11).

In each case w(T (1)) = w(T (1)S) = 1 but the argument of Proposition 2.3 can be
adapted to show that w(T (x)S) > w(T (x)) for some values of x > 1.

In [DH1988] (see Corollary 5 and the Remark following it) it was observed
that with (n, k, j) = (16, 4, 14) we have w(T (1)) = cos(π/9) and w(T (1)S) = 1,
yielding the ratio 1/ cos(π/9) ≈ 1.064, but that numerical experiments with x ≈
1.22 yield a larger ratio: w(((x)S)/w(T (x)) ≈ 1.066. Proposition 2.2 (this time
including the exceptional case where D1p(w(T (1)), 1) = 0) explains this earlier
observation, as follows.

Proposition 2.4. Let S be the shift on C16 and let T (x) = S4 + xS14. For some
x > 1 we have

w(T (x)S)
w(T (x))

>
w(T (1)S)
w(T (1))

. (9)

Proof. The graph G(T (1)) consists of two chains, each of length 8. Thus, by Propo-
sition 2.1, w(T (1)) = cos(π/9). On the other hand, G(T (1)S) includes a cycle
(vertices 1,6,11,16) so that w(T (1)S) = 1.

Computing the characteristic polynomial p(λ, x) of (T (x)+T t(x))/2, we find
that D1p(cos(π/9), 1) = 0, so we use (8) to compute s = d

dx
w(T (x))|x=1. These

calculations yield 0.2155 as the approximate value of s.
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It turns out that D1q(1, 1) �= 0, where q(λ, x) is the characteristic polynomial
of (T (x)S+(T (x)S)t)/2. Thus we can use the appropriate version of (7) to discover
that

d

dx
w(T (x)S)|x=1 =

1
4
.

Since 1/4 > 0.2155/ cos(π/9), the inequality (9) follows for (small enough) x>1.
�

Remark 2.5. The ratio of approximately 1.066, obtained by optimizing with re-
spect to x in the proposition above, is the largest known to us, regardless of the
techniques used to find the commuting T, S.

We now turn to questions that seem to require an experimental approach.
Consider first an n × n matrix C with ‖C‖ = 1; a special case of (3) (taking
T = Cm and S = C) would imply that

w(Cm+1) ≤ w(Cm). (10)

Indeed, Berger’s inequality (1) implies that w(C2) ≤ (w(C))2 ≤ w(C), since
w(C) ≤ ‖C‖ = 1. Chkliar showed, however, that (10) may fail for m = 3 (see
[C1997]). He modified an example from [DH1988], using the shift S on C9: with
S′ = S + 1

4
S5 we have (S′)4 = S4 + S8 and (S′)3 = S3 + 3

4
S7. With C = S′/‖S′‖,

he noted that w(C4) ≥ 1.0056w(C3). Numerical experiments reported in [Sch2002]
showed that an “improvement” results from taking S′ = S + 0.144S5 (and C as
above): then w(C4) ≥ 1.0118w(C3). More recently, working with contractions C
having no special structure and numerical experiments involving appropriate op-
timization techniques (see below), we have found that the Chkliar phenomenon
can occur in dimensions lower than 9. For example, there exist C ∈M7 such that
‖C‖ = 1 and w(C4) ≥ 1.018w(C3). Two natural questions remain unanswered at
this time, but may be clarified by further experimental work:
(i) What is the minimal dimension at which the Chkliar phenomenon can occur?
(ii) Can (10) fail also with m = 2?

Next, returning to the general form of (3), we report that failure can occur
even for commuting T, S ∈M3, the lowest possible dimension (in view of Corollary
3.2, for example). We note that the structured examples considered above were
7×7 or larger (see Proposition 2.3), but that 4×4 examples (with no special struc-
ture) were found in [Sch2002]. More recently we have had success in experiments
with 3 × 3 matrices. Two optimization techniques have proved the most useful
(used individually or in conjunction): simulated annealing and particle swarm op-
timization (see [SA], [PSO], and the references cited there). Implementation of
our algorithms is coded in FORTRAN 95; detailed programming information is
available from the authors. We find that optimized commuting T, S ∈ M3 can be
as good (bad?) as

w(TS)
w(T )‖S‖ ≥ 1.017.
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Remark 2.6. Given that such examples exist, it would be possible in principle to
find some of them by means of a simple random search. In practice, it appears
that a more sophisticated approach is required.

3. Multiplicative inequalities relative to w(T )w(S)

If the n × n matrix T has n distinct eigenvalues λk and TS = ST then the
corresponding eigenvectors vk are also eigenvectors for S: Svk = μkvk. With this
understanding we shall say that the μk are matching eigenvalues of S. The following
proposition gives a useful sufficient condition for w(TS) ≤ w(T )w(S).

Proposition 3.1 Suppose that T has distinct eigenvalues λk and that w(T ) >
max |λk| (generic conditions). If TS = ST and μk are eigenvalues of S matching
the λk, then w(TS) ≤ w(T )w(S) provided that[w2(S)− μiμj

w2(T )− λiλj

]
≥ 0,

i.e., the matrix is positive semidefinite.

Proof. Equivalently, we show that w(AB) ≤ 1 where A = T/w(T ) and B =
S/w(S). The eigenvalues αk = λk/w(T ) of A lie in the open unit disc D and those
of B, i.e., βk = μk/w(S), satisfy the Pick interpolation condition:[ 1− βiβj

1− αiαj

]
≥ 0.

Thus (see, for example, [Ma1974]) there exists analytic f : D → D such that
f(αk) = βk for each k, i.e., f(A) = B. A theorem of Berger and Stämpfli (see
[BS1967]) says that if w(A) ≤ 1 and analytic g : D → D has g(0) = 0 then also
w(g(A)) ≤ 1 (see also Kato [K1965]). Hence, setting g(z) = zf(z) we see that
w(AB) ≤ 1. �

This general result provides one proof (see below) of the fact that (using the
notation of (6)) b2 = 1; this curiosity is perhaps “folklore” among numerical radius
enthusiasts, but we do not know of an elementary proof.

Corollary 3.2. For all commuting 2×2 matrices T, S we have w(TS) ≤ w(T )w(S).

Proof. It is easy to see that T and S may be approximated arbitrarily well by
commuting matrices with distinct eigenvalues (this is true for two commuting
matrices of arbitrary dimension, but that is harder to prove; for some of the history
of such results, and the surprising failure of the corresponding result for commuting
triples, see [HO2001]). Thus we assume that T, S have distinct eigenvalues. By
homogeneity, we may assume also that w(T ) = w(S) = 1. It is well known that
a nonnormal 2× 2 has as numerical range a nondegenerate filled ellipse with the
eigenvalues as foci. Thus we may assume that the eigenvalues λ1, λ2, μ1, μ2 of T
and S lie in D, except when one is normal; but then both are normal and our
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inequality is trivial. It remains to check the Pick condition: the determinant of the
Pick matrix is nonnegative iff

|1 − λ1λ2|2
(1− |λ1|2)(1 − |λ2|2)

≥ |1− μ1μ2|2
(1− |μ1|2)(1 − |μ2|2)

.

Thus we may either apply Proposition 3.1 to T and S or to the matrices with the
roles of T and S exchanged. In either case we obtain w(TS) ≤ 1. �

Straightforward computer experiments reveal that b3 > 1, i.e., that there
exist commuting 3 × 3 matrices T, S such that w(TS) > w(T )w(S). Efforts to
optimize such examples lead us to the estimate b3 > 1.19, but it is difficult to
know how accurate such lower bounds are. We do know, however, (see Corollary
3.6, below) that b3 < 2 whereas, as explained in Section 1, bn = 2 for all n ≥ 4.

Recall that the numerical range of a matrix T is the set W (T ) = {(Tu, u) :
‖u‖ = 1}, so that w(T ) = max{|z| : z ∈ W (T )}; a compactness argument shows
that W (T ) is closed in the finite-dimensional (matrix) setting.

Proposition 3.3. Suppose that n × n matrices T and S commute and satisfy the
relations w(T ) = w(S) = 1 and w(TS) = 2. Then W (T ) = W (S) = D, the closed
unit disc.

Proof. This approach involves an induction on n. We know that the hypotheses
are never satisfied when n = 1 or n = 2; these facts provide the base for the
induction.

Let θ be any real; we show that eiθ ∈ W (T ) and hence, by symmetry, eiθ ∈
W (S) as well. We have w(e−iθTS) = 2 so that for some real ϕ and unit vector u we
have (e−iθTeiϕSu, u) = 2. Let A = e−iθT and B = eiϕS so that w(A) = w(B) = 1,
AB = BA, and (ABu, u) = 2. It remains to show that 1 ∈W (A).

Note that ((A + B)2u, u)− ((A−B)2u, u) = 8. Using Berger’s inequality (1)
we have

w((A± B)2) ≤ (w(A ±B))2 ≤ (w(A) + w(B))2 = 4.

Thus we must have ((A±B)2u, u) = ±4. Let v± = (2I ± (A + B))u so that
((2I − (A + B))v+, u) = 0; since u = (v+ + v−)/4 we also have
((2I − (A + B))v+, v+ + v−) = 0, i.e.,

((2I − (A + B))v+, v+) = −((2I − (A + B))v+, v−) = −((2I + (A + B))v−, v−).

Now w(A + B) ≤ 2 so that W (2I − (A + B)) ⊆ 2 + 2D and

((2I − (A + B))v+, v+) ∈ ‖v+‖2(2 + 2D) = Q+.

Similarly
−((2I + (A + B))v−, v−) ∈ ‖v−‖2(−2 + 2D) = Q−.

Since Q+ ∩ Q− = {0}, we must have ((2I − (A + B))v+, v+) = 0. If v+ �= �0 we
have ((A + B)u+, u+) = 2, where u+ = v+/‖v+‖. Since W (A), W (B) ⊆ D, we
must have (Au+, u+) = 1 so that 1 ∈ W (A).
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If v+ = �0, then (A + B)u = −2u. Since A and B commute with A + B there
is a common unit eigenvector w with (A+B)w = −2w, Aw = λw, and Bw = μw.
The eigenvalues of A and B lie within their numerical ranges, so that |λ|, |μ| ≤ 1. It
follows that λ = μ = −1, since λ+μ = −2. Thus (Aw, w) = −1 = min{Re(Ah, h) :
‖h‖ = 1}, i.e.,(

A + A∗

2
w, w

)
= −1 = min

{(
A + A∗

2
h, h

)
: ‖h‖ = 1

}
,

so that w is an eigenvector for the Hermitian (A + A∗)/2 with (A + A∗)w = −2w;
it follows that A∗w = −w also.
(This argument illustrates the more general fact that an eigenvalue lying on the
boundary of the numerical range of a matrix must be a reducing eigenvalue; see,
for example, Theorem 5.1-9 in [GR1997].)

With respect to the decomposition span{w}⊕w⊥, A = −1⊕A0 and B = −1⊕
B0. Now W (A) = conv{−1, W (A0)} and similarly for B and AB. It follows that
the commuting A0, B0 satisfy the relations w(A0), w(B0) ≤ 1 and w(A0B0) = 2 so
that, by induction, W (A0) = W (B0) = D and, finally, W (A) = W (B) = D. �
Remark 3.4. One sees Proposition 3.3 in action through the examples that show
bn = 2 for n ≥ 4. In particular, the 4× 4 commuting matrices

T = 2(I2 ⊗ J2) and S = 2(J2 ⊗ I2),

where J2 =
[
0 1
0 0

]
, satisfy

w(T ) = w(S) = 1 and w(TS) = 2,

and it is easy to check that, indeed, W (T ) = W (S) = D.

Remark 3.5. The connoisseur will detect (in part of our proof of Proposition 3.3)
some echoes of the technique introduced by Carl Pearcy in his elementary proof
of Berger’s inequality (1); see [P1966].

Corollary 3.6. If T and S are commuting 3×3 matrices then w(TS) < 2w(T )w(S);
hence the constant b3 (defined in (6)) satisfies 1.19 < b3 < 2.

Proof. The lower bound 1.19 comes from the numerical experiments discussed
above. Compactness arguments ensure that b3 is attained, so to show b3 < 2 it is
sufficient to argue that commuting 3× 3 matrices T, S with w(T ) = w(S) = 1 and
w(TS) = 2 cannot occur.

By Proposition 3.3, such hypothetical T, S would satisfy W (T ) = W (S) = D.
Fortunately, the possible geometry of W (X) is well understood when X is 3 × 3.
For example, Keeler, Rodman, and Spitkovsky explore this matter in [KRS1997];
we shall use a characterization of the case W (X) = D due to Chien and Tam
(see [CT1994]), who refer also to earlier results of N.K. Tsing. Theorem 2 from
[CT1994] says that if a 3 × 3 matrix X has W (X) = D and is in uppertriangular
form, then at least two of the diagonal entries (eigenvalues) are 0, and the strictly
uppertriangular entries x, y, z satisfy |x|2 + |y|2 + |z|2 = 4; there is an additional
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relation but we do not need it here (it completes the list of necessary and sufficient
conditions).

We consider several cases:

(i) T and S are nilpotent. Since they commute we may put them simultaneously
in uppertriangular form (by a unitary similarity); say

T =

⎡⎣0 x1 y1

0 0 z1

0 0 0

⎤⎦ and S =

⎡⎣0 x2 y2

0 0 z2

0 0 0

⎤⎦ .

Then

TS =

⎡⎣0 0 x1z2

0 0 0
0 0 0

⎤⎦ ,

and x1z2 = x2z1 = (x1z2 + x2z1)/2 so that

|x1z2| ≤ ((|x1|2 + |z2|2)/2 + (|x2|2 + |z1|2)/2)/2 ≤ (4 + 4)/4 = 2;

it follows easily from the form of TS that w(TS) ≤ 1, a contradiction.

(ii) Among the eigenvalues of T and S the largest in modulus is a1 �= 0. We may
assume that a1 belongs to T and put T and S simultaneously in uppertriangular
form with

T =

⎡⎣a1 x1 y1

0 0 z1

0 0 0

⎤⎦
and S in one of three forms (iiA), (iiB), or (iiC):⎡⎣a2 x2 y2

0 0 z2

0 0 0

⎤⎦ ,

⎡⎣0 x2 y2

0 b2 z2

0 0 0

⎤⎦ ,

⎡⎣0 x2 y2

0 0 z2

0 0 c2

⎤⎦ .

In case (iiA), we have a2 = ra1 with |r| ≤ 1. Since TS = ST we have a1x2 = a2x1,
so that x2 = rx1. Thus S = rT + R where R has the form⎡⎣0 0 ∗

0 0 ∗
0 0 0

⎤⎦ .

Thus TR = RT = 03, the 3 × 3 zero matrix. It follows that TS = rT 2 and using
once again Berger’s inequality (1) we have w(TS) ≤ r ≤ 1, a contradiction.

Finally, in cases (iiB) and (iiC), comparing TS and ST and recalling that
a1 �= 0, we see by elementary arguments that TS = ST =⇒ TS = 03, i.e.,
w(TS) = 0, a contradiction. �
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Best Constant Inequalities Involving
the Analytic and Co-Analytic Projection

Brian Hollenbeck and Igor E. Verbitsky

In memory of Professor Israel Gohberg

Abstract. Let P+ denote the Riesz projection and P− = I − P+ denote the
co-analytic projection where I is the identity operator. We prove

‖max(|P+f |, |P−f |)‖Lp(T) ≤ csc
π

p
‖f‖Lp(T), 1 < p < ∞,

where f ∈ Lp(T) is a complex-valued function, and the constant csc π
p

is

sharp. Our proof is based on an explicit construction of a plurisubharmonic
minorant for the function F (w, z) = cscp π

p
|w + z̄|p − max(|w|, |z|)p on C2.

More generally, we discuss the best constant problem for the inequality

‖(|P+f |s + |P−f |s) 1
s ‖Lp(T) ≤ C(p, s) ‖f‖Lp(T), 1 < p < ∞,

where 0 < s < ∞, which may serve as a model problem for some vector-
valued inequalities, where the method of plurisubharmonic minorants seems
to be promising.

Mathematics Subject Classification (2000). Primary 42A50, 47B35; Secondary
31C10, 32A35.

Keywords. Analytic projection, Hilbert transform, best constants, plurisub-
harmonic functions.

1. Introduction

Let T represent the unit circle, and D the unit disc in the complex plane. A
function f , analytic in D, is in the Hardy space Hp (0 < p <∞) if

‖f‖Hp = sup
0<r<1

(
1
2π

∫ π

−π

|f(reit)|p dt

) 1
p

<∞.

The second author was supported in part by NSF Grant DMS-0556309.
Communicated by I.M. Spitkovsky.
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As usual, boundary values of functions f ∈ Hp will be identified with a subspace
of Lp(T). By P+ we denote the Riesz projection from Lp(T) onto Hp, where
1 < p < ∞. In other words, if f ∈ Lp(T) (1 < p < ∞) is of the form, f(eit) =∑

n∈Z f̂(n)eint, then

P+f(eit) =
∑
n≥0

f̂(n)eint ∈ Hp.

Similarly, we can define the co-analytic projection, P−f(eit) =
∑

n<0 f̂(n)eint. In
[HV] it was shown

‖max(|P+f |, |P−f |)‖Lp(T) ≤ csc
π

p
‖f‖Lp(T), 1 < p ≤ 2, (1.1)

where the constant csc π
p

is sharp. In Section 2 we will extend (1.1) to 2 < p <∞.
We remark that this result answers a question raised by the late Matts Essén in
correspondence with the second author in January, 2000.

It should be mentioned that a consequence of (1.1) is the following inequality:

‖P±f‖Lp(T) ≤ csc
π

p
‖f‖Lp(T), 1 < p <∞. (1.2)

Inequality (1.2) verifies a conjecture made by Gohberg and Krupnik in 1968 [GKr1]
and solves a problem stated later by Pe�lczyński ([Pe], Problem 3). The constant
csc π

p
in (1.2) is sharp, as was already shown in [GKr1] (see also [GKr2], [KrV]).
The proof of (1.2) along with other related results was given in [HV] where

plurisubharmonic functions on C2 were used in this context for the first time. Sub-
harmonic minorants for best constant inequalities involving the Hilbert transform
were used earlier in [P], [E], [V]. This method was developed systematically and
applied to a variety of best constant inequalities in [HKV].

A recent survey of best constant inequalities for one-dimensional singular
integral operators is given in [Kr]. Some related open problems, including the best
constants for vector-valued analogues of (1.1), (1.2) are discussed in Section 3
below.

2. A best constant inequality involving P+ and P−
To begin, we need an analogue of subharmonic functions that is valid for functions
of two complex variables. These are known as plurisubharmonic functions. A func-
tion is plurisubharmonic if its restrictions to complex lines are subharmonic [Ra].

Let us assume the following lemma.

Lemma 2.1. Let 1 < p < ∞. Then there exists a plurisubharmonic function,
F (w, z), with the property F (w, 0) = 0 for every w ∈ C, such that for every
(w, z) ∈ C2

max (|w|p, |z|p) ≤ ap |w + z̄|p − F (w, z), (2.1)

where ap = cscp π
p
.
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Given Lemma 2.1, we immediately prove the main result of this section.

Theorem 2.2. Let 1 < p <∞ and f ∈ Lp(T) be a complex-valued function. Then

‖max(|P+f |, |P−f |)‖Lp(T) ≤ csc
π

p
‖f‖Lp(T), (2.2)

and the constant csc π
p

is sharp.

Proof. Since the trigonometric polynomials are dense in Lp(T), we may assume
f(eit) =

∑m
n=−k f̂(n) eint, eit ∈ T. Hence we define

f+(eit) = P+f(eit) =
m∑

n=0

f̂(n) eint, f−(eit) = P−f(eit) =
−1∑

n=−k

f̂(n) e−int.

Notice that f+ and f− are analytic trigonometric polynomials on T and they can
be extended to polynomials defined on C. So we can replace z and w in (2.1) with
f+ and f− to obtain

max (|f+(eit)|p, |f−(eit)|p) ≤ ap|f(eit)|p − F (f+(eit), f−(eit)). (2.3)

Therefore, integrating both sides of (2.3) over T yields∫
T

max (|f+(eit)|p, |f−(eit)|p) dt ≤ ap

∫
T

|f |p dt−
∫
T

F (f+(eit), f−(eit)) dt.

Since f−(z) and f+(z) are analytic functions, their composition with the plurisub-
harmonic function F yields a subharmonic function F (f+(z), f−(z)) on C ([Ra],
Theorem 4.13). Also, since f− involves only exponentials eikt with negative k, it
follows that f−(0) = 0 and thus F (f+(0), f−(0)) = F (w, 0) = 0 by the definition
of F . So we can use the sub-mean-value property to conclude

1
2π

∫
T

F (f+(eit), f−(eit)) dt ≥ F (f+(0), f−(0)) = 0. (2.4)

Thus we have ∫
T

max (|f+(eit)|p, |f−(eit)|p) dt ≤ cscp π

p

∫
T

|f |p dt.

Dividing each side by 2π and then taking the pth root, we arrive at (2.2).
Since it has already been shown in [GKr1] that ‖P±‖Lp(T) ≥ csc π

p for 1 <

p <∞, it follows that the constant is sharp. �

We now prove Lemma 2.1.

Proof. For 1 < p ≤ 2 the proof can be found in [HV] (Lemma 2.2). Thus we
need only verify (2.1) for 2 < p < ∞. If z = reit and w = ρeiθ with 0 ≤
r, ρ < ∞ and −π ≤ t, θ ≤ π, then let us define F (w, z) = bpΦ(

√
wz) where

bp = 2| cos π
p
|1− p

2 csc π
p

and Φ(z) = rpφ(t) is a subharmonic function. Here
√

z =

r
1
2 ei t

2 if z = reit, r ≥ 0, −π < t ≤ π.
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If Φ(z) is subharmonic then we automatically have that F (w, z) is plurisub-
harmonic ([Ra], Theorem 4.13) and we write it in the following form: F (w, z) =
(rρ)

p
2 φ( t+θ

2
). To define φ(t) we use a formula that was originally defined in [V] as

φ(t) =
{ − cos(p(π

2 − |t|)), π
2 − π

p ≤ |t| ≤ π
2 ,

max{| cos(p(π
2 − t))|, | cos(p(π

2 + t))|}, |t| ≤ π
2 − π

p ,
(2.5)

and φ(t) = φ(π − |t|) if π
2
≤ |t| ≤ π.

Note that φ is continuous on [−π, π], and therefore Φ(z) = rpφ(t) is a subharmonic
function ([V], Lemma 3).

To verify (2.1) we note that by symmetry it suffices to show for 2 < p < ∞
that

|w|p ≤ ap |w + z̄|p − F (w, z), (2.6)

for every (w, z) ∈ C2. We next observe that inequality (2.6) is invariant under the
transformation

(w, z)→ (ζ̄ w, ζ z), ζ ∈ C, ζ �= 0.

Letting ζ = w
|w|2 so that ζ̄ w = 1 and using the above transformation, we reduce

(2.6), for any w ∈ C, w �= 0, to the inequality

1 ≤ ap|1 + ζ z|p − F (1, ζ z). (2.7)

Since (2.6) is obviously true for w = 0, it suffices to prove for 2 < p <∞:

1 ≤ ap|1 + z|p − bp Φ(
√

z), z ∈ C. (2.8)

Letting z = reit, we can express (2.8) as

1 ≤ ap (1 + 2r cos t + r2)
p
2 − bp r

p
2 φ

(
t

2

)
, (2.9)

where 0 ≤ r <∞ and |t| ≤ π.

To verify (2.9), let us define a function G(t, r) for t ∈ [−π, π] and r ∈ [0,∞)
such that

G(t, r) = ap(1 + 2r cos t + r2)
p
2 − bpr

p
2 φ

(
t

2

)
− 1,

where φ(t) is given by (2.5) and the constants ap and bp are as before.
So we need to show G(t, r) ≥ 0 for all (t, r) ∈ [−π, π]× [0,∞). Since G(t, r)

is even in t, it is enough to consider only non-negative t. In fact, it is enough to
show

G(t, r) ≥ 0, (t, r) ∈W = [(p− 2)
π

p
, π]× [0,∞). (2.10)

Let us assume (2.10) holds and suppose t ∈ [0, (p− 2)π
p
] and r ≥ 0.

Obviously, 0 ≤ φ
(

t
2

)
≤ 1 and − cos

(
p
2
(π − θ)

)
decreases from 1 to −1 for

θ ∈ [(p− 2)π
p
, π]. Therefore, for the given t, there exists θ ∈ [(p− 2)π

p
, π] such that
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φ
(

t
2

)
= − cos

(
p
2 (π − θ)

)
= φ

(
θ
2

)
. Since cos t > cos θ, we obtain

ap(1 + 2r cos t + r2)
p
2 > ap(1 + 2r cos θ + r2)

p
2

≥ 1 + bpr
p
2 φ

(
θ

2

)
= 1 + bpr

p
2 φ

(
t

2

)
.

So we conclude G(t, r) ≥ 0 for t ∈ [0, (p− 2)π
p ].

Therefore, it remains to show that the function G(t, r) attains a minimum
value of zero in W. We will do this in three steps, and require the following partial
derivatives, valid for all (t, r) ∈W :

∂G

∂t
= −prap(1 + 2r cos t + r2)

p
2−1 sin t +

p

2
r

p
2 bp sin

(p

2
(π − t)

)
,

∂G

∂r
= pap(r + cos t)(1 + 2r cos t + r2)

p
2−1 +

p

2
r

p
2−1bp cos

(p

2
(π − t)

)
.

Step 1: We show that the minimum of G(t, r) is attained in the interior of W .
First note that if r = 0, then G(t, 0) = ap − 1 > 0. Similarly, if r →∞, then

G(t, r) ≥ ap (r − 1)p − bp r
p
2 − 1 & rp

sinp π
p

> 0.

For the case when t0 = (p− 2)π
p
, we evaluate ∂G

∂t
at t = t0:

∂G

∂t
(t0, r) = −papr

(
1− 2r cos

(
2π

p

)
+ r2

) p
2−1

sin
(

2π

p

)
< 0,

so a minimum does not occur in this case.
Finally, assume t = π. For this case, we will show there exists a single saddle

point when 0 < r < 1 and therefore no minimum can occur on the boundary of W .
First note that ∂G

∂t (π, r) = 0 for all r and so a critical point can only occur if
∂G
∂r (π, r) = 0, i.e., if

pap(r − 1)|1− r|p−2 +
p

2
r

p
2−1bp = 0. (2.11)

Notice (2.11) can only hold if 0 < r < 1. Indeed, if r ≥ 1, then (2.11) is equivalent
to

(r − 1)p−1r1− p
2 = − bp

2ap

which is impossible since both bp and ap are positive constants.
However, if 0 < r < 1, then a critical point will occur if

(1− r)p−1r1− p
2 =

bp

2ap
. (2.12)

One can quickly note that the left-hand side of (2.12) is a decreasing function in r
taking on all values on (0,∞). Since the right-hand side does not depend on r, we
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conclude that (2.12) has a unique solution, r0, where 0 < r0 < 1. To show (π, r0)
is a saddle point, we evaluate the second partial derivatives:

∂2G

∂r2
(π, r0) =

bp

4
(p− 2)pr

p
2−2
0 + app(p− 1)(1− r0)p−2 > 0,

∂2G

∂r∂t
(π, r0) = 0,

∂2G

∂t2
(π, r0) = appr0(1− r0)p−2 − bp

4
p2r

p
2
0 . (2.13)

We only need to show that ∂2G
∂t2 (π, r0) < 0 to conclude (π, r0) is a saddle point. By

(2.12) and (2.13), this is equivalent to showing

appr0(1− r0)p−1

(
1

1− r0
− p

2

)
< 0. (2.14)

In other words, we wish to show r0 < 1− 2
p
. Let s = 1− 2

p
and note that 0 < s < 1.

So r0 < s if and only if (1− r0)1+sr−s
0 > (1− s)1+ss−s. However, from (2.12), we

know

(1− r0)1+sr−s
0 =

(
sin

sπ

2

)−s (
cos

sπ

2

)1+s

.

Therefore we need to show(
sin

sπ

2

)−s (
cos

sπ

2

)1+s

> (1− s)1+ss−s. (2.15)

Proving (2.15) requires two cases.

Case I: Assume 1
2
≤ s < 1.

Note that (2.15) is equivalent to X1+sY −s > 1 where

X =
cos( sπ

2 )
1− s

, Y =
sin(sπ

2 )
s

.

Consequently, we will be done if we can prove X > 1 and X ≥ Y. But X > 1 if

g(s) = cos
sπ

2
+ s− 1 > 0.

Clearly, g(s) is a decreasing function for 1
2
≤ s < 1, therefore g(s) > g(1) = 0.

Similarly, X ≥ Y is equivalent to

h(s) = 1− 1
s

+ cot
sπ

2
≥ 0.

Note that h(1
2
) = h(1) = 0. Also, h(s) has a critical point when

√
2 sin sπ

2
=
√

πs,
which has a single solution when 1

2 ≤ s < 1. Since we can find points where
h(s) > 0, (for instance, s = 2

3 ), we conclude h(s) ≥ 0. Case I is proved.
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Case II: 0 < s ≤ 1
2 .

By substituting u = 1− s, we can apply Case I and obtain(
cos sπ

2

1− s

)1+s ( sin sπ
2

s

)−s

=
(

sin uπ
2

u

)2−u (
cos uπ

2

1− u

)u−1

=
(
tan

uπ

2

)2
(

sin uπ
2

u

)−u (
cos uπ

2

1− u

)u+1

>
(
tan

uπ

2

)2

> 1.

Case II is proved and thus we have proved the minimum of G(t, r) is attained in
the interior of W .
Step 2. We show there exists a single critical point of G(t, r) in W .
For a particular (t, r) to be a critical point of G(t, r), we know that both partial
derivatives must equal zero at that point; that is

2ap(1 + 2r cos t + r2)
p
2−1

bpr
p
2−1

=
sin T

sin t

and
2ap(1 + 2r cos t + r2)

p
2−1

bpr
p
2−1

=
cosT

r + cos t
,

where T = p(π−t)
2 . Equating the right sides, and solving for r, we have

r + cos t = −cosT sin t

sinT
. (2.16)

From this it follows

r = − sin(t + T )
sin T

, (2.17)

where r > 0 because sin T > 0 and sin(t + T ) < 0 for all t ∈ ((p − 2)π
p
, π). Note

that by squaring both sides, we can also express (2.16) as

r2 + 2r cos t + 1 =
sin2 t

sin2 T
. (2.18)

Using (2.17) and (2.18), we reduce ∂G
∂t

= 0 to the following

(sin t)p−1

(− sin(t + T ))
p
2−1(sin T )

p
2

=
bp

2ap
.

For fixed p, the right-hand side of the above is constant, while the left-hand side
is a function of t. Thus, to conclude there is a unique critical point, we need only
show the left-hand side is a decreasing function in t. We therefore consider the
logarithm of the left-hand side:

f(t) = (p− 1) ln sin t− p− 2
2

ln(− sin(t + T ))− p

2
ln sinT.

We wish to prove for t ∈ ((p− 2)π
p , π)

f ′(t) = (p− 1) cot t +
(p− 2)2

4
cot(t + T ) +

p2

4
cotT < 0. (2.19)
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Using the identity
(p− 2)2

p2
= 1− 4(p− 1)

p2
, (2.20)

we rewrite (2.19) as

f ′(t) =
p2

4

[
4(p− 1)

p2
(cot t− cot(t + T )) + cot t + cot(t + T )

]
=

p2

4 sin(t + T )

[
4(p− 1)

p2

sin T

sin t
+

sin(t + 2T )
sin T

]
. (2.21)

Recalling that sin(t + T ) < 0 we need to show the term inside in the brackets in
(2.21) is positive. Equivalently, we would like to show

1− 4(p− 1)
p2

< 1 +
sin(t + 2T ) sin t

sin2 T
. (2.22)

But the right-hand side of (2.22) can be simplified to

2 sin2 T + cos 2T − cos(2t + 2T )
2 sin2 T

=
1− cos(2t + 2T )

2 sin2 T
=

sin2(t + T )
sin2 T

.

Referring to (2.20), we conclude that (2.22) is equivalent to∣∣∣∣p− 2
p

∣∣∣∣ <

∣∣∣∣sin(t + T )
sin T

∣∣∣∣ .
Thus we need to show

g(t) =
sin T

p
+

sin(t + T )
p− 2

< 0, t ∈ ((p− 2)
π

p
, π). (2.23)

Since g(π) = 0, we need only show g′(t) > 0 on ((p− 2)π
p
, π). A simple calculation

shows

g′(t) = −1
2
(cos T + cos(t + T )) = − cos

(
t

2
+ T

)
cos

(
t

2

)
. (2.24)

Since t ∈ ((p − 2)π
p , π) and 2 < p < ∞, we can see that the first factor in (2.24)

is always negative and the second factor is always positive. Thus, g′(t) is positive
and we have verified (2.23). So we have shown there is exactly one critical point
in the interior of W .

Step 3. We show that ( (p−1)π
p , cos π

p ) is a critical point of G(t, r).

Evaluating ∂G
∂t at ( (p−1)π

p , cos π
p ) yields (with γ = π

p )

−p cosγ(sin γ)−2 sin(π − γ) + p cotγ = −p cotγ + p cot γ = 0.

Similarly, for ∂G
∂r ,

pap(cos γ + cos(π − γ))(1 + cos2 γ + 2 cosγ cos(π − γ))
p
2−1 = 0

since cos γ = − cos(π − γ).
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We therefore have a critical point and evaluating the function there gives

−1 + ap(1 + cos2 γ + 2 cosγ cos(π − γ))
p
2−1 = −1 + ap(1− cos2 γ)

p
2

= −1 +
(

sin γ

sin γ

)p

= 0.

Finally, we can show ( (p−1)π
p

, cos π
p
) is in fact the absolute minimum by confirming

the Hessian of G is positive definite there. Notice that the Hessian of G at the
critical point is given by the matrix⎛⎝ p

sin2 π
p

−p(2−p)
2 sin π

p

−p(2−p)
2 sin π

p

p(p−1) cos2 π
p

sin2 π
p

⎞⎠ .

By letting s = 1− 2
p , (0 < s < 1), we conclude the determinant of the Hessian

is given by
4

(1− s)4 cos4(sπ
2 )

[sin2(
sπ

2
)− s2] > 0.

Thus we have verified (2.9) for all 1 < p <∞ and Lemma 2.1 is proved. �

3. Some open problems

We note that (2.2) is a special case of the more general question of finding the
best constant, Ap,s, in the inequality:∥∥∥(|P+f |s + |P−f |s)

1
s

∥∥∥
Lp(T)

≤ Ap,s‖f‖Lp(T) (3.1)

where f ∈ Lp(T), f is complex-valued, and 1 < p <∞, 0 < s ≤ ∞.
Indeed, we have already shown that

Ap,∞ =
1

sin π
p

, 1 < p <∞.

We can arrive at a conjectured best value for Ap,s for 0 < s <∞ by looking at

an “extremal” function f = α Re g + iβ Im g where α, β ∈ R and g(z) =
(

1+z
1−z

) 2γ
π

with γ → π
2p , assuming 1 < p ≤ 2. We conjecture that the value for Ap,s will be

the maximum of the following function

Fp,s(x) =

(∣∣∣x + tan π
2p

∣∣∣s +
∣∣∣x− tan π

2p

∣∣∣s) 1
s

2 sin π
2p

√
x2 + 1

, x ∈ R.

It is easy to see using the above extremal function that Ap,s ≥ maxx∈R Fp,s(x),
and hence these estimates would be sharp.

Since Fp,s(x) is even, we expect a local extremum to occur at x = 0. We can
use a computer algebra system such as Mathematica to analyze Fp,s(x). By fixing
p, and letting s vary, it appears that the constant 2−

1
s Ap,s remains unchanged
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while x = 0 is a maximum locally. When it becomes a local minimum, 2−
1
s Ap,s

begins to increase. To find the value of s where this transition occurs, we need
only calculate the value of s where the concavity of Fp,s(x) at x = 0 changes. We
have verified using Mathematica that this happens when s = sec2 π

2p
.

Thus we conjecture that

Ap,s =
2

1
s

2 cos π
2p

, 1 < p < 2, 0 < s ≤ sec2 π

2p
,

and that Ap,s will tend to the limiting value of Ap,∞ as s → ∞. Similarly, we
conjecture that

Ap,s =
2

1
s

2 sin π
2p

, 2 < p <∞, 0 < s ≤ csc2 π

2p
.

It is not hard to see that A2,s = max(1, 2
1
s− 1

2 ).
A similar phenomenon was observed in [HKV] for the best constant in the

inequality ∥∥∥((Hf)2 + s2 f2
) 1

2

∥∥∥
Lp(T)

≤ Bp,s ||f ||Lp(T), (3.2)

where f ∈ Lp(T) is a real-valued function, Hf is the conjugate harmonic function
(the Hilbert transform of f ; see [Z], Ch. IV.3), and s is a positive constant. For
certain values of s, the extremal function g used above (with f = Re g and Hf =
Im g) leads to the best constant Bp,s determined in [HKV], Theorem 5.5. (For
s = 1 the best constant was found earlier in [E] and [V].) However, for other
values of s this extremal function is no longer adequate, and the best constant in
(3.2) remains unknown.

Best constant inequalities (3.1) and (3.2) may serve as model problems for
some vector-valued inequalities. In various applications, of particular interest are
the norms of the Hilbert transform and the Riesz projection on the mixed-norm
space Lp(ls) where 1 < p < ∞ and 1 < s < ∞, i.e., best constants in the
inequalities

‖
( ∞∑

k=1

|Hfk|s
) 1

s ‖Lp(T) ≤ Cp,s ‖
( ∞∑

k=1

|fk|s
) 1

s ‖Lp(T), (3.3)

‖
( ∞∑

k=1

|P±fk|s
) 1

s ‖Lp(T) ≤ Cp,s ‖
( ∞∑

k=1

|fk|s
) 1

s ‖Lp(T), (3.4)

As was shown in [HKV], Theorem 2.3, for a finite number of {fk}nk=1, these
problems are equivalent to the existence of plurisubharmonic minorants on Cn for
certain functions of n complex variables associated with (3.3) and (3.4) respec-
tively.

We note that when 2 ≤ s ≤ p or 1 < p ≤ s ≤ 2, the best constants Cp,s are
known to be the same as in the scalar case. This is obvious if s = p and classical
if s = 2 (due to Marcinkiewicz and Zygmund; see [Z], Ch. XV.2); for other s it
follows by interpolation.
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Quasi Commutativity of Regular Matrix
Polynomials: Resultant and Bezoutian

M.A. Kaashoek and L. Lerer

To Israel Gohberg, an outstanding mathematician, an inspiring teacher and
a wonderful friend, on the occasion of his 80th birthday.

Abstract. In a recent paper of I. Gohberg and the authors necessary and suffi-
cient conditions are obtained in order that for two regular matrix polynomials
L and M the dimension of the null space of the associate square resultant ma-
trix is equal to the sum of the multiplicities of the common zeros of L and M ,
infinity included. The conditions are stated in terms of quasi commutativity.
In the case of commuting matrix polynomials, in particular, in the scalar case,
these conditions are automatically fulfilled. The proofs in the above paper are
heavily based on the spectral theory of matrix polynomials. In the present pa-
per a new proof is given of the sufficiency part of the result mentioned above.
Here we use the connections between the Bezout and resultant matrices and
a general abstract scheme for determining the null space of the Bezoutian of
matrix polynomials which is based on a state space analysis of Bezoutians.

Mathematics Subject Classification (2000). Primary 47A56, 15A18; secondary
47B35, 47B99.

Keywords. Matrix polynomials, common spectral data, quasi commutativity,
block resultant matrices of square size, Bezoutian, state space analysis.

0. Introduction

Let L and M be n× n matrix polynomials of degrees � and m, respectively. Thus

L(λ) = L0 + λL1 + · · ·+ λ�L� and L� �= 0, (0.1)

M(λ) = M0 + λM1 + · · ·+ λmMm and Mm �= 0. (0.2)

The research of the second author is supported by ISF – Israel Science Foundation (grant no.
121/09) and by the Fund for Promotion of Research at the Technion, Haifa.
Comminucated by J.A. Ball.
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In this paper we assume both � and m to be nonzero, and we deal with the
(� + m)× (� + m) block matrix R(L, M) given by

R(L, M) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

L0 · · · · · · L�

L0 · · · · · · L�

. . . . . .
L0 · · · · · · L�

M0 · · · · · · Mm−1 Mm

. . . . . .
M0 · · · · · · · · · Mm

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎬⎪⎪⎭ m

⎫⎪⎬⎪⎭ �

︸ ︷︷ ︸
� + m

Here the blocks are matrices of size n × n, and the unspecified entries are zero
matrices. In the scalar case (n = 1) the determinant of the matrix R(L, M) is the
classical Sylvester resultant (see [19], also [16] or Section 27 in [20]). As is common
nowadays we use the term resultant for the matrix R(L, M) rather than for its
determinant.

The key property of the classical Sylvester resultant matrix is that its null
space provides a complete description of the common zeros of the polynomials
involved. In particular, in the scalar case the number of common zeros of the
polynomials L and M , multiplicities taken into account, is equal to the dimension
of the null space of R(L, M).

This property does not carry over to matrix polynomials, not even if L and
M are regular, that is, if det L(λ) and detM(λ) do not vanish identically, which
we shall assume throughout this paper. In [3] (see also [4]) it has been shown that

dim KerR(L, M) ≥ ν̂(L, M). (0.3)

Here ν̂(L, M) denotes the total common multiplicity of the common eigenvalues
of L and M (see Section 1 below for the precise definition of ν̂(L, M)). The hat
refers to the fact that the point infinity is taking into account too. Simple examples
show that the inequality (0.3) can be strict. Thus the question arises under what
additional conditions on L and M do we have equality in (0.3)? This question has
recently been answered in [9] where the following theorem is proved.

Theorem 0.1. ([9]) Let L and M be the regular n× n matrix polynomials in (0.1)
and (0.2). Then dim KerR(L, M) = ν̂(L, M) if and only if there exist regular n×n
matrix polynomials P and Q of degrees at most m and �, respectively, such that

P (λ)L(λ) = Q(λ)M(λ), λ ∈ C. (0.4)

Let L and M be regular n × n matrix polynomials of degrees � and m,
respectively. We call L and M quasi commutative whenever there exist regular
n× n matrix polynomials P and Q of degrees at most m and �, respectively, such
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that (0.4) holds. In that case we also say that the quadruple {L, M ; P, Q} has the
quasi commutativity property. Thus Theorem 0.1 tells us that

dim KerR(L, M) = ν̂(L, M) (0.5)

holds if and only if the polynomials L and M are quasi commutative.
The resultant matrix appears in a natural way in the study of the matrix

polynomial equations of the form

X(λ)L(λ) + Y (λ)M(λ) = G(λ). (0.6)

Here L and M are as in (0.1) and (0.2), and the right-hand side is an n×n matrix
polynomial G(λ) =

∑�+m−1
j=0 λjGj of degree at most � + m − 1. Then (see, e.g.,

Section 3 of [9]) equation (0.6) has solutions X and Y ,

X(λ) =
m−1∑
j=0

λjXj, Y (λ) =
�−1∑
j=0

λjYj ,

if and only if

�+m−1∑
j=0

Gjyj = 0 for each y =

⎡⎢⎢⎢⎣
y0

y1

...
y�+m−1

⎤⎥⎥⎥⎦ ∈ KerR(L, M).

The necessity of the quasi commutativity condition in Theorem 0.1 is proved
in [9] using the spectral theory of regular matrix polynomials developed in the
eighties, in the papers [5], [6], [10] and the book [11], together with the connection
between the resultant matrix and matrix polynomial equations mentioned in the
previous paragraph. The sufficiency of the condition is covered by Proposition 3.2
in [12].

The aim of the present paper is to give an alternative proof of the sufficiency
part using the analogue of the classical Bezoutian for matrix polynomials. Recall
that for each quasi commutative quadruple {L, M ; P, Q} we have P (λ)L(μ) −
Q(λ)M(μ) is zero at λ = μ. Hence we can consider the following series expansion

P (λ)L(μ)−Q(λ)M(μ)
λ− μ

=
r−1∑

i,j=0

Ti,jλ
iμj , where r = max{�, m}.

The r × r block matrix T = [Ti,j]r−1
i,j=0 is the analogue of the classical Bezoutian

we shall be working with. This notion (without the restriction on the degree of the
polynomials P and Q) was introduced in [1], and its null space has been described
in [18], again using heavily the results of the spectral theory of matrix polynomials
(in particular, those from [5] and [6]). In the present paper we shall describe (see
(2.13)) the null space of T following the general abstract scheme developed in [2]
which is based on a state space analysis of the Bezoutian and its properties (earlier
results in this direction can be found in [13], [17], and [15]).
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The formula for the dimension of the null space of the Bezoutian T in The-
orem 2.1 below together with the relation between the resultant and the Bezout
matrix T (Theorem 3.1 below) will allows us to give a new proof of the sufficiency
part in Theorem 0.1.

The paper consists of four sections, not counting the present introduction.
In the first section we define the total common multiplicity of two regular matrix
polynomials. In the second section we prove the formula for the dimension of the
null space of the Bezout matrix. The third section establishes the relation between
resultant and the Bezout matrix, and the final section contains the proof of the
sufficiency part in Theorem 0.1.

Finally, we mention that the approach followed in the present paper was
inspired by the recent papers [2], [7], and [8], where we proved (in co-authorship
with I. Gohberg) results similar in nature to Theorems 0.1, 2.1, and 3.1 for certain
entire matrix functions.

1. Definition of total common multiplicity

Let L and M be regular n × n matrix polynomials as in (0.1) and (0.2). In
this section we introduce the quantity ν̂(L, M). The fact that degreeL = � and
degreeM = m will only play a role in the final paragraph of this section.

Let λ0 be a point in C. We say that λ0 is a common eigenvalue of L and M
if there exists a vector x0 �= 0 such that L(λ0)x0 = M(λ0)x0 = 0. In this case we
refer to x0 as a common eigenvector of L and M at λ0. Note that x0 is a common
eigenvector of L and M at λ0 if and only if x0 is a non-zero vector in

KerL(λ0) ∩KerM(λ0) = Ker

[
L(λ0)

M(λ0)

]
.

For L and M to have a common eigenvalue at λ0 it is necessary that detL(λ0) = 0
and det M(λ0) = 0 but the converse is not true. To see this, take

L(λ) =
[
λ 1
0 λ

]
, M(λ) =

[
λ 0
1 λ

]
.

Then detL(λ) and detM(λ) both vanish at zero but λ0 = 0 is not a common
eigenvalue of L and M because L and M do not have a common eigenvector at λ0.

An ordered sequence of vectors x0, x1, . . . , xν−1 is called a common Jordan
chain for L and M at λ0 if x0 �= 0 and

k∑
j=0

1
j!

L(j)(λ0)xk−j = 0, k = 0, . . . , ν − 1,

k∑
j=0

1
j!

M (j)(λ0)xk−j = 0, k = 0, . . . , ν − 1.

Note that in that case x0 is a common eigenvector of L and M at λ0.
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Let x0 be a common eigenvector of L and M at λ0. Since L and M are
regular, the lengths of the common Jordan chains of L and M at λ0 with initial
vector x0 have a finite supremum, which we shall call the common rank of the
common eigenvector x0. This fact allows us to define the notion of a canonical set
of common Jordan chains. The first step is to choose a common eigenvector x1, 0

in KerL(λ0) ∩KerM(λ0) such that the common rank ν1 of x1, 0 is maximal, and
let x1, 0, . . . , x1, ν1−1 be a corresponding common Jordan chain. Next, we choose
among all vectors x in KerL(λ0) ∩ KerM(λ0), with x not a multiple of x1, 0,
a vector x2, 0 of maximal common rank, ν2 say, and we choose a corresponding
common Jordan chain x2, 0, . . . , x2, ν2−1. We proceed by induction. Assume

x1, 0, . . . , x1, ν1−1, . . . , xk, 0, . . . , xk, νk−1

have been chosen. Then we choose xk+1, 0 to be a vector in the space Ker L(λ0) ∩
KerM(λ0) that does not belong to span{x1, 0, . . . , xk, 0} and such that xk+1, 0 is
of maximal common rank among all vectors in the space Ker L(λ0) ∩ KerM(λ0)
not belonging to span{x1, 0, . . . , xk, 0}. In this way, in a finite number of steps,
we obtain a basis x1, 0, x2, 0, . . . , xp, 0 of KerL(λ0)∩KerM(λ0) and corresponding
common Jordan chains

x1, 0, . . . , x1, ν1−1, x2, 0, . . . , x2, ν2−1, . . . , xp, 0, . . . , xp, νp−1. (1.1)

The system of vectors (1.1) is called a canonical set of common Jordan chains of
L and M at λ0.

From the construction it follows that p = dimKerL(λ0) ∩ KerM(λ0). Fur-
thermore, the numbers ν1 ≥ ν2 ≥ · · · ≥ νp are uniquely determined by L and M ,
and they do not depend on the particular choices made above. The number

ν(L, M ; λ0) :=
p∑

j=1

νj

is called the common multiplicity of λ0 as a common eigenvalue of the matrix
polynomials L and M .

The fact that L and M are regular also implies that L and M have a finite
number of common eigenvalues in C. We define the total common multiplicity of
L and M in C to be the number ν(L, M) given by

ν(L, M ; C) =
∑
λ∈C

ν(L, M ; λ).

Next we introduce the common multiplicity at infinity. For this purpose we
consider the so-called reversed polynomials:

L#(λ) = λ�L(λ−1) = L� + λL�−1 + · · ·+ λ�L0,

M#(λ) = λmM(λ−1) = Mm + λMm−1 + · · ·+ λmM0.

The matrix polynomials L# and M# are again regular. We define the common
multiplicity of L and M at infinity to be the number ν(L, M ;∞) = ν(L#, M#; 0).
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The total common multiplicity of L and M is then defined as the number ν̂(L, M)
given by

ν̂(L, M) = ν(L, M ; C) + ν(L, M ;∞).
In the next two sections reduction to comonic and/or monic polynomials

will play a role in the proofs. Recall that an n × n matrix polynomial L is called
comonic whenever its value at zero is the identity matrix In, and L is said to be
monic when its leading coefficient is equal to In.

2. The Bezout matrix for regular matrix polynomials

Throughout this section we deal with four regular n× n matrix polynomials:

L(λ) = L0 + λL1 + · · ·+ λrLr, M(λ) = M0 + λM1 + · · ·+ λrMr, (2.1)

P (λ) = P0 + λP1 + · · ·+ λrPr, Q(λ) = Q0 + λQ1 + · · ·+ λrQr. (2.2)

We assume r > 0. The polynomials in (2.1) and (2.2) are of degree at most r;
in other words, the leading coefficients Lr, Mr, Pr, Qr are not required to be
non-zero. We also assume that

P (λ)L(λ) = Q(λ)M(λ). (2.3)

Then P (λ)L(μ) − Q(λ)M(μ) is zero at λ = μ, and hence we can consider the
following series expansion

P (λ)L(μ)−Q(λ)M(μ)
λ− μ

=
r−1∑

i,j=0

Ti,jλ
iμj . (2.4)

The r × r block matrix [Ti,j ]
r−1
i,j=0 is called the Bezout matrix associated with the

matrix polynomials (2.1) and (2.2), for short T = Br(L, M ; P, Q).

To state the main theorem of this section we have to reconsider the common
multiplicity at infinity. Let L and M be regular n × n matrix polynomials as in
(2.1). Put

L†(λ) = λrL(λ−1) = Lr + λLr−1 + · · ·+ λrL0,

M†(λ) = λrM(λ−1) = Mr + λMr−1 + · · ·+ λrM0.

Note that L† and M † are again regular n×n matrix polynomials. Since the degrees
of L and M can be strictly less than r, the polynomials L† and M † are generally
not equal to the respective reversed polynomials L# and M#, which we used in
the final paragraph of Section 1. Furthermore, note that the definition of L† and
M † depends on the choice of r. We define the common multiplicity of L and M at
infinity relative to r to be the number

νr(L, M ;∞) = ν(L†, M†; 0).

Finally, the total common multiplicity of L and M relative to r is the number

ν̂r(L, M) = ν(L, M ; C) + νr(L, M ;∞).
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Example. To see the difference between ν̂(L, M) and ν̂r(L, M) consider the poly-
nomials L(λ) = I+λI and M(λ) = I+λ2R. Here I is the 2×2 identity matrix and
R is an arbitrary 2×2 non-zero matrix. Take r = 2, and put L†(λ) = λ2L(λ−1) and
M †(λ) = λ2M(λ−1). Then M † = M# but L† does not coincide with L#. Since,
L is monic, L# is comonic, and hence ν(L#, M#; 0) = 0. On the other hand, L†

has the value zero at zero, and one computes that ν(L†, M†; 0) = dim KerR. It
follows that

ν̂(L, M) = ν(L, M ;−1) = dimKer (I + R),

ν̂2(L, M) = ν(L, M ;−1) + ν(L†, M †;∞) =
= dimKer (I + R) + dim KerR.

Note that in this example L and M commute, and thus we may consider
B2(L, M ; M, L). Let us compare this Bezout matrix with the resultant of L and
M . We have

R(L, M) =

⎡⎣ I I 0
0 I I
I 0 R

⎤⎦ , B2(L, M ; M, L) =
[
−I R
R R

]
.

One checks that

dim KerR(L, M) = dimKer (I + R),

dim KerB2(L, M ; M, L) = dim Ker (I + R) + dim KerR.

Hence,

dim KerR(L, M) = ν̂(L, M), dim KerB2(L, M ; M, L) = ν̂2(L, M).

Since L and M commute, the polynomials L and M are quasi commutative, and
thus the first identity in the above formula also follows from Theorem 0.1. The
second identity can be seen as a corollary of the following result which is the main
theorem of this section.

Theorem 2.1. Let L, M , P , Q be regular n × n matrix polynomials of degree at
most r, and assume that (2.3) is satisfied. Then

dim KerBr(L, M ; P, Q) = ν̂r(L, M). (2.5)

Theorem 2.1 has a long history; see [1], [13], and the references therein. We
shall need the above theorem only for the case when the two matrix polynomials
L an M in (2.1) are monic of degree r. For this case the theorem can be found in
[18]. When L an M in (2.1) are monic of degree r, then ν̂r(L, M) is just equal to
ν(L, M ; C).

We shall give a proof of Theorem 2.1 using the abstract scheme for Bezout
matrices and Bezout operators given in Section 4 of [2], which originates from
[13]. In particular, we shall need the description of the kernel of the Bezoutian in
Theorem 4.3 of [2] which does not appear in [13]. It will be convenient to use the
following lemma.
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Lemma 2.2. In order to prove Theorem 2.1 it suffices to prove the result for the
case when the four polynomials L, M , P , Q are comonic, each of degree r and
each with a non-singular leading coefficient.

Proof. We shall divide the proof into four parts.

Part 1. Choose α ∈ C such that for all four polynomials the value at α is non-
singular. This allows us to consider the polynomials

Lα(λ) = L(λ + α), Mα(λ) = M(λ + α),

Pα(λ) = P (λ + α), Qα(λ) = Q(λ + α).

The polynomials Lα, Mα, Pα, Qα have a non-singular constant term, are of degree
at most r, and (2.3) remains true with L, M , P , Q being replace by Lα, Mα, Pα,
Qα in this order. We claim that

dim KerBr(L, M ; P, Q) = dimKerBr(Lα, Mα; Pα, Qα), (2.6)

ν̂r(L, M) = ν̂r(Lα, Mα). (2.7)

The identity (2.7) is simple to check, we omit the details. The identity (2.6) follows
from the fact that Br(L, M ; P, Q) and Br(Lα, Mα; Pα, Qα) are equivalent matrices.
In fact,

Br(Lα, Mα; Pα, Qα) = F(α)TBr(L, M ; P, Q)F(α), (2.8)

where F(α)T is the block transpose of F(α), while F(α) is the r × r block matrix
of which the (j, k)th entry is the n× n matrix given by

Fjk(α) =

⎧⎨⎩
(

j
k

)
αj−kIn, for j ≥ k,

0, otherwise.
(2.9)

Clearly, F(α) is block lower triangular with the n×n identity matrix on the main
diagonal. Thus F(α) is non-singular, and the identity (2.8) shows that (2.6) holds.

Thus in order to prove (2.5) we may assume the constant terms in (2.1) and
(2.2) to be non-singular.

Part 2. Assume that the constant terms in (2.1) and (2.2) are non-singular. Put

L̃(λ) = L−1
0 L(λ), M̃(λ) = M−1

0 M(λ),

P̃ (λ) = (P0L0)−1P (λ)L0, Q̃(λ) = (Q0M0)−1Q(λ)M0.

The four polynomials L̃, M̃ , P̃ , Q̃ are comonic of degree at most r. Note that (2.3)
implies that P0L0 = Q0M0, and hence

P̃ (λ)L̃(λ) = (P0L0)−1P (λ)L0L
−1
0 L(λ)

= (P0L0)−1P (λ)L(λ) = (Q0M0)−1Q(λ)M(λ)

= Q̃(λ)M̃ (λ).
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Thus (2.3) holds for L̃, M̃ , P̃ , Q̃ in place of L, M , P , Q, respectively. It is straight-
forward to check that

dim KerBr(L, M ; P, Q) = dim KerBr(L̃, M̃ ; P̃ , Q̃),

ν̂r(L, M) = ν̂r(L̃, M̃).

Thus in order to prove (2.5) we may assume that the polynomials in (2.1) and
(2.2) are comonic.

Part 3. Assume that the polynomials in (2.1) and (2.2) are comonic. Put

L†(λ) = λrL(λ−1), M †(λ) = λrM(λ−1),

P †(λ) = λrP (λ−1), Q†(λ) = λrQ(λ−1).

Then L†, M†, P †, Q† are monic matrix polynomials, each of degree r. Furthermore

P †(λ)L†(λ) = λ2rP (λ−1)L(λ−1) = λ2rQ(λ−1)M(λ−1) = Q†(λ)M †(λ),

and hence (2.3) holds for L†, M†, P †, Q† in place of L, M , P , Q, respectively.
One checks that

dim KerBr(L, M ; P, Q) = dim KerBr(L†, M †; P †, Q†),

ν̂r(L, M) = ν̂r(L†, M†).

The second identity is easy to check, and the first identity follows from the equiv-
alence relation

Br(L†, M†; P †, Q†) = −EBr(L, M ; P, Q)E,

where E is the r× r block permutation matrix whose entries are zero except those
on the main skew diagonal which are all equal to the n× n identity matrix.

Thus in order to prove (2.5) we may assume that the polynomials in (2.1)
and (2.2) are all monic and of degree r.

Part 4. Assume that the polynomials in (2.1) and (2.2) are all monic and of degree
r. Since the polynomials L, M , P , Q are monic, they are regular, and hence we can
find β ∈ C such that the values of L, M , P , Q at β are non-singular. Now repeat
the arguments of the first two parts with β in place of α. Let L♦, M♦, P♦, Q♦

be the resulting polynomials. Then L♦, M♦, P♦, Q♦ are comonic polynomials,
each of degree r and each with a non-singular leading coefficient. Furthermore,

dim KerBr(L, M ; P, Q) = dim KerBr(L♦, M♦; P♦, Q♦),

ν̂r(L, M) = ν̂r(L♦, M♦).

Hence in order to prove (2.5) we may assume that the matrix polynomials in (2.1)
and (2.2) are all comonic, of degree precisely r, and have non-singular leading
coefficients. �
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Next we show that Br(L, M ; P, Q) is an abstract Bezout matrix in the sense
of [13]; cf., Section 4 in [2]. For this purpose we introduce the following block
matrices. Throughout I is the n× n identity matrix.

B =

⎡⎢⎢⎢⎣
I
0
...
0

⎤⎥⎥⎥⎦ , C =
[

I 0 · · · 0
]
, (2.10)

N =

⎡⎢⎢⎢⎣
0 0
I 0

. . .
I 0

⎤⎥⎥⎥⎦ , V =

⎡⎢⎢⎢⎣
0 I

. . . 0
I

0 0 0

⎤⎥⎥⎥⎦ . (2.11)

Note that the block matrices

[
B NB · · · Nr−1B

]
and

⎡⎢⎢⎢⎣
C

CV
...

CV r−1

⎤⎥⎥⎥⎦
are both equal to the nr × nr identity matrix. In particular, the pair (N, B) is
controllable and the pair (C, V ) is observable (see [14] for an explanation of this
terminology). Now let T = [Ti,j ]r−1

i,j be the Bezout matrix Br(L, M ; P, Q). It is
straightforward to check that

C(I − λV )−1T (I − μN)−1B =
r−1∑

i,j=0

Ti,jλ
iμj .

Thus (2.4) can be rewritten as

P (λ)L(μ)−Q(λ)M(μ)
λ− μ

= C(I − λV )−1T (I − μN)−1B. (2.12)

Hence T = Br(L, M ; P, Q) is an abstract Bezout matrix in the sense of [13] (see
also Section 4.3 in [2]).

Proof of Theorem 2.1. Let L, M , P , Q be regular n×n matrix polynomials of de-
gree at most r satisfying (2.3). According to Lemma 2.2, without loss of generality
we may assume that the polynomials L and M are comonic, that each of these
polynomials is of degree r, and that the leading coefficient of M is non-singular.
In that case

ν̂r(L, M) = ν(L, M) =
∑
λ∈C

ν(L, M ; λ).
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Next we write the comonic polynomials L, M , P , Q in realized form, as
follows

L(λ) = Ir + λCL(I − λN)−1B, M(λ) = Ir + λCM (I − λN)−1B,

P (λ) = Ir + λC(I − λV )−1BP , Q(λ) = Ir + λC(I − λV )−1BQ.

Here B and C are the block matrices defined by (2.10), the block matrices V and
N are defined by (2.11), and

BP =

⎡⎢⎢⎢⎣
P1

P2

...
Pr

⎤⎥⎥⎥⎦ , BQ =

⎡⎢⎢⎢⎣
Q1

Q2

...
Qr

⎤⎥⎥⎥⎦ ,

CL =
[

L1 L2 · · · Lr

]
, CM =

[
M1 M2 · · · Mr

]
.

Since the pair (N, B) is controllable and the pair (C, V ) is observable, the above
state space representations in combination with (2.12) imply that

TN − V T = BP CL −BQCM , TB = BP −BQ, CT = CM − CL.

But then we can use Theorem 4.3 in [2] ( see also Theorem 2 in [15]) to show that

KerBr(L, M ; P, Q) =M, (2.13)

where M is the largest subspace contained in Ker (CL − CM ) that is invariant
under N −BCL. Note that the operators N −BCL and N −BCM coincide on the
space Ker (CL − CM ). Thus M is also equal to the largest subspace contained in
Ker (CL − CM ) that is invariant under N −BCM .

Recall that N is a nilpotent matrix. This allows to apply Theorem 2.6 in [2].
Note that

N −BCM =

⎡⎢⎢⎢⎣
M1 · · · Mr−1 Mr

I 0
. . .

...
I 0

⎤⎥⎥⎥⎦ .

Thus the fact that Mr is non-singular implies that N − BCM is invertible. But
then Theorem 2.6 in [2] tells us that ν(L, M) = dimM. By combining this result
with that of the preceding paragraph we obtain the desired equality (2.5). �

3. The resultant in relation to the Bezout matrix

It is well known that the resultant and the Bezoutian are closely related. We shall
need the following theorem.

Theorem 3.1. Let L and M be regular n× n matrix polynomials of degrees � and
m, respectively,

L(λ) = L0 + λL1 + · · ·+ λ�L�, M(λ) = M0 + λM1 + · · ·+ λmMm.
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Assume that m ≥ � > 0 and that Mm is non-singular. Furthermore, assume that
there exist n× n matrix polynomials,

P (λ) = P0 + λP1 + · · ·+ λmPm, Q(λ) = Q0 + λQ1 + · · ·+ λ�Q�,

such that Pm is non-singular and quasi commutativity condition (2.3) is satisfied.
Then the matrices[

Bm(L, M ; P, Q) 0
0 Imn

]
,

[
R(L, M) 0

0 I(m−�)n

]
(3.1)

are equivalent. In particular, in that case,

dim KerBm(L, M ; P, Q) = dim KerR(L, M).

The above theorem may be derived as a corollary from Proposition 1.2 in
[18]. See also Section 3.4 in [9] for a continuous time version of the result. For the
sake of completeness, we shall present a proof of Theorem 3.1.

It will be convenient to first rewrite the quasi commutativity condition (2.3)
in matrix form. For this purpose we need some additional notation. Let A(λ) =
A0 + λA1 + · · ·+ λrAr be any n× n matrix polynomial of degree at most r. With
A we associate two r × r block Toeplitz matrices, namely

LA =

⎡⎢⎢⎢⎣
A0

A1 A0

...
...

. . .
Ar−1 Ar−2 · · · A0

⎤⎥⎥⎥⎦ , UA =

⎡⎢⎢⎢⎣
Ar Ar−1 · · · A1

Ar · · · A2

. . .
...

Ar

⎤⎥⎥⎥⎦ (3.2)

The unspecified entries in the strictly upper triangular part of LA stand for zero
n×n matrices, and thus LA is block lower triangular. Similarly, UA is block upper
triangular.

Proposition 3.2. Let L, M , P , Q be n×n matrix polynomials of degree at most r.
Then (2.3) holds if and only if the following three conditions are satisfied:

PrLr = QrMr, LPLL = LQLM , UPLL + LPUL = UQLM + LQUM . (3.3)

Moreover, in that case UPUL = UQUM .

Proof. Let A(λ) = A0 + λA1 + · · ·+ λrAr be any n× n matrix polynomial A(λ)
of degree at most r. With A(λ) we associate the 2r × 2r block lower triangular
Toeplitz matrix

TA =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

A0

...
. . .

Ar−1 · · · A0

Ar · · · A1 A0

...
...

...
. . .

A2r−1 · · · Ar Ar−1 · · · A0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Here Aj = 0 for j = r+1, . . . , 2r−1. Using the block matrices in (3.2) we see that
TA can be partitioned as

TA =

[
LA 0

UA LA

]
. (3.4)

In terms of the above notation condition (2.3) is equivalent to

PrLr = QrMr, and TPTL = TQTM . (3.5)

The first equality in (3.5) is just the first equality in (3.3). Using (3.4) with P , L,
Q, M in place of A it is straightforward to show that the second equality in (3.5)
is equivalent to the combination of the second and third equality in (3.3).

To prove the final statement, let A(λ) be as in the first paragraph, and define

A†(λ) = Ar + λAr−1 + · · ·+ λrA0 = λrA(λ−1).

A simple computation shows that

LA† = EUAE, UA† = ELAE. (3.6)

Here the matrix E is the r× r block permutation matrix all whose entries are zero
except those on the main skew diagonal which are all equal to the n× n identity
matrix.

Since our four polynomials in (2.1) and (2.2) are of degree at most r we can
consider the polynomials L†(λ), M †(λ), P †(λ), Q†(λ). Obviously, we have

P (λ)L(λ) = Q(λ)M(λ) ⇔ P †(λ)L†(λ) = Q†(λ)M †(λ).

The second identity in (3.3) applied to the polynomials L†(λ), M †(λ), P †(λ),
Q†(λ) now yields LP †LL† = LQ†LM† . But then we can use (3.6) and the fact that
E2 = I to derive UPUL = UQUM . �

The following proposition appears in a somewhat different form in [18], Sec-
tion 1.2.

Proposition 3.3. Let L, M , P , Q be n× n matrix polynomials of degree at most r
satisfying (2.3). Then

Br(L, M ; P, Q) = (UPLL − UQLM )E = (LQUM − LPUL)E. (3.7)

Here E is the r × r block permutation matrix whose entries are zero except those
on the second main diagonal which are all equal to the n× n identity matrix.

Proof of Theorem 3.1. Without further explanation we use the notation intro-
duced in the preceding paragraphs with r = m. Consider the 2× 2 block matrix

R̃(L, M) =

[
ELLE EULE

ELME EUME

]
.
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A straightforward calculation (using r = m, the first identity in (3.7) and the
equality UPUL = UQUM ) shows that[

0 E

UP E −UQE

]
R̃(L, M) =

[
I 0

0 Bm(L, M ; P, Q)

][
LME UME

I 0

]
.

The fact that r = m and the matrices Mm and Pm are non-singular implies that
the block matrices[

0 E

UP E −UQE

]
and

[
LME UME

I 0

]
are both non-singular. It follows that the matrix R̃(L, M) is equivalent to the first
matrix in (3.1).

It remains to show that R̃(L, M) is also equivalent to the second matrix in
(3.1). Since r = m, we have

ELLE =

⎡⎢⎣ L0 · · · Lm−1

. . .
...

L0

⎤⎥⎦ , EULE =

⎡⎢⎣ Lm

...
. . .

L1 · · · Lm

⎤⎥⎦ ,

ELME =

⎡⎢⎣ M0 · · · Mm−1

. . .
...

M0

⎤⎥⎦ , EUME =

⎡⎢⎣ Mm

...
. . .

M0 · · · Mm

⎤⎥⎦ .

Recall that m ≥ �. Put s = m − �. Then we see from the above identities that
R̃(L, M) can be written as a 2× 2 block matrix as follows:

R̃(L, M) =
[

R(L, M) 0
X Y

]
Here 0 is a zero matrix of size (� + m) × s. Furthermore, X is a block matrix of
size s× (� + m) whose entries we do not need to specify further, and Y is a block
lower triangular matrix of size s × s which has Mm as its main diagonal entries.
In particular Y is invertible. It follows that R̃(L, M) is equivalent to the second
matrix in (3.1), which completes the proof. �

4. Proof of the sufficiency part of Theorem 0.1

Throughout we assume that there exist regular n × n matrix polynomials P and
Q of degrees at most m and �, respectively, such that (0.4) holds. Our aim is to
prove (0.5). This will be done in two steps.

Part 1. In this part we assume additionally that L, M , P , and Q are comonic,
that is, the matrices L(0), M(0), P (0), and Q(0) are all equal to the n×n identity
matrix.
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To prove (0.5), let L# and M# be the reversed polynomials associated with
L and M , and put

P †(λ) = λmP (λ−1), Q†(λ) = λ�Q(λ−1).

Then all four polynomials L#, M#, P †, Q† are monic, L# and Q† have degree �,
and M# and P † have degree m. Moreover, (0.4) yields

P †(λ)L#(λ) = Q†(λ)M#(λ), λ ∈ C.

Next, we set r = max{�, m} and apply Theorems 2.1 and 3.1 to the polynomials
L#, M#, P †, Q†. This yields the following two identities

dim KerBr(L#, M#; P †, Q†) = ν̂r(L#, M#),

dim KerBr(L#, M#; P †, Q†) = dim KerR(L#, M#).

Thus dim KerR(L#, M#) = ν̂r(L#, M#). Since L# and M# are monic and r =
max{�, m}, we see that ν̂r(L#, M#) = ν̂(L#, M#). Hence

dim KerR(L#, M#) = ν̂(L#, M#).

To get (0.5) it remains to show that

dim KerR(L#, M#) = dim KerR(L, M), ν̂(L#, M#) = ν̂(L, M). (4.1)

To prove the first identity in (4.1) note that L# has the same degree as
L, and that M# has the same degree as M . Thus the resultants R(L, M) and
R(L#, M#) are block matrices of the same size, and the block entries are of the
same size too. We shall see that the two resultants R(L, M) and R(L#, M#) are
equivalent. Indeed, given a positive integer q we define Eq to be the q × q block
matrix

Eq =
[
δq+1−i,jIn

]q

i,j=1
.

Here In is the n × n identity matrix and δp,q is the Kronecker delta. A straight-
forward calculation shows that[

Em 0
0 E�

]
R(L, M)E�+m = R(L#, M#).

The fact that for each q the matrix Eq is invertible implies that R(L, M) and
R(L#, M#) are equivalent. Thus the null spaces KerR(L#, M#) and KerR(L, M)
have the same dimension, which proves the first identity in (4.1).

Next, we prove the second identity in (4.1). The fact that L and L# have
the same degree implies that the reversed polynomial of L# is again L, that is,
(L#)# = L. Similarly, (M#)# = M . It follows that

ν(L, M ;∞) = ν(L#, M#; 0), ν(L, M ; 0) = ν(L#, M#;∞).

Furthermore,
ν(L, M ; λ0) = ν(L#, M#; λ0)−1, λ0 ∈ C.

From these identities the second part of (4.1) is clear. Thus (4.1) is proved, and
for comonic matrix polynomials the sufficiency part of the proof of Theorem 0.1
is established.
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Part 2. In this part we deal with the general case. Since L, M , P , and Q are all
regular, we can choose α ∈ C such that the matrices L(α), M(α), P (α) and Q(α)
are non-singular. This allows us to define

L̃(λ) = L(α)−1L(λ + a), M̃(λ) = M(α)−1M(λ + a),

P̃ (λ) = P (λ + a)L(α), Q̃(λ) = Q(λ + a)M(α).

The polynomials L̃ and M̃ are comonic and have the same degrees as L and M ,
respectively, that is, degree L̃ = � and degree M̃ = m. The matrix polynomials P̃
and Q̃ are also comonic with degree P̃ = degreeP and degree Q̃ = degreeQ. In
particular, the degrees of P̃ and Q̃ are at most m and �, respectively. Moreover,
since (0.4) holds, we have

P̃ (λ)L̃(λ) = Q̃(λ)M̃ (λ), λ ∈ C.

By the result of the previous part, it follows that

dim KerR(L̃, M̃) = ν̂(L̃, M̃).

Thus to complete the proof it remains to show that

dim KerR(L̃, M̃) = dim KerR(L, M), ν̂(L̃, M̃) = ν̂(L, M). (4.2)

Since L(α) and M(α) are invertible, we have ν(L̃, M̃ ; λ) = ν(L, M ; λ + α)
for each λ ∈ C and ν(L̃, M̃ ;∞) = ν(L, M ;∞). Hence the second identity in
(4.2) holds. To prove the first identity in (4.2), we first observe that degree L̃ =
degreeL = � and degree M̃ = degreeM = m. Thus the resultants R(L̃, M̃) and
R(L, M) are block matrices of block size (� + m)× (� + m). Moreover, each block
entry is a matrix of size n × n. We shall see that R(L̃, M̃) and R(L, M) are
equivalent.

For j, k = 0, 1, 2, . . . let Fjk(α) be the n × n matrix defined by (2.9). For
q = 1, 2, . . . let Fq(α) be the q × q block matrix given by

Fq(α) =
[
Fjk(α)

]q−1

j,k=0
,

where Fjk(α) be the n × n matrix defined by (2.9). Furthermore, let ΛL(α) and
ΛM(α) be block diagonal matrices with L(α)−1 and M(α)−1, respectively, on the
main diagonal. We require ΛL(α) to be of block size m×m and ΛM(α) is of block
size �× �. One checks that[

Fm(α)ΛL(α) 0
0 F�(α)ΛM(α)

]
R(L, M) = R(L̃, M̃)F�+m(α). (4.3)

This identity provides the desired equivalence. Indeed, for each q the block matrix
Fq(α) is block lower triangular with the n×n identity matrix on the main diagonal.
Thus Fq(α) is non-singular for each q. Since L(α) and M(α) are also invertible,
it follows that the first and fourth factor in (4.3) are non-singular, and hence
R(L̃, M̃) and R(L, M) are equivalent, which proves the first part of (4.2). Thus
(4.2) holds. �
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Quasidiagonal Extensions of the Reduced
Group C*-algebras of Certain Discrete Groups

Alexander Kaplan and Steen Pedersen

Abstract. Let G be countable group containing a free subgroup F of finite
index. We show that the reduced group C∗-algebra C∗

red(G) has a quasidiag-
onal extension. Our proof is based on a result of Haagerup and Thorbjørnsen
[HT] asserting the existence of such an extension of C∗

red(F ) when F is a free
group of rank greater than one. A consequence of our result is that if Γ is a
free product of finitely many (non-trivial) cyclic groups and Γ 
= Z2 �Z2, then
Ext(C∗

red(Γ)) is not a group.

Mathematics Subject Classification (2000). Primary 46L05; Secondary 46L45,
46L35.

Keywords. Quasi diagonal extension, reduced group C∗-algebra, free product
of cyclic groups.

1. Introduction

1.1 LetH be a separable Hilbert space. Consider a decomposition H = H1⊕H2⊕
· · · , with dim(Hi) <∞ (i = 1, . . . ). A bounded linear operator T ∈ B(H) is block-
diagonal with respect to the decompositionH1⊕H2⊕· · · , ofH if T = B1⊕B2⊕· · · ,
for some Bi ∈ B(Hi). T is block-diagonal if it is block-diagonal with respect to some
decompositionH1⊕H2⊕· · · ofH with dim(Hi) <∞ (i = 1, . . . ). T is quasidiagonal
if it is a compact perturbation of a block-diagonal operator on H, that is if T =
D + K for some block-diagonal operator D and some compact operator K on H.
Similarly, a set S of operators on H is quasidiagonal if there is a decomposition
H = H1 ⊕H2 ⊕ · · · , with dim(Hi) <∞ (i = 1, . . . ), such that each operator in S
is a compact perturbation of some operator that is block-diagonal with respect to
this decomposition of H. For a norm-separable set S quasidiagonality is equivalent
to the existence of an increasing sequence of finite rank projections P1 ≤ P2 ≤
P3 ≤ · · · converging strongly to IH, such that limn ‖ [T, Pn] ‖ = 0 for any T ∈ S.
The latter is, in turn, equivalent to quasidiagonality of the operator C ∗-algebra

We are indebted to the referees for a number of helpful suggestions.
Communicated by J.A. Ball.
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C∗(S) + K(H) + CIH, where K(H) is the algebra of compact operators on H.
A separable (abstract) C ∗-algebra A is called quasidiagonal if it has a faithful
representation φ : A −→ B(H) such that the set φ(A) is quasidiagonal.

By the Weyl-von Neumann-Berg theorem, any normal operator on a separa-
ble Hilbert space is quasidiagonal. On the other hand, a non-unitary isometry is
not quasidiagonal. Rosenberg [Ro, Theorem A1] (see also [Bl, V.4.2.13]) showed
that the reduced C∗-algebras C∗red(G) of a discrete countable non-amenable group
G is not quasidiagonal. C∗red(G) is the C∗-algebra generated by the left regular
representation of G on �2(G). Excellent sources for information on quasidiagonal-
ity and related notions are Blackadar’s book [Bl] and the survey articles by Brown
[Br] and Voiculescu [Vo].

One of the peculiar aspects of quasidiagonality is the presence of separable
quasidiagonal C∗-algebras of operators E whose quotients A ∼= E/K by the ideal
of compact operators K are not quasidiagonal ([Wa1], [Wa2], [HT]). In terms of
the C∗-algebra extension theory this amounts to the existence of essential unital
quasidiagonal extensions 0 −→ K −→ E −→ A −→ 0 of certain separable unital
non-quasidiagonal C∗-algebrasA by the C∗-algebra of compact operatorsK, where
the extension C∗-algebra E is quasidiagonal.

1.2 Any essential unital extension of a separable unital C∗-algebra A by K de-
fines a unital ∗-monomorphism τ : A −→ C(H), where C(H) = B(H)/K(H) is the
Calkin algebra on H, and thus determines an element [τ ] of the invariant Ext(A)
consisting of the unitary equivalence classes of all such ∗-monomorphisms (see [Ar],
[Bl], [BDF]). Using the isomorphisms H ∼= H⊕H and C(H⊕H) ∼= M2(C(H)) the
assignment [τ1] + [τ2] = [τ1 ⊕ τ2] defines the (commutative) addition operation
on Ext(A). By Voiculescu’s theorem, Ext(A) is a unital semigroup. The iden-
tity element is the class defined by the “trivial” extension with extension algebra
E = φ(A) + K, where φ is any faithful unital representation of A on a separable
infinite-dimensional Hilbert space such that φ(A) ∩ K = ∅. From the preceding it
follows that an element [τ ] has the inverse in Ext(A) precisely when τ lifts to a
completely positive unital map ϕ : A −→ B(H) such that τ = ρ◦ϕ, where ρ is the
quotient map of B(H) onto C(H). A quasidiagonal extension of a non-quasidiagonal
separable C ∗-algebra A is not liftable (so that Ext(A) is not a group), and that
the corresponding extension algebra E is not exact (in particular E is not nuclearly
embeddable) (cf. [Br, Corollary 13.5], [EH, Corollary 5.6], [Ki, Corollary 1.4]).

1.3 While the existence of quasidiagonal extensions of some non-quasidiagonal
C∗-algebras, were realized long ago, relatively few examples are known. In partic-
ular, a problem of considerable interest is:

If G is a discrete countable non-amenable group must C∗red(G) have a
quasidiagonal extension?

In [HT] Haagerup and Thorbjørnsen answered this question in the affirmative for
countable free groups of rank greater than 1. In this note we show that C∗red(G)
has a quasidiagonal extension for groups G containing a free subgroup of finite
index. Thus we obtain the following:
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Theorem. Let G be a countable discrete group containing a free subgroup of finite
index. Then there exists a quasidiagonal unital extension

0 −→ K −→ E −→ C∗red(G) −→ 0.

If G is non-amenable (i.e., the free group has rank greater than 1), then this ex-
tension defines a non-invertible element of the semigroup Ext(C∗red(G)) and the
extension algebra E is not exact.

Let G, H be groups. A reduced word in G and H is an alternating product
of elements of G and elements of H, e.g., g1h1g2h2 · · · gkhk where g1 or hk may be
the identity. The free product G � H is the group whose elements are the reduced
words in G and H, under the operation of concatenation followed by reduction.
The class of non-amenable groups considered in the Theorem contains all finite
free products of cyclic groups except the infinite dihedral group Z2 � Z2 (which
contains a subgroup isomorphic to Z of index two).

Corollary. If Γ is a finite free product of non-trivial cyclic groups and Γ �= Z2 �Z2,
then Ext(C∗red(Γ)) is not a group.

2. Proof of the theorem

Let G be a countable discrete group containing a free subgroup F of rank greater
than 1 and of finite index [G : F ] = m. If α is a unitary representation of G, we
let C∗α(G) denote the C∗-algebra generated by α(G). We will not distinguish in
notation between α and its canonical extension C∗(G) −→ C∗α(G) to the (full)
group C∗-algebra C∗(G), which is the universal C∗-algebra for unitary representa-
tions of G. By restricting the unitary representations of G to F the group algebra
C∗(F ) can be identified with a subalgebra of C∗(G) (cf. [Rie, Proposition 1.2]).
Let {g1, . . . , gm} be a set of left coset representatives of G modulo F , and let
u1, . . . , um be the unitaries of C∗(G) corresponding to g1, . . . , gm.

Let E denote the conditional expectation of C∗(G) onto C∗(F ) which is
the extension to C∗(G) of the projection map of �1(G) onto �1(F ) obtained by
restricting functions from G to F . Then for each x ∈ C∗(G) we have

m∑
i=1

uiE(u∗i x) = x =
m∑

i=1

E(xui)u∗i ,

which follows by continuity of E from the similar identity holding for each x in
the group algebra C[G] (cf. [Wat, Example 1.2.3]).

Suppose π is a representation of C∗(F ), and let α be the representation
of C∗(G) induced from π. Following [Rie], the representation space Hα is the
completion of the quotient of the vector space C∗(G)⊗C∗(F )Hπ (the tensor product
of the natural right C ∗(F )-module C ∗(G) and the left C ∗(F )-module Hπ) by the
subspace of vectors of length zero with respect to the inner product given by

〈x⊗ ξ, y ⊗ η〉 = 〈π(E(y∗x)ξ, η〉 (x, y ∈ C∗(G); ξ, η ∈ Hπ).
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For simplicity of exposition we will not distinguish in notation between elements
of C∗(G)⊗C∗(F )Hπ and their images in Hα. As E(u∗i uj) = 0 when i �= j, it follows
that Hα is the direct sum of m subspaces ui ⊗Hπ (i = 1, . . . , m).

For each x ∈ C∗(G) the action of α(x) is (up to a unitary equivalence)
defined by

α(x)
( m∑

i=1

ui ⊗ ζi

)
=

m∑
i=1

uix
∗ ⊗ ζi =

m∑
i=1

( m∑
j=1

ujE(u∗juix
∗)
)
⊗ ζi

=
m∑

i=1

m∑
j=1

uiE(u∗i ujx
∗)⊗ ζj =

m∑
i=1

ui ⊗
m∑

j=1

π(E(u∗i ujx
∗))ζj .

Consequently, each operator α(x) is represented, relative to this direct sum de-
composition of Hα, by the m × m matrix (π(E(u∗i ujx

∗))) in Mm(C∗π(F )). It is
easily seen that the restriction of α to C∗(F ) is unitarily equivalent to the m-fold
amplification of π. In particular, if π = λF , the left regular representation, then α
is unitarily equivalent to λG; so that C∗red(G) can be identified with a unital C∗-
subalgebra of Mm(C∗red(F )). Noting that F can be embedded in F2 (the free group
on two generators), F2 embeds in Z2 � Z3 and C∗red(Z2 � Z3) has a ∗-isomorphic
embedding in the Cuntz algebra O2 (by a result of Choi [Ch]), it follows that
C∗red(G) is ∗-isomorphic to a C∗-subalgebra of the nuclear C∗-algebra Mm(O2).
Hence C∗red(G) is exact.

In the course of the proof of [HT, Theorem 8.2] Haagerup and Thorbjørnsen
discovered a sequence of finite-dimensional unitary representations πk (k = 1, . . .)
of F , such that limk→∞ ‖πk(f)‖ = ‖λF (f)‖ for any f in the group algebra C[F ].
Letting π =

∑∞
k=1⊕πk the latter implies that the quotient map of B(Hπ) onto

the Calkin algebra carries C∗π(F ) onto a copy of C∗red(F ) (cf. [Pe, Lemma 1.5.4]).
Let α be the representation of C∗(G) induced from π. By the preceding

part, C∗α(G) can be identified with a unital C∗-subalgebra of Mm(C∗π(F )). Since
K(Hα) ∼= Mm(K(Hπ)) and C∗π(F )/C∗π(F ) ∩ K(Hπ) ∼= C∗red(F ), it follows that the
quotient map ρ of B(Hα) onto C(Hα) carries C∗α(G) onto the C∗-subalgebra of
Mm(C∗red(F )) corresponding to C∗red(G). Consequently C∗α(G)/C∗α(G) ∩ K(Hα) ∼=
C∗red(G). As C∗π(F )) is quasidiagonal, so are the C∗-algebras Mm(C∗π(F )) and
C∗α(G) +K(Hα). We thus obtain the quasidiagonal extension

0 −→ K(Hα) ι−→ C∗α(G) +K(Hα)
ρ−→ C∗red(G) −→ 0.

Since C∗red(G) is not quasidiagonal, this extension is not liftable and the extension
algebra C∗α(G) + K(Hα) is not exact. Another, perhaps easier, way to see the
latter, which was pointed out to us by one of the referees, is to note that C∗α(G)
contains a ∗-isomorphic copy of C∗π(F ), which is not exact by [HT, Remark 8.7].
This implies that C∗α(F ) and C∗α(G)+K(Hα) are not exact, since exactness passes
to C∗-subalgebras and to quotients, by results of Kirchberg [Ki]. Since C∗red(G) is
exact, it follows by results of Effros and Haagerup [EH] that the above extension
is not liftable.
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The existence of a quasidiagonal extension of C∗red(G) is also obviously true in
the amenable case F = Z using any trivial unital extension of C ∗(G) (= C∗red(G) )
(for instance, one may use the above representation α induced from any faithful
block-diagonal representation π of C(S1) (∼= C∗(Z) ) such that π(C(S1)) does not
contain compact operators).
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Singular Integral Operators
on Variable Lebesgue Spaces
over Arbitrary Carleson Curves

Alexei Yu. Karlovich

To Professor Israel Gohberg on the occasion of his eightieth birthday

Abstract. In 1968, Israel Gohberg and Naum Krupnik discovered that local
spectra of singular integral operators with piecewise continuous coefficients
on Lebesgue spaces Lp(Γ) over Lyapunov curves have the shape of circular
arcs. About 25 years later, Albrecht Böttcher and Yuri Karlovich realized
that these circular arcs metamorphose to so-called logarithmic leaves with a
median separating point when Lyapunov curves metamorphose to arbitrary
Carleson curves. We show that this result remains valid in a more general
setting of variable Lebesgue spaces Lp(·)(Γ) where p : Γ → (1,∞) satisfies the
Dini-Lipschitz condition. One of the main ingredients of the proof is a new con-
dition for the boundedness of the Cauchy singular integral operator on variable
Lebesgue spaces with weights related to oscillations of Carleson curves.
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46E30, 47A68.

Keywords. Fredholmness, variable Lebesgue space, Dini-Lipschitz condition,
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1. Introduction

About forty years ago I. Gohberg and N. Krupnik [11] constructed an elegant Fred-
holm theory for singular integral operators with piecewise continuous coefficients
on Lebesgue spaces Lp(Γ) over Lyapunov curves. Their result says that the local
spectra at discontinuity points of the coefficients have the shape of circular arcs
depending on p. That paper was the starting point for generalizations and exten-

Communicated by I.M. Spitkovsky.
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sions of those results to the case of power weights, matrix coefficients, and Banach
algebras generated by singular integral operators (see [12, 13]). I. Spitkovsky [37]
discovered that circular arcs metamorphose to massive horns if one replaces power
weights by general Muckenhoupt weights. A. Böttcher and Yu. Karlovich [2] ob-
served that local spectra of singular integral operators with piecewise continuous
coefficients can be massive even on L2(Γ) when Γ is an arbitrary Carleson curve.
The Fredholm theory for the Banach algebra generated by matrix singular integral
operators on Lp(Γ, w) under the most general conditions on the curve Γ and the
weight w is constructed by A. Böttcher and Yu. Karlovich and is presented in the
monograph [3] (although, we advise to start the study of this theory from the nice
survey [4]).

I. Gohberg and N. Krupnik [11] also obtained some sufficient conditions for
the Fredholmness of singular integral operators with piecewise continuous coef-
ficients on so-called symmetric spaces (see [28] for the definition) known also as
rearrangement-invariant spaces (see [1]). These spaces include classical Lebesgue,
Orlicz, and Lorentz spaces. The author [15, 16] proved a criterion for the Fredholm-
ness of singular integral operators on rearrangement-invariant spaces and observed
that a “complicated” space may also cause massiveness of local spectra.

Another natural generalization of the standard Lebesgue space Lp(Γ) is a
so-called variable Lebesgue space Lp(·) defined in terms of the integral∫

Γ

|f(τ)|p(τ) |dτ |

(see the next section for the definition). Here the exponent p is a continuous func-
tion on Γ. Notice that variable Lebesgue spaces are not rearrangement-invariant.
V. Kokilashvili and S. Samko [25] extended the results of [11] to the setting of
variable Lebesgue spaces over Lyapunov curves. In this setting, the circular arc
depends on the value of the exponent p(t) at a discontinuity point t ∈ Γ. Later on,
the author gradually extended results known for singular integral operators with
piecewise continuous coefficients on weighted standard Lebesgue spaces (see [3, 13])
to the case of weighted variable Lebesgue spaces (see [17, 19] for power weights
and Lyapunov curves; [18] for power weights and so-called logarithmic Carleson
curves; [20] for radial oscillating weights and logarithmic Carleson curves).

In this paper we construct a symbol calculus for the Banach algebra of
singular integral operators with matrix piecewise continuous coefficients on (un-
weighted) variable Lebesgue space over arbitrary Carleson curves. We suppose that
the variable exponent is little bit better than continuous and, roughly speaking,
show that local spectra at the points t of discontinuities of coefficients are so-called
logarithmic leaves (with a median separating point) [3, Section 7.5] depending on
the spirality indices δ−t , δ+

t of the curve at t and the value p(t). So we replace the
constant exponent p in the results for Lp(Γ) [2] by the value p(t) at each point.
Let us explain why this is not as easy as it sounds. The only known method for
studying singular integral operators with piecewise continuous coefficients over
arbitrary Carleson curves is based on the Wiener-Hopf factorization techniques,
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which in turn requires information on the boundedness of the Cauchy singular
integral operator on spaces with special weights related to oscillations of Carleson
curves. For logarithmic Carleson curves this boundedness problem is reduced to
the case of power weights treated in [22]. However, for arbitrary Carleson curves
this is not the case, a more general boundedness result was needed. This need
is satisfied in the present paper by a combination of two very recent results by
V. Kokilashvili and S. Samko [26] and the author [21].

Let us also note that for standard Lebesgue spaces over slowly oscillating
Carleson curves (in particular, logarithmic Carleson curves) there exists another
method for studying singular integral operators based on the technique of Mellin
pseudodifferential operators and limit operators (see, e.g., [32, 5, 6] and the ref-
erences therein). It allows one to study not only piecewise continuous coefficients
but also coefficients admitting discontinuities of slowly oscillating type. In this
connection note that very recently V. Rabinovich and S. Samko [33] have started
to study pseudodifferential operators in the setting of variable Lebesgue spaces.
However, it seems that the method based on the Mellin technique does not allow
one to consider the case of arbitrary Carleson curves.

The paper is organized as follows. In Section 2 we give necessary definitions
and formulate the main results: 1) the above-mentioned condition for the bound-
edness of the Cauchy singular integral operator on a variable Lebesgue space with
a weight related to oscillations of an arbitrary Carleson curve; 2) a Fredholm
criterion for an individual singular integral operator with piecewise continuous
coefficients in the spirit of [11] and [2]; 3) a symbol calculus for the Banach al-
gebra of singular integral operators with matrix piecewise continuous coefficients.
Sections 3–5 contain the proofs of the results 1)–3), respectively.

2. Preliminaries and main results

2.1. Carleson curves

By a Jordan curve Γ we will understand throughout this paper a curve homeo-
morphic to a circle. We suppose that Γ is rectifiable. We equip Γ with Lebesgue
length measure |dτ | and the counter-clockwise orientation. The Cauchy singular
integral of f ∈ L1(Γ) is defined by

(Sf)(t) := lim
R→0

1
πi

∫
Γ\Γ(t,R)

f(τ)
τ − t

dτ (t ∈ Γ),

where Γ(t, R) := {τ ∈ Γ : |τ − t| < R} for R > 0. David [9] (see also [3, Theo-
rem 4.17]) proved that the Cauchy singular integral generates the bounded oper-
ator S on the Lebesgue space Lp(Γ), 1 < p < ∞, if and only if Γ is a Carleson
(Ahlfors-David regular) curve, that is,

sup
t∈Γ

sup
R>0

|Γ(t, R)|
R

<∞,

where |Ω| denotes the measure of a set Ω ⊂ Γ.
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2.2. Variable Lebesgue spaces with weights

A measurable function w : Γ→ [0,∞] is referred to as a weight function or simply
a weight if 0 < w(τ) < ∞ for almost all τ ∈ Γ. Suppose p : Γ → (1,∞) is
a continuous function. Denote by Lp(·)(Γ, w) the set of all measurable complex-
valued functions f on Γ such that∫

Γ

|f(τ)w(τ)/λ|p(τ)|dτ | <∞

for some λ = λ(f) > 0. This set becomes a Banach space when equipped with the
Luxemburg-Nakano norm

‖f‖p(·),w := inf
{

λ > 0 :
∫

Γ

|f(τ)w(τ)/λ|p(τ) |dτ | ≤ 1
}

.

If p is constant, then Lp(·)(Γ, w) is nothing but the weighted Lebesgue space.
Therefore, it is natural to refer to Lp(·)(Γ, w) as a weighted generalized Lebesgue
space with variable exponent or simply as a weighted variable Lebesgue space. This
is a special case of Musielak-Orlicz spaces [30] (see also [27]). Nakano [31] consid-
ered these spaces (without weights) as examples of so-called modular spaces, and
sometimes the spaces Lp(·)(Γ, w) are referred to as weighted Nakano spaces. In the
case w ≡ 1 we will simply write Lp(·)(Γ).

2.3. Boundedness of the Cauchy singular integral operator

Let us define the weight we are interested in. Fix t ∈ Γ and consider the function
ηt : Γ \ {t} → (0,∞) defined by

ηt(τ) := e− arg(τ−t),

where arg(τ − t) denotes any continuous branch of the argument on Γ \ {t}. For
every γ ∈ C, put

ϕt,γ(τ) := |(τ − t)γ| = |τ − t|Re γηt(τ)Im γ (τ ∈ Γ \ {t}).
A. Böttcher and Yu. Karlovich [2] (see also [3, Chap. 1]) proved that if Γ is a
Carleson Jordan curve, then at each point t ∈ Γ, the following limits exist:

δ−t := lim
x→0

log(W 0
t ηt)(x)

log x
, δ+

t := lim
x→∞

log(W 0
t ηt)(x)

log x
,

where

(W 0
t ηt)(x) = lim sup

R→0

(
max

{τ∈Γ:|τ−t|=xR}
ηt(τ)

/
min

{τ∈Γ:|τ−t|=R}
ηt(τ)

)
.

Moreover,
−∞ < δ−t ≤ δ+

t < +∞.

These numbers are called the lower and upper spirality indices of the curve Γ at
t. For piecewise smooth curves δ−t ≡ δ+

t ≡ 0, for curves behaving like a logarith-
mic spiral in a neighborhood of t, one has δ−t = δ+

t �= 0. However, the class of
Carleson curves is much larger: for all real numbers −∞ < α < β < +∞ there
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is a Carleson curve Γ such that δ−t = α and δ+
t = β at some point t ∈ Γ (see [3,

Proposition 1.21]). Put

α0
t (x) := min{δ−t x, δ+

t x}, β0
t (x) := max{δ−t x, δ+

t x} (x ∈ R).

We will always suppose that p : Γ→ (1,∞) is a continuous function satisfying
the Dini-Lipschitz condition on Γ, that is, there exists a constant Cp > 0 such that

|p(τ)− p(t)| ≤ Cp

− log |τ − t|
for all τ, t ∈ Γ such that |τ − t| ≤ 1/2.

Our first main result is the following theorem.

Theorem 2.1. Let Γ be a Carleson Jordan curve and p : Γ→ (1,∞) be a continuous
function satisfying the Dini-Lipschitz condition. Suppose t ∈ Γ and γ ∈ C. Then
the operator S is bounded on Lp(·)(Γ, ϕt,γ) if and only if

0 <
1

p(t)
+ Re γ + α0

t (Im γ),
1

p(t)
+ Re γ + β0

t (Im γ) < 1. (2.1)

For constant p ∈ (1,∞) this result is actually proved by A. Böttcher and
Yu. Karlovich [2], see also [3, Section 3.1]. For a variable Lebesgue space with a
power weight, that is, in the case when Im γ = 0, this result is due to V. Koki-
lashvili, V. Paatashvili, and S. Samko [22]. Note that V. Kokilashvili, N. Samko,
and S. Samko [24] generalized the sufficiency portion of that result also to the case
of so-called radial oscillating weights wt(τ) = f(|τ−t|) (and their products), where
f is an oscillating function at zero. Obviously, ηt is not of this type, in general.
Further, the necessity of their conditions has been proved in [20, Theorem 1.1].

The proof of Theorem 2.1 will be given in Section 3.

2.4. Fredholm criterion

Let X be a Banach space and B(X) be the Banach algebra of all bounded linear
operators on X . An operator A ∈ B(X) is said to be Fredholm if its image Im A is
closed in X and the defect numbers dim Ker A, dim KerA∗ are finite. By PC(Γ)
we denote the set of all a ∈ L∞(Γ) for which the one-sided limits

a(t± 0) := lim
τ→t±0

a(τ)

exist and are finite at each point t ∈ Γ; here τ → t − 0 means that τ approaches
t following the orientation of Γ, while τ → t + 0 means that τ goes to t in the
opposite direction. Functions in PC(Γ) are called piecewise continuous functions.
Put

P := (I + S)/2, Q := (I − S)/2.

By using Theorem 2.1 and the machinery developed in [17] (see also [3]), we
will prove our second main result.
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Theorem 2.2. Let Γ be a Carleson Jordan curve and p : Γ→ (1,∞) be a continuous
function satisfying the Dini-Lipschitz condition. Suppose a ∈ PC(Γ). The operator
aP + Q is Fredholm on Lp(·)(Γ) if and only if a(t± 0) �= 0 and

1
p(t)
− 1

2π
arg

a(t− 0)
a(t + 0)

+ θα0
t

(
1
2π

log
∣∣∣∣a(t− 0)
a(t + 0)

∣∣∣∣) + (1− θ)β0
t

(
1
2π

log
∣∣∣∣a(t− 0)
a(t + 0)

∣∣∣∣)
is not an integer number for all t ∈ Γ and all θ ∈ [0, 1].

It is well known that α0
t (x) ≡ β0

t (x) ≡ 0 if Γ is piecewise smooth. For
Lyapunov curves and constant p, Theorem 2.2 was obtained by I. Gohberg and
N. Krupnik [11] (see also [13, Chap. 9]), it was extended to variable Lebesgue
spaces over Lyapunov curves or Radon curves without cusps by V. Kokilashvili
and S. Samko [25]. For arbitrary Carleson curves and constant p, Theorem 2.2 is
due to A. Böttcher and Yu. Karlovich [2] (see also [3, Chap. 7]).

The proof of Theorem 2.2 is presented in Section 4. It is developed following
the well-known scheme (see [37], [3, Chap. 7], and also [17, 18, 20]).

2.5. Leaves with a median separating point

Let p ∈ (0, 1) and α, β : R→ R be continuous functions such that α is concave, β
is convex, α(x) ≤ β(x) for all x ∈ R, and 0 < 1/p + α(0) ≤ 1/p + β(0) < 1. Put

Y (p, α, β) :=
{

γ = x + iy ∈ C :
1
p

+ α(x) ≤ y ≤ 1
p

+ β(x)
}

.

Given z1, z2 ∈ C, let

L(z1, z2; p, α, β) :=
{
Mz1,z2(e

2πγ) : γ ∈ Y (p, α, β)
}
∪ {z1, z2},

where
Mz1,z2(ζ) := (z2ζ − z1)/(ζ − 1)

is the Möbius transform. The set L(z1, z2; p, α, β) is referred to as the leaf about
(or between) z1 and z2 determined by p, α, β.

If α(x) = β(x) = 0 for all x ∈ R, then L(z1, z2; p, α, β) is nothing but the
circular arc

A(z1, z2; p) :=
{

z ∈ C \ {z1, z2} : arg
z − z1

z − z2
∈ 2π

p
+ 2πZ

}
∪ {z1, z2}.

H. Widom [38] was the first who understood the importance of these arcs
in the spectral theory of singular integral operators (in the setting of Lp(R)).
These arcs play a very important role in the Gohberg-Krupnik Fredholm theory
for singular integral operators with piecewise continuous coefficients over Lyapunov
curves (see [12, 13]).

Suppose that α(x) = β(x) = δx for all x ∈ R, where δ ∈ R. Then the leaf
L(z1, z2; p, α, β) is nothing but the logarithmic double spiral

S(z1, z2; p, δ) :=
{

z ∈ C \ {z1, z2} : arg
z − z1

z − z2
− δ log

∣∣∣∣z − z1

z − z2

∣∣∣∣ ∈ 2π

p
+ 2πZ

}
∪ {z1, z2}.
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These logarithmic double spirals appear in the Fredholm theory for singular
integral operators over logarithmic Carleson curves, that is, when the spirality
indices δ−t and δ+

t coincide at every point t ∈ Γ (see [3] and also [18]).
Now let δ−, δ+ be real numbers such that δ− ≤ δ+. Suppose that

α(x) = min{δ−x, δ+x}, β(x) = max{δ−x, δ+x} (x ∈ R). (2.2)

Then it is not difficult to show that

L(z1, z2; p, α, β) =
⋃

δ∈[δ−,δ+]

S(z1, z2; p, δ).

This set is always bounded by pieces of at most four logarithmic double spirals. The
point m := Mz1,z2(e2πi/p) has two interesting properties: m disconnects (separates)
the leaf, that is, L(z1, z2; p, α, β) is connected, while L(z1, z2; p, α, β) \ {m} is a
disconnected set; and m is a median point, that is, |m − z1| = |m − z2| (see [3,
Example 7.10]). Leaves generated by functions α and β of the form (2.2) are called
logarithmic leaves with a median separating point. We refer to [3, Chap. 7] for
many nice plots of leaves (not only generated by (2.2), but also more general).

2.6. Symbol calculus for the Banach algebra of singular integral operators

Let N be a positive integer. We denote by L
p(·)
N the direct sum of N copies of

Lp(·)(Γ) with the norm

‖f‖ = ‖(f1, . . . , fN)‖ := (‖f1‖2p(·) + · · ·+ ‖fN‖2p(·))
1/2.

The operator S is defined on L
p(·)
N (Γ) elementwise. We let PCN×N (Γ) stand

for the algebra of all N × N matrix functions with entries in PC(Γ). Writ-
ing the elements of L

p(·)
N (Γ) as columns, we can define the multiplication op-

erator aI for a ∈ PCN×N (Γ) as multiplication by the matrix function a. Let
B := B(Lp(·)

N (Γ)) be the Banach algebra of all bounded linear operators on L
p(·)
N (Γ)

and K := K(Lp(·)
N (Γ)) be its two-sided ideal consisting of all compact operators

on L
p(·)
N (Γ). By A we denote the smallest closed subalgebra of B containing the

operator S and the set {aI : a ∈ PCN×N (Γ)}.
Our last main result is the following.

Theorem 2.3. Suppose Γ is a Carleson Jordan curve and p : Γ → (1,∞) is a
continuous function satisfying the Dini-Lipschitz condition. Define the “bundle”
of logarithmic leaves with a median separating point by

M :=
⋃
t∈Γ

(
{t} × L(0, 1; p(t), α0

t , β
0
t )
)
.

(a) We have K ⊂ A.
(b) For each point (t, z) ∈ M, the map

σt,z : {S} ∪ {aI : a ∈ PCN×N (Γ)} → C2N×2N
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given by

σt,z(S) =
[

E O
O −E

]
,

σt,z(aI)

=

[
a(t + 0)z + a(t− 0)(1− z) (a(t + 0)− a(t− 0))

√
z(1− z)

(a(t + 0)− a(t− 0))
√

z(1− z) a(t + 0)(1− z) + a(t− 0)z

]
,

where E and O denote the N × N identity and zero matrices, respectively,
and

√
z(1− z) denotes any complex number whose square is z(1−z), extends

to a Banach algebra homomorphism

σt,z : A → C2N×2N

with the property that σt,z(K) is the 2N × 2N zero matrix whenever K is a
compact operator on L

p(·)
N (Γ).

(c) An operator A ∈ A is Fredholm on L
p(·)
N (Γ) if and only if

detσt,z(A) �= 0 for all (t, z) ∈ M.

(d) The quotient algebra A/K is inverse closed in the Calkin algebra B/K, that
is, if a coset A +K ∈ A/K is invertible in B/K, then (A +K)−1 ∈ A/K.

This theorem was proved by I. Gohberg and N. Krupnik for constant p and
Lyapunov curves (and power weights) in [12], and extended to the setting of vari-
able Lebesgue spaces over Lyapunov curves (again with power weights) by the
author [19]. The case of constant p and arbitrary Carleson curves was treated by
A. Böttcher and Yu. Karlovich [2] and Theorem 2.3 is a direct generalization of
their result to the setting of variable Lebesgue spaces.

We will present a sketch of the proof of Theorem 2.3 in Section 5.

3. Proof of the boundedness result

3.1. Main ingredients

It is well known that the boundedness of the Cauchy singular integral operator S
is closely related to the boundedness of the following maximal function

(Mf)(t) := sup
ε>0

1
|Γ(t, ε)|

∫
Γ(t,ε)

|f(τ)| |dτ | (t ∈ Γ)

defined for (locally) integrable functions f on Γ. In particular, both operators are
bounded on weighted standard Lebesgue spaces Lp(Γ, w) (1 < p < ∞) simulta-
neously and this happen if and only if w is a Muckenhoupt weight. For weighted
variable Lebesgue spaces a characterization of this sort is unknown.

One of the main ingredients of the proof of Theorem 2.1 is the following very
recent result by V. Kokilashvili and S. Samko.
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Theorem 3.1 ([26, Theorem 4.21]). Let Γ be a Carleson Jordan curve. Suppose that
p : Γ→ (1,∞) is a continuous function satisfying the Dini-Lipschitz condition and
w : Γ→ [1,∞] is a weight. If there exists a number p0 such that

1 < p0 < min
τ∈Γ

p(τ)

and M is bounded on Lp(·)/(p(·)−p0)(Γ, w−p0 ), then S is bounded on Lp(·)(Γ, w).

The above conditional result allows us to derive sufficient conditions for
the boundedness of the Cauchy singular integral operator on weighted variable
Lebesgue spaces when some conditions for the boundedness of the maximal oper-
ator in weighted variable Lebesgue spaces are already known.

Very recently, sufficient conditions for the boundedness of the maximal op-
erator that fit our needs were obtained by the author [21] following the approach
of [23].

Theorem 3.2 ([21, Theorem 4]). Let Γ be a Carleson Jordan curve. Suppose that
p : Γ→ (1,∞) is a continuous function satisfying the Dini-Lipschitz condition. If
t ∈ Γ, γ ∈ C, and (2.1) is fulfilled, then M is bounded on Lp(·)(Γ, ϕt,γ).

3.2. Proof of Theorem 2.1

Necessity portion follows from [20, Corollary 4.2] because Re γ + α0
t (Im γ) and

Re γ + β0
t (Im γ) coincide with α(V 0

t ϕt,γ) and β(V 0
t ϕt,γ) from [20] (see also [3,

Chap. 3]), respectively. The latter fact is a corollary of [17, Lemma 5.15(a)].
Sufficiency. Since p : Γ → (1,∞) is continuous and Γ is compact, we deduce that
min
τ∈Γ

p(τ) > 1. If the inequality

1
p(t)

+ Re γ + β0
t (Im γ) < 1

is fulfilled, then there exists a number p0 such that

1 < p0 < min
τ∈Γ

p(τ),
1

p(t)
+ Re γ + β0

t (Im γ) <
1
p0

.

The latter inequality is equivalent to

0 < 1− p0

p(t)
− p0

(
Re γ + β0

t (Im γ)
)

=
p(t)− p0

p(t)
− p0Re γ + α0

t (−p0Im γ). (3.1)

Analogously, the inequality

0 <
1

p(t)
+ Re γ + α0

t (Im γ)

is equivalent to

1 > 1− p0

p(t)
− p0

(
Re γ + α0

t (Im γ)
)

=
p(t)− p0

p(t)
− p0Re γ + β0

t (−p0Im γ). (3.2)

From the equality ϕt,−p0γ = ϕ−p0
t,γ , inequalities (3.1)–(3.2), and Theorem 3.2 it

follows that the maximal operator M is bounded on Lp(·)/(p(·)−p0)(Γ, ϕ−p0
t,γ ). To

finish the proof, it remains to apply Theorem 3.1. �
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4. Proof of the Fredholm criterion for the operator aP + Q

4.1. Local representatives

In this section we suppose that Γ is a Carleson Jordan curve and p : Γ → (1,∞)
is a continuous functions satisfying the Dini-Lipschitz condition. Under these as-
sumptions, the operator S is bounded on Lp(·)(Γ) by Theorem 2.1.

Functions a, b ∈ L∞(Γ) are said to be locally equivalent at a point t ∈ Γ if

inf
{
‖(a− b)c‖∞ : c ∈ C(Γ), c(t) = 1

}
= 0.

Theorem 4.1. Suppose a ∈ L∞(Γ) and for each t ∈ Γ there exists a function
at ∈ L∞(Γ) which is locally equivalent to a at t. If the operators atP + Q are
Fredholm on Lp(·)(Γ) for all t ∈ Γ, then aP + Q is Fredholm on Lp(·)(Γ).

For weighted Lebesgue spaces this theorem is known as Simonenko’s local
principle [35]. It follows from [17, Theorem 6.13].

The curve Γ divides the complex plane C into the bounded simply connected
domain D+ and the unbounded domain D−. Without loss of generality we assume
that 0 ∈ D+. Fix t ∈ Γ. For a function a ∈ PC(Γ) such that a−1 ∈ L∞(Γ),
we construct a “canonical” function gt,γ which is locally equivalent to a at the
point t ∈ Γ. The interior and the exterior of the unit circle can be conformally
mapped onto D+ and D− of Γ, respectively, so that the point 1 is mapped to t,
and the points 0 ∈ D+ and ∞ ∈ D− remain fixed. Let Λ0 and Λ∞ denote the
images of [0, 1] and [1,∞) ∪ {∞} under this map. The curve Λ0 ∪ Λ∞ joins 0 to
∞ and meets Γ at exactly one point, namely t. Let arg z be a continuous branch
of argument in C \ (Λ0 ∪ Λ∞). For γ ∈ C, define the function zγ := |z|γeiγ arg z ,
where z ∈ C \ (Λ0 ∪Λ∞). Clearly, zγ is an analytic function in C \ (Λ0 ∪Λ∞). The
restriction of zγ to Γ\{t} will be denoted by gt,γ. Obviously, gt,γ is continuous and
nonzero on Γ \ {t}. Since a(t± 0) �= 0, we can define γt = γ ∈ C by the formulas

Re γt :=
1
2π

arg
a(t− 0)
a(t + 0)

, Im γt := − 1
2π

log
∣∣∣∣a(t− 0)
a(t + 0)

∣∣∣∣ , (4.1)

where we can take any value of arg(a(t− 0)/a(t + 0)), which implies that any two
choices of Re γt differ by an integer only. Clearly, there is a constant ct ∈ C \ {0}
such that a(t ± 0) = ctgt,γt(t ± 0), which means that a is locally equivalent to
ctgt,γt at the point t ∈ Γ.

4.2. Wiener-Hopf factorization of local representatives

We say that a function a ∈ L∞(Γ) admits a Wiener-Hopf factorization on Lp(·)(Γ)
if a−1 ∈ L∞(Γ) and a can be written in the form

a(t) = a−(t)tκa+(t) a.e. on Γ, (4.2)

where κ ∈ Z, the factors a± enjoy the following properties:

a− ∈ QLp(·)(Γ)
·
+ C, a−1

− ∈ QLq(·)(Γ)
·
+ C, a+ ∈ PLq(·)(Γ), a−1

+ ∈ PLp(·)(Γ),

where 1/p(t)+1/q(t) = 1 for all t ∈ Γ, and the operator S is bounded on the space
Lp(·)(Γ, |a−1

+ |). One can prove that the number κ is uniquely determined.
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Theorem 4.2. A function a ∈ L∞(Γ) admits a Wiener-Hopf factorization (4.2) on
Lp(·)(Γ) if and only if the operator aP + Q is Fredholm on Lp(·)(Γ).

This theorem goes back to Simonenko [34, 36] for constant p. For more in-
formation about this topic we refer to [3, Section 6.12], [7, Section 5.5], [13, Sec-
tion 8.3] and also to [8, 29] in the case of weighted Lebesgue spaces. Theorem 4.2
follows from [17, Theorem 6.14].

From [17, Lemma 7.1] and the theorem on the boundedness of the Cauchy
singular integral operator on arbitrary Carleson curves (see [22] or Theorem 2.1)
we get the following.

Lemma 4.3. If, for some k ∈ Z and γ ∈ C, the operator S is bounded on the space
Lp(·)(Γ, ϕt,k−γ), then the function gt,γ defined in Section 4.1 admits a Wiener-Hopf
factorization on the space Lp(·)(Γ).

Combination of the above lemma and Theorem 2.1 is the key to the proof of
the sufficiency portion of Theorem 2.2.

4.3. Proof of Theorem 2.2

Necessity. If Γ is a Carleson Jordan curve, then S is bounded on Lp(·)(Γ) (see [22]
or Theorem 2.1). This implies that the assumptions of [17, Theorem 8.1] are sat-
isfied. Note that the indicator functions αt and βt considered in [17, Theorem 8.1]
(see also [3, Chap. 3]) coincide with α0

t and β0
t , respectively, whenever we are in

the unweighted situation (see, e.g., [3, Proposition 3.23] or [17, Lemma 5.15(a)]).
Therefore, the necessity portion of Theorem 2.2 follows from [17, Theorem 8.1].

Sufficiency. If aP + Q is Fredholm on Lp(·)(Γ), then a−1 ∈ L∞(Γ) in view of
[17, Theorem 6.11]. Therefore a(t±0) �= 0 for all t ∈ Γ. Fix an arbitrary t ∈ Γ and
choose γ = γt ∈ C as in (4.1). Then a is locally equivalent to ctgt,γt at the point t,
where ct is a nonzero constant and the hypotheses of the theorem read as follows:

1
p(t)
− Re γt + θα0

t (−Im γt) + (1− θ)β0
t (−Im γt) /∈ Z for all θ ∈ [0, 1].

Then there exists a number kt ∈ Z such that

0 <
1

p(t)
+ kt − Re γt + θα0

t (−Im γt) + (1− θ)β0
t (−Im γt) < 1

for all θ ∈ [0, 1]. In particular, if θ = 1, then

0 <
1

p(t)
+ Re(kt − γt) + α0

t (Im(kt − γt)); (4.3)

if θ = 0, then
1

p(t)
+ Re(kt − γt) + β0

t (Im(kt − γt)) < 1. (4.4)

From (4.3)–(4.4) and Theorem 2.1 it follows that the operator S is bounded on
Lp(·)(Γ, ϕt,kt−γt). By Lemma 4.3, the function gt,γt admits a Wiener-Hopf fac-
torization on Lp(·)(Γ). Then, in view of Theorem 4.2, the operator gt,γtP + Q is
Fredholm on Lp(·)(Γ). It is easy to see that in this case the operator ctgt,γtP +Q is
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also Fredholm. Thus, for all local representatives ctgt,γt , the operators ctgtγtP +Q
are Fredholm. To finish the proof of the sufficiency part, it remains to apply the
local principle (Theorem 4.1). �

5. Construction of the symbol calculus

5.1. Allan-Douglas local principle

In this section we present a sketch of the proof of Theorem 2.3 based on the Allan-
Douglas local principle and the two projections theorem following the scheme of
[3, Chap. 8] (see also [18, 19, 20]).

Let B be a Banach algebra with identity. A subalgebra Z of B is said to be
a central subalgebra if zb = bz for all z ∈ Z and all b ∈ B.

Theorem 5.1 (see [7], Theorem 1.35(a)). Let B be a Banach algebra with identity
e and let Z be a closed central subalgebra of B containing e. Let M(Z) be the
maximal ideal space of Z, and for ω ∈ M(Z), let Jω refer to the smallest closed
two-sided ideal of B containing the ideal ω. Then an element b is invertible in B
if and only if b + Jω is invertible in the quotient algebra B/Jω for all ω ∈M(Z).

The algebra B/Jω is referred to as the local algebra of B at ω ∈ M(Z) and
the spectrum of b + Jω in B/Jω is called the local spectrum of b at ω ∈M(Z).

5.2. Localization

An operator A ∈ B is said to be of local type if its commutator with the operator
of multiplication by the diagonal matrix function diag{c, . . . , c} is compact for
every continuous function c on Γ. The set L of all operators of local type forms
a Banach subalgebra of B. By analogy with [19, Lemma 5.1] one can prove that
K ⊂ L. From [17, Lemma 6.5] it follows that the operator S is of local type. Thus,

K ⊂ A ⊂ L.

It is easy to see that A ∈ L is Fredholm if and only if the coset A+K is invertible
in L/K. We will study the invertibility of a coset A + K of A/K in the larger
algebra L/K by using the Allan-Douglas local principle. Consider

Z/K := {diag{c, . . . , c}I +K : c ∈ C(Γ)}.
Every element of this subalgebra commutes with all elements of L/K. The maximal
ideal spaces M(Z/K) of Z/K may be identified with the curve Γ via the Gelfand
map

G : Z/K → C(Γ),
(
G(diag{c, . . . , c}I +K)

)
(t) = c(t) (t ∈ Γ).

For every t ∈ Γ we define Jt ⊂ L/K as the smallest closed two-sided ideal of L/K
containing the set {

diag{c, . . . , c}I + K : c ∈ C(Γ), c(t) = 0
}
.
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Let χt be the characteristic function of a proper arc of Γ starting at t ∈ Γ. For a
matrix function a ∈ PCN×N (Γ), let

at := a(t− 0)(1− χt) + a(t + 0)χt.

It is easy to see that aI − atI +K ∈ Jt. This implies that for any operator A ∈ A,
the coset A + K + Jt belongs to the smallest closed subalgebra At of the algebra
Lt := (L/K)/Jt that contains the cosets

p := P +K + Jt, q := diag{χt, . . . , χt}I +K + Jt (5.1)

and the algebra
C :=

{
cI +K+ Jt : c ∈ CN×N

}
. (5.2)

Thus, by the Allan-Douglas local principle, for every A ∈ A, the problem of in-
vertibility of A + K in the algebra L/K is reduced to the problem of invertibility
of A +K + Jt ∈ At in the local algebra Lt for every t ∈ Γ.

5.3. The two projections theorem

Recall that an element r of a Banach algebra is called an idempotent (or, somewhat
loosely, also a projection), if r2 = r.

The following two projections theorem was obtained by T. Finck, S. Roch,
and B. Silbermann [10] and in a slightly different form by I. Gohberg and N. Krup-
nik [14] (see also [3, Section 8.3]).

Theorem 5.2. Let B be a Banach algebra with identity e, let C be a Banach sub-
algebra of B which contains e and is isomorphic to CN×N , and let r and s be
two idempotent elements in B such that cr = rc and cs = sc for all c ∈ C. Let
A = alg(C, r, s) be the smallest closed subalgebra of B containing C, r, s. Put

x = rsr + (e− r)(e− s)(e− r),

denote by sp x the spectrum of x in B, and suppose the points 0 and 1 are not
isolated points of spx. Then
(a) for each z ∈ sp x the map σz of C ∪ {r, s} into the algebra C2N×2N of all

complex 2N × 2N matrices defined by

σzc =
[

c O
O c

]
, σzr =

[
E O
O O

]
, σzs =

[
zE

√
z(1− z)E√

z(1− z)E (1− z)E

]
,

where c ∈ C, E and O denote the N ×N identity and zero matrices, respec-
tively, and

√
z(1− z) denotes any complex number whose square is z(1− z),

extends to a Banach algebra homomorphism

σz : A→ C2N×2N ;

(b) every element a of the algebra A is invertible in the algebra B if and only if

detσza �= 0 for all z ∈ sp x;

(c) the algebra A is inverse closed in B if and only if the spectrum of x in A
coincides with the spectrum of x in B.
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5.4. Local algebras At and Lt are subject to the two projections theorem

In this subsection we verify that the algebras At and Lt defined in Section 5.2
satisfy the assumptions of the two projections theorem (Theorem 5.2). It is obvious
that the algebra C defined by (5.2) is isomorphic to the algebra CN×N . It is easy
to see also that

p2 = p, q2 = q, pc = cp, qc = cq

for all c ∈ C.
From Theorem 2.2 by analogy with [3, Theorem 8.19] one can derive the

following.

Theorem 5.3. Let t ∈ Γ and the elements p, q ∈ At be given by (5.1). The spectrum
of the element

x := pqp + (e− p)(e− q)(e− p)
in the algebra Lt coincides with the logarithmic leaf with a median separating point
L(0, 1; p(t), α0

t , β
0
t ).

Notice that 0 and 1 are not isolated points of the leaf L(0, 1; p(t), α0
t , β

0
t ).

We have shown that At and Lt satisfy all the assumptions of the two projec-
tions theorem. Thus, our last main result (Theorem 2.3) is obtained by localizing
as above and then by applying the two projections theorem to the local algebras
At and Lt (see [3] and also [18, 19, 20] for more details). We only note that the
mapping σt,z in Theorem 2.3 is constructed by the formula

σt,z = σz ◦ πt,

where σz is the mapping from Theorem 5.2 and πt acts by the rule A �→ A+K+Jt.
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Almost Periodic Polynomial Factorization
of Some Triangular Matrix Functions

Yuri I. Karlovich and Ilya M. Spitkovsky

Abstract. Explicit factorization formulas are established for triangular almost
periodic matrix functions with trinomial off diagonal terms in the so-called
borderline cases. An application to a more general configuration via the Por-
tuguese transformation also is given.
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1. Introduction

The following standard notation is used throughout: C (R, Q, N) – the set of
complex (resp. real, rational, natural) numbers: R+ (R−) – the set of nonnegative
(resp., nonpositive) real numbers; Z+ – the set of nonnegative integers: Z+ =
N ∪ {0}.

Denote by APP the set of all almost periodic polynomials, that is, finite linear
combinations of the exponential functions eμ(x) =: eiμx with real parameters μ:

f ∈ APP ⇐⇒ f =
∑

j

cjeμj : cj ∈ C, μj ∈ R. (1.1)

The set of all μj for which in (1.1) cj �= 0 is denoted Ω(f), and we let

APP± = {f ∈ APP : Ω(f) ⊂ R±}.
We are concerned in this paper with the factorization problem for matrix

functions of the form

G =
(

eλ 0
f e−λ

)
(1.2)

The work was partially supported by the SEP-CONACYT Project 25564 (Yuri Karlovich) and
NSF grant DMS-0456625 (Ilya Spitkovsky).
Communicated by L. Rodman.
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with λ > 0 and f ∈ APP , referring to [2] for motivation and necessary background.
Since another paper [9] in this volume is devoted to related issues, we will not give
here the exact definitions of AP and APW factorizations (more general than the
APP factorization), and only note that the APP factorization of (1.2), when
exists, can be written as

G = G+ diag[e−κ, eκ]G−1
− . (1.3)

Here κ(∈ [0, λ]) and −κ are the so-called partial AP indices of G, the entries of
G± are in APP±, and detG+ = detG− is a (non-zero) constant. Factorization
(1.3) is canonical if κ = 0.

Not every matrix function of the form (1.2) admits an APP factorization:
for

f = c−1e−ν − c0 + c1eδ with c−1c0c1 �= 0, δ, ν > 0, δ + ν = λ (1.4)

and δ/ν irrational the matrix (1.2) either admits a canonical AP factorization
with non-polynomial G± or no AP factorization at all, depending on whether or
not the condition

|c−1|δ |c1|ν �= |c0|λ

holds (see Sections 15.1, 23.3 of [2] and the respective historical Notes for the exact
statements and original references).

However, if Ω(f) ⊂ −ν + hZ+ for some ν ∈ R, h > 0 (the commensurable, or
regular case), then G is APP factorable, as follows from the explicit factorization
formulas obtained in [7], see also [2, Section 14.4]. This, of course, covers the
binomial case, when f consists of at most two terms. The situation persists in
the big gap case, when Ω(f) ∩ (α − λ, α) = ∅ for some α ∈ [0, λ]. This follows by
inspection from the factorization formulas obtained in [4, Section 2]. Finally, if f
is a trinomial

f = c−1e−ν − c0eμ + c1eδ, 0 < δ, ν < λ, (1.5)

where, in contrast with (1.4), ν + |μ|+δ > λ, then again G is APP factorable – see
Section 15 of [2]. The justification of the latter result (beyond the regular setting,
that is, when (δ+ν)/(μ+ν) is irrational) is constructive but recursive, so that the
explicit formulas for the factorization, and the partial AP indices in particular,
are hard to extract. This issue in its full generality will be addressed elsewhere,
while here we revisit the “borderline” cases δ + ν > λ, μ = 0 and δ + ν = λ, μ �= 0.
This is done in Section 2, where we show in particular that the factorization in
these cases is always canonical. In Section 3 we consider the case of Ω(f) lying in
the union of two shifted grids, which can be reduced to one of the borderline cases
via the Portuguese transformation. The latter, originally introduced in [1], is used
repeatedly throughout the paper. We refer to [2] for its detailed exposition, and
to [9] for a brief description.
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2. Borderline trinomials

We start with the first borderline case. With a slight change of notation,

f = c−1e−α − c0 + c1eβ, where 0 < α, β < λ < α + β, and α/β /∈ Q. (2.1)

Theorem 2.1. Suppose the off diagonal term of the matrix function (1.2) satisfies
(2.1). Then (1.2) admits an APP factorization, and this factorization is canonical
if and only if c0 �= 0. If the latter condition holds, then the factorization in question
is given by

G =
(

g+ g̃+

ϕ+ ϕ̃+

)
·
(

ϕ̃− −g̃−
−ϕ− g−

)
c−1
0 ,

where

g− = 1 +
∑m

j=0

∑) jβ+λ
α *−1

k=+ jβ
α ,+1

(c1

c0

)j(c−1

c0

)k

ejβ−kα,

ϕ− = −c0

∑m

j=0

(c1

c0

)j(c−1

c0

)) jβ+λ
α *

ejβ+λ−) jβ+λ
α *α,

g̃− = e−λ +
∑n

j=1

∑+ jβ
α ,

k=+ jβ−λ
α ,+1

(c1

c0

)j(c−1

c0

)k

ejβ−kα−λ,

ϕ̃− = c0 − c−1 e−α − c0

∑n

j=1

(c1

c0

)j(c−1

c0

)+ jβ
α ,+1

ejβ−(+ jβ
α ,+1)α,

g+ = eλ +
∑m

j=0

∑) jβ+λ
α *−1

k=+ jβ
α ,+1

(c1

c0

)j(c−1

c0

)k

ejβ−kα+λ,

ϕ+ = −c0 + c1 eβ + c0

∑m

j=1

∑+ jβ
α ,

k=+ (j−1)β
α ,+1

(c1

c0

)j(c−1

c0

)k

ejβ−kα

+ c0

∑)mβ+λ
α *−1

k=+mβ
α ,+1

(c1

c0

)m+1(c−1

c0

)k

e(m+1)β−kα,

g̃+ = 1 +
∑n

j=1

∑+ jβ
α ,

k=+ jβ−λ
α ,+1

(c1

c0

)j(c−1

c0

)k

ejβ−kα,

ϕ̃+ = c0

∑n

j=2

∑+ jβ−λ
α ,

k=+ (j−1)β−λ
α ,+1

(c1

c0

)j(c−1

c0

)k

ejβ−kα−λ

+ c0

∑+nβ
α ,

k=+ nβ−λ
α ,+1

(c1

c0

)n+1(c−1

c0

)k

e(n+1)β−kα−λ.

(2.2)

Here and below, we use the standard notation +x, for the largest integer not
exceeding x ∈ R, and )x* for the smallest integer not exceeded by x ∈ R. In (2.2),
m denotes the minimal number in Z+ such that⌈

(m + 1)β
α

⌉
=

⌈
mβ + λ

α

⌉
,

and n stands for the minimal number in N such that⌊
(n + 1)β − λ

α

⌋
=

⌊
nβ

α

⌋
.
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Note that such numbers exist because the set of fractional parts of {jγ : j ∈ N} is
dense in [0, 1] for any fixed irrational γ (see, e.g., [5, Chapter 7, § 2, Theorem 1]).

Proof. If c0 = 0, then f is (at most) a binomial, and therefore the matrix function
(1.2) admits an APP factorization. Its partial AP indices equal ±(α + β − λ)
if c−1c1 �= 0, ±α if the only non-zero coefficient is c−1, ±β if the only non-zero
coefficient is c1, and ±λ if f = 0 (see [2, Theorem 14.5]). So, in this case the
factorization is never canonical.

Let now c0 �= 0. The existence of APP factorization follows from [6, Theorem
6.1] (see also Theorem 15.7 in [2]). The fact that the factorization is canonical can
also be derived from there, if one observes that condition (1) of this theorem actu-
ally cannot materialize when α/β is irrational. Naturally, the explicit factorization
formulas make this reasoning obsolete. The formulas themselves can be checked
directly, but of course this is not the way they were established. To derive them
constructively, one may consider the Riemann-Hilbert problems

G

(
g−
ϕ−

)
=

(
g+

ϕ+

)
, G

(
g̃−
ϕ̃−

)
=

(
g̃+

ϕ̃+

)
,

seeking g− and g̃− in the form

g− = 1 +
∑m

j=0

∑) jβ+λ
α *−1

k=+ jβ
α ,+1

aj,k ejβ−kα.

and

g̃− = e−λ +
∑n

j=1

∑+ jβ
α ,

k=+ jβ−λ
α ,+1

bj,k ejβ−kα−λ.

Formulas (2.2) emerge while solving systems of linear equations reflecting the
requirement that the exponents of fg−, f g̃− lie outside (−λ, 0). �

Note that the explicit canonical APP factorization in the setting of Theo-
rem 2.1 (in a slightly different form) can be extracted from [3, Theorem 5.1].

Moving to the second borderline case, we introduce the notation

J =
(

0 1
1 0

)
.

Theorem 2.2. Let the off diagonal term f of the matrix function (1.2) be given by
(1.5) with c−1c1 �= 0, δ + ν = λ, μ �= 0, and the ratio β = δ−μ

μ+ν is irrational. Then
G admits a canonical APP factorization.

Proof. If c0 = 0 or μ /∈ (−ν, δ), then −ν, δ ∈ Ω(f) while the interval (−ν, δ) of
length λ is disjoint with Ω(f). This is a particular realization of the big gap case
in which the canonical APP factorization exists (see, e.g., [2, Theorem 14.5] or [4,
Theorem 2.1]).

It remains to consider the situation c0 �= 0, −ν < μ < δ. Passing from G
to JG∗J if necessary, we may without loss of generality suppose that μ > 0. In
one step of the Portuguese transformation, the matrix under consideration is then
reduced either to the case covered by Theorem 2.1, or to the case of at most
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a binomial f with a non-zero constant term (compare with the way in which
Theorem 4.3 is derived from Theorem 4.2 in [8] or Theorem 15.8 is derived from
Theorem 15.7 in [2]). In all these cases, the resulting matrix function admits a
canonical APP factorization. Therefore, so does the original matrix G. �

We will now implement the last part of the proof (thus making it more self-
contained) in order to actually construct the canonical APP factorization in the
setting of Theorem 2.2 with 0 < μ < δ.

Applying the Portuguese transformation, we can find explicitly the functions
g+
1 , g+

2 ∈ APP+ such that

g+
1 eλ+ν + g+

2 (eνf) = 1

where
eνf := c−1 − c0eμ+ν + c1eδ+ν .

Then, setting f1 := g+
2 e−λ and

X+ :=
(
−eνf eλ+ν

g+
1 g+

2

)
, G1 :=

(
eν 0
f1 e−ν

)
,

we obtain
G1 = X+GJ. (2.3)

Assuming below that n1, n2 ∈ Z+, by [2, (13.42)] we have

g+
2 =

∑
−λ≤n1(μ+ν)+(n2−1)λ<ν

c−1
−1

(n1 + n2)!
n1!n2!

(
c0

c−1

)n1(
− c1

c−1

)n2

en1(μ+ν)+n2λ. (2.4)

Set

ω− =
∑

0≤n1(μ+ν)+n2λ≤δ

c−1
−1

(n1 + n2)!
n1!n2!

(
c0

c−1

)n1
(
− c1

c−1

)n2

en1(μ+ν)+n2λ−δ.

Then, by [2, Proposition 13.4], we get

G2 := G1

(
1 0
−ω− 1

)
=

(
eν 0
f2 e−ν

)
(2.5)

where

f2 = g+
2 e−λ − e−νω−

=
∑

−ν<n1(μ+ν)+(n2−1)λ<ν

c−1
−1

(n1 + n2)!
n1!n2!

(
c0

c−1

)n1(
− c1

c−1

)n2

en1(μ+ν)+(n2−1)λ.

Let g±, ϕ±, g̃±, ϕ̃± be linearly independent solutions of the Riemann-Hilbert
problems (

eν 0
f2 e−ν

)(
g−
ϕ−

)
=

(
g+

ϕ+

)
,

(
eν 0
f2 e−ν

)(
g̃−
ϕ̃−

)
=

(
g̃+

ϕ̃+

)
. (2.6)
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Then we infer from (2.3), (2.5) and (2.6) that

X+

(
eν 0
f2 e−ν

)(
g− g̃−
ϕ− ϕ̃−

)
= GJ

(
1 0
−ω− 1

)(
g− g̃−
ϕ− ϕ̃−

)
. (2.7)

Clearly, by (2.6),

X+

(
eν 0
f2 e−ν

)(
g− g̃−
ϕ− ϕ̃−

)
= X+

(
g+ g̃+

ϕ+ ϕ̃+

)
=: G+ (2.8)

belongs entry-wise to APP+. On the other hand, the matrix function

G− := J

(
1 0
−ω− 1

)(
g− g̃−
ϕ− ϕ̃−

)
=

(
ϕ− − ω−g− ϕ̃− − ω−g̃−

g− g̃−

)
(2.9)

belongs entry-wise to APP−. Finally, (2.7)–(2.9) imply that

G = G+(G−)−1

is a canonical APP factorization of the matrix function

G =
(

eλ 0
c−1e−ν − c0eμ + c1eδ e−λ

)
.

Thus, if we know ω−, g−, g̃−, ϕ−, ϕ̃−, we can obtain G−. In that case G+ =
GG− gives the second factor of a canonical APP factorization of G. Hence,

G+ =
(

eλ(ϕ− − ω−g−) eλ(ϕ̃− − ω−g̃−)
e−λg− + f(ϕ− − ω−g−) e−λg̃− + f(ϕ̃− − ω−g̃−)

)
.

On the other hand, since by construction detG± = −C, where C := det
(

g− g̃−
ϕ− ϕ̃−

)
is a non-zero constant, we conclude that

(G−)−1 =
(
−g̃− ϕ̃− − ω−g̃−
g− −ϕ− + ω−g−

)
C−1.

Let

N :=
⌊

λ + μ

μ + ν

⌋
, Ñ :=

⌈
λ− μ

μ + ν

⌉
.

Following [2, Section 15.3], we can rewrite (2.4) in the form

g+
2 = − c1

c2
−1

eλ +
∑Ñ

n=0

cn
0

cn+1
−1

en(μ+ν).

Consequently,

ω− =
∑N−1

s=0

cs
0

cs+1
−1

es(μ+ν)−δ. (2.10)

The following relations between N and Ñ are possible:

(i) Ñ = N − 1, (ii) Ñ = N, (iii) Ñ = N + 1.
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Depending on which of them takes place,

f2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

− c1

c2−1

in case (i),

− c1

c2
−1

+
cN
0

cN+1
−1

eN(μ+ν)−λ in case (ii),

cN
0

cN+1
−1

eN(μ+ν)−λ −
c1

c2−1

+
cN+1
0

cN+2
−1

e(N+1)(μ+ν)−λ in case (iii).

It remains to find linearly independent solutions of the Riemann-Hilbert prob-
lems (2.6).

In case (i) we obtain(
g− g̃−
ϕ− ϕ̃−

)
=

(
1 c2

−1
c1

e−ν

0 1

)
(2.11)

because (
eν 0
− c1

c2
−1

e−ν

)(
1 c2

−1
c1

e−ν

0 1

)
=

(
eν

c2
−1
c1

− c1
c2
−1

0

)
.

Hence, by (2.9), (2.10) and (2.11), we infer that G− is given by

G− =

⎛⎝−∑N−1
s=0

cs
0

cs+1
−1

es(μ+ν)−δ 1−∑N−1
s=0

cs
0

c1cs−1
−1

es(μ+ν)−λ

1 c2
−1
c1

e−ν

⎞⎠ ,

and therefore

(G−)−1 =

⎛⎝− c2
−1
c1

e−ν 1−
∑N−1

s=0
cs
0

c1cs−1
−1

es(μ+ν)−λ

1
∑N−1

s=0
cs
0

cs+1
−1

es(μ+ν)−δ

⎞⎠ .

Then the matrix G+ = GG− is given by

G+ =

⎛⎝ −∑N−1
s=0

cs
0

cs+1
−1

es(μ+ν)+ν eλ −
∑N−1

s=0
cs
0

c1cs−1
−1

es(μ+ν)(
c0

c−1

)N
eN(μ+ν)−λ −

∑N−1
s=0

c1cs
0

cs+1
−1

es(μ+ν) g+
22

⎞⎠ ,

where

g+
22 =

cN
0

c1c
N−2
−1

eN(μ+ν)−λ−ν −
∑N−1

s=2

cs
0

cs−1
−1

es(μ+ν)−ν − 2c0 eμ + c1 eδ.

Consider now case (ii). Setting

b0 :=
c1

c2
−1

, b1 :=
cN
0

cN+1
−1

, γ := N(μ + ν)− λ,

we conclude that f2 = −b0 + b1 eγ. If γ > 0, then

f2g− = ϕ+ − e−ν ϕ−, f2g̃− = ϕ̃+ − e−ν ϕ̃−, (2.12)
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where

g− = 1, ϕ− = 0, ϕ+ = −b0 + b1eγ ;

g̃− =
∑� ν

γ �
k=0

b−1
0

(
b1

b0

)k

ekγ−ν , ϕ̃− = 1, ϕ̃+ =
(

b1

b0

)� ν
γ �+1

e(� ν
γ �+1)γ−ν .

Hence, if N(μ + ν)− λ > 0, then(
g− g̃−
ϕ− ϕ̃−

)
=

⎛⎝1 c2
−1
c1

∑� ν
N(μ+ν)−λ

�
k=0

(
cN
0

c1cN−1
−1

)k

ek(N(μ+ν)−λ)−ν

0 1

⎞⎠ . (2.13)

If γ < 0, then (2.12) holds with

g− = −b−1
0 e−ν , ϕ− = −1 +

b1

b0
eγ , ϕ+ = 0;

g̃− =
∑�− ν

γ �
k=0

(
b1

b0

)k

ekγ , ϕ̃− = −b
�− ν

γ �+1

1

b
�− ν

γ �
0

e(�− ν
γ �+1)γ+ν , ϕ̃+ = −b0.

Hence, if γ = N(μ + ν)− λ < 0, then

(
g− g̃−
ϕ− ϕ̃−

)
=

⎛⎜⎝ − c2
−1
c1

e−ν

∑�− ν
γ �

k=0

(
cN
0

c1cN−1
−1

)k

ekγ

−1 + cN
0

c1cN−1
−1

eγ − c1
c2
−1

(
cN
0

c1cN−1
−1

)�− ν
γ �+1

e(�− ν
γ �+1)γ+ν

⎞⎟⎠ . (2.14)

Thus, in case (ii) the matrix function G− is given by

G− :=

(
−∑N−1

s=0
cs
0

cs+1
−1

es(μ+ν)−δ 1

1 0

)(
g− g̃−
ϕ− ϕ̃−

)
(2.15)

where the matrix
(

g− g̃−
ϕ− ϕ̃−

)
is given by (2.13) if N(μ + ν)−λ > 0 and by (2.14)

if N(μ + ν)− λ < 0. Hence,

G− :=
(

g−11 g−12
g−21 g−22

)
, (G−)−1 =

(
−g−22 g−12
g−21 −g−11

)
, (2.16)

where for N(μ + ν)− λ > 0,

g−11 = −
∑N−1

s=0

cs
0

cs+1
−1

es(μ+ν)−δ,

g−12 = 1−
∑N−1

s=0

∑� ν
N(μ+ν)−λ

�
k=0

cs
0

c1c
s−1
−1

(
cN
0

c1c
N−1
−1

)k

e(s+kN)(μ+ν)−(k+1)λ,

g−21 = 1,

g−22 =
∑� ν

N(μ+ν)−λ
�

k=0

c2−1

c1

(
cN
0

c1c
N−1
−1

)k

ek(N(μ+ν)−λ)−ν
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and for N(μ + ν)− λ < 0,

g−11 = −1 +
∑N

s=0

cs
0

c1c
s−1
−1

es(μ+ν)−λ,

g−12 = − c1

c2
−1

(
cN
0

c1c
N−1
−1

)� ν
λ−N(μ+ν)�+1

e(� ν
λ−N(μ+ν)�+1)(N(μ+ν)−λ)+ν

−
∑N−1

s=0

∑� ν
λ−N(μ+ν) �

k=0

cs
0

cs+1
−1

( cN
0

c1c
N−1
−1

)k

e(s+kN)(μ+ν)−(k+1)λ+ν ,

g−21 = −c2
−1

c1
e−ν,

g−22 =
∑� ν

λ−N(μ+ν)�
k=0

(
cN
0

c1c
N−1
−1

)k

ek(N(μ+ν)−λ).

In that case the entries of the matrix

G+ = GG− =
(

g+
11 g+

12

g+
21 g+

22

)
are given by

g+
11 = −

∑N−1

s=0

cs
0

cs+1
−1

es(μ+ν)+ν ,

g+
12 = eλ −

∑N−1

s=0

∑� ν
N(μ+ν)−λ

�
k=0

cs
0

c1c
s−1
−1

(
cN
0

c1c
N−1
−1

)k

e(s+kN)(μ+ν)−kλ,

g+
21 =

cN
0

cN
−1

eN(μ+ν)−λ −
∑N−1

s=0

c1c
s
0

cs+1
−1

es(μ+ν),

g+
22 = −c0 eμ + c1 eδ + c−1

(
cN
0

c1c
N−1
−1

)� ν
N(μ+ν)−λ

�+1

e(� ν
N(μ+ν)−λ

�+1)(N(μ+ν)−λ)−ν

−
∑N−1

s=1

∑� ν
N(μ+ν)−λ

�
k=0

cs+1
0

cs−1

(
cN
0

c1c
N−1
−1

)k

e(s+kN)(μ+ν)−kλ−ν

if N(μ + ν)− λ > 0, and by

g+
11 = −eλ +

∑N

s=0

cs
0

c1c
s−1
−1

es(μ+ν),

g+
12 = − c1

c2−1

(
cN
0

c1c
N−1
−1

)� ν
λ−N(μ+ν) �+1

e(� ν
λ−N(μ+ν) �+1)(N(μ+ν)−λ)+ν+λ

−
∑N−1

s=0

∑� ν
λ−N(μ+ν)�

k=0

cs
0

cs+1
−1

( cN
0

c1c
N−1
−1

)k

e(s+kN)(μ+ν)−kλ+ν ,
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g+
21 = c0 eμ − c1 eδ −

cN+1
0

c1c
N−1
−1

e(N+1)(μ+ν)−λ−ν +
N∑

s=1

cs
0

cs−1
−1

es(μ+ν)−ν ,

g+
22 = − c1

c−1
+

c0c1

c2−1

(
cN
0

c1c
N−1
−1

)� ν
λ−N(μ+ν)�+1

e(� ν
λ−N(μ+ν)�+1)(N(μ+ν)−λ)+μ+ν

− c2
1

c2
−1

(
cN
0

c1c
N−1
−1

)� ν
λ−N(μ+ν)�+1

e(� ν
λ−N(μ+ν) �+1)(N(μ+ν)−λ)+λ

−
N−1∑
s=1

� ν
λ−N(μ+ν)�∑

k=0

c1c
s
0

cs+1
−1

(
cN
0

c1c
N−1
−1

)k

e(s+kN)(μ+ν)−kλ

if N(μ + ν)− λ < 0.

Note that(⌊
ν

λ−N(μ + ν)

⌋
+ 1

)
(N(μ + ν)− λ) + μ + ν

≥
(

ν

λ−N(μ + ν)
+ 1

)
(N(μ + ν)− λ) + μ + ν

= (N + 1)(μ + ν)− (λ + ν) > 0,(⌊
ν

λ−N(μ + ν)

⌋
+ 1

)
(N(μ + ν)− λ) + λ

≥
(

ν

λ−N(μ + ν)
+ 1

)
(N(μ + ν)− λ) + λ

= (N − 1)(μ + ν) + μ > 0
(

N = 1 +
⌊

λ− ν

μ + ν

⌋)
,

⌊
ν

λ−N(μ + ν)

⌋
(N(μ + ν)− λ) + μ + ν

≥ ν

λ−N(μ + ν)
(N(μ + ν)− λ) + μ + ν = μ > 0.

In case (iii) we have the following:

G+ =
(

eλ 0
c−1e−ν − c0eμ + c1eδ e−λ

)
G−,

where

G− =

(
−

∑N−1
s=0

cs
0

cs+1
−1

es(μ+ν)−δ 1

1 0

)(
g− g̃−
ϕ− ϕ̃−

)
(2.17)
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and the functions g±, g̃±, ϕ±, ϕ̃± ∈ APP± are given by

g− = 1 +
∑m

j=0

∑) jβ+ν
α *−1

k=+ jβ
α ,+1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα,

ϕ− = − c1

c2
−1

∑m

j=0

(
cN+1
0

c1cN−1

)j(
cN
0

c1c
N−1
−1

)) jβ+ν
α *

ejβ+ν−) jβ+ν
α *α,

g̃− = e−ν +
∑n

j=1

∑+ jβ
α ,

k=+ jβ−ν
α ,+1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα−ν ,

ϕ̃− =
c1

c2
−1

− cN
0

cN+1
−1

e−α −
c1

c2
−1

∑n

j=1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)+ jβ
α ,+1

ejβ−(+ jβ
α ,+1)α,

with

α := λ−N(μ + ν), β := (N + 1)(μ + ν)− λ,

and m, n defined as minimal numbers (in Z+ and N, respectively) for which⌈
(m + 1)((N + 1)(μ + ν)− λ)

λ−N(μ + ν)

⌉
=

⌈
m((N + 1)(μ + ν)− λ) + ν

λ−N(μ + ν)

⌉
,⌊

(n + 1)((N + 1)(μ + ν)− λ)− ν

λ−N(μ + ν)

⌋
=

⌊
n((N + 1)(μ + ν)− λ)

λ−N(μ + ν)

⌋
.

Hence, applying (2.17), we conclude that det G± = − c1

c2
−1

, and therefore the matrix

function G− is given by (2.16) and (G−)−1 =
c2−1

c1

(
−g−22 g−12
g−21 −g−11

)
, where

g−11 = − c1

c2
−1

∑m

j=0

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)) jβ+ν
α *

ejβ+ν−) jβ+ν
α *α

−
∑N−1

s=0

cs
0

cs+1
−1

es(μ+ν)−δ

(
1+

∑m

j=0

∑) jβ+ν
α *−1

k=+ jβ
α ,+1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα

)
,

g−12 =
c1

c2−1

− cN
0

cN+1
−1

e−α −
c1

c2−1

∑n

j=1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)+ jβ
α ,+1

ejβ−(+ jβ
α ,+1)α

−
∑N−1

s=0

cs
0

cs+1
−1

es(μ+ν)−λ

(
1+

∑n

j=1

∑+ jβ
α ,

k=+ jβ−ν
α ,+1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα

)
,

g−21 = 1 +
∑m

j=0

∑) jβ+ν
α *−1

k=+ jβ
α ,+1

(
cN+1
0

c1cN−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα,

g−22 = e−ν +
∑n

j=1

∑+ jβ
α ,

k=+ jβ−ν
α ,+1

(
cN+1
0

c1c
N
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα−ν
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and

g+
11 = − c1

c2−1

m∑
j=0

(
cN+1
0

c1cN−1

)j(
cN
0

c1c
N−1
−1

)) jβ+ν
α *

ejβ+ν−) jβ+ν
α *α+λ

−
N−1∑
s=0

cs
0

cs+1
−1

es(μ+ν)+ν

(
1+

m∑
j=0

) jβ+ν
α *−1∑

k=+ jβ
α ,+1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα

)
,

g+
12 =

c1

c2−1

eλ −
cN
0

cN+1
−1

eN(μ+ν) −
N−1∑
s=0

cs
0

cs+1
−1

es(μ+ν)

×
(

1 +
n∑

j=1

+ jβ
α ,∑

k=+ jβ−ν
α ,+1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα

)

− c1

c2
−1

n∑
j=1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)+ jβ
α ,+1

ejβ−(+ jβ
α ,+1)α+λ,

g+
21 =

c1

c−1

(
cN+1
0

c1cN
−1

)m+1(
cN
0

c1c
N−1
−1

)+ (m+1)β
α ,

e
(m+1)β−+ (m+1)β

α ,α

−
N−1∑
s=1

m∑
j=0

) jβ+ν
α *−1∑

k=+ jβ
α ,+1

c1c
s
0

cs+1
−1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα+s(μ+ν)

− c2
1

c2−1

m∑
j=0

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)) jβ+ν
α *

ejβ+λ−) jβ+ν
α *α−

N−1∑
s=0

c1c
s
0

cs+1
−1

es(μ+ν),

g+
22 = −c0c1

c2
−1

eμ +
c2
1

c2
−1

eδ −
N−1∑
s=1

c1c
s
0

cs+1
−1

es(μ+ν)−ν

+
c1

c−1

(
cN+1
0

c1cN−1

)n+1(
cN
0

c1c
N−1
−1

)+nβ
α ,

e(n+1)β−ν−+nβ
α ,α

− c2
1

c2−1

n∑
j=0

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)+ jβ
α ,+1

ejβ−(+ jβ
α ,+1)α+δ

−
N−1∑
s=1

n∑
j=1

+ jβ
α ,∑

k=+ jβ−ν
α ,+1

c1c
s
0

cs+1
−1

(
cN+1
0

c1cN
−1

)j(
cN
0

c1c
N−1
−1

)k

ejβ−kα−ν+s(μ+ν).

To check the non-negativity of the exponents in g+
21 and g+

22, we need to take into
account the following relations. First, for k =

⌊
jβ
α

⌋
+ 1, . . . ,

⌈
jβ+ν

α

⌉
− 1 and s ≥ 1,
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we obtain

jβ − kα + s(μ + ν) ≥ jβ + ν −
(⌈

jβ + ν

α

⌉
− 1

)
α + μ > 0.

Since
⌈

jβ+ν
α

⌉
=

⌈ (j+1)β
α

⌉
+ 1 =

⌊ (j+1)β
α

⌋
+ 2 for j = 0, 1, . . . , m− 1 and since

N =
⌊

λ+μ
μ+ν

⌋
≥ 1, we conclude that

λ− α = N(μ + ν) ≥ μ + ν = α + β

and hence, for j = 0, 1, . . . , m− 1,

jβ + λ−
⌈

jβ + ν

α

⌉
α ≥ jβ + 2α + β −

(⌊
(j + 1)β

α

⌋
+ 2

)
α

= (j + 1)β −
⌊

(j + 1)β
α

⌋
α > 0.

If j = m, then ⌈
mβ + ν

α

⌉
=

⌈
(m + 1)β

α

⌉
=

⌊
(m + 1)β

α

⌋
+ 1,

λ− α− β = λ− μ− ν = δ − μ > 0,

and therefore

mβ + λ−
⌈

mβ + ν

α

⌉
α ≥ mβ + α + β + δ − μ−

(⌊
(j + 1)β

α

⌋
+ 1

)
α

= (m + 1)β −
⌊

(m + 1)β
α

⌋
α + δ − μ > 0.

On the other hand, δ − α = δ − λ + N(μ + ν) = −ν + N(μ + ν) and therefore

jβ −
(⌊

jβ

α

⌋
+ 1

)
α + δ = jβ −

⌊
jβ

α

⌋
α− ν + N(μ + ν) ≥ 0.

Finally,

(n + 1)β − ν −
⌊

nβ

α

⌋
α ≥

⌊
(n + 1)β − ν

α

⌋
α−

⌊
nβ

α

⌋
α = 0.

3. Beyond trinomials

In this section we consider the case of matrix functions (1.2) with the off diagonal
term f satisfying

Ω(f) ⊂ (−ν + hZ+) ∪ (α + hZ+) (3.1)

with some ν, α ∈ (0, λ) and h > 0. Only the case of irrational (α+ν)/h is of interest,
since otherwise the distances between the points of Ω(f) are commensurable, and
APP factorability of G then follows from [2, Section 14.4].
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Theorem 3.1. Suppose that in (3.1)

h > ν, 2α + ν ≥ λ and α + h ≥ λ. (3.2)

Then the matrix function (1.2) is APP factorable.

Observe that the APP factorability of matrix functions (1.2) satisfying (3.1)
with h = ν and 2α + ν ≥ λ was considered in [9]; a more restrictive (under the
circumstances) condition α+h ≥ λ was not needed there. Since we have to impose
it now, and since only the points of Ω(f) lying in (−λ, λ) are relevant, condition
(3.1) effectively means that

Ω(f) ⊂ (−ν + hZ+) ∪ {α}.
Proof. If −ν /∈ Ω(f), then all the exponents of f are non-negative, and APP
factorability of G follows from [2, Section 14.1]. So, a non-trivial case is when
−ν ∈ Ω(f). Applying the Portuguese transformation, we can then substitute (1.2)
by the matrix function

G1 =
(

eν 0
f1 e−ν

)
,

having the same factorability properties. From the description of the Portuguese
transformation [2, Section 13] and the pattern (3.1) it follows that

Ω(f1) ⊂ {n1h + n2(α + ν)− λ : n1, n2 ∈ Z+} ∩ (−ν, ν).

Due to (3.2), however, the only pairs (n1, n2) ∈ Z2
+ for which n1h + n2(α + ν)− λ

possibly falls between −ν and ν are (0, 1), (k, 0) and (k + 1, 0), where

k =
⌊

λ− ν

h

⌋
+ 1.

Consequently, f1 is at most a trinomial, with

Ω(f1) ⊂ {kh− λ, α + ν − λ, (k + 1)h− λ}. (3.3)

If in fact f1 contains less than three terms, the APP factorability of G1 (and
therefore G) follows from [2, Section 14.3]. On the other hand, if all three terms
are actually present, then the term α + ν − λ can lie either inside or outside the
interval (kh−λ, (k+1)h−λ). In the former case, we are dealing with the trinomial
pattern in which the distance h between the endpoints of Ω(f1) is strictly bigger
than the diagonal exponent ν. In the latter case, one endpoint of Ω(f1) is at a
distance h bigger than ν (the diagonal exponent) from the rest of Ω(f1) – the big
gap case. Either way, the matrix function G1 is APP factorable (according to [2],
Sections 15.2, 15.4 or 14.2, respectively). Therefore, so is G. �

In principle, in the setting of Theorem 3.1 it is possible to construct the APP
factorization of G explicitly, in particular to compute its partial AP indices. We
will not provide these formulas in their full generality, because of a large number
of cases this would require. Let us concentrate on a particular situation, when
α+ν = λ. Of course, then the first inequality in (3.2) implies the other two, which
therefore become redundant.
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Theorem 3.2. Suppose that in (3.1) h > ν and α + ν = λ. Then the APP factor-
ization of the matrix function (1.2) (which exists due to Theorem 3.1) is canonical
if and only if −ν, α ∈ Ω(f).

Proof. Condition −ν ∈ Ω(f) is necessary, because otherwise Ω(f) consists of pos-
itive numbers only. Denoting the smallest of them by μ, according to [2, Theorem
14.1] we see that the partial AP indices of G are ±μ �= 0.

Supposing that the condition −ν ∈ Ω(f) holds, denote by c−1(�= 0) the
respective coefficient of f , and by c1 the coefficient corresponding to eα. Using
formulas for the Portuguese transformation (see, e.g., [2, Section 13]), we find that
the constant term of f1 equals −c1/c2−1, while according to (3.3) the only other
possible points in Ω(f1) are kh− λ and (k + 1)h− λ.

If c1 = 0, then f1 is either a binomial with the exponents at a distance h > ν
or a monomial with a non-zero exponent (mh cannot equal λ for any integer m
due to irrationality of (α + ν)/h which in our setting is the same as λ/h). In any
of these cases, the factorization of G1 (and therefore of G as well) is not canonical
(see [2, Theorem 14.10]). This concludes the proof of necessity.

To take care of sufficiency, observe that 0 ∈ Ω(f1), since c1 �= 0. If the points
kh−λ, (k +1)h−λ also belong to Ω(f1) and in addition have different signs, then
G1 satisfies (after an obvious change of notation) conditions of Theorem 2.1, and
therefore its APP factorization is canonical. In all other cases Ω(f1) is either non-
negative or non-positive. Since 0 ∈ Ω(f1), the AP factorization of G1 is canonical
by [2, Theorem 14.1]. Along with G1, the matrix function G also admits a canonical
AP factorization. �

As in Section 2, we will now construct the factorization explicitly. Write the
matrix (1.2) satisfying conditions of Theorem 3.2 as

G =
(

eλ 0
c−1e−ν −

∑s
j=1 cj e−ν+jh + cs+1eα e−λ

)
. (3.4)

Here cj �= 0 for all j = 1, 2, . . . , s (s := )λ+ν
h
* − 1), −λ < −ν < 0 < α < λ,

λ = α + ν, h > ν, and the number λ
h

= α+ν
h

is irrational.
Applying the Portuguese transformation and letting below n1, . . . , ns+1 ∈

Z+, we obtain

g+
2 =

∑
−λ≤∑s

j=1 nj(jh)+ns+1(α+ν)−λ<ν

c−1
−1

(n1 + · · ·+ ns+1)!
n1! . . . ns+1!

(
−cs+1

c−1

)ns+1

×
s∏

j=1

(
cj

c−1

)nj

e∑ s
j=1 jnjh+ns+1(α+ν),

ω− =
∑

0≤∑
s
j=1 jnj≤�λ−ν

h �
c−1
−1

(n1 + · · ·+ ns)!
n1! . . . ns!

s∏
j=1

(
cj

c−1

)nj

e∑s
j=1 jnjh−λ+ν . (3.5)
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Let

k :=
⌊

λ− ν

h

⌋
+ 1, s :=

⌈
λ + ν

h

⌉
− 1 .

We again have three possibilities:

(i) s = k − 1, (ii) s = k, (iii) s = k + 1.

Respectively,

f2 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
− c1

c2
−1

in case (i),

− c1

c2
−1

+ a−1ekh−λ in case (ii),

a−1ekh−λ − a0 + a1e(k+1)h−λ in case (iii).

Here

a−1 =
∑

∑s
j=1 jnj=k

c−1
−1

(n1 + · · ·+ ns)!
n1! . . . ns!

s∏
j=1

(
cj

c−1

)nj

,

a0 =
c1

c2
−1

,

a1 =
∑

∑
s
j=1 jnj=k+1

c−1
−1

(n1 + · · ·+ ns)!
n1! . . . ns!

s∏
j=1

(
cj

c−1

)nj

.

Then

G+ =
(

eλ 0
c−1e−ν −

∑s
j=1 cj e−ν+jh + cs+1eα e−λ

)
G− (3.6)

and

G− =
(

ϕ− − ω−g− ϕ̃− − ω−g̃−
g− g̃−

)
, (3.7)

where ω− is given by (3.5) and(
g− g̃−
ϕ− ϕ̃−

)
=

(
1 c2

−1
c1

e−ν

0 1

)
(3.8)

in case (i), (
g− g̃−
ϕ− ϕ̃−

)
=

⎛⎝1 c2
−1
c1

� ν
kh−λ �∑
r=0

(
a−1c2

−1
c1

)r

er(kh−λ)−ν

0 1

⎞⎠ (3.9)

in case (ii) with kh− λ > 0,

(
g− g̃−
ϕ− ϕ̃−

)
=

⎛⎜⎜⎝ − c2
−1
c1

e−ν

� ν
λ−kh �∑
r=0

(
a−1c2

−1
c1

)r

er(kh−λ)

−1 + a−1c2
−1

c1
ekh−λ − c1

c2
−1

(
a−1c2

−1
c1

)� ν
λ−kh �+1

e(� ν
λ−kh �+1)(kh−λ)+ν

⎞⎟⎟⎠
(3.10)
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in case (ii) with kh− λ < 0. Finally, in case (iii)

g− = 1 +
m∑

j=0

) jβ+ν
α *−1∑

r=+ jβ
α ,+1

(
a1c

2
−1

c1

)j(a−1c
2
−1

c1

)r

ejβ−rα,

ϕ− = − c1

c2
−1

m∑
j=0

(
a1c

2
−1

c1

)j(a−1c
2
−1

c1

)) jβ+ν
α *

ejβ+ν−) jβ+ν
α *α,

g̃− = e−ν +
n∑

j=1

+ jβ
α ,∑

r=+ jβ−ν
α ,+1

(
a1c

2
−1

c1

)j(a−1c
2
−1

c1

)r

ejβ−rα−ν ,

ϕ̃− =
c1

c2
−1

− a−1 e−α −
c1

c2
−1

n∑
j=1

(
a1c

2
−1

c1

)j(a−1c
2
−1

c1

)+ jβ
α ,+1

ejβ−(+ jβ
α ,+1)α,

(3.11)
with

α := λ− kh, β := (k + 1)h− λ, (3.12)

and with the minimal numbers m ∈ Z+ and n ∈ N such that⌈
(m + 1)((k + 1)h− λ)

λ− kh

⌉
=

⌈
m((k + 1)h− λ) + ν

λ− kh

⌉
,⌊

(n + 1)((k + 1)h− λ)− ν

λ− kh

⌋
=

⌊
n((k + 1)h− λ)

λ− kh

⌋
.

(3.13)

Thus, we have proved the following result.

Theorem 3.3. If cj �= 0 for all j = 1, 2, . . . ,
⌈

λ+ν
h

⌉
− 1, −λ < −ν < 0 < α < λ,

λ = α + ν, h > ν, and the number λ
h

is irrational, then the matrix function (3.4)
admits the canonical APP factorization G = G+(G−)−1, where G+ and G− are
given by (3.6) and (3.7) and the functions ω− and g−, ϕ−, g̃−, ϕ̃− ∈ APP− are
defined by (3.5) and (3.8)–(3.13), respectively.
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matischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol.
245, Springer-Verlag, New York, 1982, Translated from the Russian by A. B. Sosinskĭı.
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Revisit to a Theorem of Wogen

Hyungwoon Koo and Maofa Wang

Abstract. In this note we provide a new proof of a theorem of Wogen on
the boundedness criterion for composition operators on Hardy space H2(Un)
induced by holomorphic self-maps of the unit ball Un, and then generalize it
to more general inducing self-maps.

Mathematics Subject Classification (2000). Primary 47B33, Secondary 30D55,
46E15.

Keywords. Composition operator, smooth map, Bergman space, Hardy space,
Carleson measure, boundedness, Wogen criterion.

1. Introduction

Let Un be the open unit ball centered at origin in Cn and write H(Un) for the
space of all holomorphic functions on Un. For 0 < p <∞ and α > −1, we denote
by Lp

α(Un) the set of all measurable functions f with

||f ||p
L

p
α(Un)

=
∫

Un

|f(z)|p dVα(z) <∞,

where dVα(z) = (1 − |z|2)α dV (z) and dV is the normalized Lebesgue volume
measure on Un. The weighted Bergman space Ap

α(Un) is the space of all f ∈ H(Un)
for which ||f ||Lp

α(Un) < ∞. For the case α = 0, we will often write Ap
0(U

n) =
Ap(Un). For 0 < p < ∞, the Hardy space Hp(Un) is the space of all g ∈ H(Un)
for which

||g||pHp(Un) = sup
0<r<1

∫
∂Un

|g(rζ)|pdσ(ζ) <∞,

where dσ is the normalized Lebesgue surface measure on the unit sphere ∂Un. We
will often use the following notations to allow unified statements:

Ap
−1(U

n) = Hp(Un).

Koo is partially supported by the KRF-2008-314-C00012 and Wang is partially supported by the
NSF-10671147 of China.
Communicated by J.A. Ball.
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Let Φ be a map from Un into itself, then Φ induces the composition operator
CΦ, defined by

CΦf = f ◦ Φ.

When Φ is a holomorphic self-map of Un with n ≥ 2, W. Wogen [11] has given
a necessary and sufficient condition for a smooth map Φ ∈ C3(Un) to induce a
bounded composition operator CΦ on the Hardy spaces Hp(Un) for 0 < p < ∞,
which recently has been generalized to weighted Bergman spaces Ap

α(Un) in [7].
To state Wogen’s criterion, we need to introduce some notations. For a fixed

integer n ≥ 2, η ∈ ∂Un and a smooth map Φ : Un → Un, let

Φη(z) = 〈Φ(z), η〉 , z ∈ Un,

where 〈z, w〉 is the usual Hermitian inner product of z, w ∈ Cn. Let Dζ =∑n
j=1 ζj

∂
∂zj

be the complex direction derivative in the ζ = (ζ1, · · · , ζn) ∈ ∂Un di-
rection. The following is the Wogen’s result and its generalization to the weighted
Bergman spaces duo to Koo and Smith.

Theorem 1.1. Let α ≥ −1, 0 < p < ∞ and Φ be a holomorphic self-map of Un

with Φ ∈ C3(Un). Then, CΦ is bounded on Ap
α(Un) if and only if

DζΦη(ζ) > |DττΦη(ζ)| (1.1)

for all ζ, η, τ ∈ ∂Un with Φ(ζ) = η and 〈ζ, τ〉 = 0.

We say Φ satisfies “Wogen’s condition ” if (1.1) holds. The proof of the neces-
sity of Theorem 1.1 is standard by some local analysis of the mapping properties
of Φ at points of ∂Un which map to ∂Un. The sufficiency is hard and based on an
inequality that gives a local Lipschitz invertibility condition at certain points of
∂Un. (See [11] and [7].) In this note we use the compactness argument to reprove
the sufficiency of Theorem 1.1 and then apply it to non-holomorphic inducing
symbols. Since (1.1) is strictly inequality at ζ ∈ Φ−1(∂Un) and Φ−1(∂Un) is com-
pact, similar strictly inequality continues to hold in a neighborhood of Φ−1(∂Un).
Using this we prove the key lemma, Lemma 3.2 and then reprove the sufficiency
of Theorem 1.1.

In the rest of the paper we often use the letters C and c, depending only on
the allowed parameters, to denote various positive constants which may change at
each occurrence. For nonnegative quantities X and Y , we often write X � Y or
Y � X if X is dominated by Y times some inessential positive constant. Also, we
write X ≈ Y if X � Y � X .

2. Carleson measures

For every ζ ∈ ∂Un and 0 < δ < 1, let S(ζ, δ) and Ŝ(ζ, δ) be the Carleson boxes on
Un and Un defined by

S(ζ, δ) = {z ∈ Un : |1− 〈z, ζ〉 | < δ},
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and
Ŝ(ζ, δ) = {z ∈ Un : |1− 〈z, ζ〉 | < δ},

respectively. For a vector-valued function Φ : Un → Un, which is continuous on
Un, we have the following change of variables formula [6]:∫

Un

|f ◦ Φ|p dVα =
∫

Un

|f |pdμα, ∀f ∈ Lp
α(Un),∫

∂Un

|f ◦ Φ|p dσ =
∫

U
n
|f |pdμ∗, ∀f ∈ Lp

α(Un),

where the Borel measures μα on Un and μ∗ on Un are defined by μα(E) =
Vα(Φ−1(E)) and μ∗(F ) = σ(Φ−1(F )), respectively.

Therefore, the usual Carleson measure type characterizations also hold for
the non-holomorphic map Φ : Un → Un which is continuous on Un. Notice that
every f ∈ Hp(Un) has the radial limit almost everywhere on ∂Un and the radial
limit function belongs to Lp(∂Un) (refer to [10]). We use the notation f(ζ) for the
radial limit of f at ζ if it exists.

Proposition 2.1. Let 0 < p < ∞ and α, β > −1. Suppose that Φ : Un → Un

is a map which is continuous on Un. Define the Borel measure μβ on Un by
μβ(E) = Vβ(Φ−1(E)) and the Borel measure μ∗ on Un by μ∗(F ) = σ(Φ−1(F )).
Then

(1) ||f ◦ Φ||Lp(∂Un) ≤ C||f ||Hp(Un) for all f ∈ Hp(Un) and some C > 0
if and only if there is some C1 > 0 such that

μ∗
(
Ŝ(ζ, δ)

)
≤ C1δ

n for all ζ ∈ ∂Un and 0 < δ < 1.

(2) ||f ◦ Φ||Lp
β(Un) ≤ C||f ||Hp(Un) for all f ∈ Hp(Un) and some C > 0

if and only if there is some C1 > 0 such that

μβ (S(ζ, δ)) ≤ C1δ
n for all ζ ∈ ∂Un and 0 < δ < 1.

(3) ||f ◦ Φ||Lp
β(Un) ≤ C||f ||Ap

α(Un) for all f ∈ Ap
α(Un) and some C > 0

if and only if there is some C1 > 0 such that

μβ (S(ζ, δ)) ≤ C1δ
n+1+α for all ζ ∈ ∂Un and 0 < δ < 1.

These types of embedding characterizations are called Carleson measure cri-
teria and well-known for the holomorphic self-maps Φ. But due to the change of
variables formula above, the same proof works for the non-holomorphic map Φ
which is continuous on Un. Carleson measure criterion was first proved by Car-
leson in [2] for a general Borel measure μ when n = 1 and α = β = 0. For a proof
of Proposition 2.1 we refer to [4]. Part (1) of Proposition 2.1 is [4, Theorem 3.35],
and the proof there also works to prove part (2). When α = β, part (3) is [4,
Theorem 3.37] and the same proof again works for α �= β.
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3. A new proof for the sufficiency of Wogen’s theorem

For δ > 0 and a smooth map Φ ∈ C3(Un) with Φ(Un) ⊂ Un, let

K = Φ−1(∂Un),

Kδ = ∪ζ∈K{(z, w) ∈ Un × Un : |z − ζ| < δ, |w − Φ(ζ)| < δ},
Uδ = {z ∈ Un : d(z, K) < δ},
Wδ = {z ∈ Un : d(z, Φ(K)) < δ}.

(3.1)

Here d(z, K) = minζ∈K d(z, ζ) and d(z, ζ) = |1− 〈z, ζ〉 |.

Lemma 3.1. Let Φ : Un → Un with Φ ∈ C3(Un) and satisfy Wogen’s condition.
Then, there exits δ0 > 0 such that Wogen’s condition also holds for every pair
(ζ, η) ∈ Kδ0 .

Proof. For a fixed w ∈ Un and any x ∈ ∂Un, we define gw and hw by

gw(x, ·) = |Dx 〈Φ(·), w〉 |,
hw(x, ·) = sup

ξ∈x⊥∩∂Un

|Dξξ 〈Φ(·), w〉| ,

respectively. Here x⊥ is the set of all vector v ∈ Cn satisfying < v, x >= 0. Let
ẑ = Φ(z). Then Wogen’s condition is equivalent to

gζ̂(ζ, ζ) > hζ̂(ζ, ζ) for all ζ ∈ K.

Note that gw(x, z) and hw(x, z) are continuous in x and z since Φ ∈ C3(Un),
and since K is compact subset of ∂Un, the above condition also holds in some
neighborhood O of K × Φ(K) in Uδ ×Wδ , i.e.,

gw(x, z) > hw(x, z) for all (x, z) ∈ O.

Now choose δ0 > 0 sufficiently small so that Kδ0 ⊂ O, which immediately com-
pletes the proof. �

Lemma 3.2. Let Φ : Un → Un with Φ ∈ C3(Un) and satisfy Wogen’s condition.
Then, there exist δ0 > 0 and C > 0 such that, if η ∈ Wδ0 ∩ ∂Un and ζ ∈ Uδ0 is a
local minimum point for |1 − Φη(z)| with |η − Φ(ζ)| < δ0, then ζ ∈ ∂Un and for
all 0 < δ < δ0

Φ[S(ζ, δ0) \ S(ζ, Cδ)] ∩ S(η, δ) = ∅.
Moreover, for |z − ζ| < δ0

|1− Φη(z)| ≈ |1− Φη(ζ)| + |1− 〈z, ζ〉 |.
Proof. We will choose δ0 small enough so that our local Taylor polynomial expan-
sion of Φη holds with the uniform control over the coefficients up to the second-
order terms and the remainder terms, which is possible since Φ ∈ C3(Un). Using
Lemma 3.1, further choose δ0 > 0 sufficiently small such that the condition (1.1)
holds for all (ζ, η) ∈ Kδ0 .
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Fix η ∈Wδ0 ∩ ∂Un and let ζ ∈ Uδ0 be a local minimum point for |1−Φη(z)|
with |η − Φ(ζ)| < δ0. Then, (ζ, η) ∈ Kδ0 and so (1.1) holds for (ζ, η). Since
DζΦη(ζ) �= 0, we see that Φη is an open map near ζ which implies that ζ ∈ ∂Un.

We may assume that ζ = e1 =: (1, 0, . . . , 0) by some unitary transformations.
Since e1 is a local minimum point for |1−Φη(z)|, it is easy to see that ∂Φη(e1)

∂zj
= 0

for j = 2, . . . , n. By Taylor expansion, we have

Φη(z) = Φη(e1) + a1(z1 − 1) +
n∑

i=2

n∑
j=2

aijzizj/2 + O(|1 − z1|3/2).

Then after another unitary transformation about (z2, . . . , zn), we have

Φη(z) = Φη(e1) + a1(z1 − 1) +
n∑

j=2

a′jjz
2
j /2 + O(|1 − z1|3/2). (3.2)

Since |z2|2 + · · ·+ |zn|2 < 2|1− z1|, it is straightforward from (3.2) to see that

|1− Φη(z)| � |1− z1|+ |1− Φη(e1)|. (3.3)

Since Φ ∈ C3(Un) and Wogen’s condition holds, by choosing δ0 sufficiently
small, there exists ε > 0 independent of η and ζ such that

a := max
2≤j≤n

{|a′jj |} < a1 − ε.

Thus we have

|1− Φη(z)| = |1− Φη(e1)− a1(z1 − 1)−
n∑

j=2

a′jjz
2
j /2−O(|1 − z1|3/2)|

≥ |a1(1− z1)| − |1− Φη(e1)| − a/2
n∑

j=2

|zj |2 −O(|1 − z1|3/2)

≥ a1|1− z1| − a/2(1− |z1|2)− |1− Φη(e1)| −O(|1 − z1|3/2)

≥ ε|1− z1| − |1− Φη(e1)| −O(|1 − z1|3/2)

≥ c|1− z1| − |1− Φη(e1)|
= c[|1− z1|+ |1− Φη(e1)|]− (c + 1)|1− Φη(e1)|.

Since e1 is a local minimum point for |1−Φη(z)|, |1−Φη(z)| ≥ |1−Φη(e1)| when
z is near z1. Then

|1− Φη(z)| � |1− z1|+ |1− Φη(e1)|. (3.4)

From (3.4) it is easy to see that Φ[S(ζ, δ0) \ S(ζ, Cδ)] ∩ S(η, δ) = ∅ for all
0 < δ < δ0 and some C > 0. More precisely, suppose z ∈ S(ζ, δ0) \ S(ζ, Cδ), then

|1− Φη(z)| � |1− Φη(ζ)|+ |1− 〈z, ζ〉 | ≥ |1− 〈z, ζ〉 | ≥ Cδ.

Therefore, we can choose C > 0 such that Φ(z) �∈ S(η, δ) when z ∈ S(ζ, δ0) \
S(ζ, Cδ). �
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Lemma 3.2 is a key lemma for the sufficiency of Theorem 1.1. We now recon-
struct the sufficiency proof of Wogen’s result(Theorem 1.1) using Lemma 3.2.

Proof of the sufficiency of Theorem 1.1. We complete the proof by verifying the
Carleson condition

μα(S(η, δ)) = O(δn+α+1)
for all η ∈ ∂Un and 0 < δ < 1 when α > −1, and

μ∗
(
Ŝ(η, δ)

)
≤ C1δ

n

for all η ∈ ∂Un and 0 < δ < 1 when α = −1 by Proposition 2.1. Here we only
check it for α > −1, the other case can be checked similarly. Clearly it is enough to
check this for all 0 < δ < δ0 and η ∈ ∂Un which is close to Φ(K), because the other
case is trivial. Here δ0 is the number which satisfies Lemma 3.2. Let K, Uδ and Wδ

be as in (3.1). Suppose η ∈ Wδ0 ∩ ∂Un, and let Oj be one of the components of
Φ−1(S(η, δ0)) which also intersects with Φ−1(S(η, δ0/2)). Let ζj satisfy

|1− Φη(ζj)| = min
z∈Oj

{|1− Φη(z)|}.

By shrinking δ0 if necessary we may assume condition (1) holds at ζj , and thus
Φη is an open mapping near ζj if ζj ∈ Un. Since ζj is a local minimum point for
|1− Φη(z)|, we have ζj ∈ ∂Un.

Next, we show that there is a finite upper bound M ,which is independent of
η ∈ Wδ0 , on the number of the components of Φ−1(S(η, δ0)) which also intersect
with Φ−1(S(η, δ0/2)). To see this, note that by Lemma 3.2, there is c > 0 inde-
pendent of η ∈ Wδ0 such that Φ(S(ζj , cδ0)) ⊂ S(η, δ0), then S(ζj , cδ0) ⊂ Oj by
the connectivity of Oj . Therefore, the number of components has a finite upper
bound M <∞ since

∑M
j=1 Vα(S(ζj , cδ)) ≈Mδn+1+α � 1.

Now fix such a component Oj as above. Then, by Lemma 3.2, there is C > 0
independent of η such that

Vj := Oj ∩ Φ−1(S(η, δ)) ⊂ S(ζj , Cδ). (3.5)

Since Vα(S(ζj , δ)) ≈ δn+1+α, we can easily verify the Carleson measure condition
Vα(Φ−1(S(η, δ))) � δn+1+α since the number of the components Oj has a finite
upper bound M which is independent of η ∈ Wδ0 .

4. General inducing maps

Let Bn be the open unit ball centered at origin in Rn and write h(Bn) for the
space of all harmonic functions on Bn. For 0 < p <∞ and α > −1, with Ω either
Un or Bn, we let Lp

α(Ω) be the space of all measurable functions f on Ω such that

||f ||p
Lp

α(Ω)
=

∫
Ω

|f(z)|p dVα(z) <∞,

where dVα(z) = (1 − |z|2)α dV (z) and dV is the normalized Lebesgue volume
measure on Ω. The weighted harmonic Bergman space bp

α(Ω) is the space of all f ∈
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h(Ω) for which ||f ||Lp
α(Ω) <∞, here we identify h(Un) with h(B2n) in the natural

way. For the case α = 0, we will often write bp(Ω) = bp
0(Ω) for simplification.

With Ω either Un or Bn, let Ψ be a map from Ω into itself, then, Ψ also
induces the composition operator CΨ, defined by

CΨf = f ◦Ψ.

Here, we assume Ψ is a smooth but not necessarily holomorphic self-map of Ω and
find a necessary and sufficient condition on Ψ such that∫

Ω

|CΨf(z)|p dVα(z) ≤ C

∫
Ω

|f(z)|p dVα(z), (4.1)

for some constant C > 0 and all f ∈ X , where X = Ap
α(Un) when Ω = Un, and

X = bp
α(Bn) when Ω = Bn.

This is motivated by the map Ψ(z1, z2) = (z1, 0) because it follows from
Wogen’s Theorem that this map induces a bounded operator CΨ on Ap

α(U2). But
for the same map Ψ, the harmonic counterpart does not hold. In fact, if we take
fk(z) = 1

|(z1,z2)−(1+1/k,0)|2 , then, by a direct calculation, we can show that fk(z)
is harmonic and belongs to b2(U2), but

lim
k→∞

||CΨfk||L2(U2)

||fk||b2(U2)
=∞.

This raises a natural question:

What is the condition for (4.1) to hold with X = bp
α(Bn) ?

If Ψ is not holomorphic, we can not expect CΨf to be holomorphic even if f is,
and CΨf may not be harmonic even Ψ and f are harmonic. Therefore, if we do
not impose the analyticity condition of the symbol map Ψ : Ω→ Ω, then we lose
the analyticity or the harmonicity of CΨf , but we have much more flexibility for
the choice of the symbol map Ψ.

In [9], we provide the following characterizations for smooth self-map of Ω to
induce a bounded composition operator on the defined spaces. See [9] for details.

The first is for the harmonic spaces.

Theorem 4.1. Let 0 < p < ∞, α > −1 and Ψ : Bn → Bn be a map with
Ψ ∈ C2(Bn). Then there exists a constant C > 0 such that

||f ◦Ψ||Lp
α(Bn) ≤ C||f ||bp

α(Bn)

for all f ∈ bp
α(Bn) if and only if

JΨ(ζ) �= 0 for all ζ ∈ Ψ−1(∂Bn).

Here JΨ(ζ) is the Jacobian of Ψ at ζ.
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The second is for the holomorphic spaces.

Theorem 4.2. Let 0 < p < ∞, α > −1 and Φ : Un → Un be a map with Φ ∈
C4(Un). Then there exists a constant C > 0 such that

||f ◦Φ||Lp
α(Un) ≤ C||f ||Ap

α(Un)

for all f ∈ Ap
α(Un) if and only if Φ satisfies:

(1) Rank MΦη(ζ) = 2 for all ζ, η ∈ ∂Un with Φ(ζ) = η and

(2) D̃ζ-Φη(ζ) > D̃ττ-Φη(ζ) for all ζ, η, τ ∈ ∂Un with Φ(ζ) = η and τ ∈ ζ⊥.

Here, Φη(·) = 〈Φ(·), η〉 is the Hermitian inner product of Φ(·) and η, MΦη(ζ) is the
real Jacobi matrix of this map at ζ, ζ⊥ is the subspace of R2n which is orthogonal
to (x1, x2, . . . , x2n) with (x1 + ix2, . . . , x2n−1 + ix2n) = ζ, and D̃ζ is the real
directional derivative in the ζ direction considered as a real vector in ∂B2n.

As shown in [9], our necessary and sufficient condition in Theorem 4.2 is
equivalent to Wogen’s original condition in Theorem 1.1 when Φ is a holomorphic
self-map of Un and of class C4(Un).

Moreover, in [9] we also show that there are jump phenomena in the optimal
target spaces of Theorems 4.1 and 4.2: if the inducing self-map Ψ is smooth enough
and CΨ does not map Ap

α(Ω) (resp. bp
α(Ω)) into Lp

α(Ω), then it does not map
Ap

α(Ω) (resp. bp
α(Ω)) into some larger spaces Lp

β(Ω) for all α < β < α + ε0. Where
ε0 = min{1/4, α + 1} for the homomorphic spaces, and ε0 = min{1/2, α + 1}
for the harmonic spaces, which are all are sharp. This contrasts with the case
of holomorphic spaces with holomorphic inducing symbol Φ, where the jumps is
always 1/4 (refer to [7]).

[8] is adapted for the proof of Theorem 4.1. Here, we outline the proof of
Theorem 4.2. The necessity is routine by local analysis of Φ on the boundary ∂Un.
See [9] for details. For the sufficiency, unfortunately, Lemma 3.2 does not hold for
a non-holomorphic map. We will need a corresponding version of Lemma 3.2 which
may be applied to non-holomorphic symbols. To this end, we replace |1 − Φη(z)|
by -(1 − Φη(z)). Then we can have some similar mapping properties, which are
included in the following lemma. With the following lemma, one can complete the
proof following the routine scheme of Wogen’s theorem.

Lemma 4.3. Let Φ : Un → Un with Φ ∈ C4(Un) and satisfy the condition in
Theorem 4.2. Then, there exist δ0 > 0 and C > 0 such if η ∈ Wδ0 ∩ ∂Un and
ζ ∈ Uδ0 is a local minimum point for -(1 − Φη(z)) with |η − Φ(ζ)| < δ0, then
ζ ∈ ∂Un and for all 0 < δ < δ0,

Φ[S̃(ζ, δ0) \ S̃(ζ, Cδ)] ∩ S(η, δ) = ∅.
Moreover, for |z − ζ| < δ0,

|1− Φη(z)| ≤ C[d(Φ(ζ), η) + d̃(z, ζ)].

Here, S̃(ζ, δ) is a “twisted” Carleson box and d̃ is a “twisted” distance (refer
to [9] for the details).
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1. Introduction

By singular integral operators (sio for short) we mean the operators A = aI +
bSΓ + T acting on weighted spaces Lp(Γ, ρ), where Γ is an appropriate contour in
the complex plane C, a, b ∈ L∞(Γ), I is the unit operator, T a compact operator
and SΓ is the simplest sio

SΓf(t) =
1
πi

∫
Γ

f(τ)dτ

τ − t
(t ∈ Γ). (1.1)

We assume that SΓ is bounded on Lp(Γ, ρ) (1 < p <∞) with the norm

‖f‖pp,ρ :=
∫

Γ

|f(t)|pρ(t)|dt|. (1.2)

By best constants we mean the norm ‖A‖ of the operator A and its essential norm

|A| = inf
K∈K

‖A + K‖, (1.3)

where K is the ideal of all compact operators.
The best constants play an important role in the theory and applications of

Volterra operators (see [GoKr], Ch3); in scattering by unbounded obstacles in the

The work was partially supported by Retalon Inc., Toronto, ON, Canada.
Communicated by I.M. Spitkovsky.
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plane (see [Bi] and [HKV]), in the spectral theory of sio (see [GK6,7], [K2,3], [Sp],
[VK1,2]) and in many other areas.

Let Γ be a circle or a straight line, and S := SΓ. The boundedness of the
operator S (and hence of operators A = aI + bS + T ) on the spaces Lp(Γ) was
first proved by M. Riesz [R], and on some weighted Lp spaces by Hardy and
Littlewood [HL]. Since S acts as a unitary operator on the Hilbert space L2(Γ), of
course ‖S‖2 = 1.

In [T] (see also [Z, Ch. VII, Problem 2]) and [GoKr, Sec. III,6] the following
estimates were obtained for ‖S‖p: two positive constants N and M were found
such that Np ≤ ‖S‖p < Mp for all p ∈ [2,∞), and ‖S‖q = ‖S‖p for p−1 +q−1 = 1.

The exact values of the norms ‖S‖ for a sequence of the values of p ∈ (1,∞)
were first obtain 40 years ago by I. Gohberg and the author [GK1,2]. Namely, it
was proved that

‖S‖p =
{

cot π
2p

if p = 2n

tan π
2p

if p = 2n/(2n − 1) (n = 1, 2, . . . ). (1.4)

Also in [GK1,2] the following estimates were obtained:

‖Q‖ ≥ |Q| ≥ 1
sinπ/p

, ‖P‖ ≥ |P | ≥ 1
sin π/p

and ‖S‖p ≥ |S| ≥ γp, (1.5)

where P := (I + S)/2; Q := (I − S)/2; p ∈ (1,∞) and γp = cot(π/2p∗), where
p∗ = max(p, p/(p− 1)).

It was conjectured in [GK1,2] that

1.1. Inequalities in (1.5) can be replaced by equalities.

These results gave rise to a large number of publications dedicated to the best
constants and such publications continue to appear. Almost all new results related
to best constants required new ideas and methods for their proofs. Some problems
turned out to be very complicated. For example, it took more than 30 years of
attempts of many authors to justify Conjecture 1.1 for the analytical projections
P and Q (see Subsection 2.3 below). Also, it took almost 20 years to answer the
question, stated by M. S. Birman as Problem 1 in [Bi], on the exact value of the
norms of operators I − A± on Lp(R+). Here the so-called re-expansion operators
can be represented as

A+f(x) =
1
π

∫
R+

2xf(t)dt

x2 − t2
, A−f(x) =

1
π

∫
R+

2tf(t)dt

t2 − x2
. (1.6)

(see Section 3 below). An important role in the computation of the norms of
various sio is played by the matrix symbols for sio with scalar piece-wise continuous
coefficients, introduced by I. Gohberg and the author (see Section 8 below). The
exact constant in Simonenko’s theorem on the envelope of a family of operators of
local type was figured out due to a new special theorem on the covering of abstract
topological spaces (see [K4]).
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In this survey we summarize the main results obtained up to date, and for-
mulate some open problems which should be interesting to solve. Some results,
which were just included in the books [GK5,7] and [K3], we formulate here not
only for completeness. In these books we restricted our considerations to the case
of piece-wise Lyapunov contours and power weights. Here we show that the class of
piece-wise Lyapunov contours can be always replaced with a larger class of piece-
wise smooth contours and we do not always restrict ourselves to the power weights.
For example, the local principle of computation of the essential norms of sio is for-
mulated here for piece-wise smooth contour and general Muckenhoupt weight. The
main results are described in Sections 2–6. Some interesting inequalities obtained
and used for these results are discussed in Section 7. A brief information about the
symmetric matrix symbols (which are used in computation of the norms of sio) is
given in Section 8.

The following definitions and notation will be used in this paper.

• By a simple contour we mean a connected piece-wise smooth bounded curve
without self-intersections. It may have a finite number of knots.
• The union of finite number of simple contours is called a composed contour.
• A contour Γ is called closed if it admits an orientation such that Ċ \ Γ is

divided into two domains, D+ and D−, lying to the left and to the right of
Γ respectively. Here Ċ denotes the extended complex plane C ∪ {∞}.

If Γ is a closed contour, then PΓ := (I + SΓ)/2 as well as QΓ = I − PΓ are
(analytical) projections. A weight ρ of the form

ρ(t) =
n∏

k=1

|t− tk|βk , 1 < β <∞, tj ∈ Γ and tj �= tk for j �= k (1.7)

is called a power weight. If ρ(t) = |t− t0|β , then the norm of operator A is denoted
by ‖A‖β or, if the value of p is not clear from the context, by ‖A‖p,β.

Let Γ be a composed contour, and Lp(Γ, ρ) the weighted Lebesgue space
with the norm defined by (1.2). The weight ρ is a Muckenhoupt weight (denoted
ρ ∈ Ap) if

sup
t∈Γ

sup
ε>0

1
ε

(∫
Γt,ε

w(τ)p |dτ |
)1/p (∫

Γt,ε

w(τ)−q |dτ |
)1/q

<∞, (1.8)

where w := ρ1/p, Γt,ε = {τ ∈ Γ: |τ − t| < ε}. Condition (1.8) is necessary and
sufficient for the operator SΓ to be bounded on Lp(Γ, ρ).

It is my pleasure to thank Ilya Spitkovsky and Igor Verbitsky for useful
remarks and comments. I also thank A.Yu. Karlovich who carefully read the man-
uscript of this paper and made several interesting observations.



368 N. Krupnik

2. Γ is the unit circle

In this section we denote the unit circle by Γ0, and write S0, P0, Q0 in place of
SΓ0 , PΓ0 , QΓ0 , respectively.

2.1. An important result which allowed to prove Conjecture 1.1 for the operator
S was obtained by S.K. Pichorides [Pi], who figured out the norm of the operator

Cf(x) =
1
2π

∫ 2π

0

cot
x− y

2
f(y)dy (2.1)

on Lp[0, 2π] :

‖C‖p = tan
π

2p
(1 < p ≤ 2). (2.2)

A brief description of the method of the proof of this equality is presented below
in Subsection 7.2.

The following corollary follows from (2.2):

‖S0 −K‖p = γp, where Kf(t) =
1

2πi

∫
Γ0

f(t)|dt| (2.3)

Finally, in [KP] equalities

‖S0‖p = |S0|p = γp (2.4)

were proved. There we used equality (2.2) and the following statement:

Lemma 2.1. Let L(B) be the algebra of all linear bounded operators on a Banach
space B, and let {Rn} ⊂ L(B) be a sequence of operators such that ‖Rnf‖ = ‖f‖
for all f ∈ B and Rn converges weakly to zero. If A ∈ L(B) and ARn = RnA for
all n, then |A| = ‖A‖.

For A = S0 the following sequence {Rn} was used in [KP]:

Rnf(t) := tnf(t2n).

2.2. Using Lemma 2.1 with the same sequence Rn as above one can obtain equalities

‖aP0 + bQ0‖p = |aP0 + bQ0|p, (Q0 := I − P0) (2.5)

for any p (1 < p <∞) and a, b ∈ C. In particular these equalities hold for operators
P0, Q0.

2.3. Conjecture ||P0|| = 1/ sin(π/p) for the analytical projection P0 has a long
history (1968–2000). This conjecture had been included in two problem books “99
unsolved problems” and “199 unsolved problems” (see [VK3]) and in several other
publications. Since 1968 many intermediate results related to this conjecture had
been obtained (see, for example, [Ba], [GK7], [Pa], [Pe], [V] and the references in
these publications). It was only in 2000 that B. Hollenbeck and I. Verbitsky [HV]
proved that the conjecture is true, i.e.,

‖P0‖p = ‖Q0‖p = |P0|p = |Q0|p =
1

sin(π/p)
(1 < p <∞). (2.6)
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A brief description of the method of the proof of these equalities is presented below
in Subsection 7.3.

2.4. Let p ≥ 2 and −1 < β < p− 1. Denote

γ(p, β) :=

⎧⎪⎨⎪⎩
cot π(1+β)

2p if −1 < β < 0
cot π

2p if 0 ≤ β ≤ p− 2
tan π(1+β)

2p
if p− 2 < β < p− 1

(2.7)

and γ(p, β) := γ(q, β(1 − q)) (p−1 + q−1 = 1) if 1 < p < 2.

Also denote

δ(p, β) = max

[(
sin

π

p

)−1

,

(
sin

π(1 + β)
p

)−1
]

=

⎧⎪⎨⎪⎩
(
sin π

p

)−1

if β ∈ [min(0, p− 2), max(0, p− 2)](
sin π(1+β)

p

)−1

if β /∈ [min(0, p− 2), max(0, p− 2)]
. (2.8)

Theorem 2.4. Let t0 be an arbitrary point on the unit circle Γ0. Then

‖S0‖p,β = |S0|p,β = γ(p, β) (2.9)

and
‖P0‖p,β = |P0|p,β = ‖Q0‖p,β = |Q0|p,β = δ(p, β). (2.10)

The estimates “≥” in (2.9), (2.10) have been obtained in [GK5, Chapter XIII,
Section 3] with the use of results from [GK4]. For p = 2 equalities (2.9), (2.10)
have been proved in [K1]. For min(0, p−2) ≤ β ≤ max(0, p−2) equality (2.9) have
been proved by N. Krupnik and V. Neaga [KN]. For general p and β equalities
(2.9) have been proved by I. Verbitsky and N. Krupnik [VK1,2]. Finally, equalities
(2.10) have been proved by B. Hollenbeck and I. Verbitsky [HV].

2.5. Let

ρ(t) =
n∏

k=1

|t− tk|βk , (2.11)

where t1, t2, . . . , tn are different points on Γ0 and βk ∈ (−1, p− 1). Then (see [K1]
for p = 2 and [VK1,2] for arbitrary p)

|S0|p,ρ = max
k=1,...,n

γ(p, βk), (2.12).

where γ(p, β) is defined by (2.7). Equality (2.12) shows that the essential norm
|SΓ|p,ρ does not depend on the location of the (distinct) points tk on the contour Γ0.

2.6. In contrast with essential norms (see equality (2.12)), the norm ‖S0‖p,ρ de-
pends on the location of the points t1, t2, . . . , tn, n ≥ 2 on the contour Γ.

Suppose that the numbers β1, . . . , βn satisfy the inequalities

−1 < βj < 0 (j = 1, . . . , m); 0 ≤ βj < p− 1 (j = m + 1, . . . , n) (m ≤ n). (2.13)
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We denote

μ1 =
m∑

j=1

βj , μ2 =
n∑

j=m+1

βj

and

μ =
{

μ1 if μ1 + μ2 < p− 2,
μ2 if μ1 + μ2 ≥ p− 2

Theorem 2.6 Let ρ(t) be defined by (2.11). If μ ∈ (−1, p− 1) then

sup
t1,...,tn∈Γ0

‖S0‖p,ρ = γ(p, μ), (2.14)

whereas if μ /∈ (−1, p− 1) then

sup
t1,...,tn∈Γ0

‖S0‖p,ρ =∞. (2.15)

Corollary 2.6.1. Let p ≥ 2. Suppose one of the following conditions is satisfied:

β1 + · · ·+ βn ≤ p− 2, βk ≥ 0 (k = 1, . . . , n);

β1 + · · ·+ βn ≤ p− 2, β1 ≤ 0, βk ≥ 0 (k = 2, . . . , n);
β1 + · · ·+ βn ≤ p− 2, βk ≥ 0 (k = 1, . . . , n);

β1 + · · ·+ βn ≥ p− 2, β1 ≥ p− 2, βk ≤ 0 (k = 2, . . . , n). (2.16)
Then

‖S0‖p,ρ = max
1≤k≤n

γ(p, βk). (2.17)

The case 1 < p < 2 reduces to the case p ≥ 2 upon replacing p by q (1/p+1/q = 1)
and βk by βk(1− q).

We also mention

Theorem 2.6.2. Let −1 < α, β < 1, and ρ(t) = |t− 1|α|t + 1|β, then

‖S0‖2,ρ = max(γ(2, α), γ(2, β)). (2.18)

The results of this subsection were obtained in [VK2] (see also [K3, Section 8]).

2.7. Here we provide a formula for ‖S0‖2,ρ for a general Muckenhoupt weight
(without any additional restrictions) ρ which was obtained in [FKS, Section 5].
Notice that ρ±1 ∈ L1(Γ0) (see, for example, [GK6, page 35]).

Theorem 2.7. Let ρ+ be an outer function such that |ρ+(t)| = ρ(t), and ω = ρ+/ρ+.
Then

‖S0‖22,ρ =
1 + ‖Hω‖
1− ‖Hω‖

, (2.19)

where Hω denotes the Hankel operator Q0ωP0.
Note also that according to Nehari’s theorem [Ni, p. 181],

‖Hω‖ = distL∞(ω, H∞). (2.20)

Example 2.7.1. Let ρ(t) := |t− t1|/|t− t2| (tj /∈ S0). Then

ρ+(t) =
1− tt1
1− tt2

, ω(t) =
(t− t1)(1 − tt2)
(t− t2)(1 − tt1)



Best Constants in the Theory of SIO 371

and the distance from ω to H∞ in this case equals

distL∞(ω, H∞) =
|Res(ω; t2)|

1− |t2|2 =
|t2 − t1|
|1− t2t1|

. (2.21)

(Here Res(f, z) denotes the residue of the function f at the point z.) It follows
from (2.19)–(2.21) that

‖S0‖2,ρ =

√
|1− t1t2|+ |t1 − t2|
||1− t1t2| − |t1 − t2||

. (2.22)

Remark 2.7.2. Setting t1 or t2 at zero we arrive to a particular case of (2.22):

‖S0‖2,|t−t0|±1 =

√
1 + |t0|
1− |t0|

. (2.23)

The function ω is rational for all weights of the form ρ(t) = Π|t − tj |nj , nj ∈
Z, tj /∈ Γ0, more general than considered in Example 2.7.1. According to Kro-
necker’s lemma ([Ni, p. 183]), for such weights ρ the Hankel operator Hω is finite
dimensional. Its norm (and therefore the norm of S0) can be found in terms of the
eigenvalues of a finite matrix corresponding to integral operator with degenerate
kernel

1
τ − t

(
ρ+(τ)/ρ+(t)− ρ+(t)/ρ+(τ)

)
. (2.24)

In practice, however, these computations lead to quite unpleasant formulas.

Question 1. It would be interesting to compute the norm ‖S0‖p,ρ for some weight
(2.11) in the case when ‖S0‖p,ρ �= |S0|p,ρ.

The following corollary1 follows from Theorem 2.7: if ‖S0‖2,ρ = 1, then ρ =
const. This statement is not true for essential norms. In the next subsection we
give a full description of all weights for which equality |S0|2,ρ = 1 holds.

2.8. Recall that V MO, the class of the functions of vanishing mean oscillation,
consists of all φ such that

Mδ(φ) = sup
|I|<δ

1
|I|

∫
I

|φ− φI |dt <∞ and lim
δ→0

Mδ(φ) = 0.

Here, as usual, I ⊂ S0 is an arbitrary arc of length |I| and φI := 1
|I|

∫
I
φdt.

According to Sarason’s theorem (see[Ni, p. 376]), V MO = C + C̃, that is,
V MO consists exactly of the sums u + ṽ where u, v are continuous functions and
∼ stands for the harmonic conjugation.

Theorem 2.8.1. Formula |S0|2,ρ = 1 holds if and only if log ρ ∈ V MO.

Note that for non-singular continuous weights ρ the function log ρ is a contin-
uous function too. In this case, obviously, log ρ ∈ V MO, and therefore |S0|2,ρ = 1.
This result follows also from the local principle (see Section 4 below).

1see Theorem 5.6 below for a more general statement
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The “if” part of Theorem 2.8.1 admits a following generalization:

Theorem 2.8.2. Let 1 < p <∞ and let ρ be a Muckenhoupt weight. If log ρ ∈ V MO
then

|S0|p,ρ = |S0|p = γp.

This observation was made by A.Yu. Karlovich [private communication] by using
the results from [GD]. It is not known at the moment whether the condition
log ρ ∈ V MO in Theorem 2.8.2 is also necessary, as was the case in Theorem 2.8.1.

2.9. Spaces of vector-valued functions. Let H be a separable Hilbert space and
B = Lp(Γ0, H, ρ) (1 < p < ∞) the Banach space of weakly-measurable vector-
valued functions f : Γ0 → H, for which the norm

‖f‖pB :=
∫

Γ

‖f(t)‖pHρ(t)|dt| (2.25)

is finite. Here the weight is defined by (2.11). See, e.g., [Z, Vol. II, Lemma 5.18]
for the boundedness of the operator S0 on B.

Theorem 2.9. Let ρ(t) = |t− t0|β, where t0 ∈ Γ0. Then

‖S0‖B = ‖S0‖p,β = γ(p, β). (2.26)

For details see [VK2] and [K3, Section 8].

2.10. If dim H <∞ then equality (2.12) can be extended to the spaces of vector-
valued functions. If dimH =∞, then |S0|B depends on the location of the points
tk on Γ0.

Question 2. It would be interesting to obtain analogs of the results from Subsections
2.9, 2.10 for operators P0 and Q0.

3. Γ coinciding with R or with its connected subset

3.1. We start with the following

Theorem 3.1. Let x1, . . . , xn be distinct points of R,

tk := (xk + i)(xk − i)−1 (k = 1, . . . , n), t0 := 1, (3.1)

and let p, β, β1, . . . , βn be real numbers satisfying conditions

1 < p <∞, −1 < βk < p− 1 (k = 1, . . . , n), −1 < β +
n∑

k=1

βk < p− 1. (3.2)

Set

ρ1(x) = (x2 + 1)β/2
n∏

k=1

|x− xk|βk and ρ2(t) =
n∏

k=0

|t− tk|βk , (3.3)

where

β0 = p− 2− β −
n∑

k=1

βk. (3.4)
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Then

‖aI + bSR‖p,ρ1 = ‖aI + bS0‖p,ρ2 , |aI + bSR|p,ρ1 = |aI + bS0|p,ρ2 . (3.5)

for any complex numbers a, b.

(See [K3, Theorem 4.6] and [VK2].)

3.2. Let ρ(t) = tβ , then

‖aI + bSR‖p,β = |aI + bSR|p,β . (3.6)

This follows from Lemma 2.1 with Rnf(t) = n
1+β

p f(nt) (see [K3, Section 4]
for details).

3.3 Let p ≥ 2 and ρ(x) = |x + i|p−2 or 1 < p ≤ 2 and ρ(x) = |x + i|2−p, then

‖SR‖p,ρ = |SR|p,ρ = γp, ‖QR‖p,ρ = |QR|p,ρ = ‖PR‖p,ρ = |PR|p,ρ =
1

sin(π/p)
.

This follows from (3.5), (3.6), (2.7) and (2.9).

3.4. Equalities (3.5), (3.6), (2.9), (2.10) imply:

‖SR‖p = |SR|p = γp, ‖QR‖p = |QR|p = ‖PR‖p = |PR|p =
1

sin(π/p)
. (3.7)

Generalization of equalities (3.7) to the space Lp(R, w) with power weights

w(x) =
n∏

j=1

|x− xj |βj satisfying − 1 <

n∑
k=1

βk < p− 1 (3.8)

follows also from (3.5), (3.6), (2.9), (2.10) by taking in ρ2 the exponent β0 =
p− 2−

∑n
k=1 βk.

For example,

‖SR‖p,|x−x1|α|x−x2|β = ‖S0‖p,|t−t1|α|t−t2|β|t−1|p−2−α−β

= max (γ(p, α), γ(p, β), γ(p, α + β)) (3.9)

The last equality in (3.9) follows from Corollary 2.6.1, see [K3, Theorem 5.4]
for details.

Observe that the norm in the left-hand side of (3.9) does not depend on the
location of the points x1, x2. Theorem 2.6 and Corollary 2.6.1 can be extended
(with the help of Theorem 3.1) to the spaces Lp(R, (x2 + 1)β/2

∏ |x− xk|βk).

3.5. Segment [a, b]. Denote for p ≥ 2

η(p, β) :=

⎧⎪⎨⎪⎩
cot π(1+β)

p if −1 < β < −1/2
cot π

2p
if −1/2 ≤ β ≤ p− 3/2

cot π(p−1−β)
p

if p− 3/2 < β < p− 1

= max
(

cot
π

2p
, | cot

π(1 + β)
p

|
)

(3.10)

and η(p, β) := η(q, β(1 − q)) (p−1 + q−1 = 1, if 1 < p < 2.
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Theorem 3.5. Let Γ = [a, b] or any simple smooth arc with end-points a and b, and
let

ρ(t) = |t− a|α|t− b|β (t ∈ [a, b], α, β ∈ (−1, p− 1)). (3.11)
Then

|SΓ| = max(η(p, α), η(p, β)). (3.12)
For details see [K3, Section 7].

Remark 3.5.1. Let Γ = [a, b]. If in (3.11) one of the numbers α, β equals zero or
p = 2, then

‖SΓ‖p,ρ = max (η(p, α), η(p, β)) . (3.13)
In particular,

‖SΓ‖2,ρ = max
(

tan
π|α|
2

, tan
π|β|
2

, 1
)

. (3.14)

Remark 3.5.2. For arbitrary α, β and p the norm in the left-hand side of (3.13)
has not been computed yet.

Question 3. See Remark 3.5.2.

3.6. Γ = R+. Below in this section we denote SR+ by S, and treat R+ := [0,∞] as
a compact subset of Ċ. We start with the following equalities:

‖S‖Lp(R+,tβ) = |S|Lp(R+,tβ) = ‖S‖Lp(Γ1,|t+1|β|t−1|p−2−β) = η(p, β), (3.15)

where p > 1, −1 < β < p − 1, and η(p, β) is defined by (3.10). Here Γ1 is the
(unit) upper semi-circle.

The first equality in (3.15) follows from Lemma 2.1 where we set Rnf(t) =
n

1+β
p f(nt), the second one from Theorem 3.1 and the last one from Theorem 3.5

and equality η(p, p− 2− β) = η(p, β.)
Below in this section we denote

‖A‖p,β := ‖A‖Lp(R+,tβ) (3.16)

Consider operators Π and Π∗ defined by (1.6) and acting on Lp(R+). As
was mentioned in the Introduction, these operators play an important role in
mathematical physics (see, for example, [Bi], [HKV]). In 1984 a problem was stated
by M.S. Birman [Bi] to figure out the exact value of the norms of operators I −Π,
I −Π∗ on Lp(R+), 1 < p <∞. It is easy to check (see Example 3.7.3 below) that
the norms of these two operators on L2 equal

√
2. For p �= 2 this problem turned

out to be not so simple and only in 2003 it was figured out in [HKV] that

‖I −Π‖Lp(R+) = ‖I −Π∗‖Lp(R+) = Cp, (3.17)

where

Cp =
√

2 max
θ∈[0,2π]

[ | cos(θ − π/4)|p + | cos(θ − π/4 + π/p)|p
| cos(θ)|p + | cos(θ + π/p)|p

] 1
p

(3.18)

for all 1 < p <∞. In particular, C4 =
√

4 + 2
√

5.
See Subsection 7.4 for some comments regarding the method used in [HKV].
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3.7. Denote by H the complex Hilbert space H := L2(R+, tβ) with the inner
product

〈f, g〉 =
∫ ∞

0

f(x)g(x)xβ dx (|β| < 1)

and by Aβ the unital Banach subalgebra of L(H) generated by one element S.

Theorem 3.7 Aβ is a C∗-algebra. In particular,

S∗ = t−βStβ = [cos(πβ)S − i sin(πβ)I] [cos(πβ)I − i sin(πβ)S]−1 (3.19)

(see [K3,Theorem 13.7])

The spectrum of the operator S coincides with the circular arc (or line seg-
ment) �(β) which connects the points ±1 and passes through the point i tan(πβ/2).
The Gelfand transform of the element S can be represented as

g(S)(z) = z (z ∈ �(β)) or h(S)(ξ) = cth(ξ + πiγ), ξ ∈ R. (3.20)

It is not difficult to check that

max
z∈�(β)

|z| = max [1, tan ((π|β|)/2)]

and we arrive at equality (3.15) with p = 2.

Theorem 3.7.1. For each A ∈ Aβ ,

‖A‖2,β = |A|2,β. (3.21)

As in 3.6, this statement follows from Lemma 2.4.

The following statement is usually used for constructing the matrix symbols
of sio along the contours with intersections (see, for example, Section 8 below).

Proposition 3.7.2. Let θ ∈ (0, 2). Then the operator

Kθf(x) :=
1
πi

∫ ∞

0

f(y)dy

y − eiπθx
(3.22)

belongs to algebra Aβ and its Gelfand transform is given by

h(Kθ)(ξ) =
exp(−α(ξ + πγi))

sh(ξ + πγi)
, h(K−θ)(ξ) =

exp(α(ξ + πγi))
sh(ξ + πγi)

, (α = 1− θ)

(3.23)
Let, in particular, β = 0. Then

g(Kθ)(z) = (1− z)s(1 + z)1−se−πiθ/2 = 2(1− x)sx1−se−πiθ/2 (3.24)
and

g(K−θ)(z) = −(1− z)1−s(1 + z)seπiθ/2 = −2(1− x)1−sxseπiθ/2, (3.25)

where s = θ
2
, x = (1 + z)/2 ∈ [0, 1].

Example 3.7.3. Operators I −Π and I − Π∗ considered above (see (3.17)) can be
represented as A = I ± iS − iK1. Hence

|h(A)|2 = |1± iz −
√

(1 − z)(1 + z)|2 = 2(1−
√

1− z2),

and ‖A‖ = |A| = max|z|≤1 |h(z)| =
√

2.
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4. A local principle for best constants

4.1. Let X be a compact Hausdorff topological space, and let μ be a non-negative
(possibly infinite) measure defined on a σ-algebra which contains all the Borel sub-
sets of X. Denote B = Lp(X, μ), L(B) the algebra of all linear bounded operators
on B and K the ideal of all compact operators K ∈ L(B). For each measurable sub-
set M ⊂ X we let FM denote the operator of multiplication by the characteristic
function χ(M) of M.

An operator A ∈ L(B) is called a local type operator (see [S]) if FM1AFM2 is
compact for every pair of disjoint closed sets M1, M2 ⊂ X . Denote by L the set of
all operators of local type.

Following [S] we set

q(x, A) = inf
U�x
|FUA|, (4.1)

where the infimum is taken over all neighborhoods U of the point x ∈ X . For a
local type operator A acting on B = Lp(X, μ) (p ∈ [1,∞)), the following equality
holds (see[K3, Theorem 6.3])

inf
U�x
‖FUA‖ = inf

U�x
|FUA| := q(x, A); (4.2)

the constant q(x, A) is called the local norm of the operator A at the point x.
The following estimate was obtained in [S] for any operator A of local type:

|A| ≤ (r + 1) sup
x∈X

q(x, A), (4.3)

where r denotes the dimension of the topological space X. This estimate played
an important role in the famous Simonenko local principle for Fredholmness of
the operators of local type. An interesting problem was to figure out the best
constant (say C) so that (4.3) holds with r+1 replaced by C. It follows from (4.1)
that |A| ≥ q(x, A) for each x ∈ X. Therefore a local principle for computation of
the essential norms of operators of local type could be constructed, only if this
constant C happens to equal 1. The exact value of C was established in 1984 (see
[K4]) and (we were lucky!) it indeed turned out that C = 1. Thus, the following
equality holds:

|A| = sup
x∈X

q(x, A). (4.4)

Let A, B ∈ L. We say that A and B are equivalent an the point x ∈ X (and write
A

x∼ B) if q(x, A −B) = 0. Observe that if A
x∼ B, then q(x, A) = q(x, B).

Let {Ax}x∈X be a family of operators of local type and A ∈ L. If A
x∼ Ax

for each x ∈ X, then A is called an envelope of the family {Ax} and Ax is the
local representative of operator A in the point x. We say that Ax is a nice local
representative if

sup
t∈X

q(t, Ax) = q(x, Ax). (4.5)
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The following theorem can be easily obtained using equality (4.4):

Theorem 4.1. Let A ∈ L be an envelope of a family {Ax} of local type operators.
Then

|A| ≤ sup
x∈X
|Ax|. (4.6)

If, in addition, Ax are nice representatives, then

|A| = sup
x∈X
|Ax|. (4.7)

For a general look at local principles with special emphasis on the norms
computation aspect see the paper [BKS].

Below in this section we use notation |A|p,ρ for the essential norm of the
operator A ∈ L(Lp(Γ, ρ)) and |A|xp,ρ for the local norm of the operator A ∈ L at
the point x ∈ Γ. It is not difficult to check that

|A|xp,ρ (= q(x, A)) = inf{‖axA‖p,ρ : ax ∈Mx(Γ)}, (4.8)

where Mx(Γ) denotes the set of all continuous functions on Γ which equal 1 in
some (varying with the function) neighborhood of the point x.

A contour

Γ =
m⋃

k=1

Γk (4.9)

is called a star (or a ν-star) with a node z if Γk are smooth simple arcs having
a common endpoint z and pairwise disjoint otherwise. Let ν = (ν1, ν2, . . . , νm),
where νk are the angles between the arcs Γk.

We say that two weights ρ and w on Γ are equivalent at the point x ∈ Γ
(ρ x∼ w) if there exists a function h ∈ C(Γ), h(t) �= 0, such that w(t) = h(t)ρ(t) in
some neighborhood of the point x.

Also, by ρx we denote any weight equivalent to ρ at the point x.

Theorem 4.2. Let Γ and γ be two composed contours, z ∈ Γ and w ∈ γ. Suppose
there exist neighborhoods Γz ⊂ Γ, γw ⊂ γ of the points z, w respectively which
happen to be ν-stars with the same ν = (ν1, ν2, . . . , νm), νj ∈ (0, 2π)). Let further
ρ be a Muckenhoupt weight on Γ and AΓ = aI + bSΓ, where a, b are some complex
constants. Then

|AΓ|zp,ρ = |AΓz |zp,ρz
= |Aγz |wp,ρz◦α = |Aγ |wp,ρ̃ = q(z, AΓ), (4.10)

where α is a diffeomorphism of γw into Γz and ρ̃ is an arbitrary weight on γ
equivalent to ρz ◦ α at the point w.

The proof uses the same arguments as the proof of Proposition 4.1 in [KS].
We mention also the following statements.

Let Γ and γ be two composed contours, z ∈ Γ and w ∈ γ. We write Γ
z,w∼ γ

if {Γ, γ, z, w} satisfy the conditions of Theorem 4.2. If w = z, we abbreviate this
to Γ z∼ γ.
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Proposition 4.3. Let A be an operator of local type on Lp(Γ, ρ), where ρ is defined
by (1.7) and x ∈ Γ. Then

|A|xp,ρ = |A|xp,ρx
, where ρx(t) =

{
|t− tj |βj if x = tj

1 if x �= t1, . . . , tn
,

and
|A|p,ρ = sup

x∈Γ
|A|xp,ρ = sup

x∈Γ
|A|xp,ρx

. (4.11)

Proposition 4.4. Let a, b ∈ C(Γ). Then for singular integral operators aI + bSΓ we
can localize simultaneously the coefficients a, b, the contour Γ and the weight ρ.
Namely,

|aI + bSΓ|p,ρ = sup
x∈Γ
|a(x)I + b(x)SΓx |p,ρx , (4.12)

where Γx is an arbitrary contour smooth at each point t �= x and such that Γx
x∼ Γ.

If, in particular, Γ is a smooth closed (bounded) contour and ρ is a power
weight (1.6) then

|SΓ|p,ρ = maxk γ(p, βk), |PΓ|p,ρ = |QΓ|p,ρ = maxk δ(p, βk), (4.13)

where γ(p, β) and δ(p, β) are defined by (2.7), (2.8).
In the next theorem we give the formulas for essential norms of the operator

SΓ on L2(Γ, ρ) for a general simple contour and power weight defined by (1.7).
We assume that all possible knots of the contour – corner-points, cusps and end-
points, – are contained in the set {t1, . . . , tn}. Let νk (k = 1, . . . , n; νk ∈ [0, 2π])
be the angles at the points tj measured from the inner domain. When νj = 0 or
νj = 2π the corresponding knot is called a cusp. We suppose that the cusps are
of finite order, i.e., for some parametrization ω±j : [0, 1] → Γ±j of smooth curves
Γ±j ⊂ Γ joining at a cusp tj ∈ Γ the inequality |ω+

j − ω−j | ≥ Cxγ holds for some
C > 0, γ > 1 and all x ∈]0, 1[. By t0 we denote an arbitrary (but fixed) point on
Γ \ {t1, t2, . . . , tm}.
Theorem 4.5. Let B = L2(Γ, ρ), where Γ is a simple contour and ρ is a power
weight (1.7). Then

|SΓ| = max
0≤j≤n

μj , (4.14)

where μk are defined by the following equalities:
(i) If tk ∈ int(Γ) and Γ is smooth at the point tk, then [K1]

μk = tan(π/4)(1 + |βk|). (4.15)

(ii) If tk is an end-point, then

μk = max
[
1, tan

|βk|
2

]
, (4.16)

see equality (3.12).
(iii) If tk is a cusp, then (see [DK], [DKS])

μk = max{1 +
√

2, tan
π

4
(1 + |βk|)}. (4.17)
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(iv) In the remaining cases

μk = D(νk, βk) +
√

D(νk, βk)2 + 1, (4.18)

where

D(ν, β)2 := sup
s∈R

|ch(sϕ)− cos(πβ)
ch s + cos(πβ)

| (ϕ = |π − ν|/π) (4.19)

and νk is the angle at the point tk (see [AK]).

If in particular β = 0, then

D(ν) := D(ν, 0) = max
ξ∈[0,∞)

sh(ϕξ)
ch(ξ)

, (4.20)

where ϕ = |π − ν|/π.

Corollary 4.6. If B = L2(Γ), then |SΓ| = 1 for any smooth contour. If Γ has at
least one cusp, then |SΓ| = 1 +

√
2. In the remaining cases 1 < |SΓ| < 1 +

√
2.

Example 4.7. Let Γj (j = 1, 2, 3, 4, 5, 6, 7) be respectively a segment, an astroid,
an equilateral triangle, a square, regular pentagon, hexagon, or n-sided polygon.
Denote Sj := SΓj . Then

|S1| = 1; |S2| = 1 +
√

2; |S3| =
1 +
√

5
2

; |S4| =
√

2;

|S5| =
√

63
√

21− 243 +
√

63
√

21− 143
10

;

|S6| =
1
3

√
3 + 4

√
3 + 2

√
6(
√

3− 1), |S7| = max
ξ≥0

sh(2ξ)
ch(nξ)

. (4.21)

Questions 4.9. It is clear that ‖S1‖ = |S1| = 1. It would be interesting to compute
the norms ‖Sj‖ for all (or at least some of) the operators Sj , j = 2, 3, . . . , 7.

The results of Theorem 4.5 for closed contours can be extended to operators
A = aI + bSΓ (a, b ∈ C) using the following proposition.

Theorem 4.8. Let S be an operator on a Hilbert space, such that S2 = I and
P = (I + S)/2, Q = I − P. Then

‖P‖ = ‖Q‖ =
(
‖S‖+ ‖S‖−1

)
/2 (4.22)

and

2‖cP + dQ‖ =
(√
|c− d|2δ + (|c|+ |d|)2 +

√
|c− d|2δ + (|c| − |d|)2

)
, (4.23)

where c, d ∈ C and δ = ‖P‖2 − 1.

Same equalities hold for essential norms |S|, |P |, |Q|.
Generalizations of equalities (4.22), (4.23) will be considered (and the corre-

sponding references given) in Section 6.
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5. Composed contours. Norms and essential norms

We start with

Theorem 5.1. Suppose that Γ is a simple smooth contour and the operator SΓ is
bounded on Lp(Γ, ρ) (1 < p <∞). Then

|aI + bSΓ|p,ρ ≥ |aI + bSΓ|p (a, b ∈ C). (5.1)

Proof of this theorem under an additional condition that Γ is a Lyapunov
contour is given in [VK2, Theorem 6] (see also [K3, Theorem 6.4]).

Remark 5.2. The additional (Lyapunov’s) condition was used to establish bound-
edness of the operator SΓ and compactness of the operator

Kf(t) =
1

2πi

∫
Γ0

[
α′(t)

α(t)− α(τ)
− 1

t− τ

]
f(τ)dτ, (5.2)

where the function z = α(t) transforms the unit circle Γ0 onto the contour Γ.
Somewhat later it was shown that the boundedness of operators SΓ and com-

pactness of operators K for non-weighted spaces remain valid for smooth contours
Γ (see [Ca2], [Gru], [DG]). For Lebesgue spaces with Muckenhoupt weights the
compactness of K can be proved by applying the weighted version of the Kras-
nosel’skii interpolation theorem (in fact, this was done in [KRA, Lemma 4.3]).

Theorem 5.3 (see [GK7, Ch. 7, Theorem 2.1]). Let SΓ be bounded on some Lp(Γ, ρ)
and a, b,∈ L∞(Γ). If Γ =

⋃m
j=1 Γj and Γj are disjoint then

|aI + bSΓ|p,ρ = max
j
|ajI + bjSΓj |p,ρj . (5.3)

Here hj denotes the restriction of a function h ∈ L1(Γ) onto Γj.

The following statement shows that Theorem 5.3 fails if we replace the es-
sential norms with the norms.

Theorem 5.4. The norm of Sn acting on the family of concentric circles with radii
R1 < R2 < · · · < Rn equals r +

√
1 + r2, where r is the spectral radius of the n×n

real skew symmetric matrix A(R1, . . . , Rn) defined by the formula

Aij(R1, . . . , Rn) = (−1)j+1

(
Ri

Rj

)1/2

, (i < j). (5.4)

In particular,

‖S2‖2 =
√

R1

R2
+

√
R1 + R2

R2
;

‖S3‖2 =
(

R1

R3
+

R1

R2
+

R2

R3

)1/2

+
(

1 +
R1

R3
+

R1

R2
+

R2

R3

)1/2

.

(5.5)

The case of four concentric circles can also be tackled, but the final formula
is too cumbersome.
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Theorem 5.4 was obtained in [FKS, Section 4]. The particular case (n = 2)
was earlier treated in [AK2]. In Theorem 5.4 Γ =

⋃
Γj , where Γj are disjoint

circles, and it is clear that |SΓ| = |SΓj | = ‖SΓj‖ = 1 �= ‖SΓ‖.
Essential norms of sio along smooth contours do not depend on the contours.

Namely, the following statement holds:

Theorem 5.5 (see [GK7, Ch. 7, Lemma 2.1]). Let Γ be a simple smooth closed
curve, and let α : Γ → S0 be a smooth bijective mapping whose derivative α′ is
continuous and does not vanish on Γ. Further let ρ be the weight defined by (1.7),
and

ρ0(z) :=
n∏

k=1

|z − zk|βk (z, zk ∈ S0, tk = α(zk)) . (5.6)

Then
|aI + bSΓ|p,ρ = |aI + bSΓ0 |p,ρ0 (a, b ∈ C). (5.7)

A similar result (with the unit circle Γ0 replaced by the segment [0, 1]) holds
for simple smooth non-closed arcs. See [GK7, Ch. 7, Lemma 2.2].

It follows from Theorem 5.5 that

|aI + bSΓ|p = |aI + bS0|p
for any smooth closed contour Γ, i.e., the essential norms do not depend on the
(smooth) contour.

In contrast with essential norms, the norms of sio depend on the contour
(even for smooth contours). Let, for example, Γ := {a cos θ+ ib sin θ} be an ellipse.
Then

|SΓ| = 1 while 1 < ‖SΓ‖ < 1 +
√

2 (5.8)
for each pair a, b ∈ R, a �= b. For the second inequality in (5.8) see (5.21) below;
the first one follows from the following

Theorem 5.6. Let Γ be a smooth closed contour. Equality

‖S‖L2(Γ,ρ) = 1 (5.9)

holds if and only if Γ is a circle and ρ(t) is a constant.

Indeed, the norm of any involution (S2 = I) equals one if and only if S is
self-adjoint. It was proved in [I] (see also [GK6, Theorem 7.2, Ch. I and [K5]), that
SΓ is selfadjoint if and only if Γ is a circle and ρ(t) is a constant.

Corollary 5.7. A smooth simple closed contour Γ is a circle if and only if ‖SΓ‖2 =
|SΓ|2.

The adjective “smooth” in the Corollary 5.7 cannot be dropped. Indeed:

Theorem 5.8. Let a closed contour Γ consist of two circular arcs or of an arc and
a line segment. Then

‖SΓ‖2 = |SΓ|2 = D(ν) +
√

D(ν)2 + 1, (5.10)

where ν is the angle between these two arcs and D(ν) is defined by (4.20).
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In particular, for Γ consisting of a semicircle and a line segment, ‖SΓ‖2 =
|SΓ|2 =

√
2.

The second equality in (5.10) follows from Theorem 4.5, while the first equal-
ity is a consequence of the following

Theorem 5.9. Let a contour Γ consist of several circular arcs (including possibly
the line segment [−1, 1]) with the endpoints ±1, and let ρ(z) = |z − 1|β |z + 1|−β.
Then ‖aI + bSΓ‖ = |aI + bSΓ| for any complex constants a, b.

This theorem follows from Lemma 2.1 with

Rnf(z) :=
2nβ+1/2

n + 1 + z(n− 1)
f

(
(n + 1)z + n− 1
n + 1 + z(n− 1)

)
. (5.11)

A particular case of this statement was obtained in [AK2]. Now we are going to
confirm the second inequality in (5.8).

In [FKS] we computed the norm of SΓ on a weighted L2 space, with Γ being
an ellipse t = ω(θ) = a cos θ + ib sin θ (θ ∈ [0, 2π], a > b). Namely:

Proposition 5.10 [FKS]. Let Γ be the ellipse described above. Then

‖SΓ‖2,ρ =
a− b

a + b
+

√
1 +

(
a− b

a + b

)2

, (5.20)

where ρ(ω(θ)) = |ω′(θ)|−1/2.

It follows from (5.20) and Theorem 5.1 that

‖SΓ‖2 ≤
a− b

a + b
+

√
1 +

(
a− b

a + b

)2

. (5.21)

Inequality (5.21) delivers an upper bound 1+
√

2 for the norm ‖SΓ‖ on unweighted
L2-spaces for all ellipses Γ. Observe that the same upper bound 1 +

√
2 holds for

the norms of sio on all contours consisting of two circular arcs or of a circular arc
and a line segment (see (5.10) and Corollary 4.6).

It is interesting to compare our estimate (5.21) with the one obtained earlier
in [Po]: ‖S‖2 ≤ F +

√
1 + F 2, where

F =
a2 − b2

8ab

∞∏
�=1

(
1 +

1
4�2(4�− 3)

)
≈ 0.159

a2 − b2

ab
. (5.22)

For “rounded” ellipses (having ε := (a2−b2)/(a2+b2) approximately between 0.25
and 1) the estimate (5.22) is sharper; for “prolonged” ellipses (5.21) is sharper.
Moreover, the right-hand side of (5.22) increases unboundedly when b = 1, a→∞
while the right-hand side of (5.21) has a limit 1 +

√
2 under the same behavior

of a, b.
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Question 10. What is the norm of sio along the ellipse in the space L2(Γ)?

Question 11. Same question for at least one smooth closed contour Γ such that
‖SΓ‖ �= 1.

Next we consider the contour consisting of n parallel lines or a family of
circles (including maybe one line) having a common tangent point. It turns out
that the norm of SΓ depends only on the number of the parallel lines and not on
the distances between them. Namely, the following result holds.

Theorem 5.11 ([FKS, Section 3]). Let Γ consist of n parallel lines or of n circles
(including possible a line) having a common tangent point. Then

‖SΓ‖2 = cot
π

4n
. (5.23)

It was shown in Theorem 5.8 that the norm of sio on the contour consisting
of two circular arcs depends on the angle at the point of intersection. Surprisingly,
the norm of sio on the union of two circles does not depend on the angle they form
at the point of intersection. This can be seen from the following theorem.

Theorem 5.12 [GaK]. Let Γ consist of n straight lines having a common point or
of n circles having two common points (one of the circles can degenerate into a
straight line). Then

‖SΓ‖2 = |SΓ|2 ≥ cot
π

4n
. (5.24)

If in addition n ≤ 3, then

‖SΓ‖2 = |SΓ|2 = cot
π

4n
. (5.25)

We conjectured in [GaK] that equality (5.25) holds for any n > 1. Recently
[KS] this conjecture was confirmed in the case when the angles between the neigh-
boring lines are all equal (see the next theorem).

Let Γ be the union of m = 2n rays stemming from the same center and having
alternating orientation. By shifting the curve, we may without loss of generality
suppose that the center coincides with the origin. Then

Γ := Γθ =
m⋃

k=1

Γk, where Γk = eπiθkR+ (5.26)

and
θ = (θ1, . . . , θm), 0 ≤ θ1 < θ2 < · · · < θm < 2. (5.27)

Rotating the curve, we may also without loss of generality suppose that θ1 = 0.

Theorem 5.13. Let Γ be as in (5.26). Then

cot
π

2m
≤ ‖SΓ‖2 = |SΓ|2 < cot

π

4m
(5.28)
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and all the values in [cot π
2m , cot π

4m ) are attained by the norm of SΓ for an appro-
priate choice of the m-tuple (5.27). In particular,

‖SΓ‖2 = |SΓ|2 = cot
π

2m
(5.29)

for Γ = Γθ with θj = 2j
m ; j = 0, . . . , m− 1.

Consider the general case of a composed closed curve Γ without cusps. Each
point z ∈ Γ has a neighborhood the intersection of which with Γ consists of an
even number of simple arcs, all having z as a common endpoint and otherwise
disjoint. Denoting the number of these arcs by 2ν(z), observe that it is different
from 2 only for finitely many points (called the nodes of Γ) and let

ν(Γ) = max{ν(z) : z ∈ Γ}.
Then the following statement holds ([KS, Theorem 1.3]):

Theorem 5.14. Let ν(Γ) = n. Then

cot
π

4n
≤ |SΓ|2 < cot

π

8n
. (5.30)

Conversely, for any d ∈ [cot π
4n

, cot π
8n

) there exists a composed closed curve Γ
such that

ν(Γ) = n and |SΓ|2 = d. (5.31)

If cusps are allowed, the value cot π
8n may be attained by the essential norm

of SΓ. In particular, for an astroid n = 1 while (see Example 4.7) |SΓ| = 1+
√

2 (=
cot π

8
). On the other hand, for Γ consisting of n circles (one of which may be a line)

having a common tangent point, |SΓ| = cot π
4n (see Theorem 5.11) while ν(Γ) = n.

The method used in the proof of Theorems 5.13, 5.14 will be briefly explained
in Section 8.

Question 12. It would be interesting to prove that for Γ defined by (5.26), |SΓ| =
cot π

4n
if and only if Γ is the intersection of n straight lines having one common

point.

Remark 5.15. We restricted our attention in this section (as well as in the whole
survey) to piece-wise smooth contours because the best constant for sio on contours
from wider classes are not known. We mention, however, some lower estimates for
the essential norms of operators SΓ, PΓ, QΓ on Lp(Γ, ρ) with Muckenhoupt weights
ρ over Carleson curves Γ. See, for example, [Ka1, Ka2].

6. On the norms of polynomials in S and S∗

Let F (X, Y ) be an arbitrary polynomial in two non-commuting variables. We
associate with this polynomial a function f defined by the following procedure.
Let

Pz :=
(

1 z
0 0

)
, then of course P ∗z =

(
1 0
z 0

)
, z ∈ C. (6.1)
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It is easy to show that F (Pz , P
∗
z ) has the form

F (Pz , P
∗
z ) =

(
A11(|z|2) A12(|z|2)z
A21(|z|2)z A22(|z|2)

)
, (6.2)

where Ajk are polynomials in one variable with complex coefficients. We set

r(x) := |A11(x)|2 + |A22(x)|2 +
(
|A11(x)|2 + |A11(x)|2

)
x, (6.3)

s(x) := 2|A11(x)A22(x)− xA12(x)A21(x)| (6.4)

and

f(x) :=
1
2

(√
r(x) + s(x) +

√
r(x) − s(x)

)
. (6.5)

Theorem 6.1 [FKM]. Let H be a complex Hilbert space, S a non-trivial involutive
operator (S2 = I, S �= ±I), and P := (I + S)/2, Q := I − P.

(i) If dimH = 2, then

‖F (P, P ∗)‖ = f
(
‖P‖2 − 1

)
and |F (P, P ∗)| = f

(
|P |2 − 1

)
. (6.6)

(ii) Equalities (6.6) hold for any Hilbert space H and any involution S if and only
if the function f is non-decreasing on [0,∞).

Consider an example which illustrates Theorem 6.1.

Example 6.2. The following equality holds: 2‖aI + bS + cS∗‖ =√
|a + b + c|2 + |a− b− c|2 + 4(|b|2 + |c|2)δ + 2|a2 − (b + c)2 − 4bcδ|+√
|a + b + c|2 + |a− b− c|2 + 4(|b|2 + |c|2)δ − 2|a2 − (b + c)2 − 4bcδ|,

(6.7)

where δ := ‖P‖2 − 1 and a, b, c are arbitrary complex numbers.
A similar equality holds for essential norms.
Let us mention several particular cases of equality (6.7):

‖Q‖ = ‖P‖; ‖S‖ = ‖P‖+
√
‖P‖2 − 1; (6.8)

‖ReS‖ =
1
2
(
‖S‖+ ‖S‖−1

)
= ‖P‖; ‖ ImS‖ =

1
2
(
‖S‖ − ‖S‖−1

)
, (6.9)

where Re A (Im A) denotes the real (respectively, imaginary) part of the opera-
tor A.

The first equality in (6.8) was obtained in [L], the second one in [Sp1]. Some
other examples are presented in [FKM]. Equalities (6.9) were used in [FKS], [GaK]
and some other publications. Equality ‖SS∗ + S∗S − 2I‖ = ‖P‖2 − I, which also
follows from Theorem 6.1, was used in [DKS].

The following question was considered in [FKM]:

Question 6.3. For which Banach spaces B
‖aI + bS‖ = fB(a, b, ‖P‖) (6.10)

for all complex numbers a, b and involutive operator S?
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The answer is given by the following

Theorem 6.4. Let B be a Banach space with dimB > 2. If there exists a function
g defined on [1,∞) such that ‖I − P‖ = g(‖P‖) for any projection P �= 0, I on B,
then B is a Hilbert space and g(x) = x.

Remark 6.5. In the case dimB = 2 there exists a wide class of non-Hilbert norms
for which equality ‖I−P‖ = ‖P‖ holds for any one-dimensional projection P . See
[FKM], Remark 1.5 for details.

In the light of Theorem 6.4 we replace Question 6.3 by a more specific prob-
lem:

Problem 6.6. Let B = Lp(Γ0, |t− t1|β), S := S0, P = (I + S0)/2, Q = I −P. Find
the function g(a, b, p, β) (a, b ∈ C, p > 1, 1 < β < p− 1) such that

‖aI + bS0‖p,β = g(a, b, p, β). (6.11)

In [AK] (see also [K3, page 24]) the following estimate was obtained:

‖aI + bS0‖p,ρ = |aI + bS0|p,ρ ≥
[
|b|2 cot2

π(1 + β)
p

+
( |a + b| − |a− b|

2

)2
]1/2

+

[
|b|2 cot2

π(1 + β)
p

+
( |a + b|+ |a− b|

2

)2
]1/2

. (6.12)

For p = 2 this estimate is sharp (see 4.23). If ab = 0 or a = ±b, then actually the
equality holds for all p ∈ (1,∞) (see (2.9) and (2.10)). However, for arbitrary pair
of complex numbers a, b Problem 6.6 is still open (even with β = 0). The following
case was recently disposed of in [HKV].

Theorem 6.7. Let A := aI + biS0, where a, b are arbitrary real numbers, and
B = Lp(Γ0). Then

‖A‖pp = max
x∈R

|ax− b + (bx + a)δ|p + |ax− b− (bx + a)δ|p
|x + δ|p + |x− δ|p (6.13)

= (a2 + b2)p/2 max
0≤θ≤2π

| cos(θ + s)|p + | cos(θ + s + π/p)|p
| cos θ|p + | cos(θ + π/p)|p = ‖A‖p�2p , (6.14)

where δ := tan(π/2p), s := arctan(b/a) and

A :=
(

a + b cot π
p

−b csc π
p

b csc π
p a− b cot π

p

)
(6.15)

is the operator acting on the two-dimensional real space �2p with the norm

‖(x, y)‖p = |x|p + |y|p.
See Subsection 7.4 for the explanation of the method used in [HKV].
It follows from (6.14), (6.15) that the estimate (6.12) in general is not sharp.

Let, for example, A = 3I+iS. According to (6.15), in this case ‖A‖4 = 5001/4 ≈ 4.7
while (6.12) yields the value 1 +

√
11 ≈ 4.3.
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We conclude this section with the following

Theorem 6.8. (Nakazi–Yamomoto [NY]). Let a, b ∈ L∞(Γ0). Then

‖aP0 + bQ0‖2 = inf
k∈H∞

∥∥∥∥∥∥ |a|
2 + |b|2

2
+

√
|ab + k|2 +

( |a|2 + |b|2
2

)2
∥∥∥∥∥∥
∞

.

7. Some important inequalities and their applications

7.1. Let Γ be a closed contour such that SΓ is bounded on Lr(Γ) for some r ∈ [2,∞).
Then

‖SΓ‖2r ≤ ‖SΓ‖r +
√

1 + ‖SΓ‖2r. (7.1)

This inequality was obtained by Misha Cotlar ([Co], see also [GK6, Section 2,
Ch. I]).

The next statement follows from (7.1).

Theorem 7.1. Let SΓ be bounded on L2(Γ). Denote φ = arccot ‖SΓ‖2. Then

‖SΓ‖p ≤ cot
2φ

p
(p = 2n, n = 1, 2, 3, . . . ). (7.2)

Example 7.1.1. Let Γ consist of k circles having one common point, or k parallel
straight lines, or k straight lines having one common points and forming equal
angles between the neighboring lines. Then (see Section 5) ‖SΓ‖2 = cot π

4k
, and

by Theorem 7.1

‖SΓ‖p ≤ cot
π

2kp
(p = 2n, n = 1, 2, . . . ). (7.3)

Two questions:

13. Is inequality (7.3) sharp?

14. Does the estimate (7.2) hold for any p ≥ 2?

7.2. Calderón-Pichorides inequalities

| sinϕ|p ≤ a(p) cosp ϕ− b(p)| cos(pϕ)|
(
1 < p ≤ 2, 0 ≤ ϕ ≤ π

2

)
(7.4)

([Ca], see also [Z, Chap. VII, Sec. 2, equality (2.18)]).

This equality was obtained and used by A. Calderón for a direct (not using
interpolation theorems) proof of the boundedness of the operator S0 on Lp. The
best values for constants a(p), b(p) in Calderón’s inequality (7.4) were obtained by
R. Pichorides [Pi]:

a(p) = tanp π

2p
, b(p) =

sinp−1(π/2p)
cos(π/2p)

(7.5)
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and this allowed to confirm the equalities (2.4). An important role in Pichorides’s
proof was played by the subharmonicity of the function

g(z) = |z|p cos p(α(z)) (z �= 0) and g(0) := 0, (7.6)

where α(x + iy) = arctan(y/|x|) and 1 < p ≤ 2.

7.3. Hollenbeck-Verbitsky inequality B. Hollenbeck and I. Verbitsky confirmed the
conjecture

‖P0‖p = ‖Q0‖p ≤
1

sinπ/p
(7.7)

(see Subsection 2.2) along the following lines. They proved that the function

Φ(w, z) =
1

sinp π
p

|w + z|p −max(|w|p, |z|p), (w, z) ∈ C2, (7.8)

has a plurisubharmonic minorant F (w, z) = bp Re[(wz)p/2] on C2 such that
F (0, 0) = 0. More precisely, the following equality, which might be of indepen-
dent interest, was established:

max(|w|p, |z|p) ≤ ap|w + z|p − bp Re[(wz)p/2] (7.9)

for all (w, z) ∈ C2 and 1 < p ≤ 2, with the sharp constants ap, bp given by

ap =
1

sinp π
p

, bp =
2| cos(π/p)|1−p/2

sin(π/p)
(b2 := 2). (7.10)

This allowed [HV] to confirm the conjecture (2.6) as well as (2.10) and also to
obtain the inequality

‖max (|Pf |, |Qf |) ‖p ≤
1

sin π
p

‖f‖p (f ∈ Lp(Γ0)) (1 < p ≤ 2) (7.11)

which is stronger than (7.7).

7.4. Hollenbeck-Kalton-Verbitsky inequality B. Hollenbeck, N.J. Kalton and I.E.
Verbitsky obtained the following inequalities.

Proposition 7.4.1. Let

Cp :=
√

2 max
θ∈[0,2π]

[ | cos(θ − π/4)|p + | cos(θ − π/4 + π/p)|p
| cos(θ)|p + | cos(θ + π/p)|p

] 1
p

(1 < p <∞).

(7.12)
Then

|x− y|p ≤ Cp
p |x|p −G(x, y), (x, y) ∈ R2 (7.13)

where G(x, y) is the subharmonic minorant of Φ(x, y) = Cp
p |x|p − |x − y|p in the

plane satisfying G(0, 0) = 0.

In the proof (see [HKV, Lemma 4.2]), an explicit construction for the max-
imal subharmonic minorant of Φ(x, y) was given, and it was also shown that the
constant Cp is sharp. Moreover, the following more general statement was proved.
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Proposition 7.4.2. Let

Bp = (a2 + b2)p/2 max
0≤θ≤2π

| cos(θ + s)|p + | cos(θ + s + π/p)|p
| cos θ|p + | cos(θ + π/p)|p , (7.14)

where s := arctan(b/a). Then there exists a subharmonic function G(z) such that

|a Re z − b Im z|p ≤ Bp|Re z|p −G(z) (7.15)

and the constant Bp is sharp.

These inequalities were used in the proof of (3.17) and Theorem 6.7.

8. Symmetric symbols and their applications

Recall that an algebra A of operators acting on a Banach space X admits a
matrix symbol if there exists an algebraic homomorphism K of A into an algebra
of matrix functions (possibly of variable size) depending on the parameter x with
the domain determined by A and such that an element of A is Fredholm if and
only if its image under K is point-wise invertible. Matrix symbols for scalar sio
with piecewise continuous coefficients were first constructed and used to derive
Fredholm conditions in [GK8]. In [K1], [AK1,2], [N] the matrix symbol was first
used for computing the best constants for some sio. Of course, not every algebra
of operators admits a matrix symbol. The description of Banach algebras which
admit matrix symbols was obtained in [K7] (see also [K3, Theorems 21.1 and 22.2]).
See [GK8], [K3,6], [BGKKRSS] for the symbol construction for various algebras
of singular integral operators and for further bibliographical remarks.

For a C∗-algebra A, the notion of a symmetric symbol K can be intro-
duced. Namely, the symbol K is symmetric if it satisfies the additional requirement
K(A∗) = (K(A))∗. This additional property implies that for any A ∈ A,

|A| = max
x
‖Kx(A)‖, (8.1)

where the norm in the right-hand side is by definition the maximal s-number of
the matrix.

Consider, for example, the space X = L2(Γ) with Γ given by (5.26) and
the C∗-algebra A generated by operator SΓ and the orthogonal projections pk –
multiplications by the characteristic functions of the rays Γk, k = 1, . . . , m = 2n.

The symmetric symbol K for this algebra can be extracted from [K6] or [K3,
pp. 125,98,100]. Namely, the parameter x in this case varies on [0, 1], all the values
of Kx are of the same size m×m, and K is an algebraic homomorphism of A into
the algebra of m×m matrix functions depending on the parameter x ∈ [0, 1]. For
example, Kx(pk) = diag(0, . . . 0, 1, 0, . . .0) is a diagonal matrix with 1 on the kth
place. Let AΓ := (SΓ−S∗Γ)/2. The matrix Kx(AΓ) := C(x) is real skew-symmetric,
with the entries

cjk(x) = (−1)j(1− x)1−sjk xsjk + (−1)k(1− x)sjkx1−sjk , j < k (8.2)
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above the main diagonal (here sjk = θk−θj

2 ). Consequently, ‖AΓ‖ = |AΓ| =
maxx∈[0,1] ‖C(x)‖.

Remark 8.2. As soon as |AΓ| is known, the norms of operators SΓ, aPΓ + bQΓ and
many others (see Theorem 6.1 and equalities (6.7)–(6.9)) can also be explicitly
expressed.

Remark 8.3. Γ is a compact subset of Ċ = C∪{∞}, and |SΓ|∞ = |SΓ|0 ≥ |SΓ|t = 1,
t ∈ (0,∞). It follows from (4.4), (4.8) that |SΓ| = |SΓ|0.

The last equality along with Theorems 4.1, 4.2 allow us to obtain the results
of Theorem 5.14 as a corollary of Theorem 5.13.

References

[AK1] R. Avendanio and N. Krupnik, Local principle of computation of the factor-norms
of singular integral operators, Funkts. Analiz Priloz. 22 (1988), no. 2, 57–58 (Rus-
sian). English translation: Funct. Anal. Appl. 22 (1988), 130–131.

[AK2] R. Avendanio and N. Krupnik, On the connection between the norms and essential
norms of SIO, Proc. of the I.N. Vekua seminar on applied math. 1 (1988), no. 2,
5–8 (Russian).

[Ba] A. Baernstein, Some sharp inequalities for conjugate functions, Indiana Univ.
Math. J. 27 (1978), 833–852.

[Bi] M.S. Birman, Re-expansion operators as objects of spectral analysis, in: Linear
and Complex Analysis Problem Book, Lecture Notes in Math., Springer 1043
1984, 130–134.
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1987, 205 pp.

[K4] N. Krupnik,The exact constants in Simonenko’s theorem on an envelope of a
family of operators of local type, Funkt. Anal. Prilozhen. 20 (1986), no. 2, 119–
120. (Russian). English translation: Funct. Anal. Appl. 20, (1986), no. 2, 144–145.

[K5] N. Krupnik, The conditions of selfadjointness of the operator of singular integra-
tion, Integr. Equat. Oper. Th. 14 (1991), 760–763.

[K6] N. Krupnik, Symmetrization of the symbol in Banach algebras generated by idem-
potents, Integr. Equat. Oper. Th. 31 (1998), 470–481.

[Ka1] A.Yu. Karlovich, On the essential norm of the Cauchy singular operator in
weighted rearrangement-invariant spaces, Integr. Equat. Oper. Th. 38 (2000),
28–50.

[Ka2] A.Yu. Karlovich, Fredholmness of singular integral operators with piecewise con-
tinuous coefficients on weighted Banach function spaces, J. Integr. Equat. Appl.
15 (2003), 263–320.

[KN] N. Krupnik and V.I. Neagu, On singular integral operators in weighted Lp spaces,
Mat. Issled. Kishinev 9 (1974), no. 3, 206–209 (Russian).

[KP] N. Krupnik and E.P. Polonskii, The norm of an operator of singular integration,
Funkt. Anal. Prilozhen. 9 (1975), no. 3, 73-74 (Russian). English translation:
Funct. Anal. App. 9, (1975), no. 4, 337–339.

[KS] N. Krupnik, I.M. Spitkovsky, On the norms of singular integral operators on
contour with intersections, Complex Analysis and Operator Theory 2 (2008), no.
4, 617–626.

[KRA] Yu.I. Karlovich and E. Ramı́rez de Arellano, Singular integral operators with fixed
singularities on weighted Lebesgue spaces, Integr. Equat. Oper. Theory 48 (2004),
331–363.

[L] V.E. Ljance, Some properties of idempotent operators, Teor. i Prikl. Mat. 1 (1959),
16–22 (Russian).

[N] V.I. Neagu, On the essential norms of SIO for some non-smooth contours, Mat.
Issled. 9 (1974), no. 2, 109–125.

[Ni] N.K. Nikolskii, Treatise of the shift operators: Spectral function theory, Springer
Verlag, Berlin, New York, 1988.

[NY] T. Nakazi and T. Yamamoto, Norms of some singular integral operators and their
inverse operators, J. Operator Theory 40 (1998), 185–207.

[Pa] S. Papadopoulos, A note on the M. Riesz theorem for the conjugate function,
Bull. Polish Acad. Sci. Math. 47 (1999), 283–288.



Best Constants in the Theory of SIO 393
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Gantmacher–Krein Theorem for 2-totally
Nonnegative Operators in Ideal Spaces

Olga Y. Kushel and Petr P. Zabreiko

Abstract. The tensor and exterior squares of a completely continuous non-
negative linear operator A acting in the ideal space X(Ω) are studied. The
theorem representing the point spectrum (except, probably, zero) of the ten-
sor square (A ⊗ A)M in the terms of the spectrum of the initial operator
A is proved. The existence of the second (according to the module) positive
eigenvalue λ2, or a pair of complex conjugate eigenvalues of a completely
continuous non-negative operator A is proved under the additional condition,
that its exterior square (A ∧ A)M is also nonnegative.
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1. Introduction

This paper presents the results of our study of the spectrum of 2-totally-non-
negative operators in ideal spaces. The theory of total positivity is mainly based
on the results of F.R. Gantmacher and M.G. Krein (see [7]), concerning the prop-
erties of the spectrum of k-totally primitive matrices (i.e., matrices, which are
nonnegative and primitive along with their jth compound matrices (1 < j ≤ k)
up to the order k). In the most important case k = n k-totally primitive matrices
are called oscillatory. In monograph [7] the following statement was proved: if the
matrix A of a linear operator A in the space Rn is k-totally primitive, then the op-
erator A has k positive simple eigenvalues 0 < λk < · · · < λ2 < λ1, with a positive
eigenvector e1 corresponding to the maximal eigenvalue λ1, and an eigenvector ej,
which has exactly j − 1 changes of sign, corresponding to jth eigenvalue λj (see
[7], p. 310, Theorem 9).

Communicated by L. Rodman.
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The study of linear integral operators with analogous properties predates the
study of oscillatory matrices. The main results concerning this problem were re-
ceived by O.D. Kellog (see [16]). He proved the theorem about spectral properties
of continuous symmetric totally nonnegative kernels. Later this theorem was gen-
eralized by F.R. Gantmacher for the non-symmetric case. This result one can find
in monograph [7] in the following form: let k(t, s) ∈ C[0, 1]2 satisfy the following
conditions:

(a) for any 0 < t0 < t1 < · · · < tn < 1 and 0 < s0 < s1 < · · · < sn < 1
n = 0, 1, . . . the inequality

k

(
t0 t1 . . . tn
s0 s1 . . . sn

)
≥ 0

is true;
(b) for any 0 < t0 < t1 < · · · < tn < 1 n = 0, 1, . . . the inequality

k

(
t0 t1 . . . tn
t0 t1 . . . tn

)
> 0

is true.
Then all the eigenvalues of the linear integral equation∫ 1

0

k(t, s)x(s)ds = λx(t)

are positive and simple:

0 < · · · < λn < · · · < λ2 < λ1,

with a strictly positive on (0, 1) eigenfunction e1(t) corresponding to the maximal
eigenvalue λ1, and an eigenfunction en(t), which has exactly n − 1 changes of
sign and no other zeroes on (0, 1), corresponding to the nth eigenvalue λn (see [7],
p. 211).

The proof of this statement one can find also in [21], where the history of
the theory of totally positive matrices and kernels is presented in detail. Unlike
monograph [7], in which the basic statements of the theory are given in the form
most suitable for the study of small oscillations of mechanical systems, in [21]
definitions and theorems about the properties of totally positive kernels are given
in the pure form.

In paper [15] by S.P. Eveson the result mentioned was spread onto a wider
class of kernels. The existence of k positive eigenvalues was proved under some
additional assumptions for the case of a compact linear integral operator, acting
in L2[0, 1], which kernel is totally positive of order k. A substantial contribution
into the development of the theory of totally positive and sign-symmetric kernels
was made by S. Karlin (see [6]).

Once a great number of papers are devoted to the theory of totally positive
matrices and kernels, in the case of abstract (not necessarily integral) compact
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linear operators the situation is absolutely different. Here we can mention only a
small number of papers. In paper [23] oscillatory operators in C[a, b] were studied
by the method of the passage to the limit from finite-dimensional approximants. In
paper [24] another method of generalization was suggested. But this method was
realized also only for the space C[a, b]. Many results, related to the applications
of the theory of oscillation to differential operators, were included into monograph
[22] by Yu.V. Pokornyi and his group.

In paper [17] we studied 2-totally indecomposable operators (i.e., indecom-
posable operators that are nonnegative with respect to some cone K, and such
that their exterior squares are also nonnegative and indecomposable) in the spaces
Lp(Ω) (1 ≤ p ≤ ∞) and C(Ω). We proved the existence of the second (according
to the module) eigenvalue λ2 of a completely continuous non-negative operator
A under the condition that its exterior square A ∧ A is also non-negative. The
simplicity of the first and second eigenvalues was proved and the interrelation be-
tween the indices of imprimitivity of A and A∧A was examined for the case, when
the operators A and A ∧ A are indecomposable. The difference (according to the
module) of λ1 and λ2 from each other and from other eigenvalues was proved for
the case, when A and A ∧A are primitive.

In the present paper we are going to generalize the results, received in [17], for
2-totally nonnegative operators in some ideal spaces. As the authors believe, the
natural method of the examination of such operators is a crossway from studying
an operator A, acting in an ideal space X to the study of the operators (A⊗A)M

and (A ∧ A)M , acting in spaces with mixed norms. Let us turn now to a more
detailed outline of the paper. In Section 2 we briefly consider the basic properties
of ideal spaces. Tensor and exterior squares of ideal spaces are described in Section
3. The connection between the topological exterior square of the ideal space X and
the space with mixed norm is also clarified in Section 3. In Section 4 we work with
the tensor and exterior square of a linear operator A : X → X . These operators act
in the tensor and exterior square of the initial space X respectively. Generally, in
Sections 3 and 4 we develop the mathematical tools that will enable us to define
the class of abstract totally nonnegative operators and to generalize the results
of Gantmacher and Krein. Sections 5 and 6 present a number of results on the
description of the spectrum and the parts of the spectrum of the tensor square
and the exterior square of a completely continuous non-negative linear operator A
acting in the ideal space X(Ω) in terms of the spectrum of the initial operator. The
main mathematical results of this paper are concentrated in Section 6, where we
prove the existence of the second according to the module positive eigenvalue λ2,
or a pair of complex adjoint eigenvalues of a completely continuous non-negative
operator A under the additional condition, that its exterior square (A∧A)M is also
nonnegative. For the case when A is a linear integral operator, the main theorem
is formulated in terms of kernels.
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2. Ideal spaces. Basic definitions and statements

Let (Ω, A, μ) be a triple, consisting of a set Ω, σ-algebra A of measurable subsets
and σ-finite and σ-additive complete measure on A. Denote by S(Ω) the space
of all measurable finite almost everywhere on Ω functions (further we consider
the equivalent functions to be identical). Let X(Ω) be a Banach ideal space, i.e.,
a Banach space of all measurable on Ω functions having the following property:
from |x1| ≤ |x2|, x1 ∈ S(Ω), x2 ∈ X , it follows that x1 ∈ X ‖x1‖X ≤ ‖x2‖X
(the definition and basic properties of ideal spaces are taken from paper [25], see
also [13]). Consider the support suppX of the space X to be the least measurable
subset, outside which all the functions from X are equal to zero. Let suppX = Ω,
i.e., there exist functions from the space X , which are positive almost everywhere
on Ω. The Banach ideal space X is called regular, if the norm in X is order-
continuous, i.e., for every sequence {xn} ⊂ X from 0 ≤ xn ↓ 0 it follows that
‖xn‖ → 0. X is called almost perfect, if the norm in X is order-semicontinuous,
i.e., for every sequence {xn} ⊂ X from 0 ≤ xn ↑ x ∈ X it follows that ‖xn‖ → ‖x‖.
It’s easy to see (see, for example, [25]), that every regular space is almost perfect.

Let us denote by X12(Ω×Ω) the set of all measurable with respect to all the
variables functions x(t1, t2) on Ω× Ω, which satisfy the following conditions:
(a) for almost every t2 the function x(·, t2) belongs to X ;
(b) the function ‖x(·, t2)‖ also belongs to X .

If the space X is almost perfect then the set X12 is linear (see, for example [13],
[14]). The norm in X12 is introduced according to the following rule:

‖x(t1, t2)‖12 = ‖‖x(t1, t2)‖(1)‖(2),
where indices (1) and (2) mean, that the norm of the space X is used firstly for
the first variable, and then for the second variable.

The space X21(Ω× Ω) with the norm

‖x(t1, t2)‖21 = ‖‖x(t1, t2)‖(2)‖(1)
is defined similarly.

In the case of an almost perfect X both the space X12 and the space X21 are
almost perfect Banach ideal spaces (see [25], [13], and also [3], p. 1234, theorem 3,
where the completeness of the space with mixed norm is proved).

Further we will be interested in the space X̃ = X12 ∩X21 of functions that
are common for the spaces X12 and X21. The norm in this space is introduced by
the formula:

‖x(t1, t2)‖M = max{‖x(t1, t2)‖12, ‖x(t1, t2)‖21}.
Note that the space X̃ is regular if and only if the space X is regular.

In connection with the introduced intersection of the spaces X12 and X21

there arises a natural question of the possibility of their coincidence. For X = Lp

from the Fubini theorem it follows that X12 and X21 coincide according to the
fund of elements and according to their norms. However, this is not true in the
general case. Moreover, the coincidence of the spaces X12 and X21 is characteristic
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for the class of the spaces Lp. For the regular Banach ideal space X N.J. Nielsen
proved, that from X12 = X21 it follows that X is lattice-isomorphic to Lp-space
(see [20]). The results concerning this problem one can also find in [4] and [1].

3. Tensor and exterior squares of ideal spaces

The algebraic tensor square X ⊗ X of the space X is defined as the set of all
functions of the form

x(t1, t2) =
n∑

i=1

xi
1(t1)x

i
2(t2),

where xi
1, x

i
2 ∈ X . Further call the elements of X⊗X degenerate functions. By the

way, the algebraic exterior square X ∧X of the space X is defined as the set of all
antisymmetric functions (i.e., functions x(t1, t2), for which x(t1, t2) = −x(t2, t1))
from X ⊗X .

Generally, the norm on X ⊗ X can be defined by different ways. Let us go
through definitions, that will be used further. The norm α on X ⊗X is called a
crossnorm, if for any x1, x2 ∈ X the following equality holds:

‖x1(t1)x2(t2)‖α = ‖x1(t1)‖‖x2(t2)‖.
There exists the greatest crossnorm π (see, for example [19]), which is defined

by the equality:

‖x(t1, t2)‖π = inf
n∑

i=1

‖xi
1‖‖xi

2‖,

where inf is taken over all representations

x(t1, t2) =
n∑

i=1

xi
1(t1)x

i
2(t2), xi

1, x
i
2 ∈ X.

The least crossnorm does not exist, however there exists the least reasonable
crossnorm. Here the norm α on X ⊗X is called reasonable, if α is a crossnorm,
and the dual norm α′ is also a crossnorm on X ′ ⊗ X ′, where the dual norm is
defined on X ′ ⊗X ′ by the equality

‖x′‖α′ = sup {〈x, x′〉, ‖x‖α ≤ 1}, x ∈ X ⊗X, x′ ∈ X ′ ⊗X ′.

The least reasonable crossnorm is denoted by ε and is defined by the following
rule:

‖x‖ε = sup
{∣∣∣∣ n∑

i=1

〈xi
1, x

′
1〉〈xi

2, x
′
2〉
∣∣∣∣, ‖x′1‖X′ , ‖x′2‖X′ ≤ 1

}
.

Note that the completion of the algebraic tensor square X ⊗X of the ideal
space X with respect to the norms π or ε will not be ideal. It is natural to define
the norm on X ⊗X in such a way that the completion with respect to this norm
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will be an ideal space or its part. With this purpose V.L. Levin introduced in [18]
the following crossnorm on X ⊗X :

‖x‖L = inf
{
‖u‖X : u ≥

∣∣∣∣∑
i

xi
1〈xi

2, x
∗〉
∣∣∣∣, ‖x∗‖X∗ ≤ 1

}
.

V.L. Levin proved (see [18], p. 55, proof of the theorem 1), that the topology
of the space X21 induces on X ⊗X the same topology, as the norm L.

Note that every norm α on X ⊗ X which satisfies inequalities ε ≤ α ≤ π
will be reasonable. In particular, the Levin’s norm L is reasonable (see [18], p. 53,
lemma 3).

Further let us call the completion of X⊗X with respect to the Levin’s norm
the L-complete tensor square of the space X and let us denote it by ˜(X ⊗X)L. As

it was noticed above, ˜(X ⊗X)L is a closed subspace of X21. The space ˜(X ⊗X)L

was studied thoroughly by A.V. Bukhvalov in papers [2] and [3]. He also proved
the criteria of the coincidence of this space and X21 (see [3], p. 7, theorem 0.1, and
also [2], p. 1235, theorem 4).

Bukhvalov’s theorem. Let X be a Banach ideal space. Then the following state-
ments are equivalent :

(i) the set of all degenerate functions is dense in X21;

(ii) the equality ˜(X ⊗X)L = X21 is true;
(iii) the space X is regular.

Bukhvalov’s theorem implies that for a regular Banach ideal space the fol-
lowing equality holds:

˜(X ⊗X)
a

L = Xa
21(Ω× Ω),

where Xa
21(Ω × Ω) is a subspace of the space X21(Ω× Ω), which consists of anti-

symmetric functions.
Further note that ∧-product of arbitrary functions x1, x2 ∈ X

(x1 ∧ x2)(t1, t2) = x1(t1)x2(t2)− x1(t2)x2(t1)

belongs to the space X21(Ω× Ω), and the following equality holds:

x1 ∧ x2(t1, t2) = −x1 ∧ x2(t2, t1).

Therefore, for any x1, x2 ∈ X the function x1 ∧ x2 belongs to the subspace
Xa

21(Ω× Ω).
Moreover, an arbitrary antisymmetric function x(t1, t2), which belongs to the

space X21, at the same time belongs to X12, and the following equality holds

‖x(t1, t2)‖21 = ‖x(t1, t2)‖12.
Really, let x(t1, t2) be equal to −x(t2, t1). In this case

‖x(t1, t2)‖21 = ‖‖x(t1, t2)‖(2)‖(1) = ‖‖ − x(t2, t1)‖(2)‖(1)
= ‖‖x(t1, t2)‖(1)‖(2) = ‖x(t1, t2)‖12.
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That is why further we will assume that the completion of the algebraic exterior
square X ∧X of the space X is taken with respect to the symmetric crossnorm

‖x(t1, t2)‖M = max{‖x(t1, t2)‖12, ‖x(t1, t2)‖21}.
This completion coincides with the closed subspace of antisymmetric functions of
the space X̃(Ω× Ω).

The subspace X̃a(Ω×Ω) is isomorphic in the category of Banach spaces to the
space X̃(W ), where W is the measurable subset Ω×Ω, for which the sets W ∩ W̃

and (Ω×Ω)\(W ∪W̃ ) have zero measure; here W̃ = {(t2, t1) : (t1, t2) ∈W} (such
sets do always exist). Really, extending the functions from X̃(W ) as antisymmetric
functions to Ω×Ω, we obtain the set of all the functions from X̃a(Ω×Ω). Further,
setting the norm of a function in X̃(W ) to be equal to the norm of its extension,
we get that the spaces X̃a(Ω × Ω) and X̃(W ) are isomorphic in the category of
normed spaces.

Therefore, for an almost perfect Banach ideal space the following equality
holds:

˜(X ∧X)M = ˜(X ⊗X)
a

M = X̃d(W ),

where X̃d(W ) is the closure of the set of all degenerate functions from X̃(W ) in
the norm of X̃(W ).

4. Tensor and exterior squares of linear operators in ideal spaces

Let A, B be continuous linear operators acting in the ideal space X . Define the
algebraic tensor product of the operators A and B as the operator A ⊗ B in the
space X ⊗X , defined on degenerate functions by the equality

(A⊗B)x(t1, t2) =
∑

j

Axj
1(t1) · Bxj

2(t2)
(

x(t1, t2) =
∑

j

xj
1(t1) · xj

2(t2)
)

.

A crossnorm α on X ⊗X is called quasiuniform, if for any continuous linear
operators A, B one has:

‖A⊗B‖α ≤ c‖A‖‖B‖,
where c is some constant. If c = 1, then such crossnorm is called uniform.

Define the α-tensor product of the operators A and B as the linear operator
(A⊗B)α in the completion ˜(X ⊗X)α of the algebraic tensor square X ⊗X with
respect to the norms α, defined on degenerate functions by the equality

(A⊗B)αx(t1, t2) =
∑

j

Axj
1(t1) ·Bxj

2(t2)
(

x(t1, t2) =
∑

j

xj
1(t1) · xj

2(t2)
)

,

and on arbitrary functions by extension via continuity from the subspace of de-
generate functions onto the whole of ˜(X ⊗X)α (if the norm α is quasiuniform,
such an extension will be bounded).
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The greatest and the least reasonable norms π and ε are uniform. However
Levin’s norm L in general case will not be quasiuniform. That is why we can define
the L-tensor product of the operators A and B as the linear operator (A ⊗ B)L

in the space ˜(X ⊗X)L, only when the operator (A ⊗ B)L exists, i.e., when the
extension via continuity from the subspace of degenerate functions onto the whole
of ˜(X ⊗X)L is bounded.

Let us formulate the following statement concerning with the tensor product
of two operators in ideal spaces (see [18], p. 62, proposition 6).

Levin’s theorem. Let X be a Banach ideal space, A : X → X be a regular operator,
i.e., an operator, which can be represented in the form A = A1 − A2, where A1

and A2 are nonnegative linear operators (with respect to the cone of nonnegative
functions), and let B : X → X be a continuous linear operator. Then the tensor
product (A⊗B)L does exist.

Further, when studying the spectral properties of the tensor square (A⊗A)L

of the operator A, we will have to impose conditions on the operator A, that are
stronger than nonnegativity or regularity. Let us give the following definition. A
linear operator A : X → X is called resolvent-regular, if for any λ, which is not
in σ(A), the resolvent operator R(λ, A) = (λI − A)−1 is regular. The class of
resolvent-regular operators includes, for example, Hilbert-Schmidt operators and
operators, such that their certain power is a Hilbert-Schmidt operator.

Further let us examine the operator (A∧A)M , defined as the restriction of the

operator (A⊗A)M onto the subspace ˜(X ⊗X)
a

M . It is obvious that for degenerate
antisymmetric functions the operator (A ∧A)M can be defined by the equality

(A ∧A)Mx(t1, t2) =
∑

j

Axj
1(t1) ∧Axj

2(t2) x(t1, t2) =
∑

j

xj
1(t1) ∧ xj

2(t2).

5. Spectrum of the tensor square of linear operators
in ideal spaces

As usual, we denote by σ(A) the spectrum of an operator A, and we denote
by σp(A) the point spectrum, that is, the set of all eigenvalues of the operator
A. Denote by σeb(A) the Browder essential spectrum of the operator A. Thus
σ(A) \ σeb(A) will be the set of all isolated finite-dimensional eigenvalues of the
operator A (for more detailed information see [11], [12]).

In papers [11]–[10] T. Ichinose obtained the results, representing the spectra
and the parts of the spectra of the tensor products of linear bounded operators
in terms of the spectra and parts of the spectra of the operators given under the
natural assumptions, that the corresponding crossnorm α is reasonable and quasi-
uniform. Among the mentioned results there are the explicit formulae, expressing
the set of all isolated finite-dimensional eigenvalues and the Browder essential
spectrum of the operator (A ⊗ A)α in terms of the parts of the spectrum of the
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operator given (see [11], p. 110, Theorem 4.2). In particular, Ichinose proved, that
for the tensor square of a linear bounded operator A the following equalities hold:

σ(A ⊗A)α = σ(A)σ(A);

σ(A⊗A)α \ σeb(A⊗A)α = (σ(A) \ σeb(A)) (σ(A) \ σeb(A)) \ (σeb(A)σ(A)); (1)

σeb(A⊗A)α = σeb(A)σ(A).

For a completely continuous operator the following equalities hold:

(σ(A) \ σeb(A)) \ {0} = σp(A) \ {0}; σeb(A) = {0} or ∅.
So from (1) we can get the complete information about the nonzero eigenvalues of
the tensor square of a completely continuous operator:

σp(A⊗A)α \ {0} = (σp(A)σp(A)) \ {0}. (2)

Here zero can be either a finite- or infinite-dimensional eigenvalue of A ⊗ A or a
point of the essential spectrum.

In paper [17] there have been examined the case, when a linear operator acts
in the space Lp(Ω) (C(Ω)), and the corresponding crossnorm is reasonable and
quasiuniform. That is why the formula for the spectrum of the tensor product of
A directly follows from the results of T. Ichinose.

However in general case the crossnorm L is reasonable, but not quasiuniform
(see [5]), and therefore we need a different proof for the statement about the
spectrum of (A⊗A)L. The proof, given below, is based on the reasoning, made by
A.S. Kalitvin (see [13], p. 83, theorem 3.10), for the case of the operator A⊗I+I⊗A
in a regular ideal space.

Theorem 1. Let X be an almost perfect Banach ideal space, and let A : X → X be
a completely continuous nonnegative with respect to the cone of nonnegative func-
tions in X resolvent-regular operator. Then for the point spectrum of the operator
(A⊗A)L, acting in the space ˜(X ⊗X)L, the following equality holds:

σp(A⊗A)L \ {0} = (σp(A)σp(A)) \ {0}.

Proof. Let us examine the operators (A⊗I)L and (I⊗A)L, acting in ˜(X ⊗X)L. Let
us prove, that the following inclusions are true: σ(A⊗I)L ⊆ σ(A) and σ(I⊗A)L ⊆
σ(A). Let us prove the first inclusion (the second inclusion can be proved by
analogy). Let λ does not belong to σ(A). Then the operator λI −A is invertible.
Let us define the operator (λI−A)−1⊗I on X⊗X . Since the operator (λI−A)−1

is regular, we can apply the Levin’s theorem. As it follows from Levin’s theorem,
the operator (λI − A)−1 ⊗ I can be extended from X ⊗ X onto the whole of

˜(X ⊗X)L. It is easy to see, that the operator (λI −A)−1 ⊗ I is inverse on X ⊗X
for the operator λI − (A⊗ I). So, its extension ((λI −A)−1 ⊗ I)L will be inverse

for the operator λI − (A⊗ I)L on the whole of ˜(X ⊗X)L. That is why λ does not
belong to σ(A⊗ I)L, and the inclusion σ(A⊗ I)L ⊆ σ(A) is proved.
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Thus as (A⊗A)L = (A⊗I)L(I⊗A)L and the operators (A⊗I)L and (I⊗A)L

are, obviously, commuting, the following relation is true

σ(A⊗A)L = σ((A ⊗ I)L(I ⊗A)L) ⊆ σ(A⊗ I)Lσ(I ⊗A)L.

Now, applying the inclusions σ(A ⊗ I)L ⊆ σ(A) and σ(I ⊗ A)L ⊆ σ(A), proved
above, we see that the following inclusion is true as well

σ(A⊗A)L ⊆ σ(A)σ(A).

Due to the complete continuity of the operator A, its spectrum, except, prob-
ably, zero, consists of isolated finite-dimensional eigenvalues. That is why the fol-
lowing relations hold:

σp(A⊗A)L \ {0} ⊆ σ(A⊗ A)L \ {0} ⊆ (σ(A)σ(A)) \ {0}
= (σp(A)σp(A)) \ {0},

i.e., we proved:

σp(A⊗A)L \ {0} ⊆ (σp(A)σp(A)) \ {0}.

Now, let us prove the reverse inclusion. For this we will examine the extension
(A ⊗ A)ε of the operator A ⊗ A onto the whole ˜(X ⊗X)ε, where ˜(X ⊗X)ε is a
completion X⊗X with respect to the “weak” crossnorm ε. As it follows from the
results of J.R. Holub (see [8], p. 401, theorem 2), the operator (A⊗A)ε is completely

continuous in ˜(X ⊗X)ε. Let us prove, that σp(A⊗A)ε\{0} ⊆ σp(A⊗A)L\{0}. To
check this it is enough to prove, that any eigenfunction of the operator (A⊗A)ε,

corresponding to a nonzero eigenvalue, belongs to the space ˜(X ⊗X)L. Let λ be
an arbitrary nonzero eigenvalue of the operator (A ⊗ A)ε. Since the crossnorm
ε is reasonable and quasiuniform, then formula (2) follows from the results of T.
Ichinose. Formula (2) implies that there exist indices i, j, for which λ = λiλj (here
{λk} is the set of all nonzero eigenvalues of the operator A, enumerated without
regard to multiplicity). Since λ is an isolated finite-dimensional eigenvalue, i, j
can take only finite number of different values. Let us enumerate all the pairs of
such values. Let λ = λik

λjk
(k = 1, . . . , p). Decompose the space X into the direct

sum of subspaces:

X = X1 ⊕ · · · ⊕Xp ⊕R,

where Xk = ker(A − λik
)mk , mk are the multiplicities of λik

. Under this decom-

position ˜(X ⊗X)ε also decomposes into the direct sum of subspaces:

˜(X ⊗X)ε

= (X1 ⊗X1)⊕ · · · ⊕ (X1 ⊗Xp)⊕ · · · ⊕ (Xp ⊗X1)⊕ · · · ⊕ (Xp ⊗Xp)

⊕ (X1 ⊗R)⊕ · · · ⊕ (Xp ⊗R)⊕ (R ⊗X1)⊕ · · · ⊕ (R⊗Xp)⊕ ˜(R ⊗R)ε.
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Since Xl⊗Xm, Xl⊗R, R⊗Xl, ˜(R ⊗R)ε are invariant subspaces for the operator
(A⊗A)ε, the following equality holds:

σ(A⊗A)ε =⋃
l,m

(σ(A⊗A,Xl⊗Xm)∪σ(A⊗A,R⊗Xm)∪σ(A⊗A,Xl⊗R))∪σ(A⊗A,R̃⊗Rε),

where the notation σ(A ⊗ A, Xl ⊗ Xm) means the spectrum of the restriction of
the operator (A⊗A)ε onto the corresponding subspace. Since Xl ⊗Xm, R⊗Xm,

Xl⊗R, ˜(R⊗R)ε are the spaces with uniform crossnorms, we can apply the results
of T. Ichinose, and therefore the following equalities hold:

σ(A⊗A, Xl ⊗Xm) = σ(A, Xl)σ(A, Xm); σ(A⊗A, Xl ⊗R) = σ(A, Xl)σ(A, R);

σ(A ⊗A, R⊗Xm) = σ(A, R)σ(A, Xm); σ(A ⊗A, ˜(R⊗R)ε) = σ(A, R)σ(A, R).

Since λik
and λjk

do not belong σ(A, R) for any values of indices k (k = 1, . . . , p), λ

does not belong to
⋃

l,m(σ(A⊗A, R⊗Xm)∪σ(A⊗A, Xl⊗R))∪σ(A⊗A, ˜(R ⊗R)ε).
As it follows, λ ∈ ⋃

l,m(σ(A ⊗ A, Xl ⊗ Xm)). Further it is obvious, that for any
l, m (1 ≤ l, m ≤ p) Xl ⊗Xm belongs to the algebraic tensor square X ⊗X and

therefore it belongs to the space ˜(X ⊗X)L. So, for an arbitrary λ ∈ σp(A⊗A)ε\{0}
the inclusion λ ∈ σp(A⊗A)L \ {0} is true. �

Let us notice, that under conditions of Theorem 1 the inclusion:

σeb(A⊗A)L ⊆ σeb(A)σeb(A) = {0}
follows from its proof. Moreover, for an arbitrary λ ∈ (σp(A ⊗ A)L \ {0}) the
following equality holds:

ker((A ⊗A)L − λ(I ⊗ I)L) =
⊕

k
ker(A− λik

I)⊗ ker(A− λjk
I),

where the summation is taken over all the numbers k of the pairs λik
, λjk

, for
which λik

, λjk
∈ (σp(A) \ {0}) and λ = λik

λjk
.

The statements of Theorem 1 remain true also for the case, when the tensor
square (A ⊗ A)M of the operator A acts in the space ˜(X ⊗X)M . The proof can
be developed by analogy.

6. Spectrum of the exterior square of linear operators
in ideal spaces

For the exterior square, which is the restriction of the tensor square, the following
inclusions hold:

σ(A ∧A)M ⊂ σ(A⊗A)M . (3)
σp(A ∧A)M ⊂ σp(A⊗A)M . (4)

In the finite-dimensional case it is known that the matrix A∧A in a suitable
basis appears to be the second-order compound matrix to the matrix A, and we
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conclude that all the possible products of the type {λiλj}, where i < j, form the
set of all eigenvalues of the exterior square A∧A, repeated according to multiplicity
(see [7], p. 80, Theorem 23).

In the infinite-dimensional case we can also obtain some information con-
cerning eigenvalues of the exterior square of a linear bounded operator. Applying
Theorem 1, we can prove the following statement:

Theorem 2. Let X be an almost perfect ideal space and let A : X → X be a com-
pletely continuous nonnegative with respect to the cone of nonnegative functions in
X resolvent-regular operator. Let {λi} be the set of all nonzero eigenvalues of the
operator A, repeated according to multiplicity. Then all the possible products of the
type {λiλj}, where i < j, form the set of all the possible (except, probably, zero)
eigenvalues of the exterior square of the operator (A ∧A)M , repeated according to
multiplicity.

Proof. The proof copies the proof of the corresponding statement from [17] (see
[17], p. 12, Theorem 1).

Inclusion {λiλj}i<j ⊂ σp(A∧A)M , i.e., each product of the form λiλj , where
i < j, is an eigenvalue of (A ∧A)M , comes out from the following reasoning:

Let λi, λj ∈ σp(A). Then there exist such functions x(t), y(t) from X , that
(A−λiI)x(t) = 0 and (A−λjI)y(t) = 0. Let us examine the value of the operator
A ∧A− λiλjI ∧ I on the degenerate antisymmetric function (x ∧ y)(t1, t2):

(A ∧A− λiλjI ∧ I)(x ∧ y) = Ax ∧Ay − λiλjx ∧ y

= Ax ∧Ay − λix ∧Ay + λix ∧Ay − λiλjx ∧ y

= [because of the linearity of the exterior product]

= (Ax− λix) ∧Ay + λix ∧ (Ay − λjy) = 0.

From this we see that λiλj ∈ σp(A ∧A)M

Now we shall prove the reverse inclusion: σp(A∧A)M ⊂ {λiλj}i<j . As it was
shown above in formulae (3) and (4):

σp(A ∧A)M \ {0} ⊂ σp(A⊗A)M \ {0} = σp(A)σp(A) \ {0},
i.e., the operator (A ∧A)M has no other eigenvalues, except products of the form
λiλj . Enumerate the set of pairs {(i, j)} i, j = 1, 2, . . . . In this way we get a
numeration of {λiλj} – the set of all eigenvalues of (A⊗A)M , repeated according
to multiplicity. Decompose the obtained finite or countable set of indices Λ in the
following way:

Λ = Λ1 ∪ Λ2 ∪ Λ3,

where the set Λ1 includes the numbers of those pairs (i, j), for which i < j, Λ2

includes those pairs, for which i = j, and Λ3 includes those pairs, for which i > j.
The set of all eigenvalues of (A⊗A)M , repeated according to multiplicity, will be
then decomposed into three parts:

{λα}α∈Λ = {λα}α∈Λ1 ∪ {λα}α∈Λ2 ∪ {λα}α∈Λ3 .
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Decompose ˜(X ⊗X)M into the direct sum of subspaces invariant with respect to
(A⊗A)M :

˜(X ⊗X)M = ˜(X ⊗X)
a

M ⊕ ˜(X ⊗X)
s

M ,

where ˜(X ⊗X)
s

M is the subspace of all symmetric functions from ˜(X ⊗X)M . The
operator (A⊗A)M can be represented in the block form:

(A⊗A)M =

(
(A ∧A)M 0

0 (A⊗A)| ˜(X⊗X)
s

M

)
Since the operator (A⊗A)M has a block structure, σp(A⊗A)M can be decomposed
into two subsets:

σp(A⊗A)M = σp(A ∧A)M ∪ σp((A⊗A)| ˜(X⊗X)
s

M

),

where ˜(X ⊗X)
s

M is the subset of all symmetric functions from ˜(X ⊗X)M . In order
to prove that the eigenvalues of (A ⊗ A)M , belonging to the sets {λα}α∈Λ2 and
{λα}α∈Λ3 , will not be the eigenvalues of (A∧A)M , it is enough to show, that they
will be the eigenvalues of (A⊗A)| ˜(X⊗X)

s

M

. Indeed, let xi(t) ∈ X be an eigenfunction
of the operator A, corresponding to the eigenvalue λi. Let us examine the value of

the operator (A⊗A− λ2
i I ∧ I) on the function xi(t1)xi(t2) ∈ ˜(X ⊗X)

s

M :

(A⊗A− λ2
i I ⊗ I)xi(t1)xi(t2) = Axi(t1)Axi(t2)− λ2

i xi(t1)xi(t2)

= Axi(t1)Axi(t2)− λixi(t1)Axi(t2) + λixi(t1)Axi(t2)− λ2
i xi(t1)xi(t2)

= (Axi − λixi)(t1)Axi(t2) + λixi(t1)(Axi − λixi)(t2) = 0.

From this we see, that λ2
i ∈ σp((A⊗A)| ˜(X⊗X)

s

M

). In analogous way we can prove

that a product of the form λiλj will also be an eigenvalue of (A⊗A)| ˜(X⊗X)
s

M

(with

the corresponding symmetric function xi(t1)xj(t2) + xj(t1)xi(t2)). �

7. Generalization of the Gantmacher–Krein theorems in the case
of 2-totally nonnegative operators in ideal spaces

Let us formulate some modification of the Krein–Rutman theorem (see [26], p. 81,
theorem 1) about completely continuous operators, leaving invariant an almost
reproducing cone K in a Banach space (for such operators the spectral radius
ρ(A) belongs to σp(A)).

Modified Krein–Rutman’s theorem. Let X be a real Banach space, A : X → X
be a linear bounded operator. Let A leave invariant an almost reproducing cone
K (K −K = X). Let ρc(A) < ρ(A) (here ρc(A) is the Fredholm spectral radius
of the operator A). Then λ1 = ρ(A) ∈ σp(A) and there exists a nonzero element
x1 ∈ K and functional x∗1 ∈ K∗, for which Ax1 = λ1x1, A∗x∗1 = λ1x

∗
1.
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It is easy to see, that the conditions of the modified Krein–Rutman theorem
holds for all the operators, the Fredholm essential spectrum of which consists of
only one point zero, in particular, for completely continuous operators.

Let us prove some generalizations of the Gantmacher–Krein theorems in the
case of operators in ideal spaces, using the modified Krein–Rutman theorem:

Theorem 3. Let X(Ω) be an almost perfect ideal space, and, respectively, let X̃d(W )
be the closure of the set of all degenerate functions in intersection of the spaces with
mixed norms. Let A : X(Ω)→ X(Ω) be a completely continuous nonnegative with
respect to the cone of nonnegative functions in X resolvent-regular operator, such
that ρ(A) > 0. Let the exterior square (A∧A)M : X̃d(W )→ X̃d(W ) be nonnegative
with respect to the cone of nonnegative functions in X̃d(W ), and ρ(A ∧A)M > 0.
Then the operator A has a positive eigenvalue λ1 = ρ(A). Moreover, if there is
only one eigenvalue on the spectral circle |λ| = ρ(A), then the operator A has
the second positive eigenvalue λ2 < λ1. If there is more than one eigenvalue on
the spectral circle |λ| = ρ(A), then either there is at least one pair of complex
conjugates among them, or λ1 is a multiple eigenvalue.

Proof. Enumerate eigenvalues of a completely continuous operator A, repeated
according to multiplicity, in order of decrease of their modules:

|λ1| ≥ |λ2| ≥ |λ3| ≥ · · ·
Applying the modified Krein–Rutman theorem to A we get: λ1 = ρ(A) > 0.
Now applying the modified Krein–Rutman theorem to the operator (A ∧ A)M

we get: ρ(A ∧ A)M ∈ σp(A ∧ A)M . (Note, that from σeb(A ∧ A)M ⊆ σeb(A ⊗
A)M ⊆ σeb(A)σeb(A) = {0}, it follows, that the operator (A∧A)M also satisfy the
conditions of the modified Krein–Rutman theorem).

As it follows from the statement of Theorem 2, the exterior square of the
operator A has no other nonzero eigenvalues, except for all the possible products
of the form λiλj , where i < j. So, we conclude that ρ(A ∧ A)M > 0 can be
represented in the form of the product λiλj with some values of the indices i, j,
i < j. Thus, if there is only one eigenvalue on the spectral circle |λ| = ρ(A),
from the fact that eigenvalues are numbered in decreasing order it follows that
ρ(A ∧A)M = λ1λ2. Therefore λ2 = ρ(A∧A)

λ1
> 0.

If there is m (m ≥ 2) eigenvalues on the spectral circle |λ| = ρ(A), then
ρ(A ∧A)M = λiλj , where 1 ≤ i < j ≤ m. So, both λi and λj are situated on the
spectral circle |λ| = ρ(A), and from the positivity of their product it follows, that
λi λj are either a pair of complex conjugate eigenvalues, or both are positive and
coincide with ρ(A). �

It is well known (see, for example, [8], p. 55, corollary from the proposition
2.1), that a linear integral operator A, acting in the Banach ideal space X(Ω), is
nonnegative if and only if its kernel k(t, s) is nonnegative almost everywhere on Ω.
It is also well known (see [17]), that the exterior power of a linear integral operator
can be considered as a linear integral operator, acting in the space X̃d(W ) with
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the kernel equal to the second compound to the kernel of the operator given. That
is why it is not difficult to reformulate Theorem 3 in terms of kernels of linear
integral operators. In this case the conditions of Theorem 3 can be easily verified.

Theorem 4. Let a completely continuous resolvent-regular linear integral operator
A act in an almost perfect ideal space X(Ω). Let the kernel k(t, s) of the operator
A be nonnegative almost everywhere on the Cartesian square Ω×Ω. Let the second
compound kernel k ∧ k(t1, t2, s1, s2) be nonnegative almost everywhere on the
Cartesian square W×W , where W is a measurable subset, possessing the following
properties:

1) μ(W ∩ W̃ ) = 0;
2) μ((Ω× Ω) \ (W ∪ W̃ )) = 0. (W̃ = {(t2, t1) : (t1, t2) ∈W})

Let, in addition, ρ(A) > 0 and ρ(A∧A)M > 0. Then the operator A has a positive
eigenvalue λ1 = ρ(A). Moreover, if there is only one eigenvalue on the spectral
circle |λ| = ρ(A), then the operator A has the second positive eigenvalue λ2 < λ1.
If there is more than one eigenvalue on the spectral circle |λ| = ρ(A), then either
there is at least one pair of complex conjugates among them, or λ1 is a multiple
eigenvalue.

Note that in Theorem 4 the kernel is not presupposed to be continuous, we
assume only, that the operator A acts in one of almost perfect ideal spaces.

Moreover, Theorem 3 can be generalized in the case, when the exterior square
(A∧A)M of the operator A leaves invariant an arbitrary almost reproducing cone
K̃ in X̃d(W ). But in this case certain difficulties, related to the testing of the
assumption of the generalized theorem, can arise.
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1. Introduction

Let H be a complex Hilbert space with the inner product 〈·, ·〉, and let L(H) be
the algebra of bounded linear operators on H. If H is of finite dimension n, we will
identify H with Cn, the complex vector space of n-component column vectors with
the standard inner product 〈x, y〉 = y∗x, x, y ∈ Cn, and will identify L(H) with
Mn, the algebra of n × n complex matrices. We assume throughout that H has
dimension at least 2.

In this paper, we are interested in studying the following problem.

This work started during the visit of B. Kuzma, G. Lešnjak and T. Petek at College of William
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Problem 1.1. Suppose A, B ∈ L(H). Find effective criteria to show that {A, B} is
linearly independent. In connection with this problem, when do {I, A} and {I, B}
generate the same algebras in L(H)?

Of course, if A and B are given, this is an easy question to answer. But in
Problem 1.1 we assume that only partial information about the operators is given.
For example, it is well known that if there is μ ∈ C such that 〈Ax, x〉 = μ〈Bx, x〉
for all normalized elements x ∈ H, then A = μB. We will prove that for two
nonzero operators A, B ∈ L(H), at least one of the pairs A and B or A and B∗

is linearly dependent if and only if there is r > 0 such that |〈Ax, x〉| = r|〈Bx, x〉|
for all normalized elements x ∈ H; see Theorem 2.2 below. (Alternatively, we can
say |〈Ax, x〉|/|〈Bx, x〉| assumes only a single value whenever |〈Bx, x〉| �= 0.) The
analysis turns out to be more involved, and inspires other equivalent conditions
for {A, B} to be linearly dependent.

Instead of comparing the absolute values of quadratic forms 〈Ax, x〉 and
〈Bx, x〉, we can also deduce our conclusion by considering the absolute values of
general sesquilinear forms 〈Ax, y〉 and 〈Bx, y〉 for normalized elements x, y ∈ H
with inner product 〈x, y〉 = q for a fixed value q ∈ [0, 1]. Clearly, if q = 1, we have
x = y, and we are back to the quadratic form result. In general, we can show that
two nonzero operators A and B are linearly dependent if and only if there is r > 0
and q ∈ (0, 1) such that |〈Ax, y〉| = r|〈Bx, y〉| for all normalized elements x, y ∈ H
with 〈x, y〉 = q; see Theorem 2.2. We also show that if q = 0, the above condition
forces linear dependence of A−aI and B− bI, for some a, b ∈ C. Thus, {I, A} and
{I, B} will generate the same algebra.

Note that A → 〈Ax, y〉 can be viewed as the image of A under a (bounded)
linear functional. The results we described above can be reformulated in the fol-
lowing form: two nonzero operators A and B are linearly dependent if and only
if there is r > 0 such that |f(A)| = r|f(B)| for all linear functionals in a certain
specific class S.

Clearly, to see whether |f(A)| = r|f(B)| for all the linear functionals in a
set S, we can detect r by finding a linear functional f̂ ∈ S such that f̂(B) �= 0,
and set r = |f̂(A)|/|f̂(B)|. Then we can replace B by B/r and test the condition
|f(A)| = |f(B)| for all f ∈ S. We will do that in our subsequent discussion.

2. Main results

We consider Problem 1.1 in the context of numerical values of an operator defined
by a constrained sesquilinear form, namely, q-numerical ranges. For a fixed q,
0 ≤ q ≤ 1, consider the q-numerical range

Wq(A) = {〈Ax, y〉 : x, y ∈ H, 〈x, x〉 = 〈y, y〉 = 1, 〈x, y〉 = q}
of an operator A ∈ L(H). The q-numerical range has been extensively studied
during last twenty years or so; see, for example, [11, 10, 13, 2] among many works
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on the subject. If q = 1, then W1(A) coincides with the classical numerical range

W (A) = {〈Ax, x〉 : x ∈ H, 〈x, x〉 = 1}.
Let q = cos t, 0 ≤ t ≤ π/2. Then it is easy to see that we have

Wq(A) = {〈Ax, (cos t)x + (sin t)y〉 : x, y ∈ H, (x, y) orthonormal pair}.
We say that the numbers 〈Ax, (cos t)x + (sin t)y〉, where (x, y) varies through the
set of orthonormal pairs, form the q-numerical values of the operator A. The
characterization of operators having the same q-numerical values is easy to obtain
(and the case q = 1 is well known):

Proposition 2.1. Fix q = cos t, 0 ≤ t ≤ π/2. Two operators A, B ∈ L(H) have the
property that

〈Ax, (cos t)x + (sin t)y〉 = 〈Bx, (cos t)x + (sin t)y〉 (2.1)

for every orthonormal pair (x, y), x, y ∈ H, if and only if A = B in case t < π/2,
or A−B is scalar (i.e., a scalar multiple of I) in case t = π/2.

Proof. The “if” part is obvious. For the “only if” part, if t = π/2, then for every
nonzero x ∈ H, the element (A − B)x is orthogonal to span {x}⊥, and therefore
(A − B)x is a scalar multiple of x: (A − B)x = λxx for some λx ∈ C; a priori
λx may depend on x, but the additivity of A − B easily implies that in fact λx

is independent of x. Assume now t < π/2. The condition (2.1) implies that for a
fixed orthonormal pair (x, y), the two circles in the complex plane

{〈Ax, x + (tan t)yeiθ〉 : 0 ≤ θ ≤ 2π}, {〈Bx, x + (tan t)yeiθ〉 : 0 ≤ θ ≤ 2π}
coincide, therefore their centers are the same: 〈Ax, x〉 = 〈Bx, x〉. Since this equality
holds for every normalized element x, we have A = B, as required. �

In this paper we consider A, B ∈ L(H) for which we require only equality in
size in (2.1):

|〈Ax, (cos t)x + (sin t)y〉| = |〈Bx, (cos t)x + (sin t)y〉|,
∀ orthonormal pairs (x, y), x, y ∈ H. (2.2)

Besides independent interest, the problem of characterization of operators A and
B satisfying (2.2) came up (for t = 0) in the study of norm preservers of Jordan
products [9].

A complete characterization of such A and B is given in our main result:

Theorem 2.2. Fix q = cos t, 0 ≤ t ≤ π/2. Two operators A, B ∈ L(H) have the
property (2.2) if and only if

(1) A = μB or A = μB∗ for some μ ∈ C, |μ| = 1 in case t = 0;
(2) A = μB for some μ ∈ C, |μ| = 1 in case 0 < t < π/2;
(3) A = μB + νI for some μ, ν ∈ C, |μ| = 1 in case t = π/2.
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Remark 2.3. It is interesting to observe that the case t = 0 fails if one replaces
the modulus by the real or imaginary part or by the argument of the complex
number. To see this, pick any two positive definite A, B ∈ L(H) and note that
Re(〈iAx, x〉) = 0 = Re(〈iBx, x〉), and Arg(〈Ax, x〉) = 0 = Arg(〈Ax, x〉) for any
normalized x ∈ H.

Corollary 2.4. Let A, B ∈ L(H). Then

|〈Ax, y〉| = |〈Bx, y〉|, ∀ x, y ∈ H

if and only if A = μB for some μ ∈ C, |μ| = 1.

Proof. The part “if” is obvious, and the part “only if” is immediate from Theorem
2.2, the case 0 < t < π/2.

However, Corollary 2.4 is actually used to prove Theorem 2.2, so we will
deduce the corollary from the case t = π/2 of Theorem 2.2. Indeed, we have
A = μB + νI for some μ, ν ∈ C, |μ| = 1, and hence

|〈μBx, y〉+ ν〈x, y〉| = |〈Bx, y〉|, ∀ x, y ∈ H.

Assuming ν �= 0, and taking y orthogonal to Bx we see that y is also orthogonal to
x. Thus, (span (Bx))⊥ ⊆ (span x)⊥, and so Bx is a scalar multiple of x: Bx = λxx,
λx ∈ C, for every x ∈ H. Linearity of B easily implies that B is scalar, and now
clearly A = μ′B for some μ′ ∈ C, |μ′| = 1. �

Sections 3, 4, and 5 will be devoted to the proof of Theorem 2.2. In the last
Section 6 we extend Proposition 2.1 to functionals given by trace class operators,
and formulate an open problem and a conjecture concerning extension of Theorem
2.2 to such functionals.

We use notation ej for the jth standard unit vector in Cn. Re (z) and Im (z)
stand for the real and imaginary parts of the complex number z = Re (z)+ iIm (z).
We denote by Xtr the transpose of a matrix or vector X . The (block) diagonal
matrix or operator with diagonal matrix or operator blocks X1, . . . , Xp (in that
order) will be denoted diag (X1, . . . , Xp).

3. Proof of Theorem 2.2: t = 0

For the proof of (1) we need preliminary results in matrix analysis which are of
independent interest. We state and prove them first.

We start with the following known facts:

Proposition 3.1.

(a) If T ∈Mn is not the zero matrix, then there exists a unitary U such that the
diagonal entries of UTU∗ are all nonzero.

(b) If R, S ∈ Mn are such that U∗RU and U∗SU have the same diagonal for
every unitary U ∈Mn, then R = S.
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Proof. Part (b) is obvious because under the hypotheses of part (b) we have
〈Rx, x〉 = 〈Sx, x〉 for every x ∈ Cn.

Part (a). Note that every matrix is unitarily equivalent to a matrix with
equal entries on the main diagonal, see [7, Problem 3, p. 77]. So we are done if
trace (A) �= 0. Assume trace (A) = 0. Due to A �= 0 there exists a unit vector
x1 with μ1 := 〈Ax1, x1〉 �= 0. Choose any unitary U1 with U1e1 = x1. Then, the
first diagonal entry of U∗1 AU1 is μ1 �= 0. Due to trace (U∗1 AU1) = trace (A) = 0,
the main lower-right (n − 1) × (n − 1) submatrix Â of U∗1 AU1, occupying the
rows/columns 2, 3, . . . , n has a nonzero trace. By an induction argument, there
exists an (n−1)× (n−1) unitary V such that V ÂV ∗ has all diagonal entries equal
and nonzero. Then, the unitary U := (1⊕ V )U1 does the job. �

We denote by diagv A the diagonal vector of A ∈Mn: If A = [aij ]ni,j=1, then
diagv A = [a11 a22 . . . ann]tr ∈ Cn.

Theorem 3.2. Let A, B ∈ Mn, where n ≥ 2. Then the following three statements
are equivalent:

(i) |〈Ax, x〉| = |〈Bx, x〉| for all x ∈ Cn. (3.1)

(ii) For each unitary V there exists a unimodular number γ(V ), and a map hV :
C→ C which is either identity or complex conjugation, such that

diagv (V BV ∗) = γ(V ) diagv (V AV ∗)hV .

(iii) B = γ A or B = γ A∗ for some unimodular number γ.

Proof of Theorem 3.2. The proof consists of several steps.
Step 1. (iii)=⇒ (ii) Trivial. The implication (ii)=⇒ (i) is also immediate: By scal-
ing, it suffices to prove (i) only for vectors x of norm one; then apply (ii) with
unitary V whose first row is x∗.
Step 2. We prove (ii)=⇒ (iii), for n ≥ 3. If A = 0, the result follows immediately
from Proposition 3.1(b). We assume therefore that A �= 0.

We first show that map hV is independent of the unitary V . So assume, to
reach a contradiction, that

diagv (V0BV ∗0 ) = γ0 diagv (V0AV ∗0 ) �∈ {eiθ · diagv (V0AV ∗0 ) : 0 ≤ θ ≤ 2π}, (3.2)

for some unitary U0 and unimodular γ0, while

diagv (V1BV ∗1 ) = γ1 diagv (V1AV ∗1 ) �∈ {eiθ · diagv (V1AV ∗1 ) : 0 ≤ θ ≤ 2π} (3.3)

for some other unitary U1 and unimodular γ1. Choose hermitian S0, S1 with
eiS0 = V0 and eiS1 = V1. Then, Vt := ei(tS1+(1−t)S0) is a path that connects V0

and V1 in the set of unitaries. Clearly, Vt and V ∗t = e−i(tS1+(1−t)S0) are both an-
alytic functions of the real variable t ∈ [0, 1]. Moreover, f(t) := diagv (VtAV ∗t ),
as well as g(t) := diagv (VtBV ∗t ) are also analytic vector-valued functions of real
variable t. It is implicit in Eqs. (3.2)–(3.3) that f(0) �= 0 and f(1) �= 0. So at
least one, say the first one a1(t), component of a vector-valued function f(t) is not
identically zero. Now, being analytic, a1(t) has only finitely many zeros on [0, 1].
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In view of hypothesis (ii), the zeros of a1(t) precisely match those of b1(t), the first
component of g(t). Moreover, at each t off the set Λ of their common zeros, one
of γ(t) := b1(t)/a1(t) and γ1(t) := b1(t)/a1(t) is unimodular. Clearly then, both
are unimodular for all t off the common zeros. Then, however, they must have
only removable singularities at common zeros, so both γ(t) and γ1(t) are analytic
functions of t ∈ [0, 1].

We next rewrite hypothesis (ii) into

‖g(t)− γ(t)f(t)
∥∥2 · ‖g(t)− γ1(t)f(t)‖2 ≡ 0, t ∈ [0, 1] \ Λ. (3.4)

Both factors in the left-hand side of (3.4) are analytic functions of a real variable t.
We therefore conclude that at least one of them must vanish identically. Sup-
pose the first one does, i.e., g(t)− γ(t)f(t) ≡ 0. Then, however, diagv (VtBV ∗t ) =
γ(t) diagv (VtBV ∗t ) for each t, contradicting Eq. (3.3). Likewise we get a contra-
diction if

(
g(t)− γ1(t)f(t)

)
≡ 0.

If necessary, we replace B with B∗. In doing so, we can now guarantee that
for each unitary V ,

diagv (V BV ∗) = γ(V ) diagv (V AV ∗), |γ(V )| = 1. (3.5)

We next show the unimodular factor γ(V ) is independent of V . If the trace of
A is nonzero, this is obvious: γ(V ) = trace (B)/trace (A), by (3.5). Thus, assume
trace (A) = 0. By Proposition 3.1, there is a unitary U ∈Mn such that UAU∗ has
nonzero diagonal entries μ1, . . . , μn. We may assume that U = I; otherwise, replace
(A, B) by (UAU∗, UBU∗). Let A = (aij) and B = (bij). The hypothesis (ii), and
the above consideration, now imply diagv B = γ diagv A. We may assume that
γ = 1; otherwise, replace B by γB. Thus,

diagv B = diagv A = [μ1, . . . , μn]tr, μ1, . . . , μn ∈ C \ {0}. (3.6)

For k = 1, . . . , n, let Ak ∈ Mn−1 be the submatrix of A obtained from it
by removing its kth row and kth column. Similarly, we construct the matrices
B1, . . . , Bn.

We claim that Ak and Bk are the same for all k = 1, . . . , n. It will then
follow that A and B are the same (the hypothesis that n ≥ 3 is used here), and,
in particular, γ(V ) = 1 for all unitary V , which will complete the proof. To prove
our claim, let V ∈ Mn be a unitary matrix with (k, k) entry equal to 1. Since
V AV ∗ and V BV ∗ have the same nonzero (k, k) entry μk (by (3.6)), we see from
Eq. (3.5), that the two matrices actually have the same corresponding diagonal
entries. As a result, UAkU∗ and UBkU∗ have the same diagonal entries for all
unitary matrices U ∈Mn−1. So diagv (U(Ak −Bk)U∗) = 0 for all unitaries, which
implies numerical range of Ak − Bk consists only of zero. Thus, Ak = Bk for
k = 1, 2, . . . , n, as required.
Step 3. (i) =⇒ (iii), for n = 2.

If A = 0 then 〈Bx, x〉 = 0 for all x ∈ C2, so B = 0, and we are done.
Otherwise, by (a) of Proposition 3.1, there exists a unitary U such that all diagonal
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entries of U∗AU are nonzero. Obviously,

|〈U∗AUx, x〉| = |〈A(Ux), Ux〉| = |〈B(Ux), Ux〉| = |〈U∗BUx, x〉|.
Consequently, we may replace (A, B) with (U∗AU, U∗BU) without changing the
validity of assumptions (i) and conclusion (iii). This way, a11 �= 0 (we denote by
a11, resp., b11, the top left entry of A, resp., B). Choose a vector x := e1 to
deduce |a11| = |b11|. We may, thus, further replace (A, B) with (1/a11U, γB/a11)
where γ := a11/b11 is unimodular. In doing so, we can assume a11 = 1 = b11.
Hence it remains to see that B = A or B = A∗.

To see this, write

A :=
[

1 a12

a21 a22

]
, B :=

[
1 b12

b21 b22

]
,

and choose a vector x :=
[

1
r + is

]
, where r, s are real. Then,

〈Ax, x〉 = 1 + (r + is)a12 + (r + is)a21 + |(r + is)|2a22

= 1 + rRe (a12 + a21) + sIm (a21 − a12) + (r2 + s2)Re (a22)
+ i

(
rIm (a12 + a21) + sRe (a12 − a21) + (r2 + s2)Re (a22)

)
. (3.7)

Tedious, but straightforward computation shows that

|〈Ax, x〉|2 = 1 + (r2 + s2)2 |a22|2 + 2Re (a22(a12 + a21)) r3

− 2Im (a2,2(a12 − a21)) r2s + (|a12 + a21|2 + 2Re a22) r2

− 4Im (a21a12) rs + 2(Re (a12 + a21)) r

+ 2Re (a22(a12 + a21))rs2 − 2Im (a22(a12 − a21)) s3

− 2(Im (a12 − a21)) s + (|a12 − a21|2 + 2Re a22) s2.

Comparing the coefficients with the corresponding formula for |〈Bx, x〉|2 gives the
following set of equations:

|b22|2 = |a22|2 (3.8)

Re (b22(b12 + b21)) = Re (a22(a12 + a21)) (3.9)

Im (b22(b12 − b21)) = Im (a22(a12 − a21)) (3.10)

Re (b12 + b21) = Re (a12 + a21) (3.11)

Im (b12 − b21) = Im (a12 − a21) (3.12)

|b12 + b21|2 + 2Re b22 = |a12 + a21|2 + 2Rea22 (3.13)

|b12 − b21|2 + 2Re b22 = |a12 − a21|2 + 2Rea22 (3.14)

Im (b21b12) = Im (a21a12). (3.15)

Subtracting (3.14) from (3.13) gives, after an easy simplification,

4Re (a21a12) = 4Re (b21b12). (3.16)
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Decompose now a12 = z1 + iz2, and a21 = y1 + iy2, with z1, z2, y1, y2 real, and
b12 = z̃1 + iz̃2, etc. Then, Eqs. (3.11)–(3.12), (3.15)–(3.16) give:

ỹ1 + z̃1 = z1 + y1

z̃2 − ỹ2 = z2 − y2

ỹ1z̃1 + ỹ2z̃2 = z1y1 + z2y2 (3.17)

z2y1 − z1y2 = ỹ1z̃2 − ỹ2z̃1. (3.18)

From the first two equations we get

ỹ1 = y1 + z1 − z̃1 and ỹ2 = y2 − z2 + z̃2. (3.19)

Substitute this into (3.17), (3.18), and simplify, to get

(y1 − z̃1)(z̃1 − z1) = (z2 − z̃2)(y2 + z̃2) (3.20)

z2(y1 − z̃1) + y2(z̃1 − z1) = (y1 + z1 − 2z̃1)z̃2. (3.21)

We are now facing two possibilities:
Possibility 1. z̃1 = z1. Then, the last two equations further simplify into (z2 −
z̃2)(y2 + z̃2) = 0, respectively, (y1 − z1)z2 = (y1 − z1)z̃2. So, either z̃2 = z2 or else
(y1, y2) = (z1,−z̃2). In the former case, Eq. (3.19) brings (ỹ1, ỹ2) = (y1, y2), so

b12 = z̃1 + iz̃2 = a12, b21 = ỹ1 + iỹ2 = a21.

In the latter case, we similarly deduce y1 = z1 = z̃1 = ỹ1 and y2 = −z̃2, and
ỹ2 = −z2. Therefore,

b12 = a21, b21 = a12. (3.22)

Possibility 2. z̃1 �= z1. Then, (3.20) gives

y1 =
(z̃1 − z1)z̃1 + (z2 − z̃2)(y2 + z̃2)

z̃1 − z1
.

This simplifies the remaining (3.21) into(
(z1 − z̃1)

2 + (z2 − z̃2)
2
)

(y2 + z̃2)

z1 − z̃1
= 0.

Note that the sum of squares in the left factor is nonzero because z1 − z̃1 �= 0.
Hence, z̃2 = −y2. From the previous equation we now read z̃1 = y1. Moreover,
Eq. (3.19) brings ỹ1 = z1 and ỹ2 = −z2. Therefore, b12 = a21 and b21 = a12, as in
Eq. (3.22).

It only remains to compare b22 with a22. Now, since

|〈Bx, x〉| = |(〈Bx, x〉)∗| = |〈B∗x, x〉|,
we are free to replace (A, B) with (A, B∗). This way, we can always assume b12 =
a12 and b21 = a21. Hence, we are done if we also show b22 = a22.

To this end, Eq. (3.14) immediately gives Re b22 = Re a22, while from |b22| =
|a22| we deduce that either b22 = a22 or else b22 = a22 �= a22. In the former case we
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are done. In the latter case, consider Eqs. (3.9)–(3.10) with b22 := a22. Simplifying
these equations yields

Im (a12 + a21) Im a22 = 0 = Re (a12 − a21) Im a22.

We may divide by nonzero Im a22. What we end up with easily simplifies into a12 =
a21. Then, however,

A∗ =
[

1 a21

a21 a22

]∗
=

[
1 a21

a21 a22

]
= B,

which completes the proof of Step 3.

Step 4. Assuming (i) holds, we will prove that there exists a unimodular complex
number γ such that either diagv(A) = γdiagv (B) or else diagv(A) = γdiagv (B).

Let A = [aij ]ni,j=1, B = [bij ]ni,j=1. Choose any pair of distinct indices (i, j), and
let x := λei +μej be in the subspace spanned by ei, ej . Then, 〈Ax, x〉 = 〈Aijz, z〉,
where z := [λ, μ]tr, and Aij is the 2 × 2 matrix formed by the ith and jth rows
and columns of A. The identity (3.1) then reduces to

|〈Aijz, z〉| ≡ |〈Bijz, z〉|.
Here, Bij is the 2 × 2 matrix formed by the ith and jth rows and columns of
B. By Step 3, Bij ∈ {γAij , γAij}, where γ is a unimodular number. Considering
diagonal entries yields

(bii, bjj) = γ(aii, ajj) or (bii, bjj) = γ(aii, ajj). (3.23)

Consequently, either diagv (A) = 0 = diagv (B) or else both diagonals have at
least one nonzero entry. In the former case we are done.

In the latter case, we assume for simplicity the (1, 1) entries of A and B
are nonzero. Since |a11| = |b11| we may replace (A, B) with (A/a11, γ B/a11)
where γ := a11/b11 is unimodular. The identity (3.1) as well as the end result will
not change. This way we achieve a11 = 1 = b11. Moreover, when i = 1 Eq. (3.23)
yields

(1, bjj) ∈ {(1, ajj), (1, ajj)}.
Hence, it remains to see that diagv(A) = diagv (B) or diagv(A) = diagv (B).

Now, arguing by contradiction, suppose that

(1, bi0i0) = (1, ai0i0) �= (1, ai0i0), (1, bi1i1) = (1, ai1i1) �= (1, ai1i1),

for two different indices i0 and i1. This is possible only when bi0i0 = ai0i0 and
bi1i1 = ai1i1 are both nonreal (hence also nonzero). Now, by Eq.(3.23),

(bi0i0 , bi1i1) ∈ {γ(ai0i0 , ai1i1), γ(ai0i0 , ai1i1)}
implies

bi0i0

bi1i1

∈
{

ai0i0

ai1i1

,

(
ai0i0

ai1i1

)}
. (3.24)
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On the other hand, bi0i0
bi1i1

= ai0i0
ai1i1

, and in view of (3.24) we obtain either ai1i1 = ai1i1

or else ai0i0 = ai0i0 . This is the desired contradiction.
Therefore, either (1, bjj) = (1, ajj) for all j or else (1, bjj) = (1, ajj) for

all j. In the first case, diagv(A) = diagv (B) while in the second one, diagv(A) =
diagv (B).
Step 5. (i) =⇒ (iii), for n ≥ 3.

Fix any unitary U and consider (AU , BU ) := (U∗AU, U∗BU). Clearly,

|〈AUx, x〉| = |〈A(Ux), Ux〉| = |〈B(Ux), Ux〉| = |〈BUx, x〉|.
Then apply the result of Step 4 to (AU , BU ). We see that

diagv(U∗BU) = γ(U)diagv(U∗AU) or diagv(U∗BU) = γ(U)diagv(U∗AU)

for each unitary U . By Step 2, B = γA or else B = γA∗, as required.
This completes the proof of Theorem 3.2. �

Proof of Theorem 2.2 in case t = 0. We prove the nontrivial “only if” part. We
may assume A �= 0, B �= 0. Multiplying A and B by nonzero complex numbers of
the same absolute value, we may further suppose that

〈Ae, e〉 = 〈Be, e〉 = 1 (3.25)

for a fixed normalized element e ∈ H. If A �= B and also A �= B∗, then we have

〈Af1, f1〉 �= 〈Bf1, f1〉 and 〈Af2, f2〉 �= 〈B∗f2, f2〉 (3.26)

for some elements f1, f2 ∈ H.
On the other hand, let P be the selfadjoint projection on the finite-dimen-

sional subspace H1 ⊂ H, generated by e and f1, f2, and let Â := PAP and B̂ :=
PBP be the operators acting on H1. Clearly, 〈Ag, g〉 = 〈Âg, g〉 for any element g ∈
H1; likewise for B̂. Hence, by the assumptions, |〈Âg, g〉| = |〈B̂g, g〉| for every g ∈
H1. Therefore, by Theorem 3.2, we must have B̂ = γÂ or B̂ = γÂ∗. Actually, γ = 1,
by Eq. (3.25). Then however,

〈Af1, f1〉 = 〈Âf1, f1〉 = 〈B̂f1, f1〉 = 〈Bf1, f1〉
(respectively, 〈Af1, f1〉 = 〈B∗f2, f2〉, if B̂ = Â∗), a contradiction with (3.26). �

4. Proof of Theorem 2.2: t = π/2

Assume A, B ∈ L(H) are such that

|〈Ax, y〉| = |〈Bx, y〉|, ∀ orthonormal pairs (x, y), x, y ∈ H. (4.1)

We proceed in steps to derive (3) of Theorem 2.2.
Step 1. Suppose that the implication (4.1) =⇒ Theorem 2.2(3) has been proved
for C2 and C3. We will prove the implication for general Hilbert space H.

We may assume B is not scalar (otherwise Ax is orthogonal to span {x}⊥ so
Ax = λxx, and we are done as in the proof of Proposition 2.1). Therefore, there
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exists a normalized element x ∈ H such that Bx is not a scalar multiple of x, and
hence there is an orthonormal pair (x, y) such that 〈Bx, y〉 �= 0. Let Ω := {x, y, z}
be an orthonormal triple, where x and y are fixed, and let P be the orthogonal
projection on spanΩ. By considering operators PAP and PBP on span Ω and
using the supposition, we see that

PAP = μΩPBP + νΩP, μΩ, νΩ ∈ C, |μΩ| = 1. (4.2)

In fact, μΩ and νΩ are independent of Ω. Indeed, for two orthonormal triples Ω
and Ω′ we have in view of (4.2):[

μΩ〈Bx, x〉 + νΩ μΩ〈By, x〉
μΩ〈Bx, y〉 μΩ〈By, y〉+ νΩ

]
=

[
μΩ′〈Bx, x〉 + νΩ′ μΩ′〈By, x〉

μΩ′〈Bx, y〉 μΩ′〈By, y〉+ νΩ′

]
.

Since 〈Bx, y〉 �= 0, we obtain μΩ = μΩ′ and νΩ = νΩ′ . Thus,

PAP = μPBP + νP, μ, ν ∈ C, |μ| = 1. (4.3)

Since any element z ∈ H can be included in the range of P , for some orthonormal
triple Ω, we obtain from (4.3):

〈Az, z〉 = μ〈Bz, z〉+ ν〈z, z〉, ∀ z ∈ H,

and (3) of Theorem 2.2 follows.

Step 2. We prove the implication (4.1) =⇒ Theorem 2.2(3) for C2 and C3.

Applying simultaneous unitary similarity and addition of scalar matrices to
A and to B we may assume that

A = [aij ]ni,j=1, B = [bij ]ni,j=1, aij , bij ∈ C,

where A is upper triangular, a11 = 0, a12, . . . , a1n are nonnegative and b11 = 0.
(We need only the cases n = 2, 3, but this transformation can be applied for L(Cn)
for any integer n ≥ 2.) Applying (4.1) with x = ei, y = ej, i < j, we see that B
is a also upper triangular. Applying (4.1) with x = ei, y = ej, i > j, we see that
|bij | = |aij | for all i < j.

We proceed with n = 2. If a12 = 0 then also b12 = 0 in which case A =
diag (0, a22) and B = diag (0, b22). With orthonormal

x =
[

cos t
sin t

]
, y =

[
− sin t
cos t

]
,

(4.1) easily gives |a22| = |b22|, and we are done. If a12 �= 0 we further assume
(replacing B with eisB for some real s) that b12 = a12. So under n = 2 we are left
with

Case (a).

A =
[

0 a12

0 a22

]
, B =

[
0 a12

0 b22

]
,

where a12 > 0.
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Multiplying (4.1) with suitable scalar we see it holds for any (possibly not

normalized) orthogonal vectors x, y. Apply (4.1) with x =
[

z
1

]
, y =

[
1
−z

]
,

z ∈ C. We obtain:

(a12 − a22z)(a12 − a22z) = (a12 − b22z)(a12 − b22z), ∀ z ∈ C,

which yields |a22| = |b22| and a12a22 = a12b22. So, a22 = b22 hence A = B, which
proves case (a).

Next assume n = 3. If a12 = 0 = a13 (and hence also b12 = 0 = b13) then
Corollary 2.4 is applicable to the already proven case of 2 × 2 matrices [aij ]3i,j=2

and [bij ]3i,j=2, and we are done using induction on n. Thus, we can assume that
not both a12, a13 are zeros, and letting a1r be the first positive number among
a12, a13, we further assume (replacing B with eisB for some real s) that b1r = a1r.
So we are left with the following two cases to consider:
Case (b).

A =

⎡⎣ 0 a12 a13

0 a22 a23

0 0 a33

⎤⎦ , B =

⎡⎣ 0 a12 b13

0 b22 b23

0 0 b33

⎤⎦ ,

where a12 > 0, a13 ≥ 0, |b13| = a13, |b23| = |a23|;
Case (c).

A =

⎡⎣ 0 0 a13

0 a22 a23

0 0 a33

⎤⎦ , B =

⎡⎣ 0 0 a13

0 b22 b23

0 0 b33

⎤⎦ ,

where a13 > 0, |b23| = |a23|.
Consider Case (b). Applying the proof of Case (a) to the upper left 2 × 2

submatrices of A and B, we see that a22 = b22. Now use (4.1) with

x =

⎡⎣ 0
1
z

⎤⎦ , y = e1.

We obtain:
|a12 + a13z|2 = |a12 + b13z|2, ∀ z ∈ C,

and hence a13a12 = b13a12. Since a12 �= 0, we have a13 = b13. Analogous consider-
ation of (4.1) with

x = e3, y =

⎡⎣ 1
z
0

⎤⎦
yields a23a13 = b23a13. Thus, either a13 = b13 = 0, or a13 = b13 �= 0 and a23 = b23.

Therefore, one of the following three situations occurs:
(b1) a13 = b13 �= 0, a23 = b23;
(b2) a13 = b13 = 0, a23 �= 0 (then also b23 �= 0);
(b3) a13 = b13 = 0, a23 = b23 = 0.
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If (b1) holds, then the proof of Case (a) applied to the 2 × 2 principal sub-
matrices of A and B in the 1st and 3rd rows and columns yields a33 = b33, i.e.,
A = B. If (b3) holds, then we apply (4.1) with

x =

⎡⎣ w
1
1

⎤⎦ , y =

⎡⎣ 1
0
−w

⎤⎦ , w ∈ C,

resulting in
|a12 − a33w|2 = |a12 − b33w|2, ∀ w ∈ C.

It follows that |a33| = |b33| and

Re (b33a12w − a33a12w) = 0, ∀ w ∈ C.

Since a12 �= 0, we conclude a33 = b33, thus A = B. Finally, if (b2) holds, then we
apply (4.1) with

x =

⎡⎣ −w
1
1

⎤⎦ , y =

⎡⎣ 1
w
0

⎤⎦ , w ∈ C.

It follows that

|a12 + (a22 + a23)w|2 = |a12 + (a22 + b23)w|2.
In particular,

Re ((a22 + a23)wa12 − (a22 + b23)wa12) = 0,

and since this equality holds for all w ∈ C, we obtain a23 = b23. Now we apply the
proof of Case (a) to the lower right 2× 2 submatrices of A− a22I and B − a22I,
and the equality A = B follows.

This concludes our consideration of Case (b).
Consider now Case (c). Applying the proof of Case (a) to the 2×2 submatrices

of A and B generated by the 1st and 3rd rows and columns, we see that b33 = a33.
Next, apply (4.1) with

x =

⎡⎣ −zp
z
1

⎤⎦ , y =

⎡⎣ 1
p
0

⎤⎦ , z, p ∈ C.

It follows that

|a13 + (a22z + a23)p|2 = |a13 + (b22z + b23)p|2, ∀ z, p ∈ C.

Consider this as a polynomial of the real and imaginary parts of p, with z as a
parameter. In particular,

Re ((a22z + a23)pa13 − (b22z + b23)pa13) = 0.

Since a13 �= 0 and the equality holds for all p ∈ C, we have

a22z + a23 = b22z + b23, ∀ z ∈ C.

Clearly, a22 = b22 and a23 = b23. This completes the proof of Step 2. �
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5. Proof of Theorem 2.2: 0 < t < π/2

Again, we prove only the nontrivial “only if” part.
Step 1. Assume the dimension of H is at least 3.

Let (x, y) be an orthonormal pair. Then

|〈Ax, x + (tan t)yeis〉| = |〈Bx, x + (tan t)yeis〉|, ∀ s ∈ [0, 2π). (5.1)

Consider the two circles

CA := {〈Ax, x + (tan t)yeis〉 : 0 ≤ s < 2π},

CB := {〈Bx, x + (tan t)yeis〉 : 0 ≤ s < 2π}
with centers and radii 〈Ax, x〉, (tan t)|〈Ax, y〉|, and 〈Bx, x〉, (tan t)|〈Bx, y〉|, re-
spectively. Condition (5.1) implies that

min
z∈CA

|z| = min
z∈CB

|z| and max
z∈CA

|z| = max
z∈CB

|z|,

and therefore

|〈Ax, x〉| + (tan t)|〈Ax, y〉| = |〈Bx, x〉| + (tan t)|〈Bx, y〉|
and

| |〈Ax, x〉| − (tan t)|〈Ax, y〉| | = | |〈Bx, x〉| − (tan t)|〈Bx, y〉| |.
We see that one of the two possibilities holds: either

(a) |〈Ax, x〉| = |〈Bx, x〉| and |〈Ax, y〉| = |〈Bx, y〉| (5.2)

(this happens if the origin is not situated inside one of the circles CA and CB and
outside of the other circle);

or
(b) there exist positive numbers p �= q such that |〈Ax, x〉| = p, |〈Bx, x〉| = q,

(tan t)|〈Ax, y〉| = q, (tan t)|〈Bx, y〉| = p (this happens if the origin is situated
inside one circle and outside of the other).
Clearly, for every fixed normalized x ∈ H, either (a) holds for all y ∈ H such

that (x, y) form an orthonormal pair, or (b) holds for all such y. We claim that
(b) is not possible (here we use the hypothesis that dim H ≥ 3). Indeed, under (b)
we have

|〈Ax, y〉| = |〈Bx, x〉|(tan t)−1 �= 0 (5.3)

for every normalized y orthogonal to x. If y1, y2 are orthonormal elements both
orthogonal to x, then there is a nonzero linear combination of y1, y2 which is
orthogonal to Ax, a contradiction with (5.3). Thus, we have (a) for every or-
thonormal pair (x, y), x, y ∈ H, and by the part of Theorem 2.2 for the cases t = 0
and t = π/2, we obtain B = μA or B = μA∗ for some μ ∈ C, |μ| = 1, as well as
B = γA + νI for some γ, ν ∈ C with |γ| = 1.

We claim that B = μ′A, for some μ′ ∈ C with |μ′| = 1, always holds. Indeed,
suppose B = μA∗, |μ| = 1. Without loss of generality we may take μ = 1. Taking
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squares in (5.1), and using (5.2), we obtain for every orthonormal pair (x, y) and
every s, 0 ≤ s < 2π:

Re
(
〈Ax, yeis〉 · 〈Ax, x〉

)
= Re

(
〈Bx, yeis〉 · 〈Bx, x〉

)
.

Thus,
〈Ax, y〉 · 〈Ax, x〉 = 〈Bx, y〉 · 〈Bx, x〉.

Substituting in this equality B = γA + νI, we have

〈Ax, y〉 · 〈Ax, x〉 = γ〈Ax, y〉(γ〈Ax, x〉 + ν). (5.4)

If x is not an eigenvector of A, then we can take y �⊥ Ax, and (5.4) gives

〈Ax, x〉 = 〈Ax, x〉 + γν,

thus ν = 0 and we are done. If every normalized x ∈ H is an eigenvector of A, then
A = zI, z ∈ C, and

B = A∗ = zI =
z

z
A,

and we are done again (the case z = 0 is trivial).
Step 2. Assume H = C2.

We need to show that, for fixed A, B ∈M2, the equality

|x∗Ax + (tan t)y∗Ax| = |x∗Bx + (tan t)y∗Bx| (5.5)

for every orthonormal pair (x, y), x, y ∈ C2, implies

A = μB for some unimodular μ. (5.6)

We consider a special case first.

Case 1. Suppose

A =
[

1 a1

0 0

]
, B =

[
ν b1

0 0

]
, |ν| = 1,

and (5.5) holds. We may assume ν = 1. Write

a1 = a′1 + ia′′1 , b1 = b′1 + ib′′1 ,

where a′1, a
′′
1 , b′1, b

′′
1 are real, and let τ = tan t. Applying (5.5) to the orthogonal

pair

x =
[

u + iv
1

]
, y =

[
1

−u + iv

]
, u, v ∈ R,

(note that x and y have equal lengths, and therefore (5.5) is applicable), we obtain

|u2 + v2 + (u− iv)a1 + τ(u + iv) + τa1| = |u2 + v2 + (u− iv)b1 + τ(u + iv) + τb1|.
Taking squares in this equality, and expressing the modulus squared of a complex
number as the sum of squares of its real and imaginary parts, yields

(u2 + v2 + ua′1 + va′′1 + τu + τa′1)
2 + (ua′′1 − va′1 + τv + τa′′1)2

= (u2 + v2 + ub′1 + vb′′1 + τu + τb′1)
2 + (ub′′1 − vb′1 + τv + τb′′1 )2.

(5.7)
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This equality holds for all real u, v, and both sides are polynomials in u, v. Equating
the coefficients of u3 in both sides of (5.7) gives 2(a′1+τ) = 2(b′1+τ), and equating
the coefficients of v3 gives 2a′′1 = 2b′′1 . Thus, a1 = b1, as required.

To continue with the proof of Step 2, we bring a general fact. Given fixed
α, β, γ, δ ∈ C, assume the identity

|α + eiξβ| = |γ + eiξδ|, ξ ∈ R, (5.8)

holds. Note that (5.8) is equivalent to

|α|2 + |β|2 − |γ|2 − |δ|2 + 2Re
(
eiξ (βα− δγ)

)
= 0. (5.9)

Due to arbitrariness of ξ ∈ R (5.9) is further equivalent to

|α|2 + |β|2 = |γ|2 + |δ|2, βα = δγ. (5.10)

Adding two times the absolute values of the second equation in (5.10) to the first
one, and subtracting the same from the first equation in (5.10), we easily find that
at least one of the following two conditions holds:

(i) (|γ|, |δ|) = (|α|, |β|);
(ii) (|γ|, |δ|) = (|β|, |α|);

Multiply βα = δγ with α and use either αα = γγ or αα = δδ to obtain
(i′) (γ, δ) = μ(α, β), or (ii′) (γ, δ) = μ(β, α); for some μ ∈ C, |μ| = 1.

(5.11)
Now, write A =

∑
aijEij and B =

∑
bijEij , where Eij are the standard

matrix units in M2: Eij has 1 in the (i, j)th position and zeros elsewhere. Let
{e1, e2} be the standard basis of unit vectors for C2.

Case 2. Suppose A or B is zero, say, A = 0. Applying (5.5) with (x, y) = (e1, e2e
iξ)

for every ξ ∈ [0, 2π), we see that the first column of B is zero. Applying (5.5) with
(x, y) = (e2, e1e

iξ) for every ξ ∈ [0, 2π), we see that the second column of B is also
zero. So, (5.6) holds.

Case 3. Suppose both A and B are nonzero nilpotent. Replacing (A, B) by
(U∗AU, U∗BU) for a suitable unitary U , we may assume that a11 = a21 = a22 = 0.
Applying (5.5) with (x, y) = (e1, e2e

iξ) for every ξ ∈ [0, 2π), we see that the first
column of B is zero. Since B is nilpotent, we see that b22 = 0. Applying (5.5) with
(x, y) = (e2, e1e

iξ) for every ξ ∈ [0, 2π), we see that |a12| = |b12|. So, (5.6) holds.

Case 4. Suppose A and B are nonzero, and at least one of them, say, A is not
nilpotent. Replacing (A, B) by (U∗AU/γ, U∗BU/γ) for a suitable unitary U and
a suitable γ ∈ C, we may assume that (a11, a21) = (1, 0) and |a22| ≤ 1 (see the
Schur unitary triangularization theorem [7, Theorem 2.3.1]).

Now, for (x, y) = (ce1 + se2, e
−iξ(−se1 + ce2)) with ξ, c, s ∈ R such that

(c, s) = (cosu, sinu) for some u ∈ R, equation (5.5) is valid. Hence,

|c2 + a12cs + s2a22 + eiξ tan t (−cs(1− a22)− s2a12)| (5.12)

= |b11c
2 + (b12 + b21)cs + s2b22 + eiξ tan t (b21c

2 − cs(b11 − b22)− s2b12)|.
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It follows (see the implication (5.8)⇒ (5.11)) that for any pair (c, s) = (cos u, sinu)
with c, s > 0, at least one of the two pairs of equalities (i′′) and (ii′′) below holds:

c2 + a12cs + s2a22 = μs(b11c
2 + (b12 + b21)cs + s2b22)

tan t (−(1− a22)cs− s2a12) = μs tan t (b21c
2 − (b11 − b22)cs− s2b12)

(i′′)

for some unimodular μs ∈ C;

c2 + a12cs + s2a22 = μs tan t (b21c
2 − (b11 − b22)cs− s2b12)

tan t (−(1− a22)cs− s2a12) = μs(b11c
2 + (b12 + b21)cs + s2b22)

(ii′′)

for some unimodular μs ∈ C. Rewrite (i′′) and (ii′′) into equivalent forms

(1− μsb11)
(

s
c

)−1 + a12 − μs(b12 + b21) +
(

s
c

)
(a22 − μsb22) = 0

(−μsb21)
(

s
c

)−1 − ((1− a22)− μs(b11 − b22))−
(

s
c

)
(a12 − μsb12) = 0

(i′′′)

and

(1− μsτ b21)
(

s
c

)−1 + a12 + μsτ (b11 − b22) +
(

s
c

)
(a22 + μsτ b12) = 0

(−μsb11)
(

s
c

)−1 − (τ (1− a22) + μs(b12 + b21))−
(

s
c

)
(τ a12 + μsb22) = 0

(ii′′′)

respectively, with τ := tan t > 0.
Fix a sequence of pairs of positive numbers (ci, si), with c2

i + s2
i = 1, con-

verging to (1, 0). Passing to a subsequence, we have that at least one of (i′′′) and
(ii′′′) holds for all its members, and we may also assume that limi→∞ μsi = μ for
some unimodular μ.

Suppose (i′′′) holds for all (ci, si). Clearly (si/ci)−1 converges to ∞, while
|μsi | = 1 is bounded. It follows from the first equation of (i′′′) that limi→∞(1 −
μsib11) = 0, so 1 − μb11 = 0 and b11 = μ−1. The second equation in (i′′′) yields
that limi→∞(−μsib21) = 0, hence b21 = 0. Now the second equation in (i′′′) takes
the form

a22 − 1 + μsi(μ
−1 − b22)−

(
si

ci

)
(a12 − μsib12) = 0, (5.13)

and passing to the limit when i→∞ gives

a22 − 1 + μ(μ−1 − b22) = 0, (5.14)

i.e., b22 = μ−1a22. Next, substitute zero for b21 and μ−1 for b11 in the first equation
in (i′′′), and pass to the limit. The result is

lim
i→∞

(1− μsiμ
−1)

(
si

ci

)−1 = −a12 + μb12. (5.15)

On the other hand, substituting b22 = μ−1a22 into (5.13) yields, after some rear-
rangements

(a22 − 1)
(
1− μsiμ

−1
) (

si

ci

)−1 − (a12 − b12μsi) = 0.

Using (5.15) it follows after simplification that

μa22b12 − a12a22 = 0.
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Thus, either b12 = μ−1a12, and then (5.6) holds: B = μ−1A, or a22 = 0, and then
(5.6) holds by virtue of Case 1.

Thus, the proof of Step 2 is complete if there is a sequence of positive numbers
(ci, si) with c2

i + s2
i = 1 converging to (1, 0) such that (i′′′) holds for all (ci, si).

We now assume that (ii′′′) holds for all positive (c, s) with c2 + s2 = 1 and s
sufficiently close to zero. It follows from the first equation of (ii′′′) that lims→0(1−
μsτ b21) = 0. Denoting by μ any partial limit of μs as s→ 0, we have 1−μτ b21 = 0,
or

b21 = μτ−1. (5.16)

(By the way this shows that μ is unique, i.e., μ = lims→0 μs.) The second equation
in (ii′′′) yields lims→0(−μsb11) = 0, hence b11 = 0. Letting s → 0, the second
equation in (ii′′′) gives

τ(1 − a22) + μ(b12 + b21) = 0. (5.17)

Thus,
b12 = μ−1(−μb21 − τ(1 − a22)),

and using b21 = μ−1τ−1 we obtain

b12 = μ−1(−τ − τ−1 + τa22). (5.18)

It follows from (5.16) and (5.18) that

b12 + b21 = μ−1τ(−1 + a22). (5.19)

Substituting μ−1 for τb21 and zero for b11 in the first equation in (ii′′′), we find

(1 − μsμ
−1)

(
s
c

)−1 + a12 − μsτb22 +
(

s
c

)
(a22 + μsτ b12) = 0,

and passing to the limit when s → 0, it follows that

lim
s→0

(μ− μs)
(

s
c

)−1 = μ2τb22 − μa12. (5.20)

On the other hand, using b11 = 0 and (5.17), the second equation in (ii′′′) reads

(μ− μs)(b12 + b21)−
(

s
c

)
(τa12 + μsb22) = 0.

In view of (5.20) we have

(μ2τb22 − μa12)(b12 + b21) = τa12 + μb22. (5.21)

Using (5.19), we solve (5.21) for b22:

b22 =
a12τa22

μτ2a22 − μτ2 − μ
. (5.22)

Note that the condition |a22| ≤ 1 guarantees that the denominator in (5.22) is
nonzero.

Next, we show that b12 + b21 = b22 = 0. Arguing by contradiction, let us
suppose that

b12 + b21 �= 0 or b22 �= 0. (5.23)
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Then the second equation in (ii′′′) can be solved for μs (assuming s is close enough
to zero):

μs =
τ(1 − a22) + wτa12

−b12 − b21 − wb22

, w := s
c . (5.24)

Substituting the right-hand side of (5.24) into the first equation in (ii′′′), after
some simple algebra, we obtain:

(b22a22 − τ2b12a12)w3

+
((

τ2 + 1
)
b22a12 + b21a22 + b12

((
τ2 + 1

)
a22 − τ2

))
w2

+ ((b12 +
(
τ2 + 1

)
b21)a12 + b22(−a22τ

2 + τ2 + 1))w

+ b12 + b21

(
−a22τ

2 + τ2 + 1
)

= 0 (5.25)

The equation holds for all w close to zero; equating coefficients of powers of w on
the right-hand and on the left-hand sides of (5.25), the following equalities result
((5.26), ((5.27), ((5.28), ((5.29) correspond to the coefficients of w3, w0, w2, w1,
respectively):

−a22b22 + τ2a12b12 = 0, (5.26)

b12 + b21 + τ2(1− a22)b21 = 0, (5.27)

a12b22 + τ2a12b22 + a22(b12 + b21)− τ2(1− a22)b12 = 0, (5.28)

−b22 − τ2a12b21 + a12(−b12 − b21)− τ2(1− a22)b22 = 0. (5.29)

Substituting the right-hand sides of (5.22) and (5.18) for b22 and b12, respectively,
in (5.26) yields after simplification:

a12 (a22 − 1)
(
−τ2 +

(
τ2 − 1

)
a22 − 1

)
= 0

Thus, at least one of the three equalities holds:

a12 = 0, (5.30)

a22 = 1, (5.31)

a22(τ2 − 1) = τ2 + 1. (5.32)

However, (5.32) is impossible because it contradicts τ > 0 and |a22| ≤ 1. In the
case (5.30) holds we have b22 = 0, by (5.26). Substitute b22 = 0 and the right-hand
sides of (5.18) and (5.19) for b12 and b12 + b21, respectively, in (5.28), to obtain:

τ
(
τ2 + 1

)
(a22 − 1)2

μ
= 0,

and since τ > 0 we have a22 = 1. But then b12 + b21 = 0 by (5.19), a contradiction
with (5.23). So (5.30) cannot be true and hence we must have a22 = 1. Then
b12 + b21 = 0. Now (5.28) gives

a12b22(1 + τ2) = 0,

so either a12 = 0 or b22 = 0, and in either case a contradiction with (5.23) results.
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Thus, (5.23) cannot hold, and we have b12 + b21 = 0 and b22 = 0. By (5.19)
a22 = 1 and then by (5.22) a12 = 0. Keeping in mind (5.16), the result is that

A =
[
1 0
0 1

]
, B = μ

[
0 − cot t

cot t 0

]
.

We now can finish the proof of Step 2 as follows. If already A = μB for some

|μ| = 1, then we are done. Assume lastly A =
[
1 0
0 1

]
and B = μ

[
0 − cot t

cot t 0

]
.

Here we replace the pair (A, B) with

(A′, B′) := (UAU∗, UBU∗), A′ =
∑

a′ijEij , B′ =
∑

b′ijEij ,

for the unitary U := diag (i, 1). Clearly, the new pair still satisfies the defining
identity (5.5), and still (a′11, a′21) = (1, 0) and |a′22| ≤ 1. This allows us to use
the same arguments as above in Case 4. In particular, Eq. (5.12) with (aij , bij)
replaced by (a′ij , b

′
ij) gives either A′ = μ′B′ (|μ′| = 1) wherefrom A = μ′B, or

else A′ =
[
1 0
0 1

]
and B′ = μ′

[
0 − cot t

cot t 0

]
. But the last case is contradictory,

namely recall that

μ′
[

0 − cot t
cot t 0

]
= B′ = UBU∗ = μ

[
0 −i cot t

−i cot t 0

]
,

giving μ′ = 0 = μ, a contradiction.
This concludes the proof of Step 2. �

6. Linear dependence in terms of trace functionals

If C ∈ L(H) is a trace class operator, then the formula

WC(A) = {trace (CU∗AU) : U ∈ L(H), U unitary}
defines the C-numerical range of an operator A ∈ L(H). The C-numerical ranges
also have been extensively studied, see [5, 8, 1, 12, 3], a representative sample of
relevant works. In particular, C-numerical ranges of matrices have been applied
recently in quantum computing and control [4, 14, 6]. It is easy to see that the
q-numerical range is actually the C-numerical range with C given by

Cx = q〈x, y〉y +
√

1− q2〈x, z〉y, x ∈ H, (6.1)

where (y, z), y, z ∈ H, is a fixed orthonormal pair. Note that every rank one
operator is unitarily similar (after appropriate scaling) to an operator of the form
(6.1); thus, the q-numerical ranges represent the C-numerical ranges with rank one
operators C.

The result of Proposition 2.1 extends to C-numerical ranges, as follows.

Theorem 6.1. Let f be the bounded linear functional on L(H), given by a trace
class operator C:

f(X) = trace (CX), X ∈ L(H). (6.2)
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Assume that C is not scalar. Suppose A, B ∈ L(H). Then

f(U∗AU) = f(U∗BU)

holds for every unitary U if and only if either (1) traceC �= 0 and A = B, or (2)
traceC = 0 and A−B is scalar.

For the proof of Theorem 6.1 a few lemmas will be needed. We start with a
simple observation.

Lemma 6.2. An operator A ∈ L(H) has the property that

〈Ax, x〉 = 〈Ay, y〉 ∀ orthonormal pairs (x, y), x, y ∈ H (6.3)

if and only if A is scalar.

Proof. The “if” part is trivial, and for the “only if” part note that if z, w ∈ H are
normalized elements such that (z, y) and (w, y) are orthonormal pairs for some
y ∈ H, then

〈Az, z〉 = 〈Aw, w〉. (6.4)
Thus, if the dimension of H is at least 3, then (6.4) holds for any normalized z
and w. Hence the numerical range of A is a singleton, and A is scalar. If the
dimension of A is 2, then the statement of Lemma 6.2 can be easily verified by a
straightforward computation: Subtracting from A a suitable scalar, we can assume
that

〈Ae1, e1〉 = 〈Ae2, e2〉 = 0.

So A =
[

0 a
b 0

]
for some a, b ∈ C, and further consideration using property (6.3)

shows that we must have a = b = 0. �
We denote by L1(H) the ideal of trace operators in L(H), and by L10(H) the

(closed in the trace-class norm) subspace of trace operators with zero trace.

Lemma 6.3. Let C ∈ L1(H) be a nonzero operator with zero trace. Then X ∈ L(H)
satisfies the property that trace (UCU∗X) = 0 for every unitary U if and only if
X is scalar.

The statement and proof of this and the following lemma is inspired by [15]
(these lemmas are essentially proved in [15] in the case H is finite dimensional).

Proof. The “if” part being trivial, we prove the “only if” part. Suppose the op-
erator UCU∗X has zero trace for every unitary U but X is not scalar. We may
replace C by any (finite) nonzero linear combination of operators in the unitary
orbit of C. By doing so, we may (and do) assume without loss of generality that,
for some orthonormal pair (x, y), x, y ∈ H, and with respect to the orthogonal
decomposition

H = (spanx)⊕ (span y)⊕ (span {x, y})⊥, (6.5)
the operator C has the following matrix form:

C = diag (c1, c2, C0), (6.6)
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where c1, c2 ∈ C and c1 �= c2. Indeed, let x ∈ H be a normalized element such that
〈Cx, x〉 �= 0; the condition that C has zero trace guarantees that there exists a
normalized y orthogonal to x such that 〈Cy, y〉 �= 〈Cx, x〉. Now let U1, U2, U3 be
self-adjoint unitary operators given by

U1 = diag [1,−1, I], U2 = diag [−1, 1, I], U3 = diag [−1,−1, I], I = I(span {x,y})⊥ ,

with respect to the decomposition (6.5). It is easy to see that the operator

C + U1CU1 + U2CU2 + U3CU3

has the desired form (6.6). Independently, X can be also replaced by V ∗XV , for
any unitary V . Since X is not scalar, 〈Xx′, x′〉 �= 〈Xy′, y′〉 for some orthonormal
pair (x′, y′) by Lemma 6.2. Applying a transformation X → V ∗XV , we may
assume (x′, y′) = (x, y). So

X =

⎡⎣ x1
∗ ∗

∗ x2
∗

∗ ∗ X0

⎤⎦ , x1, x2 ∈ C, x1 �= x2, X0 ∈ L((span {x, y})⊥),

with respect to (6.5). Now

0 = trace (CX) = c1x1 + c2x2 + trace (C0X0), (6.7)

and letting

U =

⎡⎣ 0 1 0
1 0 0
0 0 I(span {x,y})⊥

⎤⎦ ,

we also have

0 = trace (UCUX) = c2x1 + c1x2 + trace (C0X0). (6.8)

Comparing (6.7) and (6.8) we see that

(c1 − c2)(x1 − x2) = 0,

a contradiction with c1 �= c2, x1 �= x2. �
The result of the next lemma was proved in [15, 5] in case H is finite dimen-

sional.

Lemma 6.4. Let C ∈ L1(H) be a nonzero operator. Then the closure (in the trace
norm) of the linear span of operators of the form UCU∗, U unitary, coincides with
L1(H) if traceC �= 0, and coincides with L10(H) if traceC = 0.

Proof. Denote by U(C) the closure of the linear span of operators of the form
UCU∗, U unitary. Suppose trace C = 0, and arguing by contradiction, assume
U(C) �= L10(H). Then (because L(H) is the dual of L1(H)) there exists X ∈ L(H)
such that trace (TX) = 0 for every T ∈ U(C) but trace (T0X) �= 0 for some
T0 ∈ L10(H). Being nonscalar, C �= 0, so by Lemma 6.3, the first condition implies
that X is scalar, which contradicts the second condition.

Next, suppose trace C �= 0. Since C is not scalar, we have 〈Cx, x〉 �= 〈Cy, y〉
for some orthonormal pair (x, y) by Lemma 6.2; hence Ĉ := C − V CV ∗ �= 0 for
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some unitary V . Clearly trace Ĉ = 0 and U(C) ⊇ U(Ĉ). By the first part of the
lemma we have U(Ĉ) = L10(H), hence U(C) ⊇ L10(H). On the other hand, since
C ∈ U(C) and trace C �= 0, we have U(C) �= L10(H), hence U(C) = L1(H). �
Proof of Theorem 6.1. The “if” part is trivial. We prove the “only if” part. The con-
dition implies that trace (AUCU∗) = trace (BUCU∗), i.e., trace ((A−B)UCU∗) =
0, for every unitary U . Since the closure of the linear span of {UCU∗ : U unitary }
is either L1(H) or L10(H) by Lemma 6.4, we see that (1) or (2) holds. �

We were not able to prove a generalization of the result of Theorem 2.2 to the
framework of trace functionals. Therefore the following open problem is suggested:

Open Problem 6.5. Suppose f is a bounded linear functional on L(H) given by
(6.2), where the trace class operator C is not scalar. Characterize pairs A, B ∈
L(H) such that

|f(U∗AU)| = |f(U∗BU)| ∀ unitary U ∈ L(H). (6.9)

By analogy with Theorem 2.2, we conjecture:

Conjecture 6.6. Under the hypotheses of the open problem, (6.9) holds if and
only if:
(1) traceC = 0, C = C∗, and either A = μB + νI or A = μB∗ + νI for some

μ, ν ∈ C, |μ| = 1;
(2) traceC = 0, C �= C∗, and A = μB + νI for some μ, ν ∈ C, |μ| = 1;
(3) traceC �= 0, C = C∗, and either A = μB or A = μB∗ for some μ ∈ C,
|μ| = 1;

(4) traceC �= 0, C �= C∗, and A = μB for some μ ∈ C, |μ| = 1.

Theorem 2.2 proves the conjecture in the case when C is any rank one operator.
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Matrix Inequalities and
Twisted Inner Products
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Abstract. We will demonstrate that several known inequalities involving gen-
eralized Schur functions, also known as generalized matrix functions, follow
from either the Cauchy-Schwartz inequality, or from certain monotonicity re-
lations that exist between inner products on spaces of multilinear functions.
Connections between our inner products and permanent inequalities are pre-
sented, and a connection to some unresolved problems in partial differential
equations is indicated.
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1. Introduction

Suppose the n×n matrix A = [aij ] is a member of Hn, the set of all n×n positive
semi-definite Hermitian matrices, and let k be an integer such that 1≤ k≤ n−1.
It is known [13] that

per(A) ≥ 1
k

k∑
i=1

k∑
j=1

aij per(A(i|j) ) (1)

where per(·) denotes the permanent function, and A(i|j) denotes the matrix ob-
tained from A by deleting A’s ith row and jth column. Distinct from (1), except
when k = 1, is the Lieb permanent inequality [3] which states that for each A ∈ Hn,
and each k such that 1 ≤ k ≤ n−1, we have

per(A) ≥ per(A11) per(A22) (2)

Communicated by L. Rodman.
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where A11 and A22 are, respectively, the upper left k × k, and lower right
(n− k)× (n− k) matrices in the partition

A =
[

A11 A12

A21 A22

]
. (3)

In this case A12 is k×(n−k) and A21 = A∗12. Actually, the right side of (1) refines
the Lieb inequality (2), so we also have

per(A) ≥ 1
k

k∑
i=1

k∑
j=1

aij per(A(i|j) ) ≥ per(A11) per(A22) (4)

for all A ∈ Hn partitioned as in (3).
A conjectured inequality, related to the permanent dominance conjecture and

the conjecture of Soules, see [12], is that if x = (x1, x2, . . . , xn)t ∈ Cn, then

‖x‖2 per(A) ≥
n∑

i=1

n∑
j=1

xixj aij per(A(i|j) ) (5)

for all A ∈ Hn, where, in this case, ‖x‖ denotes the 2-norm of x. Of course, (1)
implies that (5) holds in case x is a (0, 1)-vector. From this there are a number of
other special cases of (5) that can be proved true. See [12].

Another known, though not well-known, inequality involving the permanent
function restricted to Hn, like (2), involves matrix partitions. Suppose A ∈ Hn

and let k be a positive integer such that 2k ≤ n. We partition A as follows:

A =

⎡⎣ A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤⎦ , (6)

where A11, A12, A21, and A22 are k × k, A13 and A23 are k×(n−2k), and A33 is
(n−2k)× (n−2k). In this case it has been shown [11, Theorem 4’, page 34] that⎛⎝per

⎛⎝⎡⎣ A11 A12 A13

A21 A22 A23

A31 A32 A33

⎤⎦⎞⎠⎞⎠2

≤ per

⎛⎝⎡⎣ A11 A11 A13

A11 A11 A13

A31 A31 A33

⎤⎦⎞⎠ per

⎛⎝⎡⎣ A22 A22 A23

A22 A22 A23

A32 A32 A33

⎤⎦⎞⎠ . (7)

It is a remarkable fact that inequalities (1), (2), (4), and (7), despite there ap-
parent dissimilarities, follow from a single theorem that describes the monotonicity
properties of a certain array of inner products. We will describe these inner prod-
ucts. It is our hope that similar efforts will lead to a complete resolution of (5), as
well as a number of other conjectures involving permanents. Several authors have
used techniques in Multilinear Algebra to obtain matrix inequalities, notably M.
Marcus who wrote many papers on this subject. See [4], for example.
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2. Multilinear functions, contractions, main theorem

Given a non-trivial complex vector space V , and positive integers u and v, we let
Tu,v(V ) denote the set of all functions from V×V×· · ·×V -(u+v copies) to C
that are linear in the first u places, and conjugate linear in the last v places. We
denote Tu,0(V ) by Tu(V ), and T0,0(V ) is C. By Su,v(V ) we mean the subspace
of Tu,v(V ) consisting of the elements of Tu,v(V ) that are symmetric in the first u
positions and in the last v positions. If v = 0, then Su,v(V ) is denoted by Su(V ),
and is the set of all fully symmetric F ∈ Tu(V ).

We assume that V has dimension m, and is equipped with an inner product,
〈·, ·〉. We will derive from 〈·, ·〉 an inner for each of the spaces Tu,v(V ). For positive
integers k and p we let Γk,p denote the set of all sequences of length k each of
whose terms is a member of Ip, where Ip = {1, 2, . . . , p}. Generally p = m, so
we abbreviate Ik,m to Ik. If x1, x2, . . . , xk are in V , and f ∈ Ik, then we let xf

denote the vector sequence xf(1), xf(2), . . . , xf(k). To extend the inner product to
the spaces Tu,v(V ) we choose an arbitrary orthonormal basis {ei}mi=1 for V and
define 〈

A, B
〉

=
∑
f∈Γu

∑
g∈Γv

A(ef ; eg)B(ef ; eg), ∀A, B ∈ Tu,v(V ). (8)

The extended inner product 〈·, ·〉 is independent of {ei}mi=1.
We require operations on the spaces Tu,v(V ) which we call insertions, and

other operations called contractions. Both are actually just special linear maps
amongst the various spaces Tu,v(V ). If F ∈ Tu,v(V ), and both 0 ≤ s ≤ u, and
0 ≤ t ≤ v are satisfied, then the insertion F (x1, x2, . . . , xs; y1, y2, . . . , yt), where
x1, x2, . . . , xs, y1, y2, . . . , yt ∈ V , is in Tu−s,v−t(V ), and is defined by

F (x1, x2, . . . , xs; y1, y2, . . . , yt)(z1, z2, . . . , zu+v−s−t) (9)

= F (x1, x2, . . . , xs, z1, z2, . . . , zu−s; y1, y2, . . . , yt, zu−s+1, zu−s+1, . . . , zu+v−s−t)

for all z1, z2, . . . , zu+v−s−t ∈ V . Of course definition (9) includes the case of in-
sertions into members of Tu(V ). If F ∈ Su,v(V ) then we need not be concerned
about the placement of the vectors x1, x2, . . . , xs and y1, y2, . . . , yt as long as each of
x1, x2, . . . , xs is placed somewhere in the first u positions, and each of y1, y2, . . . , yt

is placed somewhere in the last v positions.
If 1≤ t≤min{u, v}, then we define the linear contraction map Ct : Su,v(V )→

Su−t,v−t(V ) by

Ct(F ) =
∑
φ∈Γt

F (eφ; eφ) =
∑
φ∈Γt

Fφ,φ, ∀F ∈ Su,v(V ). (10)

In the above Fφ,φ is an abbreviation of F (eφ, eφ). We identify C0 with the identity
map.
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Explicitly, if x1, x2, . . . , xu−t, y1, y2, . . . , yv−t ∈ V , then

Ct(F )(x1, x2, . . . , xu−t; y1, y2, . . . , yv−t)

=
∑
φ∈Γt

F (eφ, x1, x2, . . . , xu−t; eφ, y1, y2, . . . , yv−t)

=
∑
φ∈Γt

F
(
eφ(1), eφ(2), . . . , eφ(t), x1, x2, . . . , xu−t;

eφ(1), eφ(2), . . . , eφ(t), y1, y2, . . . , yv−t

)
. (11)

As in the case of 〈·, ·〉, the Ct do not depend upon the orthonormal basis {ei}mi=1.
Given t such that 1 ≤ t ≤ min{u, v}, we define a positive semi-definite

sesquilinear form [·, ·]t on Su,v(V ) so that[
A, B]t =

〈
Ct(A),Ct(B)

〉
, ∀A, B ∈ Su,v(V ). (12)

If t = 0, then [·, ·]t = 〈·, ·〉. That [·, ·]t is linear in its first position and conjugate
linear in its second position follows because Ct is linear and 〈·, ·〉 is itself an inner
product. The semi-definiteness of [·, ·]t follows from the fact that 〈·, ·〉 is positive
definite. If a = (a0, a1, a2, . . . , aw) is a sequence of non-negative numbers, where
w = min{u, v}, then we construct sesquilinear form [·, ·]a by defining

[A, B]a =
w∑

t=0

at [A, B]t, ∀A, B ∈ Su,v(V ). (13)

It is clear that [·, ·]a is positive semi-definite and sesquilinear. Moreover, [·, ·]a is
positive definite, and therefore an inner product on Su,v(V ), whenever a0 > 0.
Of course, one can always construct new inner products from old ones by adding
together non-negative scalar multiples. This is nothing new. The interesting fact is
that for certain special sequences (a0, a1, a2, . . . , aw), the resulting inner products,
[·, ·]a, are meaningful within the context of multilinear algebra, and provide some
known matrix inequalities. This leads one to the idea of trying to extend to an even
more general setting, one that would imply (5) as well as perhaps the conjecture
of Soules.

For [·, ·]a to be an inner product it is not really necessary that all of the
coefficients a0, a1, a2, . . . , ak be non-negative. This follows from Lemma 1 be-
low wherein we show if 1 ≤ t ≤ w, then the set of all quotients of the form
‖Ct−1(F )‖2/‖Ct(F )‖2, where F ∈ Su,v(V ) and F �= 0, is bounded below by 1/m.
In other words, inf

{
‖Ct−1(F )‖2/‖Ct(F )‖2 : F �= 0

}
≥ (1/m) when 1 ≤ t ≤ w.

In its simplest form this inequality implies that if X = [xij ] is an m×m complex
matrix, then the square modulus of the trace of X does not exceed m times the
Frobenius norm of X , that is,

|Tr(X)|2 =
∣∣ m∑

i=1

xii

∣∣2 ≤ m
m∑

i,j=1

∣∣xij

∣∣2 = m‖X‖2F , (14)

where Tr(·) is the trace function, and ‖·‖F is the Frobenius matrix norm. Inequality
(14), though seemingly very crude, cannot be improved in general, because it
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reduces to equality if and only if X is a scalar multiple of the identity matrix.
However, if we are willing to restrict the set of matrices, X , somewhat, then some
improvement is possible. In particular, if r denotes the rank of X , then we have

|Tr(X)|2 ≤
∣∣ m∑

i=1

xii

∣∣2 ≤ r

m∑
i,j=1

∣∣xij

∣∣2 = r‖X‖2F . (15)

Inequality (15) is listed in the reference work [2]. We will use it to prove Lemma 1.
An obvious question at this point is what is a useful necessary and sufficient
condition on the sequence a0, a1, a2, . . . , ak in order that the sesquilinear form
[·, ·]a be positive definite? An answer to this questions could have far-reaching
effects.

Lemma 1. Suppose u and v are positive integers and let w = min{u, v}. If 1 ≤ t ≤
w, then

‖Ct(F )‖2 ≤ m ‖Ct−1(F )‖2, ∀F ∈ Su,v(V ). (16)

Proof. Suppose F ∈ Su,v(V ) and F �= 0. Let {ei}mi=1 be an orthonormal basis for
V . Then,

‖Ct(F )‖2 =
∑

α∈Γu−t

∑
β∈Γv−t

∣∣∣∣∣
m∑

i=1

{ ∑
φ∈Γt−1

F (eα, ei, eφ; eφ, ei, eβ)

}∣∣∣∣∣
2

. (17)

Now, define kα,β(i, j) according to

kα,β(i, j) =
∑

φ∈Γt−1

F (eα, ei, eφ; eφ, ej , eβ) (18)

for each α ∈ Γu−t, β ∈ Γv−t, and i and j such that 1 ≤ i, j ≤ m. Application of
(14) to the matrix [kα,β(i, j)] yields the inequality∣∣∣∣ m∑

i=1

kα,β(i, i)
∣∣∣∣2 ≤ m

m∑
i,j=1

∣∣kα,β(i, j)
∣∣2, (19)

which holds for all α and β. Substitution of (18) into (17) followed by an application
of (19) produces

‖Ct(F )‖2 =
∑
α,β

∣∣∣∣ m∑
i=1

kα,β(i, i)
∣∣∣∣2 ≤ m

∑
α,β

m∑
i,j=1

∣∣kα,β(i, j)
∣∣2

= m
∑
α,β

m∑
i,j=1

∣∣∣∣∣ ∑
φ∈Γt−1

F (eα, ei, eφ; eφ, ej , eβ)

∣∣∣∣∣
2

(20)

= m
∑

α∈Γu−t+1

∑
β∈Γv−t+1

∣∣∣∣∣ ∑
φ∈Γt−1

F (eα, eφ; eφ, eβ)

∣∣∣∣∣
2

= m ‖Ct−1(F )‖2. �
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LettingN (T ) denote the nullspace of linear map T it is obvious from Lemma 1
that N (Ct−1) ⊂ N (Ct) for each t such that 1 ≤ t ≤ w. Thus,

N (C1) ⊂ N (C2) ⊂ N (C3) ⊂ · · · ⊂ N (Cw).

This fact also follows because of

Lemma 2. If u and v are positive integers and w = min{u, v}, then the maps
Ct, 0 ≤ t ≤ w, defined on Su,v(V ), satisfy Cs+t = Cs ◦ Ct = Ct ◦ Cs for all
non-negative integers s and t such that s + t ≤ w.

Proof. That Cs+t = Cs ◦Ct = Ct ◦Cs follows from (11) by inspection. �

The following provides a simple condition on a = (a0, a1, a2, . . . , aw) that is
necessary if [·, ·]a is to be an inner product on Su,v(V ).

Lemma 3. Suppose u and v are positive integers, and let w = min{u, v}. If a =
(a0, a1, a2, . . . , aw) is a sequence of real numbers such that [·, ·]a is an inner product
on Su,v(V ), and dim(V ) ≥ 2, then a0 > 0.

Proof. We know that N (Ct−1) ⊂ N (Ct) for each t such that 1 ≤ t ≤ w, and
C0 = Id, the identity map. To prove the lemma it is therefore sufficient to produce
a non-zero F ∈ Su,v(V ) such that C1(F ) = 0. For such an F we would have
[F, F ]a = a0‖F‖2, where ‖ · ‖ is the norm associated with the basic inner product
〈·, ·〉. If a0 were less than or equal to 0, then the contradiction F �= 0 and [F, F ]a ≤ 0
is manifest.

To produce such an F we choose an orthonormal basis {ei}mi=1 for V , and
define f1 and f2 to be the linear functionals generated by e1 and e2; that is,
fi(x) = 〈x, ei〉 for i ∈ {1, 2} and x ∈ V . Define F by

F (x1, x2, . . . , xu; y1, y2, . . . , yv) =
u∏

i=1

f1(xi)
v∏

j=1

f2(yj)

for all x1, x2, . . . , xu, y1, y2, . . . , yv ∈ V . Clearly, F is symmetric in its first u places
and last v places, and F �= 0. Since f1 and f2 are orthogonal with respect to the
inner product on V ∗, the dual of V , it is also easy to see that C1(F ) = 0. �

If F ∈ Tn(V ) and G ∈ Tp(V ), then the standard tensor product of F ⊗G is
the member of Tn+p(V ) defined by

(F ⊗G)(x1, x2, . . . , xn, y1, y2, . . . , yp) = F (x1, x2, . . . , xn)G(y1, y2, . . . , yp) (21)

for all x1, x2, . . . , xn, y1, y2, . . . , yp ∈ V . We require a variant, F⊗G, on F ⊗ G
defined by

(F⊗G)(x1, x2, . . . , xn, y1, y2, . . . , yp) = F (x1, x2, . . . , xn)G(y1, y2, . . . , yp) (22)

for all x1, x2, . . . , xn, y1, y2, . . . , yp ∈ V . The map ⊗ maps Tn(V ) × Tp(V ) into
Tn,p(V ). Moreover, we have ‖F ⊗G‖2 = ‖F⊗G‖2 = ‖F‖2‖G‖2 for all F ∈ Tn(V )
and G ∈ Tp(V ).
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For each integer k > 0 let Sk denote the symmetric group on Ik, and define
the action of Sk on Tk(V ) by

(σF )(x1, x2, . . . , xk) = F (xσ(1), xσ(2), . . . , xσ(k)),

for all σ ∈ Sk, F ∈ Tk(V ), and x1, x2, . . . , xk ∈ V . The symmetrizer Pk is the
linear map from Tk(V ) to Sk(V ) defined by

Pk(F ) = (k!)−1
∑
σ∈Sk

σF, ∀F ∈ Tk(V ). (23)

Note that σPk = Pkσ = Pk for all σ ∈ Sk, so P2
k = Pk. Therefore, Pk is a

Hermitian idempotent in the appropriate algebra of functions. Since it is also true
that P∗k = Pk, we have

〈
PkA, B

〉
=

〈
A,P∗k B

〉
=

〈
A,PkB

〉
. The symmetrizer Pk

is therefore the orthogonal projection of Tk(V ) onto Sk(V ). At first impression
it might be surprising that there is any relationship between symmetric products
of multilinear functions and the contraction maps Ct. Nevertheless, we have the
following identity [18].

Theorem 1. Suppose n, p, q, and r are non-negative integers at least one of which
is positive, and assume that n+p = q+r. If A ∈ Sn(V ), B ∈ Sp(V ), C ∈ Sq(V ),
and D ∈ Sr(V ), then(n+p

q

)〈
A ·B, C ·D

〉
=

κ2∑
s=κ1

( n

n−s

)( p

q−s

)〈
Cn−s(A⊗̄D), Cq−s(C⊗̄B)

〉
(24)

where κ1 = max{0, n−r} = max{0, q−p}, and κ2 = min{n, q}.

We will relate Theorem 1 to the sesquilinear forms [·, ·]a. If q = n and r = p,
then κ1 = max{0, n−p} and κ2 = n; thus, (24) reduces to(n+p

n

)〈
A ·B, C ·D

〉
=

n∑
s=κ1

( n

n−s

)( p

n−s

)〈
Cn−s(A⊗̄D), Cn−s(C⊗̄B)

〉
. (25)

Substituting t = n−s in (25), and noting that the upper limit of summation is
now min{n, p}, which we denote by κ, we obtain(n+p

n

)〈
A ·B, C ·D

〉
=

κ∑
t=0

(n

t

)(p

t

)〈
Ct(A⊗̄D), Ct(C⊗̄B)

〉
. (26)

The identity above is essentially Neuberger’s identity [5] extended to the complex
case. If we set

at =

(n

t

)(p

t

)
(n+p

n

) , ∀ t such that 0 ≤ t ≤ κ, (27)
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and a = (a0, a1, a2, . . . , aκ), then we obtain that

〈
A · B, C ·D

〉
=

κ∑
t=0

at

〈
Ct(A⊗D),Ct(C⊗B)

〉
=

[
A⊗D, C⊗B

]
a
, (28)

for all A, C ∈ Sn(V ) and B, D ∈ Sp(V ). Thus,we have

Theorem 2. Suppose n and p are positive integers, and let κ = min{n, p}. For
each t such that 0 ≤ t ≤ κ, let at =

(
n
t

)(
p
t

)
/
(
n+p

n

)
, and let a = (a0, a1, a2, . . . , aκ).

Then, [·, ·]a is an inner product on Sn,p(V ), and〈
A · B, C ·D

〉
=

[
A⊗D, C⊗B

]
a

(29)

for all A, B ∈ Sn(V ) and B, D ∈ Sp(V ).

Letting ‖·‖ denote the norm associated with the standard inner product 〈·, ·〉
defined by (8), and letting ‖ · ‖a denote the norm associated with [·, ·]a, we obtain
from Theorem 2 that ∥∥A · B

∥∥2 =
∥∥A⊗B

∥∥2

a
(30)

for all A ∈ Sn(V ) and B ∈ Sp(V ).
The above leads to some very interesting results. If p = n, C = B and D = A,

then A ·B = B ·A, hence

‖A ·B‖4 =
(〈

A ·B, B ·A
〉)2 =

([
A⊗A, B⊗B

]
a

)2

≤
[
A⊗A, A⊗A

]
a

[
B⊗B, B⊗B

]
a

(31)

by the Cauchy-Schwartz inequality. But,
[
A⊗A, A⊗A

]
a

= ‖A · A‖2 and[
B⊗B, B⊗B

]
a

= ‖B ·B‖2

by (29). Therefore,

‖A · B‖4 ≤ ‖A · A‖2 ‖B ·B‖2 (32)

for all A, B ∈ Sn(V ).
More general results arise from (29) if we eliminate the requirement that

p = n. Suppose E, F ∈ Sn(V ), and G, H ∈ Sp(V ). Then, by applying (29) in the
special case A = G ·E, C = H · F , B = F , and D = E we obtain that〈

E ·F ·G, E ·F ·H
〉

=
〈
(G ·E) ·F, (H ·F ) ·E

〉
=

[
(G ·E)⊗E, (H ·F )⊗F

]
a
. (33)

Therefore, we may apply the Cauchy-Schwartz inequality to (33) to obtain∣∣〈E · F ·G, E · F ·H
〉∣∣2 =

∣∣[(G ·E)⊗E, (H · F )⊗F
]
a

∣∣2
≤

∥∥ (G · E)⊗E
∥∥2

a

∥∥ (H · F )⊗F
∥∥2

a

=
∥∥G · E · E

∥∥2 ∥∥H · F · F
∥∥2

.

(34)
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We have proven the following.

Theorem 3. If n and p are positive integers, then for all A, B ∈ Sn(V ), and
C, D ∈ Sp(V ), we have∣∣〈A · B · C, A · B ·D

〉∣∣2 ≤ ∥∥A · A · C
∥∥2 ∥∥B ·B ·D

∥∥2
. (35)

Theorem 3 is an extension of the result presented in [11]. If we set D = C,
then we obtain the inequality(∥∥A · B · C

∥∥2)2 ≤ ∥∥A ·A · C
∥∥2 ∥∥B · B · C

∥∥2
, (36)

which holds for all A, B ∈ Sn(V ), and C ∈ Sp(V ). The result (36) is Theorem 3
of [11], which implies the permanental inequality (7). See [11] for details on how
to transform (36) into the permanental inequality (7).

There are other similar results derivable from Theorem 2. Again we suppose
A, B ∈ Sn(V ), and B, D ∈ Sp(V ). Then,〈

A ·A ·C, B ·B ·D
〉

=
〈
(A ·C) ·A, (B ·D) ·B

〉
=

[
(A ·C)⊗B, (B ·D)⊗A

]
a
; (37)

therefore,∣∣〈A·A·C, B·B·D
〉∣∣2 ≤ ∥∥(A·C)⊗B

∥∥2

a

∥∥(B·D)⊗A
∥∥2

a
=

∥∥A·B·C
∥∥2 ∥∥A·B·D

∥∥2
. (38)

Setting D = C in (38) we obtain the inequality∣∣〈A · A · C, B · B · C
〉∣∣2 ≤ (∥∥A ·B · C‖2

)2
, (39)

which, in conjunction with (36), implies

Theorem 4. If A, C ∈ Sn(V ), and B, D ∈ Sp(V ), then∣∣〈A · A · C, B · B · C
〉∣∣2 ≤ ∥∥A ·B · C‖4 ≤

∥∥A ·A · C
∥∥2 ∥∥B · B · C

∥∥2
. (40)

Of course the Cauchy-Schwartz inequality applied to the basic inner product
〈·, ·〉 gives the inequality

∣∣〈A ·A ·C, B ·B ·C
〉∣∣2 ≤ ∥∥A ·A ·C

∥∥2 ∥∥B ·B ·C
∥∥2. The

significance of Theorem 4 is that
∥∥A·A·C

∥∥2 ∥∥B ·B ·C
∥∥2 and

∣∣〈A·A·C, B ·B ·C
〉∣∣2

are, respectively, upper and lower bounds for
∥∥A·B ·C‖4. Theorem 4 is Corollary 6

of [19].

3. Additional inner products, more inequalities

We have considered the inner product [·, ·]a where a = (a0, a1, a2, . . . , aκ) is the
coefficient sequence such that at =

(
n
t

)(
p
t

)
/
(
n+p

n

)
for each t such that 0 ≤ t ≤ κ.

Henceforth, we let [·, ·]0,0 denote
(
n+p

n

)
[·, ·]a; thus, [·, ·]0,0 is [·, ·]b, where b is the

sequence (b0, b1, b2, . . . , bκ) such that bi =
(
n+p

n

)
ai for each i. We will consider inner

products generated by similar sequences. Suppose n and p are positive integers,
and let κ denote min{n, p}. For all integers s and t such that 0 ≤ s, t ≤ κ, we let
μs,t denote min{n−s, p−t}, and

as,t(w) =
(n− s

w

)(p− t

w

)
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for all integers w such that 0 ≤ w ≤ μs,t. We note that when s = t = 0 we have
μs,t = κ, and as,t(w) is, except for the term

(
n+p

n

)
, the same as (27). Therefore,

the sequence a0,0 = (a0,0(0), a0,0(1), . . . , a0,0(κ)) is simply a positive multiple of
the sequence (a0, a1, a2, . . . , aκ) considered previously. Since as,t(0) > 0 in each
case, and all of the numbers as,t(w) are non-negative, we know that [·, ·]as,t , which
we shall abbreviate to [·, ·]s,t, is an inner product for each s and t such that
0 ≤ s, t ≤ κ. In term of the contractions Cw we have

[F, G]s,t =
μs,t∑
w=0

as,t(w)
〈
Cw(F ),Cw(G)

〉
, ∀ F, G ∈ Sn,p(V ).

Suppose F ∈ Sn,p(V ), and consider the difference
∥∥F

∥∥
s,t
−
∥∥F

∥∥
s+1,t

, where ‖ ·‖u,v

is the norm associated with [·, ·]u,v for each u and v such that 0 ≤ u, v ≤ κ. Since
μs,t ≥ μs+1,t, we have

∥∥F
∥∥

s,t
−

∥∥F
∥∥

s+1,t
≥

μs+1,t∑
w=0

{
as,t(w)− as+1,t(w)

}
‖Cw(F )‖2. (41)

But,

as,t(w)− as+1,t(w) =
(n−s

w

)(p−t

w

)
−

(n−s−1
w

)(p−t

w

)
≥ 0 (42)

for all w such that 0 ≤ w ≤ μs+1,t. Therefore, (41) implies that
∥∥F

∥∥
s,t
−
∥∥F

∥∥
s+1,t

≥
0 for all F ∈ Sn,p(V ). Using the similar calculation we can show that

∥∥F
∥∥

s,t
−∥∥F

∥∥
s,t+1

≥ 0 for all F ∈ Sn,p(V ). This proves the following.

Theorem 5. Suppose n and p are positive integers, and let κ denote min{n, p}.
If u, v, s, and t be integers such that 0 ≤ s ≤ u ≤ κ and 0 ≤ t ≤ v ≤ κ, then∥∥F

∥∥
s,t
≥

∥∥F
∥∥

u,v
for all F ∈ Sn,p(V ).

To understand Theorem 5, we think in terms of an array of inner products[
[·, ·]s,t

]κ

s,t=0
. If F ∈ Sn,p(V ), and we insert F into each position in each inner

product in the array, then we obtain a (κ+ 1)×(κ+1) non-negative matrix that
descends down its rows and columns. Of course Theorem 5 is easy to prove. The re-
markable fact is that it actually has non-trivial applications to multilinear algebra
and matrix theory. We will describe some of these applications.

We recall some notation. Let {ei}mi=1 be an orthonormal basis for V . If F ∈
Sn,p(V ), g ∈ Γs, and h ∈ Γt, where 0 ≤ s ≤ n and 0 ≤ t ≤ p, then Fg,h denotes

F (eg(1), eg(2), . . . , eg(s); eh(1), eh(2), . . . , eh(t)),

which is then a member of Sn−s,p−t(V ). If A ∈ Sn(V ), then Ai denotes the inser-
tion A(ei), and Aij denotes A(ei, ej). To make the connection between the inner
products [·, ·]s,t, and certain permanental inequalities, and inequalities for norms of
symmetrized tensors, we require the following. It is, in essence, Theorem 2 of [19].
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Theorem 6. Suppose {Ai}ui=1 ⊂ Sn(V ), {Cj}vj=1 ⊂ Sn(V ), {Bi}ui=1 ⊂ Sp(V ), and
{Dj}vj=1⊂Sp(V ). If F =

∑u
i=1 Ai⊗̄Bi and G =

∑v
j=1 Cj⊗̄Dj, then

[
F, G

]
s,t

=
(n+p−s−t

n−s

) u∑
i=1

v∑
j=1

∑
f∈Γs

∑
g∈Γt

〈
Ai

f ·Dj
g, C

j
f ·Bi

g

〉
(43)

for all integers s and t such that 0 ≤ s ≤ κ and 0 ≤ t ≤ κ.

Theorems 5 and 6 have many corollaries, some of which are listed below.

Corollary 1. If A ∈ Sn(V ) and B ∈ Sp(V ), then

‖A · B‖2 ≥ n

n + p

m∑
i=1

‖Ai · B‖2 and ‖A ·B‖2 ≥ p

n + p

m∑
i=1

‖A · Bi‖2. (44)

Proof. By (30), and the definition of [·, ·]0,0, we have[
A⊗B, A⊗B

]
0,0

=
(n+p

n

)∥∥A ·B
∥∥2

. (45)

Moreover, by applying Theorem 6 in the special case C = A, D = B, s = 1 and
t = 0, we obtain that[

A⊗B, A⊗B
]
1,0

=
(n+p−1

n−1

) m∑
i=1

‖Ai · B‖2. (46)

But Theorem 5 says that
[
A⊗B, A⊗B

]
0,0
≥

[
A⊗B, A⊗B

]
1,0

. Combining this with
(45) and (46) we obtain that(n+p

n

)∥∥A ·B
∥∥2 ≥

(n+p−1
n−1

) m∑
i=1

‖Ai ·B‖2, (47)

which is immediately seen to be equivalent to the inequality∥∥A ·B
∥∥2 ≥ n

n + p

m∑
i=1

‖Ai ·B‖2 (48)

that we wished to prove. The second inequality in (44) is obtained by setting s = 0
and t = 1 in (43), or by reversing the roles of A and B in (48). �

Proceeding as in the proof of Corollary 1 we can obtain many other inequal-
ities. If A ∈ Sn(V ) and B ∈ Sp(V ), then according to Theorem 5 we have[

A⊗B, A⊗B]1,0 ≥
[
A⊗B, A⊗B]1,1 (49)

while Theorem 6 implies that[
A⊗B, A⊗B

]
1,1

=
(n+p−2

n−1

) m∑
i=1

m∑
j=1

‖Ai · Bj‖2. (50)
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Combining (46), (47), (49), and (50) we obtain the inequality(n+p

n

)∥∥A·B
∥∥2 ≥

(n+p−1
n−1

) m∑
i=1

‖Ai ·B‖2 ≥
(n+p−2

n−1

) m∑
i=1

m∑
j=1

‖Ai ·Bj‖2 (51)

which implies that∥∥A · B
∥∥2 ≥ np

(n + p)(n+p−1)

m∑
i=1

m∑
j=1

∥∥Ai · Bj

∥∥2
. (52)

Given a positive integer q, and a number or indeterminate x we let xq denote
x(x−1)(x−2) · · · (x− q +1). This is standard factorial notation. By x(0) we mean
1. Collecting results like (51) into a single theorem we obtain

Theorem 7. Suppose n and p are positive integers, and κ = min{n, p}. If 0≤ s≤
u≤κ, and 0 ≤ t ≤ v ≤ κ, then,[

n(s)p(t)

(n+p)(s+t)

] ∑
f∈Γs

∑
g∈Γt

‖Af · Bg‖2 ≥
[

n(u)p(v)

(n+p)(u+v)

] ∑
f∈Γu

∑
g∈Γv

‖Af ·Bg‖2, (53)

for all A ∈ Sn(V ) and B ∈ Sp(V ).

If we set s = t = 0, u = 1, and v = 0 in Theorem 7, then we obtain the
inequality of Corollary 1, which in turn implies the permanental inequality (1),
listed as Corollary 2. To see how to transform (44) into Corollary 2 see [16, Lemma
5]. Moreover, if we set s = t = 0 and u = v = κ in (53) then we obtain Lieb’s
inequality (2). Theorem 7 implies many other curious inequalities.

Corollary 2. If A = [aij ] is an (n+p)× (n+p) positive semidefinite Hermitian
matrix, then

per(A) ≥ 1
n

n∑
i=1

n∑
j=1

aij per
(
A(i|j)

)
.

As noted above, Corollary 2 establishes (5) in case x is a (0, 1)-vector. In fact,
Theorem 6 implies an entire array of permanental inequalities. For each u and v
such that u ≤ v we let Qu,v denote the set of all strictly increasing functions from
Iu to Iv, where, for positive integer q, we let Iq denote {1, 2, . . . , q}. By I0 we shall
mean the empty set. For non-negative integers u, v, and q, we let Qq

u,v denote the
set of all strictly increasing functions from Iu to {q+1, q+2, . . . , q+v}. If f and g are
finite sequences, then f∪g denotes the sequence obtained by appending g to the end
of f ; thus, if f ∈ Qs,n and g ∈ Qn

t,p, then f ∪g ∈ Qs+t,n+p. Given an (n+p)×(n+p)
matrix M , and increasing functions f : Is → In+p and g : It → In+p, we let
M(f |g) denote the matrix obtained from M by deleting the rows corresponding
to the elements in the range of f , and the columns corresponding to the elements
in the range of g; similarly M [f |g] is obtained from M by deleting all rows except
those corresponding to the elements in the range of f and deleting all columns
except those corresponding to the elements in the range of g. We are now ready
to define special matrix functions.
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For all s and t such that 0 ≤ s, t ≤ κ define the matrix function Ln,p
s,t (·) on

the set of (n+p)× (n+p) matrices by

Ln,p
s,t (M) =

[
1/

(
n
s

)(
p
t

)]
(54)

×
∑

α,δ∈Qs,n

∑
β,γ∈Qn

t,p

per
(
M [α|δ]

)
per

(
M [β | γ]

)
per

(
M(α ∪ β | δ ∪ γ)

)
.

To understand the definition of Ln,p
s,t (M) imagine that the matrix M is partitioned

in the form

M =
[

M11 M12

M21 M22

]
,

where M11 is n×n and M22 is p×p. Assume that α, δ ∈ Qs,n, and β, γ ∈ Qn
t,p.

Then what is the term per
(
M [α|δ]

)
per

(
M [β | γ]

)
per

(
M(α ∪ β | δ ∪ γ)

)
? We see

that M [β | γ] is an s × s submatrix of M11 while M [β | γ] is a t × t submatrix of
M22. The matrix M(α∪β | δ∪γ) is the (n+p−s−t)× (n+p−s−t) submatrix of M
obtained by deleting all rows indicated by either α or β, and all columns indicated
by either δ or γ. The matrices M [α | δ], M [β | γ], and M(α∪β | δ∪γ) are therefore
non-overlapping submatrices of M such that M [α | δ] is an s×s submatrix of M11,
M [β | γ], is a t×t submatrix of M22, and M(α ∪ β | δ ∪ γ) is the rest of M in that
it consists of the submatrix of M consisting of the rows not indicated by α or δ,
and the columns not indicated by β or γ. The function Ln,p

s,t (M) is then the sum
of all possible products of the form

per
(
M [α | δ]

)
per

(
M [β | γ]

)
per

(
M(α ∪ β | δ ∪ γ)

)
divided by the integer

(
n
s

)(
p
t

)
. We note that if M is the (n+p)×(n+p) identity

matrix, then Ln,p
s,t (M) = 1. This means that the coefficient in the definition is

chosen especially to make each of the Ln,p
s,t (·) assume the value 1 at the identity

matrix. To understand the following theorem, visualize for each M ∈ Hn+p the
(κ+1)×(κ+1) array

[
Ln,p

s,t (M)
]κ

s,t=0
. The theorem below says that if M ∈ Hn+p,

then this array is non-increasing from left to right and from top to bottom.

Theorem 8. Suppose q is a positive integer and both n and p are positive integers
such that n+p = q. If s, u ∈ {0, 1, 2, . . . , n}, t, v ∈ {0, 1, 2, . . . , p}, s ≤ u, and t ≤ v,
then

Ln,p
s,t (M) ≥ Ln,p

u,v(M)
for all q×q positive semi-definite Hermitian matrices M , with equality if M is the
q×q identity matrix.

Theorem8 follows from Theorems 5 and 6. See [19] for details. We note that
Ln,p

0,0 (M) = per(M), Ln,p
1,0 (M) = [1/n]

∑n
i,j=1 mij per(M(i|j)), and Ln,p

κ,κ(M) =
per(M11) per(M22); thus, the inequalities

Ln,p
0,0 (M) ≥ Ln,p

1,0 (M) ≥ Ln,p
κ,κ(M),

implied by Theorem 8, translate into the inequalities (4). Theorem 8 therefore
provides an extensive refinement of the Lieb inequality (2).
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4. Indication of additional applications, concluding remarks

The inequality (1), and the others listed in Theorem 8, originally grew out of an
effort to resolve the permanent dominance conjecture for immanants, and figured
prominently in results presented in [17], which is currently the last word on this
subject. Could it actually be that most conjectured permanent inequalities, re-
stricted to Hermitian positive semidefinite matrices, are simply specializations of
monotonicity relationships amongst appropriately defined norms? At this point it
seems likely that this is the case. For example, instead of the spaces Sn,p(V ), one
could study, spaces of mixed type such as SAn,p(V ), which denotes the set of all
members of Tn,p(V ) that are symmetric in the first n places, and anti-symmetric
in the last p places. It is then possible to define contractions Cw, though one must
be mindful of the anti-symmetry in the final p places. All such contractions, Cw,
are zero except C1, and C0, which is the identity map. The questions then become
what inner products like (13) exist, which yield interesting tensor inequalities, and
which are useful within the context of matrix theory. It seems likely that the
monotonicity of the single-hook immanants [1] is simply a manifestation of this
type of monotonicity involving inner products appropriately defined on the space
SAn,p(V ).

The original inequality from among the many present in Theorem 7 is Neu-
berger’s inequality which asserts that if A ∈ Sn(V ) and B ∈ Sp(V ), then∥∥A · B

∥∥2 ≥ n!p!
(n+p)!

∥∥A
∥∥2∥∥B

∥∥2
. (55)

This inequality arose from a desire to obtain minimum eigenvalue estimates for
certain operators that figured into an iterative scheme for producing solutions
to partial differential equations. See [6], [7], [8], [9], [14], and [15]. Suppose A ∈
Sn(V ) is fixed and non-zero. For each positive integer p we define a linear map
Mp : Sp(V )→ Sp(V ) so that for all B ∈ Sp(V ), we have

Mp(B) = (A · B)(A),

where (A · B)(A) denotes the insertion of A into A · B. In general, if q ≥ n, then
the insertion of A into an element C ∈ Sq(V ), is the element of Sq−n(V ) defined
by

C(A)(x1, x2, . . . , xq−n) =
∑

f∈Γn

C(ef , x1, x2, . . . , xq−n)A(ef ).

In general, if E, G ∈ Sn(V ) and F, H ∈ Sp(V ), then we have〈
E · F, G ·H

〉
=

〈
F, (G ·H)(E)

〉
=

〈
E, (G ·H)(F )

〉
This means that the operations of dotting and inserting are adjoint to one another.
Therefore, we have〈
Mp(B), C

〉
=

〈
(A·B)(A), C

〉
=

〈
A·B, A·C

〉
=

〈
B, (A·C)(A)

〉
=

〈
B,Mp(C)

〉
,
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for all B, C ∈ Sp(V ). The operators Mp are therefore all self-adjoint (or Hermit-
ian). Moreover, since〈

Mp(B), B
〉

=
〈
A ·B, A ·B

〉
=

∥∥A ·B‖2 > 0

for all non-zero B ∈ Sp(B), we deduce that each of the operators Mp is positive
definite. A difficult problem has been further spectral analysis of the operators
Mp which were originally introduced in Neuberger’s paper [6]. On account of (28)
with C = A and C = B, we have〈

A ·B, A ·B
〉

=
κ∑

t=0

at

〈
Ct(A⊗B), Ct(A⊗B)

〉
,

where at is defined as in (27). This suggests that further progress with analysis
of the operators Mp depends upon an understanding of the contraction maps Ct.
Lemmas 1, 2, and 3 point in that direction. Other useful information about the
operators Mp is contained in [10].
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of certain composition operators acting on the weighted Dirichlet and analytic
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1. Introduction

If ϕ is an analytic map of the unit disk into itself, then we may define the com-
position operator Cϕ with symbol ϕ by the rule Cϕf = f ◦ ϕ which maps H(D)
into H(D). The first results concerning the spectrum of a composition operator
date back to the late 1960s and a paper by Eric Nordgren [18] where results were
given for an invertible composition operator, i.e., a composition with automorphic
symbol, acting on the Hardy space of the unit disk H2(D). To obtain his results,
Nordgren characterized the invertible composition operators by symbol, elliptic,
parabolic or hyperbolic automorphism, and then constructed eigenfunctions for
each type of symbol. Specifically:

• if ϕ is elliptic, the H2(D) spectrum of Cϕ is the unit circle or a finite subgroup
of the unit circle;
• if ϕ is parabolic, the H2(D) spectrum of Cϕ is the unit circle;

This work forms part of the author’s dissertation written at the University of Virginia under the
direction of Professor Barbara D. MacCluer.
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• if ϕ is hyperbolic, the H2(D) spectrum of Cϕ is an annulus{
λ : ϕ′(a)1/2 ≤ |λ| ≤ ϕ′(a)−1/2

}
where a is the Denjoy-Wolff point of ϕ.

These results were then extended to the weighted Bergman spaces of the unit
disk A2

α(D) where α > −1 (Theorem 7.1, 7.4 and 7.5 of [7]) and recently to the
Dirichlet space of the unit disk D (Theorem 5.1 in [10] or Theorems 3.1 and 3.2 of
[13]). The spaces mentioned thus far are part of the one parameter family of spaces
known as the weighted Dirichlet spaces of the unit disk, denoted Dα where α >
−1, and we seek to extend these results to the entire range of weighted Dirichlet
spaces. In addition, the Dirichlet space is also a member of the family of analytic
Besov spaces, and while little work has been done regarding the spectrum of a
composition operator on these spaces, some general results involving composition
operators can be found in [9] and [22].

In the next section we define the spaces mentioned above, characterize the
automorphisms of the disk, and discuss various means for extending Nordgren’s
results. In Section 3, we develop a method for treating these spaces in a unified
manner using the method of complex interpolation due to A.P. Calderón. Section
4 then focuses on determining the spectrum of a composition operator with auto-
morphic symbol acting on the weighted Dirichlet and analytic Besov spaces of the
unit disk. In Section 5, we consider the spectrum of a certain class of non-invertible
composition operators.

2. Preliminaries

2.1. The weighted Dirichlet spaces

Let D denote the open unit disk in the complex plane, D = {z ∈ C : |z| < 1} .
Nordgren’s results concerned the Hardy space of the unit disk

H2(D) =
{

f analytic in D : ‖f‖2H2 ≡ lim
r→1−

∫ 2π

0

|f(reiθ)|2 dθ

2π
<∞

}
where dθ is Lebesgue arc-length measure on the unit circle. For α > −1, the
weighted Bergman space is defined by

A2
α(D) =

{
f analytic in D : ‖f‖2A2

α
≡

∫
D

|f(z)|2(1 − |z|2)α dA <∞
}

where dA is Lebesgue area measure normalized so that A(D) = 1. The Dirichlet
space is given by

D(D) =
{

f analytic in D : ‖f‖2D ≡ |f(0)|2 +
∫

D

|f ′(z)|2 dA <∞
}

.
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The weighted Dirichlet spaces encompass all the spaces listed above. For
α > −1,

Dα(D) =
{

f analytic in D : ‖f‖2α ≡
∫

D

|f ′(z)|2(1− |z|2)α dA <∞
}

;

we then equip Dα with the norm

‖f‖2Dα
≡ |f(0)|2 + ‖f‖2α.

Basic facts about these spaces can be found in [16] and Section 2.1 of [7] and
we summarize a few here. We have

• D1 = H2 with an equivalent norm;
• for α > 1, Dα = A2

α−2 with an equivalent norm;
• D = D0 with equal norm.

Also, if −1 < α < β < ∞, Dα ⊂ Dβ with continuous inclusion; moreover, the
analytic polynomials are dense in Dα for each α > −1. If f is in Dα with power

series f(z) =
∞∑

n=0

anzn, then the quantity

∞∑
n=0

(n + 1)1−α|an|2

is equivalent to the norm given above. Thus Dα can also be recognized as

Dα(D) =

{
f(z) =

∞∑
n=0

anzn :
∞∑

n=0

(n + 1)1−α|an|2 <∞
}

. (1)

2.2. The analytic Besov spaces

For 1 < p <∞, the analytic Besov space is given by

Bp(D) =
{

f analytic in D : ‖f‖pp =
∫

D

|f ′(z)|p(1− |z|2)p−2 dA(z) <∞
}

.

The quantity ‖ · ‖p defines a semi-norm on Bp and we equip it with the norm

‖f‖Bp = |f(0)|+ ‖f‖p.
As with the weighted Dirichlet spaces, the analytic Besov are nested; if 1 < p <
q <∞, then Bp ⊂ Bq with continuous inclusion ([22]) and, as above, the analytic
polynomials are dense in each Besov space. We note that B2 defines the same set of
functions as the Dirichlet space D = D0 with an equivalent norm. One of the most
beneficial properties of these spaces is that they are Möbius invariant, i.e., the
quantity ‖ · ‖p is invariant under composition with any automorphism of the disk.
For more properties of these spaces, we point the reader to [22] and Section 5.3 of
[23]. As stated before, there have been few, if any, spectral results for composition
operators acting on these spaces.
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2.3. Automorphisms of the disk and their composition operators

The automorphisms of the disk are characterized in terms of their fixed points.
An automorphism has the following classification:

• elliptic if it has one fixed point in D and the other fixed point is outside D;
• parabolic if it has no fixed point in D and a boundary fixed point of multi-

plicity two;
• hyperbolic if it has no fixed point in D and two distinct boundary fixed points.

Concerning the spectrum of a composition operator with automorphic symbol
acting on Dα, there are gaps in the information when α is in the range (−1, 0) or
(0, 1). Theorem 4 below will fill in these gaps for the elliptic and parabolic cases. As
an aside, we also mention that this theorem will resolve the issue raised in Remark
3.4 of [11]; there the authors consider the relationship between hypercyclicity and
spectra for composition operators on Dα with 1/2 < α (ν < 1/2 in their notation).
For the Besov spaces, the only known results seem to be for B2. Theorem 6 will
give a complete classification for the entire range of Besov spaces. We now consider
each type of automorphism briefly and discuss some known spectral results.

An elliptic automorphism is conformally equivalent to a rotation of the disk;
moreover, two conformally equivalent maps give rise to composition operators
which are similar and therefore have the same spectrum. On all of the spaces
described earlier the rotations of the disk induce composition operators which
are invertible isometries and thus have spectrum contained in the unit circle; the
elliptic automorphism result stated for the Hardy space is in fact true on all of
these spaces. Theorem 7.1 of [7] provides a proof for the weighted Dirichlet spaces
and it is a simple matter to modify it for the analytic Besov spaces. We remark
however that the method we develop in Section 3 will recover these results.

Lemma 7.2 of [7] implies that the spectral radius of a composition opera-
tor whose symbol is a parabolic automorphism acting on the Hardy or weighted
Bergman spaces is 1. Our Lemma 2 will extend this to the entire range of weighted
Dirichlet spaces. Since a composition operator of this type is invertible, the spec-
tral mapping theorem will then imply that the spectrum is contained in the unit
circle for Cϕ acting on any weighted Dirichlet space. Section 4 will complete this
circle of ideas showing that the spectrum is in fact the unit circle. For α in re-
stricted ranges, the following provides two constructive methods for verifying this
fact.

Consider the parabolic automorphism of the disk given by

ϕ(z) =
(1 + i)z − 1
z + i− 1

,

which has 1 as its only fixed point in D. In the case of H2 and s ≥ 0, Nordgren
showed that the function

f(z) = exp
(

s(z + 1)
(z − 1)

)
, (2)
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which is bounded in the disk, is an eigenfunction for Cϕ with eigenvalue e−2is.
Since f is in H∞(D) ⊂ H2(D), this gives each point of the unit circle as an
eigenvalue (of infinite multiplicity) for Cϕ on H2. These eigenfunctions also suffice
for the weighted Bergman spaces since H∞(D) ⊂ A2

α(D) for all α > −1. Now
H∞ is not a proper subset of the Dirichlet space and, more importantly, it can
be shown that the functions given in Equation (2) are not in D. In fact, H∞ is
not a proper subset of Dα when α < 1 (Equation (1) and Exercise 2.1.11 in [7]),
however a norm calculation shows that the functions given in Equation (2) are in
Dα for α > 1/2. To see this, let Φ be the Cayley Transform,

Φ(z) =
i(1 + z)
1− z

which is a biholomorphic map of the unit disk onto the (open) upper half-plane Π+.
Letting g(w) = eisw, the function f in Equation (2) may be written as f = g ◦ Φ.
To calculate the norm of f , we use a change of variables and consider an integral
over the upper half-plane as follows:

‖f‖2α =
∫

D

|(g ◦ Φ)′(z)|2(1− |z|2)α dA(z)

=
∫

Π+
|g′(w)|2(1− |Φ−1(w)|2)α dA(w).

Writing w = x + iy and calculating 1− |Φ−1(w)|2 we obtain

‖f‖2α = s2

∫ ∞

0

∫ ∞

−∞
e−2sy

(
4y

x2 + (y2 + 1)

)α

dxdy;

note that the inner integral is finite if and only if α > 1/2, after which the second
integral can be bounded above by a convergent integral which is independent of α.
Thus we have every point of the unit circle is an eigenvalue of infinite multiplicity
for Cϕ on Dα provided α > 1/2.

For the Dirichlet space, Higdon shows that the unit circle is contained in
the approximate point spectrum of Cϕ. Recall that a complex number λ is in the
approximate point spectrum of an operator T acting on a Banach space Y if there
is a sequence of unit vectors xn in Y with ‖(T − λ)xn‖ → 0 as n → ∞. Higdon’s
approximate eigenfunctions are necessarily more complicated than the functions
given in Equation (2) and we omit the details of an explicit construction. However,
the fact that the Dirichlet space is contained in Dα when α > 0 allows one to use
a modified version of these approximate eigenfunctions to show that every point
of the unit circle is an approximate eigenvalue for Cϕ acting on Dα with α > 0.
See [19] for this construction.

For the Besov spaces, Donaway gives the following result which we restate
for our intended purposes.

Lemma 1 ([9] Corollary 3.11). If ϕ is an automorphism of the unit disk, then
r(Cϕ) = 1 for Cϕ acting on Bp with 1 < p <∞.
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As before the spectral mapping theorem now implies that the spectrum of any
such composition operator is contained in the unit circle. In Section 4 we will
verify that the spectrum is in fact the unit circle.

The hyperbolic automorphism case for the weighted Dirichlet spaces seems
to be more difficult than the parabolic case and our Lemma 2 will provide some
information, however a clear determination of the spectrum in this case remains
unanswered. On the Besov spaces, Donaway’s spectral radius result applies and
the results of Section 4 will identify the spectrum as the unit circle.

3. Interpolating spectra

Let (X0, ‖ · ‖0) and (X1, ‖ · ‖1) be Banach spaces which form a compatible pair in
the sense of Calderón (see [4]). Both X0 and X1 may be continuously embedded
in the complex topological vector space X0 + X1 when equipped with the norm

‖x‖X0+X1 = inf {‖y‖0 + ‖z‖1 : x = y + z, y ∈ X0, z ∈ X1} .
Moreover, the space X0 ∩X1 with norm

‖x‖X0∩X1 = max (‖x‖0, ‖x‖1)
is continuously embedded in each of X0 and X1. Further assume that the space
X0∩X1 is dense in both X0 and X1 and define the interpolation algebra I[X0, X1]
to be the set of all linear operators T : X0 ∩ X1 → X0 ∩ X1 that are both
0-continuous and 1-continuous. For properties and applications of this algebra,
see [2], [3], [12], and [20]. For a Banach space Y, let B(Y) denote the set of all
bounded operators on Y. Then any operator T ∈ I[X0, X1] induces a unique
operator Ti ∈ B(Xi), i = 0, 1. Letting Xt = [X0, X1]t be the interpolation space
obtained via Calderón’s method of complex interpolation, it follows that T also
induces a unique operator Tt ∈ B(Xt) satisfying

‖Tt‖B(Xt) ≤ ‖T0‖1−t
B(X0)

‖T1‖tB(X1), t ∈ (0, 1). (3)

The interpolation algebra defined above first appeared in the Lp-space setting
in [2]; it has since been used in the study of the map t �→ σB(Xt)(Tt) and has
provided very useful information regarding the spectrum of these operators. The
result which is most relevant to our work provides a bound for the spectra of
the interpolation operators Tt in terms of the endpoint operators. Note σ(T ) ≡
σI[X0,X1](T ) for T ∈ I[X0, X1] and B(X0 ∩X1) ≡ B((X0 ∩X1, ‖ · ‖X0∩X1)).

Theorem 1 (part of [20] Theorem 2). For T ∈ I[X0, X1],

σB(Xt)(Tt) ⊆ σ(T ) = σB(X0)(T0) ∪ σB(X1)(T1) ∪ σB(X0∩X1)(T )

for all t in (0, 1).

While this result is very useful, it can be difficult to explicitly determine the
set on the far right, σB(X0∩X1)(T ). For specific examples see [12] and [21]. However,
the situation often arises when X0 is continuously contained in X1, i.e., there is a
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positive constant K such that ‖x‖1 ≤ K‖x‖0 for all x in X0. Then it must be the
case that

σB(X0∩X1)(T ) ⊆ σB(X0)(T0)
and Theorem 1 reduces to

σB(Xt)(Tt) ⊆ σB(X0)(T0) ∪ σB(X1)(T1) (4)

for all t in (0, 1). This reduction was used in [15] to determine the spectrum of
certain composition operators acting on the Bloch and weighted Bergman spaces.

Before stating our first result we recall the basics of reiteration of complex
interpolation (see [8]). If 0 ≤ x ≤ t ≤ y ≤ 1 and α ∈ [0, 1] with t = (1− α)x + αy,
the reiteration theorem states that

Xt = [Xx, Xy]α
with equality of norms. The idea contained in Equation (3) becomes

‖Tt‖B(Xt) ≤ ‖Tx‖1−α
B(Xx)‖Ty‖αB(Xy). (5)

This immediately yields the following relationship concerning the spectral radius
of the operators involved,

rB(Xt)(Tt) ≤ (rB(Xx)(Tx))1−α(rB(Xy)(Ty))α. (6)

We now state the main result of this section which involves a case where the
map t �→ σB(Xt)(Tt) is constant on the interval (0, 1).

Theorem 2. Let X0 and X1 be Banach spaces such that X0 is continuously con-
tained in X1 and let T ∈ I[X0, X1]. Then if σB(X0)(T0) and σB(X1)(T1) are con-
tained in the unit circle, σB(Xt)(Tt) is the same set for all t ∈ (0, 1).

Proof. Fix t in (0, 1) and fix any x, y ∈ [0, 1] with 0 ≤ x < t < y ≤ 1. Equation
(4) and the conditions on σB(X0)(T0) and σB(X1)(T1) guarantee that each of the
sets σ(T ), σB(Xt)(Tt), σB(Xx)(Tx) and σB(Xy)(Ty) are contained in ∂D. Now choose
α ∈ (0, 1) with t = (1− α)x + αy so that

Xt = [Xx, Xy]α,

by the reiteration theorem, with equality of norms. Also, fix λ ∈ σB(Xt)(Tt) and set
μ = rλ for some r ∈ (1,∞). Since μ /∈ ∂D, the operator T − μ must be invertible
in I[X0, X1] and it follows that[

(T − μ)−1
]
t
= (Tt − μ)−1

for all t ∈ [0, 1].
For any Banach algebra A it is true that

d(μ, σA(a)) =
1

r[(a − μ)−1]

for a ∈ A and μ /∈ σA(a) (Theorem 3.3.5 of [1]). Setting S ≡ (T − μ)−1, we have

rB(Xt)(St) = rB(Xt)

(
(Tt − μ)−1

)
=

1
d(μ, σB(Xt)(Tt))

=
1

|1− r| .



458 M.A. Pons

Similarly,

rB(Xx)(Sx) = rB(Xx)

(
(Tx − μ)−1

)
=

1
d(μ, σB(Xx)(Tx))

≤ 1
|1− r|

and likewise for y. Applying Equation (6),

1
|1− r| = rB(Xt)(St) ≤

(
rB(Xx)(Sx)

)1−α (
rB(Xy)(Sy)

)α

≤
(

1
|1− r|

)1−α (
1

|1− r|

)α

=
1

|1− r| .

The positivity of the quantities involved yields

rB(Xx)(Sx) = rB(Xy)(Sy) =
1

|1− r|
which in turn implies

d(μ, σB(Xx)(Tx)) = d(μ, σB(Xy)(Ty)) = |1− r|.

Thus λ must be in σB(Xx)(Tx) ∩ σB(Xy)(Ty), and it is clear that σB(Xt)(Tt) ⊆
σB(Xx)(Tx) for all x ∈ [0, 1] since x and y were arbitrary in [0, 1]. Moreover, since
t was also arbitrary in (0, 1) we have that σB(Xt)(Tt) must be the same set for all
t in (0, 1). �

As an immediate consequence of the proof, we have the following corollary.

Corollary 1. Let X0 and X1 be Banach spaces such that X0 is continuously con-
tained in X1 and let T ∈ I[X0, X1]. Then if σB(X0)(T0) and σB(X1)(T1) are con-
tained in the unit circle and σB(Xt)(Tt) = ∂D for some t in (0, 1), σB(Xx)(Tx) = ∂D
for all x in [0, 1].

We note that the conclusion of the corollary is of particular importance since it
also provides information about the spectrum for the endpoint spaces.

The hypothesis that the sets σB(X1)(T1) and σB(X0)(T0) be contained in the
unit circle can be relaxed in the sense that the unit circle can be replaced by many
other types of sets: finite sets, intervals, and other circles are the most obvious. This
is due to the fact that in the proof the only property of the unit circle employed
is that given a λ ∈ ∂D, we could find a μ not in ∂D such that λ is the unique
point of the circle satisfying d(μ, ∂D) = |λ− μ|. Rephrasing, the unit circle could
be replaced by any subset of the complex plane E with the property that for each
λ ∈ E there is a point μ /∈ E such that |ζ − μ| > |λ− μ| for all ζ ∈ E \ {λ}. With
this point of view, it is apparent that the theorem only applies to sets with no
interior which will have particular importance to composition operators; Section
5 will discuss this and provide a more exotic example of a set with this property.
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To apply any of the results of this section, we must verify that the families
of spaces mentioned above are in fact interpolation spaces. The result for the
weighted Dirichlet spaces is often referenced, however we supply a proof.

Proposition 1. Suppose −1 < α < γ < β <∞. If t ∈ (0, 1) with γ = (1− t)α + tβ,
then [Dα,Dβ ]t = Dγ with an equivalent norm.

Proof. For the proof we will use the series norm given in Equation (1), which is
equivalent to the original norm given for a weighted Dirichlet space, and Theo-
rem 1.1 of [17] which illustrates a canonical method for constructing interpolating
Hilbert spaces. Choose α and β in the interval (−1,∞) with α < β and let 〈·, ·〉α
denote the inner product in Dα. Also, recall that Dα = Dα ∩Dβ is dense in Dβ . If

f(z) =
∞∑

n=0

anzn and g(z) =
∞∑

n=0

bnzn are in Dα, then

〈f, g〉α =
∞∑

n=0

anbn(n + 1)1−α

and we define a positive operator A on Dα by the rule

A

( ∞∑
n=0

bnzn

)
=

∞∑
n=0

bn(n + 1)α−βzn.

It is then easy to check that

〈f, g〉β = 〈f, Ag〉α
for all f and g in Dα.

For t ∈ (0, 1), let Ht be the closure of Dα with respect to the norm induced
by the inner product 〈·, At(·)〉α; the action of At is given by

At

( ∞∑
n=0

bnzn

)
=

∞∑
n=0

bn(n + 1)(α−β)tzn.

Theorem 1.1 of [17] asserts that Ht is an interpolation space for Dα and Dβ .
Moreover, the theorem guarantees that Calderón’s method of complex interpola-
tion produces the same space.

For the last part of the theorem, we identify Ht as a weighted Dirichlet space.
Choose γ ∈ (α, β) and find t ∈ (0, 1) with γ = (1− t)α + tβ. A calculation gives〈

f, Atg
〉

α
=

∞∑
n=0

anbn(n + 1)(α−β)t(n + 1)1−α

=
∞∑

n=0

anbn(n + 1)1−γ

= 〈f, g〉γ
for all f and g in Dα. Thus Ht defines the same set of functions as Dγ with the
series norm of Equation (1) completing the proof. �
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To identify the Besov spaces as interpolating spaces, we have the following
theorem.

Theorem 3 ([23] Theorem 5.25). Suppose 1 < p0 < p1 < ∞ and t ∈ [0, 1], then
[Bp0 , Bp1 ]t = Bp with equivalent norms, where

1
p

=
1− t

p0
+

t

p1
.

4. Spectra of composition operators with automorphic symbol

4.1. The weighted Dirichlet spaces

We will use the symbols σα(Cϕ) and rα(Cϕ) to denote the spectrum and spectral
radius of Cϕ when acting on the space Dα and our main result is as follows.

Theorem 4. Let ϕ be an elliptic or parabolic automorphism of the disk. Then
σα(Cϕ) = σβ(Cϕ) for all −1 < α < β <∞. Moreover, the following hold:

(1) if ϕ is a parabolic automorphism, then σα(Cϕ) is the unit circle;
(2) if ϕ is an elliptic automorphism, then

σα(Cϕ) = {ϕ′(a)k : k = 0, 1, 2, . . .}
where a is the interior fixed point of ϕ. This closure is either the unit circle
or a finite subgroup of the unit circle if ϕ′(a)n = 1 for some n.

Our first task is to find a suitable estimate on the spectral radius of Cϕ. The
elliptic automorphism case is a well known result.

Theorem 5. Suppose ϕ is an elliptic automorphism of the unit disk. Then for
α > −1 and Cϕ acting on Dα, Cϕ is similar to a unitary operator. In particular,
the spectral radius of Cϕ is 1.

For the parabolic and hyperbolic automorphism cases we have the following ex-
tension of Lemma 7.2 in [7]

Lemma 2. If ϕ is a parabolic or hyperbolic automorphism of the unit disk and
α > −1, then the spectral radius of Cϕ on Dα satisfies rα(Cϕ) ≤ ϕ′(a)−|α|/2 where
a is the Denjoy-Wolff point of ϕ.

Proof. Let ϕ be a parabolic or hyperbolic automorphism of the disk which will
have the form

ϕ(z) = λ
u− z

1− uz

for some |λ| = 1 and |u| < 1; it follows that ϕ−1 is given by

ϕ−1(z) = λ
λu− z

1− λuz
.
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Assuming f ∈ Dα, we first estimate ‖Cϕf‖2α; the change of variables w = ϕ(z)
and the identity

1− |ϕ−1(w)|2 =
(1− |w|2)(1− |u|2)
|1− λuw|2

yields

‖Cϕf‖2α =
∫

D

|(f ◦ ϕ)′(z)|2(1− |z|2)α dA(z)

=
∫

D

|f ′(ϕ(z))|2|ϕ′(z)|2(1− |z|2)α dA(z)

=
∫

D

|f ′(w)|2(1 − |ϕ−1(w)|2)α dA(w)

=
∫

D

|f ′(w)|2 (1 − |w|2)α(1− |u|2)α

|1− λuw|2α
dA(w).

At this point we consider cases for α positive, negative and zero. If α is zero,
we have ‖Cϕf‖α = ‖f‖α. When α is positive or negative, we use the triangle
inequality

1− |u| ≤ |1 − λuw| ≤ 1 + |u|.
In particular, using the lower estimate when α > 0 and the upper estimate when
α < 0, we can bring the cases together with the common estimate

‖Cϕf‖2α =
∫

D

|f ′(w)|2 (1 − |w|2)α(1 − |u|2)α

|1− λuw|2α
dA(w)

≤
(

1 + |u|
1− |u|

)|α| ∫
D

|f ′(w)|2(1− |w|2)α dA(w).

Since |ϕ(0)| = |u|, we conclude that

‖Cϕf‖α ≤
(

1 + |ϕ(0)|
1− |ϕ(0)|

)|α|/2

‖f‖α.

Letting D0
α = {f ∈ Dα : f(0) = 0}, we can write Dα = D0

α ⊕C; furthermore,
consider the compression of Cϕ to D0

α which is given by

C̃ϕf = f ◦ ϕ− f(ϕ(0)).

The quantity ‖ · ‖α defines a norm on D0
α and combining this with the fact that

‖C̃ϕf‖α = ‖Cϕf‖α for all f in Dα yields the estimate

‖C̃ϕ : D0
α → D0

α‖ ≤
(

1 + |ϕ(0)|
1− |ϕ(0)|

)|α|/2

. (7)

Since the constant functions are in Dα and are invariant under composition, we
can represent Cϕ as the matrix

Cϕ =

(
C̃ϕ 0

Kα
ϕ(0) I

)
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where Kα
ϕ(0) is the point evaluation functional of Dα at ϕ(0), i.e., Kα

ϕ(0)(f) =

f(ϕ(0)). From Lemma 7.17 in [7], we have σα(Cϕ) = {1} ∪ σB(D0
α)(C̃ϕ) and it is

clear that rα(Cϕ) = max
(
1, rB(D0

α)(C̃ϕ)
)
. If we now let ϕn denote the nth iterate

of ϕ, the definition of C̃ϕ immediately implies that C̃ϕ

n
= C̃ϕn . Using the familiar

spectral radius formula and the estimate from Equation (7) gives

rB(D0
α)(C̃ϕ) = lim

n→∞ ‖C̃ϕ

n
‖1/n ≤ lim

n→∞

(
1 + |ϕn(0)|
1− |ϕn(0)|

)|α|/(2n)

.

In the proof of Lemma 7.2 of [7], it was shown that this last limit is equal to
ϕ′(a)−|α|/2, guaranteeing that

rB(D0
α)(C̃ϕ) ≤ ϕ′(a)−|α|/2

where a is the Denjoy-Wolff point of ϕ. If ϕ is parabolic, then ϕ′(a) = 1 and if ϕ
is hyperbolic, ϕ′(a) < 1. Thus, in either case, ϕ′(a)−|α|/2 ≥ 1 and we have

rα(Cϕ) = max
(
1, rB(D0

α)(C̃ϕ)
)
≤ ϕ′(a)−|α|/2

as desired. �

Since a composition operator with automorphic symbol is invertible (with
symbol of the same type) on Dα, an application of the spectral mapping theorem
now provides the following characterization:
• if ϕ is elliptic or parabolic, then σα(Cϕ) is contained in the unit circle;
• if ϕ is hyperbolic, then σα(Cϕ) is contained in the annulus{

λ : ϕ′(a)|α|/2 ≤ |λ| ≤ ϕ′(a)−|α|/2
}

where a is the Denjoy-Wolff point of ϕ.
With this information, it is clear that Theorem 2 will only apply to the elliptic and
parabolic cases. For the hyperbolic case and α > 1, the spectrum is the annulus
given above ([7] Theorem 7.4). Though Theorem 2 will not apply to this case
when α is in (−1, 0) or (0, 1), it may be possible to use interpolation to gain more
information in this case.

Proof of Theorem 4. Let ϕ be an elliptic or parabolic automorphism of the unit
disk and choose α and β with −1 < α < β < ∞. For the first part of the
theorem, we need to verify that Cϕ satisfies the conditions of Theorem 2. Since Cϕ

is continuous on Dα and Dβ , it is clear that Cϕ ∈ I[Dα,Dβ]. Then for t ∈ (0, 1), the
interpolated operator (Cϕ)t is simply Cϕ since Cϕ is continuous on each weighted
Dirichlet space. Furthermore, σα(Cϕ) and σβ(Cϕ) are both contained in the unit
circle via Theorem 5 and Lemma 2. Thus we may apply Theorem 2 and we have
that σγ(Cϕ) is the same set for all γ ∈ (α, β). Moreover, since α and β were
arbitrary, we have that σγ(Cϕ) is the same set for all γ ∈ (−1,∞). For (1) and
(2), recall that D1 = H2. �
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4.2. The analytic Besov spaces

For this section, σp(Cϕ) will denote the spectrum of Cϕ when acting on the space
Bp.

Theorem 6. Let ϕ be an automorphism of the disk. Then σp(Cϕ) = σq(Cϕ) for all
1 < p < q <∞. Moreover, the following hold:
(1) if ϕ is a parabolic or hyperbolic automorphism, then σp(Cϕ) is the unit circle;
(2) if ϕ is an elliptic automorphism, then

σp(Cϕ) = {ϕ′(a)k : k = 0, 1, 2, . . .}
where a is the interior fixed point of ϕ. This closure is either the unit circle
or a finite subgroup of the unit circle if ϕ′(a)n = 1 for some n.

As stated in Section 2.3, Lemma 1 and the spectral mapping theorem as-
sure us that, on the Besov spaces, the spectrum of a composition operator with
automorphic symbol is contained in the unit circle.

Proof of Theorem 6. The first part of the proof is nearly identical to the proof
given for Theorem 4 since Cϕ is continuous on Bp for 1 < p <∞. For (1) and (2),
recall that B2 = D with an equivalent norm. The elliptic and parabolic cases then
follow from Theorem 4. The spectrum of a composition operator whose symbol
is a hyperbolic automorphism was shown to be the unit circle independently in
Theorem 3.2 of [13] and Theorem 5.1 of [10], completing the proof. �

5. A non-automorphic example

For a composition operator acting on the Hardy space, it is usually the case that
the spectrum contains some non-trivial disk or annulus ([7]), which indicates that
the techniques developed in Section 3 are not applicable to the weighted Dirichlet
spaces. However, as we have already seen with two of the automorphism cases,
there are certain instances where this is not the case.

Let ϕ be a parabolic non-automorphic linear fractional self-map of the unit
disk, i.e., ϕ has the form

ϕ(z) =
az + b

cz + d
where a, b, c, d are complex numbers and ϕ fixes a single point – with multiplicity
two – in ∂D. Any such ϕ is conformally equivalent to a translation of the (open)
upper half-plane τω(z) = z + ω where ω ∈ Π+. Moving between D and Π+ via the
Cayley Transform, we see that any parabolic non-automorphic linear fractional
self-map of the disk is conformally equivalent to a self-map of the disk of the form

ϕω(z) =
(2i− ω)z + ω

−ωz + 2i + ω

for some ω ∈ Π+. For the remainder of this section we will use the notation Cω

for the composition operator Cϕω . In [6] Theorem 6.1 (also [7] Theorem 7.41), the
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theory of holomorphic semigroups is used to show that the H2 spectrum of Cω is
the logarithmic spiral

{eiωt : t ∈ [0,∞)} ∪ {0}.
For Cω acting on a weighted Bergman space, the proof for the H2 setting is easily
modified to show that the spectrum is again this particular spiral. Furthermore,
the result also holds on the Dirichlet space ([13] and [10]). We will show that the
result holds on the entire range of weighted Dirichlet spaces.

To apply our interpolation methods to this setting, one must verify that for
each λ in the set E = {eiωt : t ∈ [0,∞)} there is a μ �∈ E such that |ζ−μ| > |λ−μ|
for all ζ ∈ E \ {λ}. When -ω = 0, E is the line segment [0, 1], and when 1ω = 0,
E is the unit circle (this is exactly the parabolic automorphism case). It is easy
to see that these types of sets have the desired property. If 1ω �= 0 and -ω �= 0,
the argument is a simple geometric construction using tangent and normal vectors
and we omit the details.

Using Equation (4) and Corollary 1 (appropriately generalized) as well as the
spectral information discussed above for Cω acting on the Dirichlet and weighted
Bergman spaces, we see that the spectrum of Cω : Dα → Dα is {eiωt : t ∈
[0,∞)} ∪ {0} when 0 ≤ α < ∞. A little more work is required when −1 < α < 0
and we begin with a lemma.

Lemma 3. If ω ∈ Π+ and −1 < α <∞, then rα(Cω) ≤ 1.

Proof. When α ≥ 1, the result is given as [7] Theorem 3.9 for H2 and a similar
proof will suffice for the weighted Bergman spaces. Theorem 3.11 of [9] considers
the α = 0 case; with this information, Equation (6) easily shows that the result
holds for 0 < α < 1. Consider the case when −1 < α < 0. As in the proof of
Lemma 2, we first estimate ‖C̃ω : D0

α → D0
α‖. Using a triangle inequality estimate

on the denominator of |ϕ′ω(z)| shows that

‖C̃ωf‖2α =
∫

D

|f ′(ϕω(z))|2|ϕ′ω(z)|2(1 − |z|2)α dA

≤ 16
(|2i + ω| − |ω|)2

∫
D

|f ′(ϕω(z))|2(1− |z|2)α dA.

Since each ϕω induces a bounded composition operator on A2
α together with the

fact that f ∈ Dα if and only if f ′ ∈ A2
α leads to the bound

‖C̃ωf‖2α ≤
16

(|2i + ω| − |ω|)2
(

1 + |ϕω(0)|
1− |ϕω(0)|

)α+2 ∫
D

|f ′(z)|2(1− |z|2)α dA.

Letting ϕn
ω denote the nth iterate of ϕω, it follows that ϕn

ω = ϕnω ; the above
estimate now yields

rB(D0
α)(C̃ω) = lim

n→∞ ‖C̃ω

n
‖1/n = lim

n→∞ ‖C̃nω‖1/n

≤ lim
n→∞

41/n

(|2i + nω| − |nω|)1/n

(
1 + |ϕn

ω(0)|
1− |ϕn

ω(0)|

)(α+2)/2n

.
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Writing ω = x + iy,

lim
n→∞ |2i + nω| − |nω| = 2y

|ω| > 0

and the proof of Theorem 3.9 in [7] guarantees us that

lim
n→∞

(
1 + |ϕn

ω(0)|
1− |ϕn

ω(0)|

)1/n

= 1

since ϕ is a parabolic self-map of D. Combining these last two facts guarantees
rB(D0

α)(C̃ω) ≤ 1 and as in the proof of Lemma 2 we have rα(Cω) ≤ 1 as desired. �

Theorem 7. Let ϕ be a parabolic non-automorphic linear fractional self-map of D
and suppose α > −1. Then

σα(Cϕ) = {eiωt : t ∈ [0,∞)} ∪ {0}

for some ω ∈ Π+.

Proof. From the comments preceding the statement of Lemma 3, it is clear that
we only need to consider the case when −1 < α < 0. Since such a ϕ is conformally
equivalent to ϕω for some ω ∈ Π+, it suffices to show the result holds for each Cω .
Moreover, if we can show that σα(Cω) ⊂ {eiωt : t ∈ [0,∞)} ∪ {0} then the desired
result will follow immediately from Corollary 1. For one final reduction, we apply
Lemma 7.17 from [7] (as in the proof of Lemma 2) and see that it suffices to show
that σB(D0

α)(C̃ω) ⊂ {eiωt : t ∈ [0,∞)}∪{0}. As in the proof of [7] Theorem 7.41, we
will use the theory of holomorphic semi-groups to show this inclusion. The fact that
for each f ∈ D0

α and each z ∈ D the map ω �→ 〈C̃ωf, Kα
z 〉 = f(Φ−1(Φ(z) + ω)),

with kernel function in D0
α, is analytic in ω ensures us that for f, g ∈ D0

α, the
map ω �→ 〈C̃ωf, g〉 is analytic in ω. Theorem 3.10.1 of [14] now guarantees that
{C̃ω : ω ∈ Π+} is a holomorphic semigroup of operators on D0

α.
Letting A be the norm closed subalgebra of B(D0

α) generated by the identity
and {C̃ω : w ∈ Π+}, the Gelfand Theory asserts that A a unital commutative
Banach algebra (Section VII.8 of [5]) and identifies the spectrum of elements of A
as

σA(T ) = {Λ(T ) : Λ is a multiplicative linear functional on A}.

For Λ a multiplicative linear functional on A, define a function λ(ω) = Λ(C̃ω)
which is analytic in Π+ since {C̃ω : ω ∈ Π+} is a holomorphic semigroup. By the
multiplicative property of Λ,

λ(w1 + w2) = Λ(C̃w1+w2) = Λ(C̃w1C̃w2) = Λ(C̃w1)Λ(C̃w2) = λ(w1)λ(w2)

and thus

λ ≡ 0 or λ(ω) = eβω
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for some β ∈ C. If λ is not identically zero, the multiplicative property of Λ gives
‖Λ‖ = 1 and

|eβω| = lim
n→∞ |e

βnω|1/n = lim
n→∞ |λ(ω)n|1/n = lim

n→∞ |Λ(C̃ω)n|1/n

= lim
n→∞ |Λ(C̃n

ω )|1/n ≤ lim
n→∞ ‖C̃

n
ω‖1/n ≤ 1

for all ω ∈ Π+, where we have used Lemma 3 in the last inequality. Hence β ∈
{it : t ∈ [0,∞)} and it follows that

σA(C̃ω) = {Λ(C̃ω) : Λ is a multiplicative linear functional on A}
⊆ {eiωt : t ∈ [0,∞)} ∪ {0}.

Applying Theorem VII.5.4 in [5] yields

σB(D0
α)(C̃ω) ⊆ σA(C̃ω) ⊆ {eiωt : t ∈ [0,∞)} ∪ {0}

completing the proof. �
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Abstract. Many known results on almost periodic factorization of almost pe-

riodic 2 × 2 triangular matrix functions of the form

[
eiλx 0
∗ e−iλx

]
are

reviewed from a unified point of view, with particular attention to the case
when the off diagonal entry is at most a quadrinomial almost periodic func-
tion. New results are obtained on almost periodic factorization for off diagonal
entry having its Bohr-Fourier spectrum in a union of two shifted grids, i.e.,
arithmetic progressions, with the same difference, and perhaps an additional
point. When specializing these results to the case of off diagonal almost pe-
riodic trinomials, new cases of factorability are obtained. The main technical
tool is the Portuguese transformation, a known algorithm.
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1. Introduction

Let APP be the algebra of almost periodic polynomials, that is, finite linear com-
binations of elementary exponential functions

eλ(x) := eiλx, x ∈ R,
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with real λ. The uniform closure of APP is the Bohr algebra AP of almost periodic
functions. For each f ∈ AP , the limit

M(f) = lim
T→∞

1
2T

∫ T

−T

f(x) dx

exists and is called the Bohr mean value of f . Since e−λf ∈ AP along with f for
any λ ∈ R, there also exist the Bohr-Fourier coefficients f̂(λ) := M(e−λf). The
set

Ω(f) = {λ ∈ R : f̂(λ) �= 0},
is at most countable, and is called the Bohr-Fourier spectrum of f ∈ AP . We say
that f ∈ APW if its Bohr-Fourier series∑

λ∈Ω(f)

f̂(λ)eλ

converges absolutely. Of course, APW is just the closure of APP with respect to
the norm

‖
∑

j

cjeλj‖W :=
∑

j

|cj | , cj ∈ C,

and as such also is an algebra.
Denote by AP± (APW±) the subalgebra of AP (respectively, APW ) con-

sisting of all functions f with Ω(f) ⊂ ±[0,∞). If X is an algebra of scalar valued
functions, we denote by Xm×m the algebra of m×m matrices with entries in X .

A (left) AP factorization of an n× n matrix function G is a representation

G(x) = G+(x)Λ(x)G−(x) (1.1)

such that Λ is a diagonal matrix diag[eλ1 , . . . , eλn ] for some real numbers λj , and
G±1

+ ∈ APn×n
+ , G±1

− ∈ APn×n
− . The numbers λ1, . . . , λn are called the (left) AP

indices, and are uniquely determined up to a permutation. Representation (1.1) is
a (left) APW factorization of G if in fact G±1

+ ∈ APWn×n
+ , G±1

− ∈ APWn×n
− , and

a (left) APP factorization if in addition the entries of G±1
± are in APP .

A canonical (left) AP or APW factorization is one such that Λ(x) = I in
(1.1), i.e., all AP indices are zero. We say that G is AP (APW ) factorable if it
admits an AP (APW ) factorization; the notion of AP (APW , APP ) canonically
factorable G is introduced in a similar way.

Of course, G must be an invertible element of APn×n (APW n×n, APP n×n)
in order to be AP (respectively, APW , APP ) factorable. It is a rather deep result
in AP factorization theory that a canonical AP factorization of G ∈ APWn×n is
automatically an APW factorization, see [3, Corollary 10.7].

Of particular interest is AP factorization of 2× 2 matrices of the form

G
(λ)
f :=

[
eλ 0
f e−λ

]
, f ∈ APW. (1.2)
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Factorizations of matrices of the form Gf play a key role in studies of corona
theorems and of convolution type (in particular, linear difference) equations on
finite intervals, for example (see, e.g., [3]).

The literature on AP factorization, and in particular on AP factorization of
triangular functions of the form (1.2), is voluminous. We mention here the book
[3], where many references (up to 2002) may be found, and more recent [8, 5, 7, 4].

By [3, Proposition 13.4], AP (or APW ) factorability of G
(λ)
f with f ∈ APW

is equivalent to that of G
(λ)
P(−λ,λ)f

, where

P(−λ,λ)

⎛⎝∑
μ∈S

cμeμ

⎞⎠ =
∑

μ∈S∩(−λ,λ)

cμeμ.

Therefore, in our discussions we will often replace f with P(−λ,λ)f . In particular, f

can be replaced with 0 whenever λ ≤ 0, which implies APW factorability of G
(λ)
f

with AP indices equal ±λ. To avoid trivialities, we will therefore assume λ > 0.
Another simple but useful fact regarding factorization properties of matrices

(1.2) is given in [3, Section 13.2] and states that they are exactly the same as those
of G

(λ)
f∗ , where

f∗(x) = f(x).

In this paper, we will consider matrix functions of the form G
(λ)
f with f ∈

APP . We obtain several new classes of matrix functions whose APW factorability
can be determined combining a recent result from [1] with the so-called Portuguese
transformation. The latter provides an algorithm for constructing G

(λ1)
f1

from G
(λ)
f ,

where λ1 = −minΩ(f) < λ, such that the two matrix functions are AP (APW )
factorable only simultaneously and, in case when they are, have the same AP
indices. The Portuguese transformation was introduced and used for the first time
in [2]. It is covered in detail in [3, Chapter 13].

The paper is organized as follows. In Section 2, we describe the algorithm
known as the Portuguese transformation, which we use to obtain the new results
that follow. Section 3 contains a unified description of essentially known results
concerning factorization of G

(λ)
f with a quadrinomial f having its Bohr-Fourier

spectrum in a set of the form {β − λ, α − λ, β, α}. Here, a result from [1] plays
a key role. In Section 4, we introduce the notion of λ-admissibility of sets, and
summarize known results in terms of this notion. In Section 5, we present new
results concerning factorization of G

(λ)
f which can be obtained from Section 3

by using one or two applications of the Portuguese transformation. In a short
Section 6, we present formulas for computation of the geometric mean in cases of
canonical factorization. Finally, in Section 7, we consider applications to a new
class of trinomials whose factorability is determined by the results in Section 5.
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The following notation will be used throughout:
R the real numbers
R+ the nonnegative real numbers
R− the nonpositive real numbers
Rk

+ the k-tuples of nonnegative real numbers
C the complex numbers
N the natural numbers
Z+ the nonnegative integers
Zk

+ the k-tuples of nonnegative integers
|n| := n1 + · · ·+ nk for n = (n1, . . . , nk) ∈ Zk

+

(n, γ) := n1γ1 + · · ·nkγk, where

n = (n1, . . . , nk) ∈ Zk
+, γ = (γ1, . . . , γk) ∈ Rk

+.

Q the rational numbers
+x, the largest integer not exceeding x ∈ R
)x* = −+−x, the smallest integer not exceeded by x ∈ R+.

2. Portuguese transformation

In the Portuguese transformation, we are interested in reducing the factorization
of G

(λ)
f to the factorization of some other matrix function G

(ν)
f1

(x), where ν < λ.
Towards this end, we seek to construct an invertible in APP 2×2

+ matrix function[
u v
g1 g2

]
such that [

u v
g1 g2

]
G

(λ)
f

[
0 1
1 0

]
= G

(ν)
f1

. (2.1)

Then, factorability of G
(λ)
f would be equivalent to that of G

(ν)
f1

. Condition (2.1) is
equivalent to the following system

ve−λ = eν, g2e−λ = f1, ueλ + vf = 0, g1eλ+ν + g2eνf = 1.

As described in [3, Section 13.3], we can deduce the following conditions

u = −eνf, v = eλ+ν , Ω(eνf) ⊂ [0,∞),

with ν ∈ (−λ, λ) and g1, g2 ∈ APW+.
A complete description of the Portuguese transformation in the almost peri-

odic polynomial case is given by the following theorem; see again [3] for details.

Theorem 2.1. Let f ∈ APP with ν = −min{Ω(f) ∈ (−λ, λ)}, that is

f(x) = ae−ν

(
1−

∑
k

bkeγk

)
, (2.2)

where a �= 0 and 0 < γ1 < γ2 < · · · < γm < λ + ν. Then
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(a) the Portuguese transformation applied to G
(λ)
f yields G

(ν)
f1

, where f1 = 0 if
ν ≤ 0 and

f1(x) = a−1 ·
∑
n

cne(n,γ)−λ ∈ APP, γ := (γ1, γ2, . . . , γm) (2.3)

if ν > 0. Here

cn =
|n|!

n1! . . . nm!
bn1
1 . . . bnm

m , (2.4)

with the sum in (2.3) taken over all n = (n1, . . . , nm) ∈ Zm
+ such that −ν <

(n, γ)− λ < ν.
Consequently,

(b) If ν ≤ 0, then the matrix function G
(λ)
f is APP factorable with AP indices

equal ±ν. If ν > 0, then G
(λ)
f admits an AP (APW , APP ) factorization

only simultaneously with – and has the same AP indices as – G
(ν)
f1

.

It will be convenient to use the notation

PT (G(λ)
f ) = G

(ν)
f1

for the Portuguese transformation as in Theorem 2.1.
Note that the part of Theorem 2.1 corresponding to the case ν ≤ 0, combined

with the transition from f to f∗ if necessary, implies APW factorablity of G
(λ)
f in

the so-called one-sided case. This is the case when Ω(f) lies to the one side of the
origin, and the AP indices in this case equal ± dist{Ω(f), 0}. The one-sided case
was first disposed of in [11] by a different method, and then (with the use of the
Portuguese transformation) in [15]. See also [3, Theorem 14.1].

3. Quadrinomial off diagonal entry

In this section we collect some essentially known results, stated in the form and
detail that will be needed later, concerning APW factorization of matrices G

(λ)
f ,

where f belongs to a certain class of almost periodic quadrinomials. Namely, we
assume throughout this section that

Ω(f) ⊂ {β − λ, α− λ, β, α}, (3.1)

and 0 < β ≤ λ, 0 < α ≤ λ, α �= β. We write such a function f as

f = c−2eβ−λ + c−1eα−λ + c2eβ + c1eα. (3.2)

We say that f is a proper quadrinomial, resp. proper trinomial or proper binomial,
if Ω(f) consists of exactly four, resp., three or two, elements.

Note that the parameter α (respectively, β) in (3.2) is not defined uniquely
if c1 = c−1 = 0 (resp., c2 = c−2 = 0). In this case we agree to choose α, resp. β,
in such a way that (α− β)/λ is rational. Under this convention, and also agreeing
that 00 = 1, the following result holds.
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Theorem 3.1. Suppose f is of the form (3.2). Then:
(a) If α−β

λ is rational, then G
(λ)
f is APP factorable. Its factorization is canon-

ical if and only if

(−1)ncn−m−k
1 cm+k

−1 �= cn−k
2 ck

−2 for k = k1, k2, (3.3)

where m
n = α−β

λ in lowest terms (with n ∈ N), and k1 = +nβ/λ,, k2 = )nβ/λ*.
(b) If α−β

λ is irrational, then the condition

|c1|λ−α|c−1|α �= |c2|λ−β |c−2|β (3.4)

is necessary and sufficient for G
(λ)
f to admit a canonical APW factorization. If

(3.4) fails with c−1 = c−2 = 0, or c2 = 0, β �= λ, or c1 = 0, α �= λ, then G
(λ)
f

admits a non-canonical APP factorization. Finally, G
(λ)
f is not AP factorable in

all other cases when (3.4) does not hold.

Proof. Since m + k1 = +nα/λ,, conditions of the theorem are invariant under the
relabeling α←→ β, c±1 ←→ c±2. Thus, we may without loss of generality suppose
that 0 < β < α ≤ λ.

(a) For α−β
λ

= m
n

, the Bohr-Fourier spectrum of f lies on the grid −ν +hZ+,
where ν = λ−β and h = λ/n. This is the so-called commensurable case, and APW

factorability of G
(λ)
f is guaranteed by [12, Theorem 3.1], see also [3, Theorem 14.13].

The APP factorability was not stated in [12, 3] explicitly (since the notion itself
was not introduced then) but it can be derived easily from the explicit factorization
procedures used there.

Moving on to the canonical factorability criterion, note that it is actually
available for any f satisfying Ω(f) ⊂ −ν + hZ+, not just for a quadrinomial (3.2).
According to [14, Theorem 3.1] (see also [3, Theorem 14.14]), in somewhat different
(but more convenient for our purposes) notation it can be stated as follows.

Write f as
f =

∑
j

tjeτ+jh, (3.5)

where τ := β− k1h is the smallest non-negative point of −ν +hZ+, and introduce
n× n Toeplitz matrices

T1 = [tj−i]n−1
i,j=0, T2 = [tj−i−1]n−1

i,j=0.

The AP factorization of the matrix G
(λ)
f with f given by (3.5) is canonical if and

only if detT1 �= 0 (for τ = 0) and detT1 det T2 �= 0 (for τ > 0).
Observe now that

β = τ+k1h, α = τ+(k1+m)h, α−λ = τ+(k1+m−n)h, and β−λ = τ+(k1−n)h.

Consequently, for f of the form (3.2), the matrices Tj have at most four non-zero
diagonals. Namely, T1 contains the entry c1 everywhere in its (k1 +m)th diagonal,
c2 in the k1th, c−2 in the (k1−n)th, and c−1 in the (k1 +m−n)th diagonal. (The
diagonals are parallel to the main diagonal; they are counted from the lower left
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corner to the upper right corner, with the main diagonal being the 0th diagonal.)
Elementary row and column operations lead to the conclusion that in this case

(−1)k1(n−k1) detT1 = cn−k1
2 ck1

−2 − (−1)ncn−m−k1
1 cm+k1

−1 ,

with a convention that zero number of multiples yields the product equal to 1. In
more detail, the matrix T1 is cut vertically and the left portion is moved to the
right, so that the resulting matrix has three nonzero diagonals, one of them being
the main diagonal.

If τ = 0, then k1 = k2, which makes condition det T1 �= 0 equivalent to (3.3).
For τ > 0, on the other hand, k2 = k1 + 1 and the matrix T2 contains the entry c1

everywhere in its (k2 + m)th diagonal, c2 in the k2th, c−2 in the (k2 − n)th, and
c−1 in the (k2 + m− n)th diagonal. Then, similarly to what we had for T1,

(−1)k2(n−k2) detT2 = cn−k2
2 ck2

−2 − (−1)ncn−m−k2
1 cm+k2

−1 .

This makes condition det T1 detT2 �= 0 equivalent to (3.3) when τ > 0.

(b) According to our convention, at least one coefficient in each pair {c±1}
and {c±2} is different from zero, and f is at least a binomial. The remaining
possibilities are as follows.

(b-i) f is a proper binomial, which can happen in four possible ways:

f = c−2eβ−λ + c1eα, c−2c1 �= 0, or f = c−1eα−λ + c2eβ , c−1c2 �= 0, (3.6)

and

f = c−2eβ−λ + c−1eα−λ, c−2c−1 �= 0, or f = c1eα + c2eβ , c1c2 �= 0. (3.7)

For any binomial f , the distances between the points in Ω(f) are commen-
surable, so that the matrix function G

(λ)
f is APP factorable.

If (3.6) holds, then the distance between the exponents of f equals λ±(α−β)
which is not commensurable with λ. According to [3, Theorem 14.10], the AP

factorization of G
(λ)
f in this situation is canonical if and only if one of the exponents

of f is zero, which in our setting means that f is given by the second formula in
(3.6) and α = λ. This is exactly the situation when (3.4) holds. All other cases
covered by (3.6) are listed in the statement of the theorem as those for which a
non canonical APP factorization exists, which is indeed the case.

If (3.7) holds, then we are in the one-sided setting, when the AP factoriza-
tion is canonical if and only if one of the exponents is equal to zero. This does not
occur in the second case of (3.7), since α, β �= 0. In agreement with this observa-
tion, condition (3.4) fails. The first case of (3.7) corresponds to a canonical AP
factorization if and only if α = λ (recall that without loss of generality we have
imposed the condition β < α). Once again, this is exactly when (3.4) holds, and
the cases when it does not are listed in the statement of the theorem as admitting
a non canonical APP factorization.

The binomial case is settled.
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(b-ii) α = λ and c−2c−1c2 �= 0. Condition (3.4) takes the form

|c2|λ−β |c−2|β �= |c−1|λ (3.8)

(not surprisingly, the coefficient c1 corresponding to the exponent outside of the
interval (−λ, λ) becomes irrelevant). According to [3, Theorem 15.5], the matrix
function G

(λ)
f admits a canonical APW factorization when (3.8) holds and is not

AP factorable when this condition fails.

(b-iii) α �= λ and f is a proper trinomial, that is, exactly one of the coefficients
c±1, c±2 is equal to zero. Then condition (3.4) holds, so that we need to show that
G

(λ)
f admits a canonical AP factorization.

If one of the “inner” coefficients c−1 and c2 equals zero, then one element of
Ω(f) is at a distance exactly λ from the rest of the set. This is the “big gap” case
(see [15, Theorem 2.3] or [3, Section 14.2]), in which the canonical factorization
exists.

If, on the other hand, an “outer” coefficient c−2 or c1 is equal to zero, the
distance between the endpoints of Ω(f) equals λ and the remaining term is non-
zero. According to [14, Theorem 4.6] 1, G

(λ)
f is canonically factorable.

(b-iv) α �= λ and f is a proper quadrinomial, that is, c−2c−1c1c2 �= 0.
In this case the equivalence of (3.4) to the canonical AP factorability of

G
(λ)
f follows from [1, Section 3.2]. This result was obtained in somewhat different

terms, namely, as the invertibility criterion for the operator A = I − qW acting
on the Lebesgue space L2(T), where T is the unit circle. Here W is the rotation
operator through the angle ω = 2π(α − β)/λ, and the coefficient q is a piecewise
constant function with three points of discontinuity, assuming the values c−1/c−2

and c±1/c2. The relation between G
(λ)
f and the operator A actually allows one to

prove that, when A is not invertible, an AP factorization of G
(λ)
f also does not

exist.
To this end, consider any g ∈ KerA. Since g = qWg, the zero set of g is

invariant under the rotation by ω. Due to irrationality of (α− β)/λ, this rotation
is ergodic, and therefore either g = 0 or g is different from 0 a.e.

For two non-zero functions g1, g2 ∈ KerA we may therefore introduce a mea-
surable function h = g1/g2. Clearly, h is invariant under rotations by the angle
ω, and because of that (once again, due to the ergodicity) for any measurable
Δ ⊂ C the measure of the inverse image h−1(Δ) is either 0 or 1. Consequently, h

is constant a.e., that is, dimKerA ≤ 1. But AP factorability of G
(λ)
f with non-zero

AP indices would imply infinite dimensionality of KerA. Thus, G
(λ)
f is not AP

factorable when condition (3.4) fails. �

Several comments are in order.

1See also [3, Theorem 15.9] and its more recent discussion in [9].
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Remark 1. The relation between canonical factorability of G
(λ)
f and invertibility

of the operator A was actually used in [1] to derive conditions (3.3) as well. The
proof presented here was discussed with the first author of [1] while that paper
was in preparation, and is referred to there as an “unpublished manuscript [15]”.

On the other hand, for f being at most a binomial, more explicit conditions
(though of course equivalent to (3.3)) follow from the already mentioned [3, The-
orem 14.10]: the AP factorization of G

(λ)
f is canonical if and only if 0 ∈ Ω(f) or

the distance d between the endpoints of Ω(f) ∩ (−λ, λ) is such that λ/d ∈ N.
Furthermore, for a trinomial f with vanishing c−1 or c2 conditions (3.3)

hold. This is in accordance with the “big gap” situation. For other two types of
trinomials part (a) of Theorem 3.1 implies the following:

Corollary 3.2. Let

f = d−1e−ν + d0eμ + d1eα, d−1d0d1 �= 0, α + ν = λ, −ν < μ < α (3.9)

with rational α−μ
λ

= m
n

in lowest terms. Then G
(λ)
f admits a canonical factoriza-

tion, unless

n |μ| < λ and (−1)ndn−m
1 dm

−1 = dn
0 . (3.10)

Proof. Due to the invariance of (3.10) under the transition from f to f∗, it suffices
to consider the case μ ≥ 0. Then, in the notation of Theorem 3.1, β = μ, λ−α = ν,
d±1 = c±1, d0 = c2 and c−2 = 0. If nμ ≥ λ, then k1, k2 �= 0, and condition (3.3)
holds automatically. If, on the other hand, nμ < λ, then (3.3) holds for k = k2(= 1)
and is equivalent to negation of the equality in (3.10) for k = k1(= 0). �

The case μ = 0 of Corollary 3.2 was covered by [3, Theorem 23.9].

Remark 2. Theorem 23.9 of [3] also contains explicit factorization formulas for
matrix functions G

(λ)
f in the setting of case (b-ii). According to these formulas,

the factorization (when exists) is “true” APW (that is, not APP ). On the other
hand, careful analysis of the explicit construction of the factorization in case (b-iii)
shows that it is in fact an APP factorization. The situation in case (b-iv) is to be
figured out, though we believe it is similar to that in case (b-ii).

4. λ-admissibility of sets

In this section, we introduce notions of λ-admissibility.

Definition 4.1. A set Ω ⊂ R is said to be λ-admissible if for every f ∈ APW with

sup{Ω(f) ∩ (−λ, 0]}, inf{Ω(f) ∩ [0, λ)} ∈ Ω(f) ⊆ Ω, (4.1)

the matrix function G
(λ)
f is AP factorable.
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A set Ω ⊂ R is said to be λ-conditionally admissible if a criterion is known,
in terms of the Bohr-Fourier spectrum and the coefficients fμ of any function

f =
∑
μ∈Ω

fμeμ ∈ APW, (4.2)

with Ω(f) satisfying (4.1), for G
(λ)
f to be AP factorable.

By default, every λ-admissible set is automatically λ-conditionally admissible.
More precisely, we require that the criterion for factorability of G

(λ)
f in Defi-

nition 4.1 be given in terms of a finite number of equations and inequalities that
involve expressions in fj formed by combinations of polynomial functions and the
function log | · |, where the fμ’s are taken from (4.2). For example, (3.4) can be
recast in the form

(λ − α) log |c1|+ α log |c−1| �= (λ− β) log |c2|+ β log |c−2|,

(assuming cj �= 0, j = ±1,±2). For all known λ-admissible and λ-conditionally
admissible sets, these polynomial expressions have been explicitly written down,
although often they are unwieldy. Also, for all known λ-admissible and λ-condition-
ally admissible sets, explicit formulas for the indices are available (in case of fac-
torability).

In the following theorem, we summarize many known results on admissible
sets.

Theorem 4.2.

(a) A set Ω ⊂ R is λ-admissible if one of the following conditions is satisfied:
(1) Ω ∩ (−λ, λ) is a subset of an arithmetic progression, i.e., the distances

between the points in Ω ∩ (−λ, λ) are commensurable;
(2) Ω ∩ (−λ, 0) = ∅ or Ω ∩ (0, λ) = ∅ (one-sided case);
(3) there are points μ1, μ2 ∈ Ω∩(−λ, λ) such that μ2−μ1 ≥ λ and (μ1, μ2)∩

Ω = ∅ (the big gap case);
(4) Ω = {−ν, μ, δ}, where −ν < μ < δ, μ �= 0, and ν + δ + |μ| ≥ λ;
(5) Ω = {−ν, 0, δ}, where ν + δ > λ.

(b) Ω is λ-conditionally admissible but not λ-admissible if Ω = {β−λ, α−λ, β, α},
where α−β

λ
/∈ Q and at least three terms of Ω lie strictly between −λ and λ.

Proof. Part (a), (1) and (2) follow from the results stated in [3, Chapter 14]; the
same Chapter also covers part (3) in the particular case when either (−λ, μ1) or
(μ2, λ) is disjoint with Ω. Part (4) (under a stronger condition ν + δ ≥ λ and (5)
follow from [3, Chapter 15]. For the full strength versions of (3) and (4), see [6]
and [15, Theorem 4.6], respectively.

Part (b) is a restatement of a part of Theorem 3.1. Note that if Ω ∩ (−λ, λ)
is in fact a triplet, then it is of the form (−ν, 0, δ) with ν + δ = λ, and the result
also follows from [3, Section 15.1]. �
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Remark 3. Lifting the “∈” part of condition (4.1) makes questionable the AP

factorability of matrix functions G
(λ)
f with Ω(f) ⊂ Ω and Ω as in parts (2), (3)

of Theorem 4.2. It is not known, in particular, whether every matrix function
G

(λ)
f with f ∈ APW \ APP and Ω(f) ⊂ (0, λ) is AP factorable (simple stability

argument shows that its AP factorization, if exists, is not canonical). This is
our reason for including the “∈” part of condition (4.1) in the definition of λ-
admissibility.

The usefulness of the notions of λ-factorability and λ-conditional factorability
lies in their persistence under the Portuguese transformation. We now formalize
this feature. Let

Ω ∩ (−λ, λ) = {ω1 < ω2 < · · · < ωt}
be a finite set, and let ω1, ω2, . . . , ωs be all the negative numbers in Ω. For j =
1, 2, . . . , s, let

γ(j) = {ωj+1 − ωj , ωj+2 − ωj, . . . , ωt − ωj},
and

Ω(j) = {(n, γ(j))− λ : n ∈ Zt−j
+ } ∩ (ωj ,−ωj).

With this notation, we have the following result:

Theorem 4.3. Assume that Ω(j) is −ωj-admissible for all j = 1, 2, . . . , s, resp.,
−ωj-conditionally admissible for all j = 1, 2, . . . , s. Then Ω is λ-admissible, resp.,
λ-conditionally admissible.

Proof. For s = 0 the sets are void. This is in agreement with the fact that then Ω is
one-sided. For s > 0, consider f ∈ APW with Ω(f) ⊆ Ω. If Ω(f)∩(−λ, 0) = ∅, the
matrix function G

(λ)
f is APW factorable, this being the one-sided case. Otherwise,

let ωj be the smallest point in Ω(f) ∩ (−λ, 0). According to formula (2.3), the
Portuguese transformation applied to G

(λ)
f yields the matrix function G

(−ωj)
f1

with
Ω(f1) ⊂ Ω(j). The rest is clear. �

In the next section, we will combine Theorem 4.2 (especially part (b) of it)
and Theorem 4.3 to obtain new information about factorability of matrix functions
of the form G

(λ)
f .

5. Main results

In this section we consider a class of matrix functions that can be reduced to
the case in Theorem 3.1 by means of one or two applications of the Portuguese
transformation. Throughout this section we make a blanket assumption that all
parameters denoted by lowercase Greek letters are positive.

Theorem 5.1. The set

Ω1 := (−ν + νZ+) ∪ (α + νZ+) (5.1)
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is λ-admissible if ν/α is rational or max{α, ν} ≥ λ, and λ-conditionally admissi-
ble if

λ ≤ ν + 2α. (5.2)

Proof. Rationality of ν/α implies that the distances between the points of Ω1 are
commensurable. For α ≥ λ,

Ω1 ∩ (−λ, λ) = (−ν + νZ+) ∩ (−λ, λ),

and for ν ≥ λ simply Ω1 ∩ (−λ, λ) = {0, α}. Either way, case (1) of Theorem 4.2
applies.

Suppose now that (5.2) holds and consider a function f ∈ APW with Ω(f)
contained in Ω1. An additional condition f̂(−ν) = 0 makes the set Ω(f) non-
negative, and the matrix function G

(λ)
f APP factorable. It remains therefore to

consider the case −ν ∈ Ω(f).
Under this condition and in accordance with (2.3), the Portuguese transfor-

mation of G
(λ)
f is the matrix function G

(ν)
f1

with

Ω(f1) ⊂ {n1ν + n2α− λ : n1, n2 ∈ Z+, n2 ≤ n1} ∩ (−ν, ν).

Due to (5.2), n1ν + n2α − λ ≥ ν whenever (n1 ≥) n2 ≥ 2. So, all the terms of
Ω(f1) are of the form n1ν + n2α−λ with n2 = 0, 1. Moreover, for a fixed n2 there
are at most two values of n1 for which n1ν + n2α− λ falls between −ν and ν:

n1 = �, � + 1 for n2 = 0 and n1 = p, p + 1 for n2 = 1,

where
� = +λ/ν,, p = +(λ − α)/ν,. (5.3)

Consequently,

Ω(f1) ⊂ {�ν − λ, pν + α− λ, (� + 1)ν − λ, (p + 1)ν + α− λ}. (5.4)

Note that �ν = pν + α and f1 is therefore at most a binomial, provided that
α/ν ∈ N. This of course implies AP factorability of G

(ν)
f1

(and therefore of G
(λ)
f )

but this case is already covered by the first alternative of the theorem.
For a non-integer α/ν (rational or not), the righthand side of (5.4) is ν-

conditionally admissible due to Theorem 4.2, part (1), (4), or (b). In view of
Theorem 4.3, the result follows. �

Of course, it is possible to work out the explicit factorability conditions for
matrix functions G

(λ)
f with Ω(f) ⊂ Ω1. This requires computing the coefficients of

f1 resulting from the Portuguese transformation.
To this end, define am = (1, 2, 3, . . . , m) ∈ Z+m. With this notation, the set

{n ∈ Zm
+ : (n, am) = m}

represents all positive integer partitions of the number m ∈ N.
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For the function f ∈ APW given by

f =
∞∑

k=−1

dkekν +
∞∑

k=0

d̃kekν+α, dk, d̃k ∈ C, d−1 �= 0 (5.5)

after one application of the Portuguese transformation we have

f1 = c−2e�ν−λ + c−1epν+α−λ + c2e(�+1)ν−λ + c1e(p+1)ν+α−λ, (5.6)

where �, p are given by (5.3) and the ci’s, according to (2.3) in our setting, are as
follows:

c−2 =
∑

(n,a�)=�

(−1)|n|
|n|!

n1!n2! . . . n�!
dn1
0 dn2

1 . . . dn�

�−1

d
1+|n|
−1

(5.7)

c−1 =
−d̃p−1

d2
−1

+
p−1∑
k=1

∑
(n,ak)=k

(−1)1+|n|
(1 + |n|)!

n1!n2! . . . nk!
d̃p−k−1d

n1
0 dn2

1 . . . dnk

k−1

d
2+|n|
−1

(5.8)

c1 =
−d̃p

d2−1

+
p∑

k=1

∑
(n,ak)=k

(−1)1+|n|
(1 + |n|)!

n1!n2! . . . nk!
d̃p−kdn1

0 dn2
1 . . . dnk

k−1

d
2+|n|
−1

(5.9)

c2 =
∑

(n,a�+1)=�+1

(−1)|n|
|n|!

n1!n2! . . . n�+1!
dn1
0 dn2

1 . . . d
n�+1
�

d
1+|n|
−1

. (5.10)

Of course, the size of the q-tuple n = (n1, . . . , nq) ∈ Zq
+, q = k, �, � + 1, in these

formulas is such that the scalar products involved make sense.
For simplicity, we state the respective result only in the case of irrational

α/ν. Note that this is the most interesting case, because otherwise the results for
the commensurable situation are applicable.

Theorem 5.2. Let f be given by (5.5). Assuming that α/ν /∈ Q and (5.2) holds,
the matrix function G

(λ)
f admits a canonical AP factorization if and only if

|c1|λ−α−pν |c−1|(p+1)ν+α−λ �= |c2|λ−�ν |c−2|(�+1)ν−λ, (5.11)

where �, p are given by (5.3) and cj by (5.7)–(5.10), respectively. If (5.11) fails with
c−2 = 0, λ/ν /∈ N or c−1 = 0, (λ − α)/ν /∈ N, then G

(λ)
f admits a non-canonical

APP factorization, and G
(λ)
f is not AP factorable in all other cases when (5.11)

does not hold.

Proof. One needs only to apply Theorem 3.1 to G
(ν)
f1

= PT (G(λ)
f ), taking into

consideration the changes λ→ ν, α→ (p + 1)ν + α−λ, β → (l + 1)ν −λ. �
Theorem 5.2 under the additional condition (λ − α)/ν ∈ N (respectively,

λ/ν ∈ N) goes into Theorem 4.1 (respectively, 4.2) of [2]. Of course, irrationality
of α/ν then implies that the inequality (5.2) must be strict, as it indeed was
supposed in [2, Section 4].

Though formulas (5.7)–(5.10) look cumbersome, for low values of p and �
they yield rather explicit factorability criteria.
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Example. Suppose that f is given by the formula (5.5) in which

λ < 2ν, α + ν < λ < α + 2ν.

Then � = p = 1, while formulas (5.7)–(5.10) take the form

c−2 = − d0

d2
−1

, c−1 = − d̃0

d2
−1

, c1 =
2d0d̃0

d3
−1

− d̃1

d2
−1

, c2 =
d2
0

d3
−1

− d1

d2
−1

.

According to Theorem 5.2 the matrix function G
(λ)
f admits a canonical AP fac-

torization if and only if

|c1|λ−α−ν |c−1|2ν+α−λ �= |c2|λ−ν |c−2|2ν−λ,

a non-canonical APP factorization if c−2 = c1c−1 = 0 or c−1 = c2c−2 = 0, and is
not AP factorable in all other cases.

We now move to the case when

Ω(f) ⊂ {−ν} ∪ {kα + jβ + λ− ν : k + 1 ≥ j ≥ 0, k, j ∈ Z}
with ν ≤ α + 2β. Since under these conditions only the terms corresponding to
j = 0, 1 can possibly lie to the left of λ, we may without loss of generality suppose
that in fact Ω(f) ⊂ Ω2, where

Ω2 = {−ν} ∪ (λ− α− ν + αZ+) ∪ (λ + β − ν + αZ+) , ν ≤ α + 2β. (5.12)

Lemma 5.3. The set Ω2 given by (5.12) is λ-admissible if
(i) α ≥ λ ≥ ν, or
(ii) λ > ν, (α + β)/λ ∈ Q,

and it is conditionally λ-admissible if
(iii) α = λ < ν.

Proof. (i) Condition α ≥ λ guarantees that the interval (−ν, λ−ν) is disjoint with
Ω2. This makes part (2) or (3) of Theorem 4.2 applicable, if respectively ν = λ or
ν < λ.
(ii) Follows from part (1) of Theorem 4.2.
(iii) Due to (ii), it suffices to consider the case when β/λ is irrational. But then
statement (b) of Theorem 4.2 applies. �

The (conditional) λ-admissibility of the set (5.12) in general is not known.
However, the following result is helpful in determining the factorability of matrices
G

(λ)
f with

−ν ∈ Ω(f) ⊂ Ω2 (5.13)
under some additional requirements.

Theorem 5.4. Let in (5.12) α < λ, ν < λ, and let G
(ν)
f1

= PT (G(λ)
f ) be the Por-

tuguese transformation of the matrix function G
(λ)
f for some f ∈ APW satisfying

(5.13). Then Ω(f1) is ν-conditionally admissible (and therefore the factorability
properties of G

(λ)
f can be determined) if λ ≥ ν + 2α, or λ/α ∈ N, or λ = rα + β

for some integer r ≥ 2.
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Proof. Due to (5.12) and (5.13), the distances from the leftmost point of Ω(f) to
the remaining terms of this set are all of the form λ − α + kα and λ + β + kα,
k ∈ Z+. Theorem 2.1 then implies that

Ω(f1) ⊂ {{−α, β}+ k1(λ− α) + k2α : k1, k2 ∈ Z+} ∩ (−ν, ν). (5.14)

Case 1. λ ≥ ν + 2α. Then terms with k1 �= 0 in (5.14) fall to the right of ν.
Therefore, in fact

Ω(f1) ⊂ {{−α, β}+ kα : k ∈ Z+}. (5.15)
With an obvious change of notation, this is the setting of Theorem 5.1.

Case 2. λ/α ∈ N. Due to Lemma 5.3, we need to consider only the case of
λ = rα with r ≥ 2. Then

k1(λ− α) + k2α = (k1(r − 1) + k2)α,

so that (5.14) again implies (5.15).
Case 3. λ = rα + β, r ≥ 2. Then

k1(λ− α) + k2α = (k1(r − 1) + k2)α + k1β = m1α + m2(α + β),

where m1, m2 ∈ Z+. Since

−α + m1α + m2(α + β)
β + m1α + m2(α + β)

}
≥ α + 2β (≥ ν) when

{
m2 ≥ 2
m2 ≥ 1,

the only terms possibly in Ω(f1) are −α + m1α and β + m1α. Thus, once again,
(5.15) holds. �

6. On the geometric mean computations

The (left) geometric mean d̃(G) is defined for any matrix function G admitting a
canonical AP factorization. Namely, for G = G+G−,

d̃(G) = M(G+)M(G−),

where the Bohr mean value in the matrix case is understood element-wise.
The geometric means of AP matrix functions play the crucial role in Fredholm

theory of Toeplitz and Wiener-Hopf operators with semi almost periodic symbols,
see, e.g., [3, Chapter 10]. In particular, the geometric means of matrices arise
naturally in consideration of convolution type equations on finite intervals.

Presently, d̃(G(λ)
f ) in the setting of Theorem 3.1 (b) with a truly quadrinomial

f has not been computed, and therefore the situation of Theorems 5.2, 5.4 also
remains out of reach. We will, however, state the result which relates the geometric
mean of matrix functions G

(λ)
f satisfying (5.2), (5.5) with that of their Portuguese

transformation.
To this end, we need the relation between the geometric means of matrix

functions G
(λ)
f and their Portuguese transformations. It can be easily extracted

from formulas (13.33), (13.42), (13.43) in [3], and reads as follows.
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Proposition 6.1. Let f be given by (2.2), with ν > 0. Suppose that G
(λ)
f admits a

canonical factorization, and let G
(ν)
f1

= PT (G(λ)
f ). Then

d̃(G(λ)
f ) =

[
−a−1 0

x a

]−1

d̃(G(ν)
f1

)
[

0 1
1 0

]
,

where

x =
m∑

k=1

bk

∑
(n,γ)=λ−γk+ν

cn,

with cn given by (2.4).

To state the specific result following from Proposition 6.1 for f given by (5.5),
define

bk = −dk−1/d−1 for 1 ≤ k ≤ � + 1,

and
b̃k = −d̃k−1/d−1 for 1 ≤ k ≤ p + 1.

Further, let

cn,m =
(n1 + · · ·+ n�+1 + m1 + · · ·+ mp+1)!

n1! · · ·n�+1!m1! · · ·mp+1!
bn1
1 · · · b

n�+1
�+1 b̃m1

1 · · · b̃
mp+1
p+1 ,

for
n = (n1, n2, . . . , n�+1) ∈ Z�+1, m = (m1, m2, . . . , mp+1) ∈ Zp+1.

After rather straightforward computations, we obtain

Theorem 6.2. Let f be such that (5.5) holds, and assume λ ≤ ν + 2α, α/ν /∈ Q.
Let G

(ν)
f1

= PT (G(λ)
f ). If G

(λ)
f , and hence also G

(ν)
f1

, admit canonical factorization,
then

d̃(G(λ)
f ) =

[
−d−1

−1 0
Δ d−1

]
d̃(G(ν)

f1
)
[

0 1
1 0

]
, (6.1)

where

Δ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�+1∑
k=1

bk

∑
(n,a�+1)=�−k+1

cn,0 if λ = �ν,

p+1∑
k=1

bk

p+1−k∑
j=1

∑
(n,ap+1)=p−k−j+1

cn,ej +
p+1∑
k=1

b̃k

∑
(n,ap+1)=p−k+1

cn,0

if λ = pν + α,

b̃2
1 if λ = ν + 2α,

0 otherwise,

and where we denote by ej the jth unit coordinate vector in Zp+1: the ith compo-
nent of ej is the Kronecker delta δij .
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7. Off diagonal trinomials

In this section we discuss new cases of trinomial functions f such that the fac-
torability of G

(λ)
f can be established using results of Section 5. Factorability of

G
(λ)
f with trinomial almost periodic function f has been extensively studied in

the literature, see [10, 13, 2, 15], but so far there is no complete resolution of this
problem.

We write a general trinomial as

f = d−1e−ν + d0eμ + d1eδ,

with −λ < −ν < μ < δ < λ; we assume that d−1d0d1 �= 0, or else f is actually
a binomial or monomial, which is covered by Theorem 4.2 part (1). It also covers
the case of rational δ/ν. We may also require δ, ν > 0, or else this is simply the
one-sided case.

The case ν + δ + |μ| ≥ λ is covered by parts (a) (4),(5) and (b) of the same
Theorem 4.2. Therefore, the case of interest is

ν + δ + |μ| < λ, δ/ν /∈ Q.

No new results for the trinomial case arise from Theorem 5.4: under condition
(5.13), the distance from the leftmost point −ν of Ω(f) to the second closest is at
least ν. Theorem 5.1, however, immediately yields the following:

Theorem 7.1. Let ν > 0, δ > 0. Then the set {−ν, kν, δ} is λ-conditionally admis-
sible whenever k ∈ Z+ and λ ≤ ν + 2δ.

Proof. Observe that for α = δ the set Ω1 given by (5.1) contains {−ν, kν, δ}, and
that (5.1) holds. �

Corollary 7.2. Let ν > 0, δ > 0. Then the set {−ν, 0, δ} is λ-conditionally admis-
sible if λ ≤ ν + δ + max{ν, δ}.

Proof. For λ ≤ ν+2δ this is simply a particular case of Theorem 7.1 corresponding
to k = 0. The possibility λ ≤ 2ν + δ is reduced to the previous one by passing
from f to f∗. �

Note that AP factorability of matrix functions G
(λ)
f with

f = d−1e−ν + d0 + d1eδ, ν/δ /∈ Q

and λ > ν + 2δ, λ > 2ν + δ remains an open problem.
Formulas (5.7)–(5.10) in the setting of Theorem 7.1 for irrational δ/ν take

the following form; here m|n, resp, m � |n denotes the property that m divides n,
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resp., m does not divide n, for positive integers m and n:

c−2 =

⎧⎨⎩
0 if k + 1 � |�

(−d0)
�

k+1

d
�

k+1+1

−1

if k + 1|�

c−1 =

⎧⎪⎨⎪⎩
0 if k + 1 � |p− 1

(−1)
p−1
k+1 +1(p−1

k+1 + 1) d
p−1
k+1
0 d1

d
p−1
k+1 +2

−1

if k + 1|p− 1

c1 =

⎧⎨⎩
0 if k + 1 � |p

(−1)
p

k+1+1( p
k+1 + 1) d

p
k+1
0 d1

d
p

k+1+2

−1

if k + 1|p

c2 =

⎧⎪⎨⎪⎩
0 if k + 1 � |� + 1

(−d0)
�+1
k+1

d
�+1
k+1+1

−1

if k + 1|� + 1.

Here, � and p are defined as in (5.3).
These formulas of course can be used to derive explicit factorability conditions

for matrix functions G
(λ)
f with Ω(f) ⊂ {−ν, kν, δ}. We will provide only one result

in this direction, corresponding to the (simplest) case k = 0. Then

c−2 =
(−d0)�

(d−1)�+1
, c−1 = (−1)pp

dp−1
0 d1

dp+1
−1

,

c1 = (−1)p+1(p + 1)
dp
0d1

dp+2
−1

, c2 =
(−d0)�+1

d�+2
−1

,

(7.1)

and Theorem 3.1 applied to G
(ν)
f1

with f1 given by (5.6) reveals:

Theorem 7.3. Let f = d−1e−ν + d0 + d1eδ, where 0 < ν, δ, and ν/δ is irrational.
Then for any λ ≤ ν + 2δ the matrix function G

λ)
f admits a canonical AP factor-

ization if
p(p+1)ν+δ−λ(p + 1)λ−δ−pν |d1|ν |d−1|δ �= |d0|ν+δ

,

where p = +(λ− δ)/ν,, and is not AP factorable otherwise.
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min is a scalar matrix.
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1. Introduction

In the paper we consider a matrix version of the extremal Nehari problem [1],[4].
Our approach is based on the notion of a matrix analogue of the eigenvalue ρ2

min.
The notion of ρ2

min was used in a number of the extremal interpolation problems
[2],[3],[7]. We note that ρ2

min is a solution of a non-linear matrix inequality of the
Riccati type [2],[6], [7]. Our approach coincides with the Arov, Adamyan, Krein
approach [1], when ρ2

min is a scalar matrix.
Now we introduce the main definitions. Let H be a fixed separable Hilbert

space. By �2(H) we denote the Hilbert space of the sequences ξ = {ξk}∞1 , where
ξk∈H and

‖ξ‖2 =
∞∑

k=1

||ξk||2 <∞.

The space of the bounded linear operators acting from �2(H1) into �2(H2) is de-
noted by [�2(H1), �2(H2)]. The Hankel operator Γ∈[�2(H1), �2(H2)] has the form

Γ = {γj+k−1}, 1≤j, k≤∞, γk∈[H1, H2].

Communicated by V. Bolotnikov.
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Let L∞[H1, H2] be the space of the measurable operator-valued functions
F (ξ)∈[H1, H2], |ξ| = 1 with the norm

||F ||∞ = esssup||F (ξ)|| <∞, |ξ| = 1.

We shall say that an operator ρ∈[H, H ] is strongly positive and will write ρ30 if
there exists such a number δ > 0 that ρ > δIH , where IH is the identity operator
in the space H . Further we use the following version of the well-known theorem
(see [1]) and references there).

Theorem 1.1. Suppose given a sequence γk∈[H1, H2], 1≤k < ∞ and a strongly
positive operator ρ∈[H2, H2]. In order for there to exist an operator function
F (ξ)∈L∞[H1, H2] such that

ck(F ) =
1
2π

∫
|ξ|=1

ξkF (ξ)|dξ| = γk, k = 1, 2, . . . (1.1)

and
F �(ξ)F (ξ)≤ρ2 (1.2)

it is necessary and sufficient that

Γ�Γ≤R2, where R = diag{ρ, ρ, . . . }. (1.3)

(The integral in the right-hand side of (1.1) converges in the weak sense.)

Proof. Let us introduce the denotations

Fρ(ξ) = F (ξ)ρ−1, γk,ρ = γkρ−1. (1.4)

Relations (1.1) and (1.2) take the forms
1
2π

∫
|ξ|=1

ξkFρ(ξ)|dξ| = γk,ρ, k = 1, 2, . . . (1.5)

and
F �

ρ (ξ)Fρ(ξ)≤IH2 . (1.6)
In case (1.5) and (1.6) the theorem is true (see [1]). Hence in case (1.1) and (1.2)
the theorem is true as well. �

The aim of this work is to solve the following extremal problem.

Problem 1.2. In the class of functions F (ξ)∈[H1, H2], |ξ| = 1 satisfying condition
(1.1) to find the function with the least deviation from the zero.

As a deviation measure we do not choose a number but a strictly positive
operator ρmin such that

F �(ξ)F (ξ)≤ρ2
min. (1.7)

The case of the scalar matrix ρmin was considered in the article [1]. The transition
from the scalar matrix ρmin to the general case considerably widens the class of
the problems having one and only one solution. This is important both from the
theoretical and the applied view points. We note that the ρ2

min is an analogue of
the eigenvalue of the operator Γ�Γ.
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2. Extremal problem

In this section we consider a particular extremal problem. Namely, we try to find
ρmin which satisfies the condition

Γ�Γ≤R2
min, Rmin = diag{ρmin, ρmin, . . . }. (2.1)

In order to explain the notion of ρmin we introduce the notations Br = [γ2, γ3, . . . ],
Bc = col[γ2, γ3, . . . ]. Then the matrix Γ has the following structure

Γ =
[

γ1 Br

Bc Γ1

]
where

Γ1 = {γj+k}, 1≤j, k <∞, γk ∈ [H1, H2].
It means that

Γ�Γ =
[

A11 A12

A�
12 A22

]
,

where

A11 = γ�
1γ1 + B�

c Bc, A12 = γ�
1Br + B�

c Γ, A22 = Γ�
1Γ1 + B�

rBr. (2.2)

Further we suppose that
R2 −A2230. (2.3)

Then relation (1.3) is equivalent to the relation

ρ2≥A11 + A12(R2 −A22)−1A�
12. (2.4)

Definition 2.1. We shall call the strongly positive operator ρ∈[H2, H2] a minimal
solution of inequality (2.1) if inequality (2.3) is valid and

ρ2
min = A11 + A12(R2

min −A22)−1A�
12. (2.5)

It follows from (2.5) that ρ2
min coincides with the solution of the non-linear

equation
q2 = A11 + A12(Q2 −A22)−1A�

12, (2.6)
where q∈[H2, H2], Q = diag{q, q, . . . }. Let us note that a solution q2 of equation
(2.8) is an analogue of the eigenvalue of the operator Γ�Γ.

Now we will present the method of constructing ρmin. We apply the method
of successive approximation. We let

q2
0 = A11, q2

n+1 = A11 + A12(Q2
n −A22)−1A�

12, (2.7)

where
Qn = diag{qn, qn, . . . }, n≥0. (2.8)

Further we suppose that
Q2

0 −A2230. (2.9)
It follows from relations (2.7)–(2.9) that

q2
n≥q2

0 , Q2
n≥Q2

030, n≥0.
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As the right-hand side of (2.7) decreases with the growth of q2
n. the following

assertions are true (see[7]).

Lemma 2.2.

1. The sequence q2
0 , q2

2 , . . . monotonically increases and has the strong limit q2.
2. The sequence q2

1 , q2
3 , . . . monotonically decreases and has the strong limit q2.

3. The inequality
q2≤q2 (2.10)

is true.

Corollary 2.3. If condition (2.9) is fulfilled and q2 = q2, then

ρ2
min = q2 = q2

A. Ran and M. Reurings [6] investigated equation (2.6) when Aij are finite-
order matrices. Slightly changing their argumentation we shall prove that the
corresponding results are true in our case as well.

Theorem 2.4. Let Aij be defined by relations (2.2) and let condition (2.9) be ful-
filled. If the inequalities

A11≥0, A22≥0, A12A
�
1230 (2.11)

are valid, then equation (2.6) has one and only one strongly positive solution q2

and
ρ2
min = q2 = q2 = q2. (2.12)

Proof. In view of Lemma 2.2, we have the relations

q2 = A11 + A12(Q
2 −A22)−1A�

12, (2.13)

q2 = A11 + A12(Q2 −A22)−1A�
12,

where Q = diag{q, q, . . . }, Q = diag{q, q, . . . }. According to (2.10) the inequality

y = q2 − q2≥0 (2.14)

holds. The direct calculation gives

y = B�Y B, Y = diag{y, y, . . . }, (2.15)

with
B = T (I + TY T )−1/2TA�

12 (2.16)
Here T = (Q−A22)−1/2. Let us introduce the operator

P = diag{p, p, . . .}, p = q2 −A11.

From assumption (2.9) and relations (2.11) we deduce that

B�PB B�(Q2 −A22)B = p. (2.17)

Let us explain the last equality in formula (2.17). Using (2.16) we have

(Q2 −A22)B = A12T (I + TY T )−1TA�
12 = A12(Q2 −A22 + Y )A�

12.
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Taking into account relations (2.13) and (2.14) we prove that

(Q2 −A22)B = A12(Q
2 −A22)A�

12 = p.

Relation (2.17) can be written in the form

B�
1B1 I, where B1 = P 1/2Bp−1/2. (2.18)

Formula (2.15) takes the form

y1 = B�
1Y1B1, y1 = p−1/2yp−1/2, Y1 = P−1/2Y P−1/2. (2.19)

Inequality (2.18) implies that equation (2.19) has only the trivial solution y1 = 0.
The theorem is proved. �

We can omit the condition A12A
�
1230, when

dimHk = m <∞, k = 1, 2. (2.20)

In this case the following assertion is true.

Theorem 2.5. Let Aij be defined by relations (2.2) and let conditions (2.9) and
(2.20) be fulfilled. If the inequalities A11≥0 and A22≥0 are valid, then equation
(2.6) has one and only one strongly positive solution q2 and

ρ2
min = q2 = q2 = q2.

Proof. Let us consider the maps

F (q2) = A11 + A12(Q2 −A22)−1A�
12,

G(q2) = Im + U(Q2 −D)−1U�,

where
U = q−1

0 A12Q
−1
0 , D = Q−1

0 A22Q
−1
0 . (2.21)

The fixed points q2
F and q2

G of the maps G and F respectively are related by

qG = q−1
0 qF q−1

0 .

In view of (2.2) and (2.21) the matrix U has the form U = [u1, u2 . . . ], where uk

are m×m matrices. Then a vector x∈Cm belongs to kerU� if and only if u�
kx = 0

for all k ≥ 1. Let d = dimkerU�. We shall use the decomposition

((kerU�)⊥)
⊕

(kerU�),

with respect to which the matrices u�
k and q2 are of the form

u�
k =

[
u�

1,k 0
u�

2,k 0

]
, q2 =

[
q2
11 0
0 Id

]
,

where u�
1,k, u�

2,k and q2
11 are matrices of order (m− d)×(m− d), d×(m− d) and

(m− d)×(m− d) respectively. We note that

q2
11≥Im−d. (2.22)
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Changing the decomposition of the space �2(H2) we can represent U�, D and Q2

in the form

U� =
[

U�
1 0

U�
2 0

]
, D =

[
d11 d12

d21 d22

]
, Q2 =

[
Q2

11 0
0 I

]
, (2.23)

where U�
p = col[u�

p,1u
�
p,2, . . . ], (p = 1, 2) and Q2

11 = diag{q2
11, q

2
11, . . . }. By direct

calculation we deduce that

(Q2 −D)−1 = Tdiag{Q2
11 − d11 − d11(I − d22)−1d�

12, I − d22}−1T �, (2.24)

where

T =
[

I 0
(I − d22)−1d�

12 I

]
. (2.25)

Using formulas (2.23)–(2.25) we reduce the map G(q2) to the form

G1(q2
11) = Â11 + Â12(Q2

11 − Â22)−1Â�
12,

where

Â11 = Im−d + u2((I − d22)−1u�
2, Â12 = u1 + u2(I − d22)−1d�

12,

Â22 = d11 + d12(I − d22)−1d�
12.

Relations (2.12), (2.21) and (2.22) imply that

D I, Q2
11≥I

and hence the map G1(q2
11) satisfies condition (2.9). By repeating the described

reduction method we obtain the following result: either Â�
12 = 0 or kerÂ�

12 = 0. It is
obvious that the theorem is true if Â�

12 = 0. If kerÂ�
12 = 0, then the (m−d)×(m−d)

matrix Â12Â
�
12 is positive, i.e., this matrix is strongly positive. Now the assertion

of the theorem follows directly from Theorem 2.4. �

Proposition 2.6. Let conditions of either Theorem 2.4 or of Theorem 2.5 be ful-
filled.Then there exists one and only one operator function F (ξ) which satisfies
conditions (1.1) and (1.7).

Proof. The formulated assertion is true when

ρmin = αIH2 , α = ‖Γ�Γ‖. (2.26)

Using formulas (1.4) we reduce the general case to (2.26).The proposition is proved.
�

Remark 2.7. The method of constructing the corresponding operator function is
given in paper [1] for case (2.26). Using this method we can construct the operator
function Fρmin(ξ) and then F (ξ).

Remark 2.8. Condition (2.26) is valid in a few cases. By our approach (minimal
ρ) we obtain the uniqueness of the solution for a broad class of problems.
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On Compactness of Operators in
Variable Exponent Lebesgue Spaces

Stefan Samko

Abstract. We give a short discussion of known statements on compactness of
operators in variable exponent Lebesgue spaces Lp(·)(Ω, �) and show that the
existence of a radial integrable decreasing dominant of the kernel of a convo-
lution operator guarantees its compactness in the space Lp(·)(Ω, �) whenever
the maximal operator is bounded in this space, where |Ω| < ∞ and � is

an arbitrary weight such that Lp(·)(Ω, �) is a Banach function space. In the
non-weighted case � = 1 we also give a modification of this statement for
Ω = Rn.

Mathematics Subject Classification (2000). Primary 46E30; Secondary 47B38,
47G10.

Keywords. Variable exponent spaces, compact operator, integral operators,
convolution operators, radial decreasing dominants.

1. Introduction

The area called now variable exponent analysis, is mainly concerned with the so-
called function spaces with non-standard growth or variable exponent Lebesgue
spaces. Last decade it became a rather branched field with many results related to
Harmonic Analysis, Approximation Theory, Operator Theory, Pseudo-differential
Operators. This topic continues to attract a strong interest of researchers, influ-
enced in particular by possible applications revealed in the book [27]. We refer
in particular to the survey articles [7, 11, 17, 28]. In particular, there are about
a hundred of papers devoted to the study of the boundedness of various opera-
tors, including the classical operators of Harmonic Analysis, in variable exponent
Lebesgue spaces. Although the importance of the compactness theorems for the
operator theory is well known, the compactness of operators in such spaces was less
touched. Some episodes related to compactness may be found in [15, 16, 24, 26].

Communicated by I.M. Spitkovsky.
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Probably, only the recent paper [25] is specially devoted to the topic of compact-
ness in variable exponent Lebesgue spaces. The present paper is aimed to partially
fill the gap.

We recall and give slight improvements of known general results on com-
pactness in variable exponent Lebesgue spaces Lp(·)(Ω) and give conditions of
compactness of some classes of operators. Although the compactness of operators
is well studied in more general setting, including the general case of Banach func-
tion spaces, in applications – in particular to various topics of the operator theory
related to weighted variable exponent Lebesgue spaces – it is important to have
easy to check conditions of compactness. In this paper we study some conditions
of this kind.

As is well known, the Young theorem for convolutions in general is not valid
in case of variable exponents. A convolution operator k ∗ f may be bounded in
Lp(·) only in the case where the kernel has a singularity at the origin (unless we
do not impose some special restrictions on the variability of p(x)). Thus singular
and potential type operators are among the candidates to be studied in variable
exponent spaces. Due to Stein’s pointwise estimate via the maximal operator,
convolutions with radial decreasing dominant of the kernel are bounded in Lp(·)(Ω)
whenever the maximal operator is bounded in this spaces. For such a class of
integral operators we show, in particular, that the same holds with respect to
their compactness in Lp(·)(Ω), when |Ω| <∞, with some modification in the case
Ω = Rn. In case |Ω| < ∞ we also admit weighted spaces Lp(·)(Ω, �) with an
arbitrary weight such that Lp(·)(Ω, �) is a Banach function space.

2. Preliminaries

Let Ω ⊆ Rn be an open set in Rn and p(x) a measurable function on Ω with values
in [1,∞). By Lp(·)(Ω, �) we denote the space of functions f(x) on Ω such that

Ip(�f) =
∫

Ω

(
�(x)|f(x)|

λ

)p(x)

dx <∞

for some λ > 0. This is a Banach space with respect to the norm

‖f‖Lp(·)(Ω,�) = inf
{

λ > 0 : Ip

(
�f

λ

)
≤ 1

}
. (2.1)

We write Lp(·)(Ω, �) = Lp(·)(Ω) and ‖f‖Lp(·)(Ω,�) = ‖f‖p(·) in the case � ≡ 1.
Let

p− = ess inf
x∈Ω

p(x), p+ = ess sup
x∈Ω

p(x), .

In the sequel we always assume that

1 ≤ p− ≤ p(x) ≤ p+ <∞, x ∈ Ω, (2.2)

admitting a possibility for p(x) to attain value 1, this possibility being of a special
interest in the variable exponent analysis, but some statements will be given under
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the stronger condition

1 < p− ≤ p(x) ≤ p+ <∞, x ∈ Ω. (2.3)

The space Lp(·)(Ω) is a BFS (Banach function space) in the well-known sense
[1], as verified in [8]. Recall that under the condition

|p(x) − p(y)| ≤ C

− ln |x− y| , |x− y| ≤ 1
2
, (2.4)

and the condition that there exists p(∞) = lim
x→∞ p(x) and

|p(x)− p(∞)| ≤ C

ln(2 + |x|) , (2.5)

the maximal operator

Mf(x) = sup
r>0

1
|B(x, r)|

∫
B(x,r)∩Ω

|f(y)| dy,

is bounded in the space Lp(·)(Ω), condition (2.5) appearing in the case of un-
bounded Ω, see [6, 4].

Definition 2.1. By w-Lip(Ω) we denote the class of exponents p ∈ L∞(Ω) satisfying
the (local) logarithmic condition (2.4).

Definition 2.2. By P∞(Ω) we denote the class of exponents p ∈ L∞(Ω) which
satisfy assumptions (2.2), (2.5).

3. Two general results on compactness of operators

In this section we dwell on two general results on compactness which are known
to be well suited for applications to variable exponent spaces. One is the so-called
dominated compactness theorem for integral operators, another is a consequence
of the general unilateral compactness interpolation theorems.

3.1. Dominated compactness theorem

For classical Lebesgue spaces Lp(Ω), |Ω| <∞ with a constant p ∈ (1,∞) there is
known the result on compactness, which goes back to Krasnoselskii [19] and states
that the compactness in Lp of an integral operator with a positive kernel yields
that of the operator with a smaller kernel. To the case of variable exponent spaces
this was extended in [25], where it was in general proved within the frameworks
of BFS. In Theorem 3.12 of [25] a slightly more general version of the following
Theorem 3.1 was proved. Let

Kf(x) =
∫

Ω

K(x, y)f(y) dy and K0f(x) =
∫

Ω

K0(x, y)f(y) dy (3.1)

be two integral operators and K0(x, y) ≥ 0.
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Theorem 3.1. Let X and Y be BFS with absolutely continuous norms. Let

|K(x, y)| ≤ K0(x, y)

and suppose that the operator K0 : X → Y is compact. Then K is also a compact
operator from X to Y.

It is known that a BFS has an absolutely continuous norm if and only if its
dual and associate spaces are isomorphic.

Corollary 3.2. The statement of Theorem 3.1 is valid for the space Lp(·)(Ω, �), if
condition (2.2) and the conditions

‖�‖p(·) <∞, ‖�−1‖p′(·) <∞,
1

p′(x)
+

1
p(x)

≡ 1, (3.2)

are satisfied.

Proof. It suffices to note that conditions (3.2) are equivalent to the embeddings

L∞(Ω) ⊂ Lp(·)(Ω, �) ⊂ L1(Ω)

under which Lp(·)(Ω, �) is a BFS, while condition (2.2) yields the coincidence of
the dual and associate spaces, see Theorem 2.5 in [1], and thereby this space has
an absolutely continuous norm. �

3.2. Compactness interpolation theorem

In 1960 it was proved by M.A. Krasnoselskii [18] that it is possible to “one-sidedly”
interpolate the compactness property in Lp-spaces with a constant p. After that
an extension to the case of general Banach space setting was a matter of a study
in a series of papers, we refer for instance to [2, 9, 20, 23], where such an extension
was made under some hypotheses on the space, which were finally removed in [5].

For the spaces Lp(·)(Ω) with the interpolation spaces realized directly as
Lpθ(·)(Ω), 1

pθ(x) = θ
p1(x) + 1−θ

p2(x) , θ ∈ (0, 1), such a one-sided compactness interpo-
lation theorem was derived in [24] from results of [23] and runs as follows.

Theorem 3.3. Let Ω ⊆ Rn be an open set and let the variable exponents pj :
Ω → [1,∞), j = 1, 2, satisfy condition (2.3). Let a linear operator A defined on
Lp1(·)(Ω) ∪ Lp2(·)(Ω) be bounded in the spaces Lpj(·)(Ω), j = 1, 2. If it is compact
in the space Lp1(·)(Ω), then it is also compact in every space Lpθ(·)(Ω), where

1
pθ (x)

=
θ

p1 (x)
+

1− θ

p2 (x)
, θ ∈ (0, 1].

In applications it is convenient to make use of the following statement.

Theorem 3.4. Let Ω ⊆ Rn and there are given a function p : Ω → [1,∞), p(x)
such that 1 ≤ p− ≤ p(x) ≤ p+ <∞, and a number{

p0 ∈ (1,∞), if p− > 1,
p0 = 1, if p− = 1.
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There exists a function q : Ω → [1,∞) with the similar property 1 ≤ q− ≤ q(x) ≤
q+ < ∞ and a number θ ∈ [0, 1) such that Lp(·)(Ω) is an intermediate space be-
tween Lp0 (Ω) and Lq(·)(Ω) corresponding to the interpolation parameter θ. More-
over, q(x) may be also chosen so that q− > 1 when p− > 1.

Proof. The interpolating equality 1
p(x)

= θ
p0

+ 1−θ
q(x)

gives the expression for q:

q(x) =
p0(1− θ)p(x)
p0 − θp(x)

so that we have only to take care about the choice of θ ∈ (0, 1) such that the
conditions q− > 1 and q+ <∞ are fulfilled. This gives the restriction

θ ∈ (0, θ0), θ0 = min
{

1,
p0

p+
,

p′0
p′−

}
,

(with p′
0

p′
−

interpreted as 1 in the case p0 = p− = 1), which is always possible. �

The importance for applications of the above statement, combined with the
compactness interpolation theorem, is obvious: it allows us just to know that an
operator is compact in Lp0 , then, if it is bounded in variable exponent spaces, it
is also compact in such spaces. This approach has already been used in [24] in the
study of the normal solvability of pseudodifferential operators. We illustrate this
approach by another application in Section 5.

4. Compactness of an integral operator with integrable almost
decreasing radial dominant of the kernel in the case |Ω| <∞

In this section we study the compactness of integral operators

Kf(x) =
∫
Ω

K(x, y)f(y) dy, (4.1)

over an open set Ω of a bounded measure, |Ω| < ∞, whose kernel K(x, y) is
dominated by difference kernel, that is,

|K(x, y)| ≤ A(|x − y|). (4.2)

It is well known that in the case p(x) ≡ p = const, operators

Kf(x) =
∫
Ω

k(x− y)f(y) dy

over a set Ω with |Ω| < ∞ are compact in Lp(Ω), 1 ≤ p < ∞, for any integrable
kernel k(x) (which follows from a simple fact that a kernel k ∈ L1(Ω) may be
approximated in L1-norm by bounded kernels).

In case of variable p(x) this no more is valid for arbitrary integrable kernels,
convolutions with such kernels even are unbounded in general: the Young theorem
is not valid for an arbitrary integrable kernel.
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There is known a class of convolutions which may be bounded operators
in the case of variable p(x). This is the class of convolutions which have radial
decreasing integrable majorants, see [6]. Such convolutions are bounded operators
in Lp(·)(Ω), Ω ⊆ Rn, whenever the maximal operator is bounded in this space,
which is the consequence of Stein’s pointwise estimate

|Kf(x)| ≤ ‖A‖1Mf(x),

known under the assumption that A(r), r = |x|, is decreasing. In [3] it was shown
that the integrability of the decreasing dominantA is sufficient for the boundedness
of the convolution operator also in the case p− = 1.

The requirement for A to be decreasing may be slightly weakened to almost
decreasing. Recall that a non-negative function f(t), t ∈ R1

+, is called almost de-
creasing if there exists a constant C = Cf ≥ 1 such that f(t2) ≤ Cf(t1) for all
t2 ≥ t1. This is equivalent to saying that there exists a decreasing function g(t)
such that c1g(t) ≤ f(t) ≤ c2g(t) where c1 > 0, c2 > 0. The constant

Cf = sup
t2≥t1

f(t1)
f(t2)

sometimes is called the coefficient of almost decrease of f .
In the sequel, when saying that the kernel k(x) has a radial integrable almost

decreasing dominant A, we mean that

|k(x)| ≤ A(|x|),
where A(|x|) ∈ L1(Rn) and A(r) is an almost decreasing function

The results on compactness in weighted variable exponent spaces we prove in
Subsection 4.2 are based on obtaining a version of Stein’s estimate, see Lemma 4.2.

4.1. Non-weighted case

In the non-weighted case, the following compactness theorem for integral operators
(4.1) is an immediate consequence of the interpolation Theorems 3.3 and 3.4.

Theorem 4.1. Let |Ω| <∞, 1 ≤ p− ≤ p+ <∞. An integral operator of form (4.1)
with radial decreasing integrable dominant A(|x|) of its kernel is compact in the
space Lp(·)(Ω), if the maximal operator is bounded in this space.

In the next subsection we provide another approach which does not use inter-
polation theorem and allows to cover the weighted case, at the least for a certain
class of integral operators. Note that the validity of an interpolation theorem of
type of Theorem 3.3 for weighted variable exponent spaces is an open question.

4.2. Weighted case

We assume that the dominant A in (4.2) is integrable:∫
B(0,R)

A(|x|) dx <∞, R = 2diamΩ (4.3)

and almost decreasing.
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We split the operator K in the standard way:

Kf(x) =
∫

|x−y|<ε

K(x, y)f(y) dy +
∫

|x−y|>ε

K(x, y)f(y) dy

=: Kεf(x) + Tεf(x).

(4.4)

The following lemma is crucial for our purposes. In this lemma, in particular,
we give a new proof of pointwise Stein’s estimation

|Kf(x)| ≤ ‖A‖1Mf(x) (4.5)

known in form (4.5) for radially decreasing dominants A.

Lemma 4.2. Let (4.2) be satisfied and let A be almost decreasing. Then the follow-
ing pointwise estimate

|Kεf(x)| ≤ a(ε)Mf(x), x ∈ Ω (4.6)

holds, where

a(ε) = (CA)2
∫

B(0,ε)

A(|x|) dx→ 0 as ε→ 0 (4.7)

and CA is the coefficient of the almost decrease of the function A. In the case
Ω = Rn we also have

|Kf(x)| ≤ (CA)2‖A‖1Mf(x), x ∈ Rn. (4.8)

Proof. To prove (4.6), we use the decomposition

|Kεf(x)| ≤
∞∑

k=0

∫
λ−k−1ε<|y−x|<λ−kε

A(|x− y|)|f(y)| dy

with an arbitrary λ > 1. Then after standard estimations we obtain (4.6) with

a(ε) = CA

∣∣Sn−1
∣∣

n

∞∑
k=0

A(λ−kε)(λ−kε)n. (4.9)

To arrive at (4.7), we estimate the integral
∫

B(0,ε)

A(|y|) dy as follows

∫
B(0,ε)

A(|y|) dy =
∞∑

k=0

∫
λ−k−1ε<|y|<λ−kε

A(|y|) dy

	 1
CA

∞∑
k=0

A(λ−k−1ε)
∫

λ−k−1ε<|y|<λ−kε

dy
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which after easy calculations yields∫
B(0,ε)

A(|y|) dy ≥ λn − 1
CA

∣∣Sn−1
∣∣

n

[ ∞∑
k=0

A(λ−kε)(λ−kε)n −A(ε)εn

]
.

Then by (4.9)

a(ε) ≤ (CA)2
(

1
λn − 1

+ 1
) ∫

B(0,ε)

A(|y|) dy.

Since the left-hand side of (4.6) does not depend on λ > 1, we may pass to the
limit as λ→∞, which yields the validity of (4.6)–(4.8). �

Observe that the kernel of the operator Tε in the representation (4.4) is a
bounded function for each ε > 0. Therefore, from Lemma 4.2 we immediately
arrive at the following statement.

Theorem 4.3. An integral operator with radial almost decreasing integrable domi-
nant A(|x|) of its kernel is compact in a Banach function space X = X(Ω) with
|Ω| <∞, if

1. the maximal operator is bounded in X;
2. integral operators with bounded kernel are compact in X.

In the case where X is a Banach function space with absolutely continuous norm,
assumption 2. may be omitted.

Proof. The compactness of the operator K under both the assumptions (1)–(2) is
obvious in view of representation (4.4) and estimate (4.6). A possibility to omit
assumption (2) follows from Theorem 3.1, since the integral operator with constant
kernel is one dimensional and consequently compact in every Banach function
space. �

Corollary 4.4. Let |Ω| <∞, 1 ≤ p− ≤ p+ <∞ and the weight � satisfy condition
(3.2). An integral operator with radial almost decreasing integrable dominant A(|x|)
of its kernel is compact in the space Lp(·)(Ω, �), if the maximal operator is bounded
in this space.

Proof. It suffices to note that Lp(·)(Ω, �) is a Banach function space with absolute
norm, under conditions (2.2) and (3.2). �

Remark 4.5. The boundedness of the maximal operator for the case X = Lp(·)(Ω)
is known [6] at least under conditions (2.3) and (2.4). Results on the weighted
boundedness of the maximal operator in the space Lp(·)(Ω, �) for some classes of
weights were given in [16, 12, 13, 14].
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5. The case Ω = Rn: compactness of convolution type operators
with coefficients vanishing at infinity

Definition 5.1. A function a(x) ∈ L∞(Rn) is said to belong to the class Bsup
0 (Rn), if

lim
N→∞

ess sup
|x|>N

|a(x)| = 0. (5.1)

The following statement is known (see [10, p. 39] and references therein)
which is of importance in application to the Fredholmness theory of convolution
type equations, see [10, Section 3].

Theorem 5.2. The operator

(Tf)(x) = a(x)
∫

Rn

k(x− y)b(y)f(y) dy , x ∈ Rn, (5.2)

where k ∈ L1(Rn) and a, b ∈ L∞(Rn), is compact in Lp(Rn), 1 ≤ p ≤ ∞, when
either a ∈ Bsup

0 or b ∈ Bsup
0 .

Then from Theorems 5.2 and 3.3–3.4 we arrive at the following statement.

Theorem 5.3. Let the kernel k(x) have a radial integrable almost decreasing dom-
inant, and a, b ∈ L∞(Rn). Under condition (2.2) on p(x), operators T of form
(5.2) are compact in the space Lp(·)(Rn), if

i) the maximal operator M is bounded in the space Lq(·)(Rn) with any q(·) such
that 1

q(x) = λ
p(x) − c, where λ ∈ (1,∞), c ∈ (0,∞) and λ

c ≥ p−,
ii) either a ∈ Bsup

0 or b ∈ Bsup
0 .

To complete Theorem 5.3, it remains to refer to known conditions on p(x)
sufficient for the boundedness of the maximal operator over the whole space Rn.
As is well known, conditions (2.3), (2.4), (2.5) guarantee such a boundedness. A
condition weaker than decay condition (2.5), is the known Nekvinda’s condition
from [21]. Recently, in [22] that condition was weakened as follows. Let lnk x be
the k-iterated logarithm, and s(t) a monotone function on R1

+ such that

1 < inf s(t), sup s(t) <∞ (5.3)

and ∣∣∣∣ d

dt
s(t)

∣∣∣∣ ≤ −K
d

dt

(
1

lnα
k (t)

)
for large t, (5.4)

where α > 0, K > 0. In [22] the following statement was proved.

Proposition 5.4. Let p satisfy assumptions (2.3), (2.4). If p(x) satisfies the condi-
tion ∫

p(x) �=s(|x|)

c
1

|p(x)−s(|x|)| dx <∞ (5.5)

with c > 0 and a monotone function s(t) on R1
+ fulfilling (5.3)–(5.4), then the

maximal operator is bounded in the space Lp(·)(Rn).



506 S. Samko

Then from Theorem 5.3 we obtain the following result.

Theorem 5.5. Let the kernel k(x) have a radial integrable almost decreasing dom-
inant, and a, b ∈ L∞(Rn) and either a ∈ Bsup

0 or b ∈ Bsup
0 . Operators T of

form (5.2) are compact in the space Lp(·)(Rn), if p(x) satisfies conditions (2.3),
(2.4) and decay-type condition (5.5) with some monotone function s(t) satisfying
(5.3)–(5.4).

Proof. Apply Theorem 5.3. Given p(x), Theorem 5.3 requires the existence of
the constants λ > 1, c > 0 such that the maximal operator is bounded in the
space Lq(·)(Rn), where 1

q(x)
= λ

p(x)
− c. It suffices to observe that the validity of

condition (5.5) for p(x) with some s(|x|) implies its validity for such q(x) with
another monotone function s1(t) defined by

1
s1(t)

=
1

s(t)
+

c

λ
,

where c > 0 may be chosen small enough to get inf s1(t) > 1. This completes the
proof. �
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Extension to an Invertible Matrix
in Convolution Algebras of
Measures Supported in [0, +∞)

Amol Sasane

Abstract. Let M+ denote the Banach algebra of all complex Borel measures
with support contained in [0, +∞), with the usual addition and scalar multi-
plication, and with convolution ∗, and the norm being the total variation of
μ. We show that the maximal ideal space X(M+) of M+, equipped with the
Gelfand topology, is contractible as a topological space. In particular, it fol-
lows that every left invertible matrix with entries from M+ can be completed
to an invertible matrix, that is, the following statements are equivalent for
f ∈ (M+)n×k, k < n:

1. There exists a matrix g ∈ Mk×n
+ such that g ∗ f = Ik.

2. There exist matrices F, G ∈ Mn×n
+ such that G ∗F = In and Fij = fij ,

1 ≤ i ≤ n, 1 ≤ j ≤ k.
We also show a similar result for all subalgebras of M+ satisfying a mild
condition.

Mathematics Subject Classification (2000). Primary 54C40; Secondary 46J10,
32A38, 93D15.

Keywords. Contractibility of the maximal ideal space, convolution algebra of
measures, Hermite ring, Tolokonnikov’s lemma, coprime factorization.

1. Introduction

The aim of this paper is to show that the maximal ideal space X(M+) of the Ba-
nach algebraM+ of all complex Borel measures with support in [0, +∞) (defined
below), is contractible. We also apply this result to the problem of completing a
left invertible matrix with entries in M+ to an invertible matrix overM+.

Definition 1.1. LetM+ denote the set of all complex Borel measures with support
contained in [0, +∞). Then M+ is a complex vector space with addition and

Communicated by J.A. Ball.
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scalar multiplication defined as usual, and it becomes a complex algebra if we take
convolution of measures as the operation of multiplication. With the norm of μ
taken as the total variation of μ, M+ is a Banach algebra. Recall that the total
variation ‖μ‖ of μ is defined by

‖μ‖ = sup
∞∑

n=1

|μ(En)|,

the supremum being taken over all partitions of [0, +∞), that is over all countable
collections (En)n∈N of Borel subsets of [0, +∞) such that En

⋂
Em = ∅ whenever

m �= n and [0, +∞) =
⋃

n∈N En. The identity with respect to convolution in M+

is the Dirac measure δ, given by

δ(E) =
{

1 if 0 ∈ E,
0 if 0 �∈ E.

The above Banach algebra is classical, and we refer the reader to the book
[1, §4, p. 141–150] for a detailed exposition.

Notation 1.2. Let X(M+) denote the maximal ideal space of the Banach algebra
M+, that is the set of all nonzero complex homomorphisms from M+ to C. We
equip X(M+) with the Gelfand topology, that is, the weak-∗ topology induced
from the dual space L(M+; C) of the Banach spaceM+.

We will show that X(M+) is contractible. We recall the notion of contractibil-
ity below:

Definition 1.3. A topological space X is said to be contractible if there exists a
continuous map H : X × [0, 1] → X and an x0 ∈ X such that for all x ∈ X ,
H(x, 0) = x and H(x, 1) = x0.

Our main result is the following:

Theorem 1.4. X(M+) is contractible.

In particular, by a result proved by V.Ya. Lin, the above implies that the ring
M+ is Hermite. Before stating this result, we recall the definition of a Hermite
ring:

Definition 1.5. Let R be a ring with an identity element denoted by 1. Let us
denote by Ik ∈ Rk×k the diagonal matrix of size k×k with all the diagonal entries
equal to the identity element 1. A matrix f ∈ Rn×k is called left invertible if there
exists a matrix g ∈ Rk×n such that gf = Ik.

The ring R is called a Hermite ring if for all k, n ∈ N with k < n and all
left invertible matrices f ∈ Rn×k, there exist matrices F, G ∈ Rn×n such that
GF = In and Fij = fij for all 1 ≤ i ≤ n and 1 ≤ j ≤ k.

We now recall Lin’s result; [2, Theorem 3, p. 127]:
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Proposition 1.6. Let R be a commutative Banach algebra with identity. If the
maximal ideal space X(R) (equipped with the Gelfand topology) of the Banach
algebra R is contractible, then R is a Hermite ring.

Using the above result, our main result given in Theorem 1.4 then implies
the following.

Corollary 1.7. M+ is a Hermite ring, that is, the following statements are equiv-
alent for f ∈ (M+)n×k, k < n:

1. There exists a matrix g ∈ Mk×n
+ such that g ∗ f = Ik.

2. There exist matrices F, G ∈ Mn×n
+ such that G ∗ F = In and Fij = fij ,

1 ≤ i ≤ n, 1 ≤ j ≤ k.

(In the above, ∗ denotes convolution, and Fij , fij denote the entries in the
ith row and jth column, of the matrices F and f , respectively.)

1.1. Relevance of the Hermiteness ofM+ in control theory

The motivation for proving thatM+ is a Hermite ring arises from control theory,
where it plays an important role in the problem of stabilization of linear systems.
Let M̂+ denote the integral domain of Laplace transforms of elements of M+.
Then M̂+ is a class of “stable” transfer functions, in the sense that if the plant
transfer function g = μ̂ belongs to M̂+, then nice inputs are mapped to nice
outputs in a continuous manner: if the initial state of the system is 0, and the input
u ∈ Lp(0, +∞), where 1 ≤ p ≤ +∞, then the corresponding output1 y = μ ∗ u is
in Lp(0, +∞) (here μ is the inverse Laplace transform of g). Moreover,

sup
0�=u∈Lp(0,+∞)

‖y‖p
‖u‖p

≤ ‖g‖.

In fact one has equality above if p = 1 or p = +∞.
The result thatM+ is Hermite implies that if a system with a transfer func-

tion G in the field of fractions of M̂+ has a right (or left) coprime factorization,
then G has a doubly coprime factorization, and the standard Youla parameteriza-
tion yields all stabilizing controllers for G. For further details on the relevance of
the Hermite property in control theory, see [5, Theorem 66, p. 347].

Unfortunately, a nice analytic test for checking right invertibility is not avail-
able; see [1, Theorem 4.18.5, p. 149]. This has been the reason that in control
theory, one uses the subalgebra A of M+ consisting of those measures from M+

for which the non-atomic singular part is 0, for which an analytic condition for
left invertibility is indeed available [1, Theorem 4.18.6]. The Hermite property of
A, which was mentioned as an open problem in Vidyasagar’s book [5, p. 360], was
proved in [4]. The proof of the Hermite property of M+ we give here is inspired
from the calculation done in [4].

In Section 3, we will give the proof of Theorem 1.4, but before doing that, in
Section 2, we first prove a few technical results which will be used in the sequel.

1equivalently ŷ(s) = g(s)û(s), for all s in some right half-plane in C
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2. Preliminaries

In this section, we prove a few auxiliary facts, which will be needed in order to
prove our main result.

Definition 2.1. If μ ∈ M+ and θ ∈ [0, 1), then we define the complex Borel measure
μθ as follows:

μθ(E) :=
∫

E

(1− θ)tdμ(t),

where E is a Borel subset of [0, +∞). If θ = 1, then we define

μθ = μ1 := μ({0})δ.

It can be seen that μθ ∈ M+ and that ‖μθ‖ ≤ ‖μ‖. Also δθ = δ for all
θ ∈ [0, 1].

Proposition 2.2. If μ, ν ∈ M+, then for all θ ∈ [0, 1],

(μ ∗ ν)θ = μθ ∗ νθ.

Proof. If E is a Borel subset of [0, +∞), then

(μ ∗ ν)θ(E) =
∫

E

(1− θ)td(μ ∗ ν)(t) =
∫∫

σ+τ∈E
σ,τ∈[0,+∞)

(1− θ)σ+τdμ(σ)dν(τ).

On the other hand,

(μθ ∗ νθ)(E) =
∫

τ∈[0,+∞)

μθ(E − τ)dνθ(τ)

=
∫

τ∈[0,+∞)

⎛⎝∫
σ∈E−τ

σ∈[0,+∞)

(1 − θ)σdμ(σ)

⎞⎠ dνθ(τ)

=
∫∫

σ+τ∈E
σ,τ∈[0,+∞)

(1− θ)σ+τdμ(σ)dν(τ).

This completes the proof. �

The following result says that for a fixed μ, the map θ �→ μθ : [0, 1] →M+

is continuous.

Proposition 2.3. If μ ∈ M+ and θ0 ∈ [0, 1], then

lim
θ→θ0

μθ = μθ0

in M+.
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Proof. Consider first the case when θ0 ∈ [0, 1). Given an ε > 0, first choose an
R > 0 large enough so that |μ|((R, +∞)) < ε. Let θ ∈ [0, 1). There exists a Borel
measurable function w such that d(μθ − μθ0)(t) = e−iw(t)d|μθ − μθ0 |(t). Thus

‖μθ − μθ0‖ = |μθ − μθ0 |([0, +∞))

=
∫

[0,+∞)

eiw(t)d(μθ − μθ0)(t)

=

∣∣∣∣∣
∫

[0,+∞)

eiw(t)d(μθ − μθ0)(t)

∣∣∣∣∣
=

∣∣∣∣∣
∫

[0,+∞)

eiw(t)

(
(1− θ)t − (1− θ0)t

)
dμ(t)

∣∣∣∣∣ .
Hence

‖μθ − μθ0‖ ≤
∣∣∣∣∣
∫

[0,R]

eiw(t)

(
(1 − θ)t − (1− θ0)t

)
dμ(t)

∣∣∣∣∣
+

∣∣∣∣∣
∫

(R,+∞)

eiw(t)

(
(1− θ)t − (1− θ0)t

)
dμ(t)

∣∣∣∣∣
≤ max

t∈[0,R]

∣∣∣∣(1− θ)t − (1− θ0)t

∣∣∣∣|μ|([0, R]) + 2|μ|((R, +∞))

≤ max
t∈[0,R]

∣∣∣∣(1− θ)t − (1− θ0)t

∣∣∣∣|μ|([0, +∞)) + 2ε.

But by the mean value theorem applied to the function θ �→ (1− θ)t,

(1− θ)t − (1− θ0)t = (θ − θ0)t(1− c)t−1 = (θ − θ0)t
(1− c)t

1− c
,

for some c (depending on t, θ and θ0) in between θ and θ0. Since c lies between θ
and θ0, and since both θ and θ0 lie in [0, 1), and t ∈ [0, R], it follows that (1−c)t ≤ 1
and

1
1− c

≤ max
{

1
1− θ

,
1

1− θ0

}
.

Thus using the above and the fact that |t| ≤ R,

max
t∈[0,R]

∣∣∣∣(1− θ)t − (1 − θ0)t

∣∣∣∣ = max
t∈[0,R]

|θ − θ0||t||(1 − c)t| 1
|1− c|

≤ |θ − θ0| ·R · 1 ·max
{

1
1− θ

,
1

1− θ0

}
.
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Hence we have

lim sup
θ→θ0

(
max

t∈[0,R]

∣∣∣∣(1− θ)t − (1− θ0)t

∣∣∣∣|μ|([0, +∞))
)

≤ lim sup
θ→θ0

(
|θ − θ0| ·R ·max

{
1

1− θ
,

1
1− θ0

}
· |μ|([0, +∞))

)
= 0 ·R · 1

1− θ0
|μ|([0, +∞))

= 0.

Consequently,
lim sup

θ→θ0

‖μθ − μθ0‖ ≤ 2ε.

But the choice of ε > 0 was arbitrary, and so

lim sup
θ→θ0

‖μθ − μθ0‖ = 0.

Since ‖μθ − μθ0‖ ≥ 0, we can conclude that

lim
θ→θ0

‖μθ − μθ0‖ = 0.

Now let us consider the case when θ0 = 1. Let us assume for the moment
that μ({0}) = 0. We will show that

lim
θ→1

μθ = 0

in M+. Given an ε > 0, first choose a r > 0 small enough so that |μ|([0, r])) < ε.
(This is possible, since μ({0}) = 0.) There exists a Borel measurable function w
such that dμθ(t) = e−iw(t)d|μθ|(t). Thus

‖μθ‖ = |μθ|([0, +∞)) =
∫

[0,+∞)

eiw(t)dμθ(t)

=
∫

[0,+∞)

eiw(t)(1− θ)tdμ(t) =

∣∣∣∣∣
∫

[0,+∞)

eiw(t)(1− θ)tdμ(t)

∣∣∣∣∣
≤

∣∣∣∣∣
∫

[0,r]

eiw(t)(1− θ)tdμ(t)

∣∣∣∣∣ +

∣∣∣∣∣
∫

(r,+∞)

eiw(t)(1− θ)tdμ(t)

∣∣∣∣∣
≤ |μ|([0, r]) + (1− θ)r |μ|((r, +∞))
≤ ε + (1− θ)r|μ|([0, +∞)).

Consequently,
lim sup

θ→1
‖μθ − μθ0‖ ≤ ε.

But the choice of ε > 0 was arbitrary, and so

lim sup
θ→1

‖μθ‖ = 0.
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Since ‖μθ‖ ≥ 0, we can conclude that

lim
θ→1
‖μθ‖ = 0.

Finally, if μ({0}) �= 0, then define

ν := μ− μ({0})δ ∈ M+.

It is clear that ν({0}) = 0 and νθ = μθ − μ({0})δ. Since

lim
θ→1

νθ = 0,

we obtain
lim
θ→1

μθ = μ({0})δ
in M+. �

3. Contractibility of X(M+)

In this section we will prove our main result.

Proof of Theorem 1.4. Define ϕ+∞ :M+ → C by ϕ+∞(μ) = μ({0}), μ ∈ X(M+).
It can be checked that ϕ+∞ ∈ X(M+); see [1, Theorem 4.18.1, p. 147]. We will
construct a continuous map H : X(M+)× [0, 1]→ X(M+) such that

for all ϕ ∈ X(M+), H(ϕ, 0) = ϕ, and
for all ϕ ∈ X(M+), H(ϕ, 1) = ϕ+∞.

The map H is defined as follows:

(H(ϕ, θ))(μ) = ϕ(μθ), μ ∈M+, θ ∈ [0, 1]. (1)

We show that H is well defined. From the definition, H(ϕ, 1) = ϕ+∞ ∈ X(M+) for
all ϕ ∈ X(M+). If θ ∈ [0, 1), then the linearity of H(ϕ, θ) :M+ → C is obvious.
Continuity of H(ϕ, θ) follows from the fact that ϕ is continuous and ‖μθ‖ ≤ ‖μ‖.
That H(ϕ, θ) is multiplicative is a consequence of Proposition 2.2, and the fact
that ϕ respects multiplication. Finally (H(ϕ, θ))(δ) = ϕ(δθ) = ϕ(δ) = 1.

That H(·, 0) is the identity map and H(·, 1) is a constant map is obvious.
Finally, we show below that H is continuous. Since X(M+) is equipped with

the Gelfand topology, we just have to prove that for every convergent net (ϕi, θi)i∈I

with limit (ϕ, θ) in X(M+)×[0, 1], there holds that (H(ϕi, θi))(μ)→ (H(ϕ, θ))(μ).
We have

|(H(ϕi, θi))(μ)− (H(ϕ, θ))(μ)| = |ϕi(μθi)− ϕi(μθ) + ϕi(μθ)− ϕ(μθ)|
≤ |ϕi(μθi)− ϕi(μθ)|+ |ϕi(μθ)− ϕ(μθ)|
= |ϕi(μθi − μθ)|+ |(ϕi − ϕ)(μθ)|
≤ ‖ϕi‖ · ‖μθi − μθ‖+ |(ϕi − ϕ)(μθ)|
≤ 1 · ‖μθi − μθ‖+ |(ϕi − ϕ)(μθ)| → 0.

This completes the proof. �
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In [4], we had used the explicit description of the maximal ideal space X(A)
of the algebra A (of those complex Borel measures that do not have a singular
non-atomic part) in order to prove that X(A) is contractible. Such an explicit de-
scription of the maximal ideal space X(M+) ofM+ does not seem to be available
explicitly in the literature on the subject.

Our definition of the map H is based on the following consideration, which can
be thought of as a generalization of the Riemann-Lebesgue Lemma for functions
fa ∈ L1(0, +∞) (which says that the limit as s → +∞ of the Laplace transform
of fa is 0):

Theorem 3.1. If μ ∈M+, then

lim
s→+∞

∫ +∞

0

e−stdμ(t) = μ({0}).

The set X(M+) contains the half-plane

C≥0 := {s ∈ C | Re(s) ≥ 0}
in the sense that each s ∈ C≥0, gives rise to the corresponding complex homomor-
phism ϕs :M+ → C, given simply by point evaluation of the Laplace transform
of μ at s:

μ �→ ϕs(μ) =
∫ +∞

0

e−stdμ(t), μ ∈ M+.

If we imagine s tending to +∞ along the real axis we see, in light of the Theorem 3.1
stated above, that ϕs starts looking more and more like ϕ+∞. So we may define

H(ϕs, θ) = ϕs−log(1−θ),

which would suggest that at least the part C≥0 of X(M+) is contractible to ϕ+∞.
But we see that we can view the action of H(ϕs, θ) defined above as follows:

(H(ϕs, θ))(μ) = ϕs−log(1−θ)(μ)

=
∫ +∞

0

e−(s−log(1−θ))tdμ(t)

=
∫ +∞

0

e−st(1− θ)tdμ(t)

= ϕs(ν),

where ν is the measure such that dν(t) = (1− θ)tdμ(t). This motivates the defini-
tion of H given in (1).

4. Hermite-ness of some subalgebras ofM+

The proof of Theorem 1.4 shows that in fact it works for all subalgebras R ofM+

which are closed under the operation μ �→ μθ, θ ∈ [0, 1].
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Theorem 4.1. Suppose that R is a Banach subalgebra of M+, such that it has the
property:

(P) For all μ ∈ R and for all θ ∈ [0, 1], μθ ∈ R.

Then the maximal ideal space X(R) equipped with the Gelfand topology is con-
tractible. In particular, the ring R is Hermite, that is, the following statements are
equivalent for f ∈ Rn×k, k < n:

1. There exists a matrix g ∈ Rk×n such that g ∗ f = Ik.
2. There exist matrices F, G ∈ Rn×n such that G ∗ F = In and Fij = fij ,

1 ≤ i ≤ n, 1 ≤ j ≤ k.

As specific examples of R, we consider the following:

(a) Consider the Wiener-Laplace algebra W+ of the half-plane, of all functions
defined in the half-plane C≥0 that differ from the Laplace transform of an
L1(0, +∞) function by a constant. The Wiener-Laplace algebra W+ is a
Banach algebra with pointwise operations and the norm

‖f̂ + α‖W+ = ‖f̂‖L1 + |α|, f ∈ L1(0, +∞), α ∈ C.

Then W+ is precisely the set of Laplace transforms of elements of the subal-
gebra of M+ consisting of all complex Borel measures of the type μa + αδ,
where μa is absolutely continuous (with respect to the Lebesgue measure)
and α ∈ C. This subalgebra of M+ has the property (P) demanded in the
statement of Theorem 4.1, and so the maximal ideal space X(W+) is con-
tractible.

(b) Also we recover the main result in [4], but this time without recourse to the
explicit description of the maximal ideal space of A. Indeed, the subalgebraA
ofM+, consisting of all complex Borel measures that do not have a singular
non-atomic part, also possesses the property (P).

(c) Finally, we consider the algebra almost-periodic Wiener algebra APW+, of
sums

f(s) =
∞∑

k=1

fke−stk , s ∈ C≥0

where t0 = 0 < t1, t2, t3, . . . and
∞∑

k=0

|fk| < +∞.

This algebra is isometrically isomorphic to the subalgebra of M+ of
atomic measures μ. Since this subalgebra has the property (P), it follows
that APW+ is a Hermite ring.

In each of the above algebras W+, A or APW+, the corona theorem holds, that
is, there is an analytic condition which is equivalent to left-invertibility. (The
proofs/references of the corona theorems for W+, A and APW+ can be found
for example in [3, Theorem 4.3].) Combining the Hermite-ness with the corona
theorem, we obtain the following:
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Corollary 4.2. Let R be any one of the algebras W+, A or APW+. Then the
following statements are equivalent for f ∈ Rn×k, k < n:

1. There exists a matrix g ∈ Rk×n such that gf = Ik.
2. There exist matrices F, G ∈ Rn×n such that GF = In and Fij = fij for all

1 ≤ i ≤ n, 1 ≤ j ≤ k.
3. There exists a δ > 0 such that for all s ∈ C≥0, f(s)∗f(s) ≥ δ2I.
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The Invariant Subspace Problem via
Composition Operators-redux

Joel H. Shapiro

Abstract. The Invariant Subspace Problem (“ISP”) for Hilbert space oper-
ators is known to be equivalent to a question that, on its surface, seems
surprisingly concrete: For composition operators induced on the Hardy space
H2 by hyperbolic automorphisms of the unit disc, is every nontrivial minimal
invariant subspace one dimensional (i.e., spanned by an eigenvector)? In the
hope of reviving interest in the contribution this remarkable result might offer
to the studies of both composition operators and the ISP, I revisit some known
results, weaken their hypotheses and simplify their proofs. Sample results: If
ϕ is a hyperbolic disc automorphism with fixed points at α and β (both neces-
sarily on the unit circle), and Cϕ the composition operator it induces on H2,

then for every f ∈ √
(z − α)(z − β)H2, the doubly Cϕ-cyclic subspace gener-

ated by f contains many independent eigenvectors; more precisely, the point
spectrum of Cϕ’s restriction to that subspace intersects the unit circle in a set
of positive measure. Moreover, this restriction of Cϕ is hypercyclic (some for-

ward orbit is dense). Under the stronger restriction f ∈ √
(z − α)(z − β) Hp

for some p > 2, the point spectrum of the restricted operator contains an
open annulus centered at the origin.

Mathematics Subject Classification (2000). Primary 47B33; Secondary 47A15.

Keywords. Composition operator, hyperbolic automorphism, Invariant Sub-
space Problem.

1. Introduction

More than twenty years ago Nordgren, Rosenthal, and Wintrobe [8] made a sur-
prising connection between composition operators on the Hardy space H2 and the
Invariant Subspace Problem – henceforth, the “ISP”. The ISP asks if every op-
erator on a separable Hilbert space has a nontrivial invariant subspace (following
tradition: “operator” means “bounded linear operator,” “subspace” means “closed

Communicated by I.M. Spitkovsky.
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linear manifold,” and for a subspace, “nontrivial” means “neither the whole space
nor the zero-subspace”). Nordgren, Rosenthal, and Wintrobe proved the following
[8, Corollary 6.3, page 343]:

Suppose ϕ is a hyperbolic automorphism of the open unit disc U. Let
Cϕ denote the composition operator induced by ϕ on the Hardy space
H2. Then the ISP has a positive solution if and only if every nontrivial
minimal Cϕ-invariant subspace of H2 has dimension one.

It is easy to see that, for each nontrivial minimal invariant subspace V of a Hilbert
space operator T , every non-zero vector x ∈ V is cyclic; i.e., span {T nx : n =
0, 1, 2, . . .} is dense in V . If, in addition, T is invertible, then so is its restriction to
V (otherwise the range of this restriction would be a nontrivial invariant subspace
strictly contained in V , contradicting minimality). Thus for T invertible, V a
nontrivial minimal invariant subspace of T , and 0 �= x ∈ V ,

V = span {T nx : n = 0, 1, 2, . . .} = span {T nx : n ∈ Z},
where now “span ” means “closure of the linear span.”

The result of Nordgren, Rosenthal, and Wintrobe therefore suggests that for
ϕ a hyperbolic disc automorphism we might profitably study how the properties
of a function f in H2\{0} influence the operator-theoretic properties of Cϕ|Df

,
the restriction of Cϕ to the “doubly cyclic” subspace subspace

Df := span {Cn
ϕf : n ∈ Z} = span {f ◦ ϕn : n ∈ Z}, (1.1)

with particular emphasis on the question of when the point spectrum of the re-
stricted operator is nonempty. (Here, for n is a positive integer, ϕn denotes the nth
compositional iterate of ϕ, while ϕ−n is the nth iterate of ϕ−1; ϕ0 is the identity
map.)

Along these lines, Valentin Matache [4, 1993] obtained a number of interest-
ing results on minimal invariant subspaces for hyperbolic-automorphically induced
composition operators. He observed, for example, that if a minimal invariant sub-
space for such an operator were to have dimension larger than 1, then, at either of
the fixed points of ϕ, none of the non-zero elements of that subspace could be both
continuous and non-vanishing (since ϕ is a hyperbolic automorphism of the unit
disc, its fixed points must necessarily lie on the unit circle; see §2.1 below). Mat-
ache also obtained interesting results on the possibility of minimality for invariant
subspaces generated by inner functions.

Several years later, Vitaly Chkliar [3, 1996] proved the following result for
hyperbolic-automorphic composition operators Cϕ:

If f ∈ H2\{0} is bounded in a neighborhood of one fixed point of ϕ, and
at the other fixed point vanishes to some order ε > 0, then the point
spectrum of Cϕ|Df

contains an open annulus centered at the origin.
Later Matache [5] obtained similar conclusions under less restrictive hypotheses.

In the work below, after providing some background (in §2), I revisit in §3
and §4 the work of Chkliar and Matache, providing simpler proofs of stronger
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results. Here is a sample: for ϕ a hyperbolic automorphism of U with fixed points
α and β (necessarily on ∂U):

(a) If f ∈ [(z − α)(z − β)]1/2H2\{0}, then σp(Cϕ|Df
) intersects the unit circle

in a set of positive measure.
(b) If f ∈ [(z − α)(z − β)]1/2Hp\{0} for some p > 2, then σp(Cϕ|Df

) contains
an open annulus centered at the origin.

Note that the function [(z−α)(z−β)]1/2 is an outer function, so the set of functions
f satisfying the hypotheses in each of parts (a) and (b) is dense in H2.

2. Background material

2.1. Disc automorphisms

An automorphism of a domain in the complex plane is a univalent holomorphic
mapping of that domain onto itself. Every automorphism of the open unit disc U
is a linear fractional map [9, Theorem 12.6, page 255].

Linear fractional maps can be regarded as homeomorphisms of the Riemann
Sphere; as such, each one that is not the identity map has one or two fixed points.
The maps with just one fixed point are the parabolic ones; each such map is
conjugate, via an appropriate linear fractional map, to one that fixes only the
point at infinity, i.e., to a translation. A linear fractional map that fixes two distinct
points is conjugate, again via a linear fractional map, to one that fixes both the
origin and the point at infinity, i.e., to a dilation w → μw of the complex plane,
where μ �= 1 is a complex number called the multiplier of the original map (actually
1/μ can just as well occur as the multiplier – depending on which fixed point of the
original map is taken to infinity by the conjugating transformation). The original
map is called elliptic if |μ| = 1, hyperbolic if μ is positive, and loxodromic in all
other cases (see, for example, [10, Chapter 0] for more details).

Suppose ϕ is a hyperbolic automorphism of U. Then the same is true of its
inverse. The fixed points of ϕ must necessarily lie on ∂U, the unit circle To see
this note that if the attractive fixed point of ϕ lies outside the closed unit disc,
then the compositional iterates of ϕ pull U toward that fixed point, and hence
outside of U, which contradicts the fact that ϕ(U) = U. If, on the other hand, the
attractive fixed point lies in U, then its reflection in the unit circle is the repulsive
fixed point, which is the attractive one for ϕ−1. Thus ϕ−1 can’t map U into itself,
another contradiction. Conclusion: both fixed points lie on ∂U.

Let’s call a hyperbolic automorphism ϕ of U canonical if it fixes the points
±1, with +1 being the attractive fixed point. We’ll find it convenient to move
between the open unit disc U and the open right half-plane Π+ by means of the
Cayley transform κ : Π+ → U and its inverse κ−1 : U→ Π+, where

κ(w) =
w − 1
w + 1

and κ−1(z) =
1 + z

1− z
(z ∈ U, w ∈ Π+).
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In particular, if ϕ is a canonical hyperbolic automorphism of U, then Φ := κ−1◦ϕ◦κ
is an automorphism of Π+ that fixes 0 and ∞, with ∞ being the attractive fixed
point. Thus Φ(w) = μw for some μ > 1, and ϕ = κ ◦ Φ ◦ κ−1, which yields, after
a little calculation,

ϕ(z) =
r + z

1 + rz
where ϕ(0) = r =

μ− 1
μ + 1

∈ (0, 1). (2.1)

If ϕ is a hyperbolic automorphism of U that is not canonical, then it can be
conjugated, via an appropriate automorphism of U, to one that is. This is perhaps
best seen by transferring attention to the right half-plane Π+, and observing that
if α < β are two real numbers, then the linear fractional map Ψ of Π+ defined by

Ψ(w) = i
w − iβ

w − iα

preserves the imaginary axis, and takes the point 1 into Π+. Thus it is an au-
tomorphism of Π+ that takes the boundary points iβ to zero and iα to infinity.
Consequently if Φ is any hyperbolic automorphism of Π+ with fixed points iα
(attractive) and iβ (repulsive), then Ψ ◦Φ ◦Ψ−1 is also hyperbolic automorphism
with attractive fixed point ∞ and repulsive fixed point 0. If, instead, α > β then
−Ψ does the job.

Since any hyperbolic automorphism ϕ of U is conjugate, via an automor-
phism, to a canonical one, Cϕ is similar, via the composition operator induced by
the conjugating map, to a composition operator induced by a canonical hyperbolic
automorphism. For this reason the work that follows will focus on the canonical
case.

2.2. Spectra of hyperbolic-automorphic composition operators

Suppose ϕ is a hyperbolic automorphism of U with multiplier μ > 1. Then it is
easy to find lots of eigenfunctions for Cϕ in H2. We may without loss of generality
assume that ϕ is canonical, and then move, via the Cayley map, to the right
half-plane where ϕ morphs into the dilation Φ(w) = μw. Let’s start by viewing
the composition operator CΦ as just a linear map on Hol (Π+), the space of all
holomorphic functions on Π+. For any complex number a define Ea(w) = wa,
where wa = exp(a log w), and “log” denotes the principal branch of the logarithm.
Then Ea ∈ Hol (Π+)) and CΦ(Ea) = μaEa; i.e., Ea is an eigenvector of CΦ (acting
on Hol (Π+)) and the corresponding eigenvalue is μa (again taking the principal
value of the “ath power”). Upon returning via the Cayley map to the unit disc,
we see that, when viewed as a linear transformation of Hol (U), the operator Cϕ

has, for each a ∈ C, the eigenvector/eigenvalue combination (fa, μa), where the
function

fa(z) =
(

1 + z

1− z

)a

(z ∈ U) (2.2)
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belongs to H2 if and only if |Re (a)| < 1/2. Thus the corresponding H2-eigenvalues
μa cover the entire open annulus

A := {λ ∈ C :
1√
μ

< |λ| < √μ}. (2.3)

In particular σ(Cϕ), the H2-spectrum of Cϕ, contains this annulus, and since the
map a → μa takes the strip |Re (a)| < 1/2 infinitely-to-one onto A, each point of
A is an eigenvalue of Cϕ having infinite multiplicity.

As for the rest of the spectrum, an elementary norm calculation shows that
σ(Cϕ) is just the closure of A. To see this, note first that the change-of-variable
formula from calculus shows that for each f ∈ H2 and each automorphism ϕ of U
(not necessarily hyperbolic):

‖Cϕf‖2 =
∫

∂U

|f |2Pa dm (2.4)

where m is normalized arc-length measure on the unit circle ∂U, and Pa is the
Poisson kernel for a = ϕ(0); more generally, for any a ∈ U:

Pa(ζ) =
1− |a|2
|ζ − a|2 (ζ ∈ ∂U) (2.5)

(see also Nordgren’s neat argument [7, Lemma 1, page 442], which shows via
Fourier analysis that (2.4) holds for any inner function).

Now suppose ϕ is the canonical hyperbolic automorphism of U with multiplier
μ > 1. Then ϕ is given by (2.1), so by (2.5)

Pr(ζ) =
1− r2

|ζ − r|2 ≤
1 + r

1− r
= μ

which, along with (2.4) shows that

‖Cϕ‖ ≤
√

μ . (2.6)

Since also
Pr(ζ) ≥ 1− r

1 + r
= μ−1

we have, for each f ∈ H2

‖Cϕf‖ ≥ 1√
μ
‖f‖,

which shows that (2.6) holds with Cϕ replaced by C−1
ϕ . Thus the spectra of both

Cϕ and its inverse lie in the closed disc of radius
√

μ centered at the origin, so by
the spectral mapping theorem, σ(Cϕ) is contained in the closure of the annulus
(2.3). Since we have already seen that this closed annulus contains the spectrum
of Cϕ we’ve established the following result, first proved by Nordgren [7, Theorem
6, page 448] using precisely the argument given above:

Theorem 2.1. If ϕ is a hyperbolic automorphism of U with multiplier μ (> 1), then
σ(Cϕ) is the closed annulus {λ ∈ C : μ−1/2 ≤ |λ| ≤ μ1/2}. The interior of this
annulus consists entirely of eigenvalues of Cϕ, each having infinite multiplicity.
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In fact the interior of σ(Cϕ) is precisely the point spectrum of Cϕ; see [6] for
the details.

2.3. Poisson kernel estimates

Formula (2.5), giving the Poisson kernel for the point a = ρeiθ0 ∈ U, can be
rewritten

Pa(eiθ) =
1− ρ2

1− 2ρ cos(θ − θ0) + ρ2
(0 ≤ ρ < 1, θ ∈ R) .

We will need the following well-known estimate, which provides a convenient re-
placement for the Poisson kernel (cf. for example [1, page 313]).

Lemma 2.2. For 0 ≤ ρ < 1 and |θ| ≤ π:

Pρ(eiθ) ≤ 4
(1− ρ)

(1− ρ)2 + (θ/π)2
(2.7)

Proof.

Pρ(eiθ) :=
1− ρ2

1− 2ρ cos θ + ρ2
=

1− ρ2

(1 − ρ)2 + ρ(2 sin θ
2
)2
≤ 2(1− ρ)

(1 − ρ)2 + 4ρ(θ/π)2

so, at least when ρ ≥ 1
4
, inequality (2.7) holds with constant “2” in place of “4”.

For the other values of ρ one can get inequality (2.7) by checking that, over the
interval [0, π], the minimum of the right-hand side exceeds the maximum of the
left-hand side. �

Remark 2.3. The only property of the constant “4” on the right-hand side of (2.7)
that matters for our purposes is its independence of ρ and θ.

For the sequel (especially Theorem 3.5 below) we will require the following
upper estimate of certain infinite sums of Poisson kernels.

Lemma 2.4. For ϕ the canonical hyperbolic automorphism of U with multiplier μ:
∞∑

n=0

Pϕn(0)(eiθ) ≤ 16μ

μ− 1
π

|θ| (|θ| ≤ π) . (2.8)

In the spirit of Remark 2.3 above, the precise form of the positive constant that
multiplies π/|θ| on the right-hand side of (2.8) is unimportant (as long as it does
not depend on θ).

Proof. The automorphism ϕ is given by equations (2.1). For each integer n ≥ 0 the
nth iterate ϕn of ϕ is just the canonical hyperbolic automorphism with multiplier
μn, so upon substituting μn for μ in (2.1) we obtain

ϕn(z) =
rn + z

1 + rnz
where ϕn(0) = rn =

μn − 1
μn + 1

∈ (0, 1). (2.9)

Thus 1− rn = 2/(μn + 1), and so

μ−n < 1− rn < 2 μ−n (n = 0, 1, 2, . . . ), (2.10)
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(in particular, rn approaches the attractive fixed point +1 with exponential speed
as n→∞; this is true of the ϕ-orbit of any point of the unit disc).

Fix θ ∈ [−π, π]. We know from (2.7) and (2.10) that for each integer n ≥ 0,

Prn(eiθ) ≤ 4(1− rn)
(1 − rn)2 + (θ/π)2

≤ 8μ−n

μ−2n + (θ/π)2
,

whereupon, for each non-negative integer N :

1
8

∞∑
n=0

Prn(eiθ) ≤
∞∑

n=0

μ−n

μ−2n + (θ/π)2

≤
N−1∑
n=0

μ−n

μ−2n
+

(π

θ

)2 ∞∑
n=N

μ−n

=
N−1∑
n=0

μn +
(π

θ

)2 ∞∑
n=N

μ−n

=
μN − 1
μ− 1

+
(π

θ

)2

μ−N (1− μ−1)−1

where the geometric sum in the next-to-last line converges because μ > 1.
We need a choice of N that gives a favorable value for the quantity in the last

line of the display above. Let ν = logμ(π/|θ|), so that μν = π/|θ|. Since |θ| ≤ π
we are assured that ν ≥ 0. Let N be the least integer ≥ ν, i.e., the unique integer
in the interval [ν, ν + 1). The above estimate yields for any integer N ≥ 0, upon
setting C := 8μ/(μ− 1) (which is > 0 since μ > 1),

∞∑
n=0

Prn(eiθ) ≤ C

[
μN−1 +

(π

θ

)2

μ−N

]
≤ C

π

|θ|

[
|θ|
π

μν +
( |θ|

π
μν

)−1
]

. (2.11)

By our choice of ν, both summands in the square-bracketed term at the end of
(2.11) have the value 1 and this implies (2.8). �

3. Main results

Here I extend work of Chkliar [3] and Matache [5] that provides, for a hyperbolic-
automorphically induced composition operator Cϕ, sufficient conditions on f ∈ H2

for the doubly-cyclic subspace Df , as defined by (1.1), to contain a rich supply
of linearly independent eigenfunctions. I’ll focus mostly on canonical hyperbolic
automorphisms, leaving the general case for the next section. Thus, until further
notice, ϕ will denote a canonical hyperbolic automorphism of U with multiplier
μ > 1, attractive fixed point at +1 and repulsive one at −1; i.e., ϕ will be given
by equations (2.1).

Following both Chkliar and Matache, I will use an H2-valued Laurent series
to produce the desired eigenvectors. The idea is this: for f ∈ H2, and λ a non-zero
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complex number, if the series ∑
n∈Z

λ−n(f ◦ ϕn) (3.1)

converges strongly enough (for example, in H2) then the sum Fλ, whenever it is
not the zero-function, will be a λ-eigenfunction of Cϕ that lies in Df . Clearly the
convergence of the series (3.1) will depend crucially on the behavior of ϕ at its
fixed points, as the next result indicates. For convenience let’s agree to denote by
A(R1, R2) the open annulus, centered at the origin, of inner radius R1 and outer
radius R2 (where, of course, 0 < R1 < R2 <∞).

Theorem 3.1. (cf. [3]) Suppose 0 < ε, δ ≤ 1/2, and that

f ∈ (z − 1)
1
2+ε(z + 1)

1
2+δH2\{0}.

Then σp(Cϕ|Df
) contains, except possibly for a discrete subset, A(μ−ε, μδ).

Proof. Our hypothesis on the behavior of f at the point +1 (the attractive fixed
point of ϕ) is that f = (z − 1)

1
2+εg for some g ∈ H2, i.e., that

∞ >

∫
∂U

|g|2dm =
∫

∂U

|f(ζ)|2
|ζ − 1|2ε+1

dm(ζ) ≥ 1
2π

∫ π

−π

|f(eiθ)|2
|θ|2ε+1

dθ . (3.2)

Upon setting a = ϕn(0) := rn in (2.4) we obtain

‖f ◦ ϕn‖2 =
∫
|f |2Prn dm , (n ∈ Z) (3.3)

which combines with estimates (2.7) and (2.10) to show that if n is a non-negative
integer (thus insuring that rn > 0):

‖f ◦ ϕn‖2 ≤ 2π

∫ π

−π

|f(eiθ)|2 1− rn

(1− rn)2 + θ2
dθ

≤ 4π

∫ π

−π

|f(eiθ)|2 μ−n

μ−2n + θ2
dθ

= 4πμ−2nε

∫ π

−π

|f(eiθ)|2
|θ|1+2ε

{
(μn|θ|)1+2ε

1 + (μn|θ|)2
}

dθ

≤ 4πμ−2nε sup
x∈R

{ |x|1+2ε

1 + x2

}∫ π

−π

|f(eiθ)|2
|θ|1+2ε

dθ .

By (3.2) the integral in the last line is finite, and since 0 < ε ≤ 1/2, the supremum
in that line is also finite. Thus

‖f ◦ ϕn‖ = O(μ−nε) as n→∞,

which guarantees that the subseries of (3.1) with positively indexed terms con-
verges in H2 for all λ ∈ C with |λ| > μ−ε.

As for the negatively indexed subseries of (3.1), note from (2.1) that ϕ−1(z) =
−ϕ(−z), so ϕ−n(z) = −ϕn(−z) for each integer n. Let g(z) = f(−z), so our
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hypothesis on f implies that g ∈ (z − 1)
1
2 +δ H2\{0}. Let ψn(z) = ϕn(−z) (the

subscript on ψ does not now indicate iteration). Then for each positive integer n
we have ψn(0) = ϕn(0) = rn, hence:

‖f ◦ ϕ−n‖2 = ‖g ◦ ψn‖2 =
∫

∂U

|g|2Prn dm

so by the result just obtained, with g in place of f and ε replaced by δ,

‖f ◦ ϕ−n‖ = O(μ−nδ) as n→∞.

Thus the negatively indexed subseries of (3.1) converges in H2 for all complex
numbers λ with |λ| < μδ.

Conclusion: For each λ in the open annulus A(μ−ε, μδ) the H2-valued Laurent
series (3.1) converges in the norm topology of H2 to a function Fλ ∈ H2. Now
Fλ, for such a λ, will be a Cϕ-eigenfunction unless it is the zero-function, and
– just as for scalar Laurent series – this inconvenience can occur for at most a
discrete subset of points λ in the annulus of convergence (the relevant uniqueness
theorem for H2-valued holomorphic functions follows easily from the scalar case
upon applying bounded linear functionals). �
Remark 3.2. Chkliar [3] has a similar result, where there are uniform conditions
on the function f at the fixed points of ϕ (see also Remark 3.10 below); as he
suggests, it would be of interest to know whether or not the “possible discrete
subset” that clutters the conclusions of results like Theorem 3.1 can actually be
nonempty.

Remark 3.3. The limiting case δ = 0 of Theorem 3.1 is also true (see Theorem
3.6 below); it is a slight improvement on Chkliar’s result (see also the discussion
following Theorem 3.6).

Remark 3.4. Note that the restriction ε, δ ≤ 1/2 in the hypothesis of Theorem 3.1
cannot be weakened since, as mentioned at the end of §2.2, the point spectrum of
Cϕ is the open annulus A(μ−

1
2 , μ

1
2 ).

Here is a companion to Theorem 3.1, which shows that even in the limiting
case δ = ε = 0 (in some sense the “weakest” hypothesis on f) the operator Cϕ|Df

still has a significant supply of eigenvalues.

Theorem 3.5. If f ∈
√

(z + 1)(z − 1)H2 then σp(Cϕ|Df
) intersects ∂U in a set of

positive measure.

Proof. We will work in the Hilbert space L2(H2, dm) consisting of H2-valued (m-
equivalence classes of) measurable functions F on ∂U with

|||F |||2 :=
∫

∂U

‖F (ω)‖2dm(ω) <∞.

I will show in a moment that the hypothesis on f implies∑
n∈Z

‖f ◦ ϕn‖2 <∞ . (3.4)
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Granting this, it is easy to check that the H2-valued Fourier series∑
n∈Z

(f ◦ ϕn)ω−n (ω ∈ ∂U) (3.5)

converges unconditionally in L2(H2, dm), so at least formally, we expect that for
a.e. ω ∈ ∂U we’ll have Cϕ(F (ω)) = ωF (ω). This is true, but a little care is needed
to prove it. The “unconditional convergence” mentioned above means this: If, for
each finite subset E of Z,

SE(ω) :=
∑
n∈E

(f ◦ ϕn)ω−n (ω ∈ ∂U) ,

then the net (SE : E a finite subset of Z) converges in L2(H2, dm) to F . In par-
ticular, if for each non-negative integer n we define Fn = S[−n,n], then Fn → F

in L2(H2, dm), hence some subsequence (Fnk
(ω))∞k=1 converges in H2 to F (ω) for

a.e. ω ∈ ∂U. Now for any n and any ω ∈ ∂U:

CϕFn(ω) = ωFn(ω)− ωn+1f ◦ ϕ−n + ω−nf ◦ ϕn+1

which implies, since (3.4) guarantees that ‖f ◦ ϕn‖ → 0 as n→∞, that

CϕFn(ω)− ωFn(ω)→ 0 in H2 (n→∞).

This, along with the a.e. convergence of the subsequence (Fnk
) to F , shows that

CϕF (ω) = ωF (ω) for a.e. ω ∈ ∂U. Now the H2-valued Fourier coefficients f◦ϕn are
not all zero (in fact, none of them are zero) so at least for a subset of points ω ∈ ∂U
having positive measure we have F (ω) �= 0. The corresponding H2-functions F (ω)
are therefore eigenfunctions of Cϕ that belong to Df , thus σp(Cϕ|Df

) ∩ ∂U has
positive measure.

It remains to prove (3.4). As usual, we treat the positively and negatively
indexed terms separately. Since f ∈

√
z − 1H2 we have

1
2π

∫ π

−π

|f(eiθ)|2
|θ| dθ ≤

∫
∂U

|f(ζ)|2
|ζ − 1| dm(ζ) < ∞

so successive application of (2.4) and (2.8) yields
∞∑

n=0

‖f ◦ ϕn‖2 =
∫

∂U

|f |2
( ∞∑

n=0

Prn

)
dm ≤ const.

∫ π

−π

|f(eiθ)|2
|θ| dθ < ∞ .

For the negatively indexed terms in (3.4), note that our hypothesis on f
guarantees that

1
2π

∫ π

−π

|f(ei(θ−π))|2
|θ| dθ ≤

∫
∂U

|f(ζ)|2
|ζ + 1| dm(ζ) < ∞ . (3.6)

Recall from the proof of Theorem 3.1 that ϕ−n(z) = −ϕn(−z) for z ∈ U and
n > 0, and so

‖f ◦ ϕ−n‖2 =
∫
|f |2P−rndm =

1
2π

∫ π

−π

|f(eiθ)|2Prn(θ − π) dθ.
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Thus
∞∑

n=1

‖f ◦ ϕ−n‖2 =
1
2π

∫ π

−π

|f(eiθ)|2
( ∞∑

n=1

Prn(θ − π)

)
dθ

=
1
2π

∫ π

−π

|f(ei(θ−π))|2
( ∞∑

n=1

Prn(θ)

)
dθ

≤ const.
∫ π

−π

|f(ei(θ−π))|2
|θ| dθ

< ∞

where the last two lines follow, respectively, from inequalities (2.8) and (3.6). This
completes the proof of (3.4), and with it, the proof of the Theorem. �

It would be of interest to know just how large the set σp(Cϕ|Df
) has to

be in Theorem 3.5. Might it always be the whole unit circle? Might it be even
larger? What I do know is that if the hypothesis of the Theorem is strengthened
by replacing the hypothesis “f ∈

√
(z + 1)(z − 1)H2 ” with the stronger “f ∈√

(z + 1)(z − 1)Hp for some p > 2 ”, then the conclusion improves dramatically,
as shown below by the result below, whose proof reprises the latter part of the
proof of Theorem 3.1.

Theorem 3.6. (cf. [5, Theorem 5.5]) If f ∈
√

(z + 1)(z − 1)Hp\{0} for some p > 2,
then σp(Cϕ|Df

) contains, except possibly for a discrete subset, the open annulus
A(μ−ε, με) where ε = 1

2 − 1
p .

Proof. I will show that the hypothesis implies that f ∈ [(z − 1)(z + 1)]
1
2+δH2 for

each positive δ < ε. This will guarantee, by the proof of Theorem 3.1, that the
series (3.1) converges in the open annulus A(μ−δ , μδ) for each such δ, and hence
it converges in A(μ−ε, με), which will, just as in the proof of Theorem 3.1 finish
the matter. The argument below, suggested by Paul Bourdon, greatly simplifies
my original one. Our hypotheses on f imply that for some g ∈ Hp,

f = [(z − 1)(z + 1)]
1
2+δh where h = [(z − 1)(z + 1)]−( 1

2+δ)g.

To show: h ∈ H2. The hypothesis on δ can be rewritten: 2pδ/(p − 2) < 1, so
the function [(z − 1)(z + 1)]−δ belongs to H

2p
p−2 , hence an application of Hölder’s

inequality shows that h is in H2 with norm bounded by the product of the Hp-
norm of g and the H

2p
p−2 -norm of [(z − 1)(z + 1)]−δ. �

In both [3] and [5, Theorem 5.3] there are results where the hypotheses on
f involve uniform boundedness for f at one or both of the fixed points of ϕ. In
[5, Theorem 5.4] Matache shows that these uniform conditions can be replaced by
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boundedness of a certain family of Poisson integrals, and from this he derives the
following result.

[5, Theorem 5.5] If f ∈ (z−1)
2
p Hp for some p > 2, and f is bounded in a

neighborhood of −1, then σp(Cϕ|Df
) contains an open annulus centered

at the origin.
I’ll close this section by presenting some results of this type, where uniform bound-
edness at one of the fixed points is replaced by boundedness of the Hardy-Little-
wood maximal function. This is the function, defined for g non-negative and inte-
grable on ∂U, and ζ ∈ ∂U, by:

M [g](ζ) := sup
{

1
m(I)

∫
I

g dm : I an arc of ∂U centered at ζ

}
.

The radial maximal function R[g] of g at ζ ∈ ∂U is the supremum of the values
of the Poisson integral of g on the radius [0, ζ). It is easy to check that M [g]
is dominated pointwise on ∂U by a constant multiple of R[g]. What is perhaps
surprising, but still elementary, is the fact that there is a similar inequality in the
other direction: the radial maximal function of the non-negative integrable function
g is dominated pointwise on ∂U by a constant multiple of its Hardy-Littlewood
maximal function (see [9, Theorem 11.20, page 242]). This and (2.4) yield

Lemma 3.7. For f ∈ H2,

M [|f |2](−1) <∞ =⇒ sup{‖f ◦ ϕn‖ : n < 0} <∞.

To see that the hypotheses of Lemma 3.7 can be satisfied by functions in H2

that are unbounded as z → −1, one need only observe that

M [|f |2](−1) ≤ const.
∫ |f(ζ)|2
|1 + ζ| dm(ζ) ,

hence, along with (2.4), the Lemma implies:

Corollary 3.8. If f ∈
√

z + 1H2 then sup{‖f ◦ ϕn‖ : n < 0} <∞.

Thus if f ∈
√

z + 1H2, or more generally if M [|f |2](−1) <∞, the negatively
indexed subseries of (3.1) will converge in H2 for all λ ∈ U. We have seen in
the proof of Theorem 3.1 that if f ∈ (z − 1)

1
2+ε H2 for some ε ∈ (0, 1/2] then

the positively indexed subseries of (3.1) converges for |λ| > μ−ε. Putting it all
together we obtain the promised “δ = 0” case of Theorem 3.1:

Theorem 3.9. Suppose f ∈ (z + 1)
1
2 (z − 1)

1
2+ε H2\{0} for some 0 < ε < 1/2.

Then σp(Cϕ|Df
) contains, with the possible exception of a discrete subset, the open

annulus A(μ−ε, 1).

Remark 3.10. By the discussion preceding this theorem, the hypothesis on f could
be replaced by the weaker: “f ∈ (z − 1)

1
2+ε H2\{0} and M [|f |2](−1) < ∞, ” (cf.

[3]). If, in either version, the hypotheses on the attractive and repulsive fixed points
are reversed, then the conclusion will assert that σp(Cϕ|Df

) contains, except for
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perhaps a discrete subset, the annulus A(1, με) (see §4.1, especially the discussion
preceding Corollary 4.2).

Remark 3.11. Note how the previously mentioned Theorem 5.5 of [5] follows from
the work above. Indeed, if f ∈ (z − 1)2/p Hp for some p > 2 then by Hölder’s
inequality f ∈ (z − 1)

1
2+ε H2, for each ε < 1/p. Thus, as in the proof of Theo-

rem 3.1, the positively indexed subseries of (3.1) converges for |λ| > μ−1/p, and
by Lemma 3.7 the boundedness of f in a neighborhood of −1 insures that the
negatively indexed subseries of (3.1) converges in the open unit disc. Thus as in
the proof of Theorem 3.1, σp(Cϕ|Df

) contains, with the possible exception of a
discrete subset, the open annulus A(μ−1/p, 1).

4. Complements and comments

In this section I collect some further results and say a few more words about the
theorem of Nordgren, Rosenthal, and Wintrobe.

4.1. Non-canonical hyperbolic automorphisms

The results of §3, which refer only to canonical hyperbolic automorphisms ϕ, can
be easily “denormalized”. Here is a sample:

Theorem 4.1. Suppose ϕ is a hyperbolic automorphism of U with attractive fixed
point α, repulsive one β, and multiplier μ > 1. Then
(a) (cf. Theorem 3.1) Suppose, for 0 < ε, δ < 1/2 we have

f ∈ (z − α)
1
2+ε(z − β)

1
2+δH2\{0}.

Then σp(Cϕ|Df
) contains, except possibly for a discrete subset, the open an-

nulus A(μ−ε, μδ).
(b) (cf. Theorem 3.5) If f ∈

√
(z − α)(z − β) H2 then σp(Cϕ|Df

) intersects ∂U
in a set of positive measure.

(c) (cf. Theorem 3.6) If f ∈
√

(z − α)(z − β) Hp\{0} for some p > 2, then
σp(Cϕ|Df

) contains, except possibly for a discrete subset, the open annulus
A(μ−ε, με) where ε = 1

2
− 1

p
.

Proof. I’ll just outline the idea, which contains no surprises. Suppose α and β
(both on ∂U) are the fixed points of ϕ, and – for the moment – that α̃ and β̃ are
any two distinct points of ∂U. Then, as we noted toward the end of §2.1, there is
an automorphism ψ of U that takes α̃ to α and β̃ to β. Thus ϕ̃ := ψ−1 ◦ ϕ ◦ ψ is
a hyperbolic automorphism of U that is easily seen to have attractive fixed point
α̃ and repulsive one β̃. Furthermore:
• Cϕ̃ = CψCϕC−1

ψ , so Cϕ̃ is similar to Cϕ.
• For f ∈ H2: CψDf = Df◦ψ.
• F ∈ H2 is a λ-eigenvector for Cϕ if and only if Cψ = F ◦ ψ is one for Cϕ̃.
• For f ∈ H2, M [|f |2](β) <∞ ⇐⇒ M [|f ◦ ψ|2](β) <∞.
• For any γ > 0, f ∈ (z − α)γ H2 ⇐⇒ Cψf ∈ (z − α̃)γ H2.
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Only the last of these needs any comment. If f ∈ (z − α)γ H2 then

Cψf ∈ (ψ(z)− α)γCψ(H2)

=
(

ψ(z)− ψ(α̃)
z − α̃

)γ

(z − α̃)γH2

= (z − α̃)γ H2

where the last line follows from the fact that the quotient in the previous one is, in
a neighborhood of the closed unit disc, analytic and non-vanishing (because ψ is
univalent there), hence both bounded and bounded away from zero on the closed
unit disc. Thus Cψ((z − α)γ H2) ⊂ (z − α̃)H2, and the opposite inclusion follows
from this by replacing ψ by ψ−1 and applying Cψ to both sides of the result.

Theorem 4.1 now follows, upon setting (α̃, β̃) = (+1,−1), from Theorems
3.1, 3.5, and 3.6. �

What happens if we interchange attractive and repulsive fixed points of ϕ in
the hypotheses of Theorem 4.1(a)? Then the hypotheses apply to ϕ−1, hence so
does the conclusion. Since Cϕ−1 = C−1

ϕ , Theorem 4.1(a) and the spectral mapping
theorem yield, for example, the following complement to Theorem 3.9:

Corollary 4.2. Suppose ϕ is a hyperbolic automorphism of U with attractive fixed
point α, repulsive one β, and multiplier μ > 1. Suppose further that f ∈ (z −
α)

1
2 (z − β)

1
2+ε for some ε ∈ (0, 1

2 ). Then σp(Cϕ|Df
) contains, except possibly for

a discrete subset, the open annulus A(1, με)

The reader can easily supply similar “reversed” versions of the other results
on the point spectrum of Cϕ|Df

.

4.2. The Nordgren-Rosenthal-Wintrobe Theorem

Recall that this result equates a positive solution to the Invariant Subspace Prob-
lem for Hilbert space with a positive answer to the question: “For ϕ a hyperbolic
automorphism of U, does does every nontrivial minimal Cϕ-invariant subspace of
H2 contain an eigenfunction?” The theorem comes about in this way: About forty
years ago Caradus [2] proved the following elementary, but still remarkable, result:

If an operator T maps a separable, infinite-dimensional Hilbert space
onto itself and has infinite-dimensional null space, then every opera-
tor on a separable Hilbert space is similar to a scalar multiple of the
restriction of T to one of its invariant subspaces.

Consequently the invariant subspace lattice of T contains an order isomorphic
copy of the invariant subspace lattice of every operator on a separable Hilbert
space. Thus, if the invariant subspace problem has a negative solution; i.e., if some
operator on a separable Hilbert space has no nontrivial invariant subspace, the
same will be true of the restriction of T to one of its invariant subspaces.

Now all composition operators (except the ones induced by constant func-
tions) are one-to-one, so none of them obeys the Caradus theorem’s hypotheses.
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However Nordgren, Rosenthal, and Wintrobe were able to show that if ϕ is a hyper-
bolic automorphism, then for every eigenvalue λ of Cϕ the operator Cϕ−λI, which
has infinite-dimensional kernel (recall Theorem 2.1), maps H2 onto itself. Their
restatement of the Invariant Subspace Problem follows from this via the Caradus
theorem and the fact that Cϕ and Cϕ − λI have the same invariant subspaces.

4.3. Cyclicity

Minimal invariant subspaces for invertible operators are both cyclic and doubly
invariant – this was the original motivation for studying the subspaces Df . Thus
it makes sense, for a given doubly invariant subspace, and especially for a doubly
cyclic one Df , to ask whether or not it is cyclic. Here is a result in that direction
in which the cyclicity is the strongest possible: hypercyclicity – some orbit (with
no help from the linear span) is dense. I state it for canonical hyperbolic auto-
morphisms; the generalization to non-canonical ones follows from the discussion
of §4.1 and the similarity invariance of the property of hypercyclicity.

Proposition 4.3. Suppose ϕ is a canonical hyperbolic automorphism of U and f ∈√
(z + 1)(z − 1)H2. Then Cϕ|Df

is hypercyclic.

Proof. A sufficient condition for an invertible operator on a Banach space X to
be hypercyclic is that for some dense subset of the space, the positive powers of
both the operator and its inverse tend to zero pointwise in the norm of X (see [10,
Chapter 7, page 109], for example; much weaker conditions suffice). In our case the
dense subspace is just the linear span of S := {f ◦ ϕn : n ∈ Z}. As we saw in the
proof of Theorem 3.5, our hypothesis on f insures that

∑
n∈Z ‖f ◦ ϕn‖2 < ∞ so

both (Cn
ϕ)∞0 and (C−n

ϕ )∞0 converge pointwise to zero on S, and therefore pointwise
on its linear span. �

Remark 4.4. One can obtain the conclusion of Proposition 4.3 under different
hypotheses. For example if f is continuous with value zero at both of the fixed
points of ϕ, then the same is true of the restriction of |f |2 to ∂U. Thus the Poisson
integral of |f |2 has radial limit zero at each fixed point of ϕ (see [9, Theorem 11.3,
page 244], for example), so by (3.3), just as in the proof of Proposition 4.3, Cϕ|Df

satisfies the sufficient condition for hypercyclicity. In fact, all that is really needed
for this argument is that the measure

E →
∫

E

|f |2 dm (E measurable ⊂ ∂U)

have symmetric derivative zero at both fixed points of ϕ (see the reference above
to [9]).
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On Norms of Completely Positive Maps

Stanislaw J. Szarek

Abstract. King and Ruskai asked whether the norm of a completely positive
map acting between Schatten classes of operators is equal to that of its restric-
tion to the real subspace of self-adjoint operators. Proofs have been promptly
supplied by Watrous and Audenaert. Here we provide one more proof, in
fact of a slightly more general fact, under the (slightly weaker) assumption of
2-positivity. The argument is elementary and self-contained.
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LetMn denote the space of n×n (real or complex) matrices and, for A ∈ Mn and
p ≥ 1, let ‖A‖p := (tr(A†A)p/2)1/p be the Schatten p-norm of A, with the limit
case p =∞ corresponding to the usual operator norm. Further, if Φ :Mm →Mn

is a linear map and p, q ∈ [1,∞], we consider

‖Φ‖p→q := max{‖Φ(σ)‖q : σ ∈ Mm, ‖σ‖p ≤ 1}, (1)

i.e., the norm of Φ as an operator between the normed spaces (Mm, ‖ · ‖p) and
(Mn, ‖ · ‖q). Such quantities were studied (in the context of quantum information
theory) in [1], where the question was raised under what conditions (1) coincides
with the a priori smaller norm

‖Φ‖Hp→q := max{‖Φ(σ)‖q : σ ∈ Mm, σ = σ†, ‖σ‖p ≤ 1} (2)

of the restriction of Φ to the (real linear) subspace of Hermitian matrices and,
in particular, whether this holds when Φ is completely positive. The latter was
subsequently confirmed in [2, 3], the first of which also contains an assortment of
examples showing when such equalities may or may not hold (see also the Appendix
in [4] and [5, 6]). Here we provide one more proof. More precisely, we will show
Proposition. If Φ is 2-positive, then ‖Φ‖p→q = ‖Φ‖Hp→q and both norms are at-
tained on positive semi-definite (p.s.d.) matrices. Moreover, the statement also
holds if the domain and the range of Φ are endowed with any unitarily invariant
norms.

Communicated by L. Rodman.
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Recall that Φ : Mm → Mn is called k-positive if Φ ⊗ IdMk
is positivity

preserving (i.e., p.s.d.-preserving); Φ is completely positive if it is k-positive for
all k ∈ N. We note that if Φ is just positivity preserving (⇔ 1-positive), then it
maps all Hermitian matrices to Hermitian matrices. (In the complex case, this
property is equivalent to Φ(σ†) = Φ(σ)† for σ ∈ Mm; in the real case the latter
property is stronger, but is implied by 2-positivity, as we shall see below.) A norm
‖ · ‖ on Mn is called unitarily invariant if ‖UAV ‖ = ‖A‖ for any A ∈ Mn and
any U, V ∈ U(n) (resp., O(n) in the real case); see [7, 8]. This is equivalent to
requiring that the norm of a matrix depends only on its singular values (called in
some circles “Schmidt coefficients”).

Besides using a slightly weaker hypothesis and yielding a slightly more general
assertion, the argument we present is self-contained and uses only definitions and
elementary facts and concepts from linear algebra, of which the most sophisticated
is the singular value decomposition. It may thus be argued that it is the “right”
proof. (Note that an analysis of [3] and its references shows that in fact only
2-positivity is needed there, too; this was reflected in the published version of [3].)

Proof. For clarity, we will consider first the case when p = 1, i.e., when the domain
of Φ is endowed with the trace class norm. In this case the extreme points of
the respective unit balls (on which the maxima in (1) and (2) are necessarily
achieved) are particularly simple: they are rank one operators. Accordingly, the
question reduces to showing that

max
|u|=|v|=1

‖Φ(|v〉〈u|)‖q ≤ max
|u|=1

‖Φ(|u〉〈u|)‖q, (3)

where u, v ∈ Cm (or Rm, depending on the context) and | · | is the Euclidean

norm. Given such u, v, consider the block matrix Mu,v =
[
|u〉〈u| |u〉〈v|
|v〉〈u| |v〉〈v|

]
∈ M2m

and note that Mu,v = |ξ〉〈ξ| where |ξ〉 = (|u〉, |v〉) ∈ Cr ⊕ Cr (in particular Mu,v

is p.s.d.). Considering Mu,v as an element of Mm ⊗ M2 and appealing to 2-

positivity of Φ we deduce that (Φ⊗IdM2)(Mu,v) =
[
Φ(|u〉〈u|) Φ(|u〉〈v|)
Φ(|v〉〈u|) Φ(|v〉〈v|)

]
is p.s.d.

In particular, Φ(|v〉〈u|) = Φ(|u〉〈v|)† and the conclusion now follows from the
following lemma (see, e.g., [8], Theorem 3.5.15; for completeness we include a
proof at the end of this note).

Lemma. Let A, B, C ∈ Mr be such that the 2r × 2r block matrix M =
[

A B
B† C

]
is positive semi-definite, and let ‖ · ‖ be a unitarily invariant norm on Mr. Then
‖B‖2 ≤ ‖A‖ ‖C‖ .

The case of arbitrary p ∈ [1,∞] is almost as simple. First, for σ ∈Mm with
‖σ‖p ≤ 1 we consider the positive semi-definite matrix

Mσ =
[
(σσ†)1/2 σ

σ† (σ†σ)1/2

]
.
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(Positive semi-definiteness is seen, e.g., by writing down the singular value decom-
positions of the entries and expressing Mσ as a positive linear combination of ma-
trices of the type Mu,v considered above, or by looking at the polar decomposition
σ = UP and noting that Mσ = S†S, where S = [P 1/2U†, P 1/2].) Since unitarily
invariant norms depend only on singular values of a matrix, we have ‖(σσ†)1/2‖p =
‖(σ†σ)1/2‖p = ‖σ‖p ≤ 1. On the other hand, arguing as in the special case p = 1,
we deduce from the Lemma that ‖Φ(σ)‖2q ≤ ‖Φ((σσ†)1/2)‖q ‖Φ((σ†σ)1/2)‖q ≤(
‖Φ‖Hp→q

)2
, and the conclusion follows by taking the maximum over σ. The proof

for general unitarily invariant norms is the same (once the appropriate notation is
introduced).

Note that since (σσ†)1/2 and (σ†σ)1/2 are positive semi-definite, the argu-
ment also yields the second assertion of the Proposition. However, the fact that
the norm ‖Φ‖H of the Hermitian restriction of Φ is attained on positive semi-
definite matrices is even more elementary and requires only that Φ be a positivity
preserving map. �

Proof of the lemma. (Written for ‖ · ‖ = ‖ · ‖q, but the general case works in
the same way.) Let B =

∑r
j=1 λj |ϕj〉〈ψj | be the singular value decomposition.

Consider the orthonormal basis of C2r which is a concatenation of (|ϕj〉) and
(|ψj〉). The representation of M in that basis is

M ′ :=
[
(〈ϕj |A|ϕk〉)r

j,k=1 Diag(λ)
Diag(λ) (〈ψj |C|ψk〉)r

j,k=1

]
,

where Diag(μ) is the diagonal matrix with the sequence μ = (μj) on the diagonal.

Given j ∈ {1, . . . , r}, the 2×2 matrix
[
〈ϕj |A|ϕj〉 λj

λj 〈ψj |C|ψj〉

]
is a minor of M ′ and

hence positive semi-definite, and so λj ≤
√
〈ϕj |A|ϕj〉〈ψj |C|ψj〉 ≤ (〈ϕj |A|ϕj〉 +

〈ψj |C|ψj〉)/2. Consequently

‖B‖q =
(∑

j

λq
j

)1/q ≤
((∑

j

〈ϕj |A|ϕj〉q
)1/q +

(∑
j

〈ψj |C|ψj〉q
)1/q)

/2

≤ (‖A‖q + ‖C‖q)/2. (4)

The last inequality in (4) follows from the well-known fact that, for any square
matrix S = (Sjk), ‖S‖q ≥

(∑
j |Sjj |q

)1/q (which in turn is a consequence of
(Sjkδjk), the diagonal part of S, being the average of Diag(ε)S Diag(ε), where
ε = (εj) varies over all choices of εj = ±1). The bound from (4) is already
sufficient to prove (3) (and the Proposition). To obtain the stronger statement
from the Lemma we use the inequality ab ≤ 1

2
(ta + b/t) (for t > 0, instead of

ab ≤ 1
2
(a + b)) to obtain ‖B‖q ≤ 1

2
(t‖A‖q + ‖C‖q/t), and then specify the optimal

value t = (‖C‖q/‖A‖q)1/2. Passing to a general unitarily invariant norm requires
just replacing everywhere

(∑
j μq

j

)1/q by ‖Diag(μ)‖; equalities such as ‖B‖ =



538 S.J. Szarek

‖Diag(λ)‖ or ‖A‖ = ‖ (〈ϕj |A|ϕk〉)r
j,k=1 ‖ just express the unitary invariance of the

norm. �
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Some Exponential Inequalities
for Semisimple Lie Groups

Tin-Yau Tam

Abstract. Let ‖| · ‖| be any give unitarily invariant norm. We obtain some
exponential relations in the context of semisimple Lie group. On one hand they

extend the inequalities (1) ‖|eA‖| ≤ ‖|eRe A‖| for all A ∈ Cn×n, where ReA
denotes the Hermitian part of A, and (2) ‖|eA+B‖| ≤ ‖|eAeB‖|, where A and
B are n×n Hermitian matrices. On the other hand, the inequalities of Weyl,
Ky Fan, Golden-Thompson, Lenard-Thompson, Cohen, and So-Thompson are
recovered. Araki’s relation on (eA/2eBeA/2)r and erA/2erBerA/2, where A, B
are Hermitian and r ∈ R, is extended.

Mathematics Subject Classification (2000). Primary 15A45, 22E46; Secondary
15A42.

Keywords. Singular values, eigenvalue moduli, spectral radius, pre-order.

1. Introduction

A norm ‖| · ‖| : Cn×n → R is said to be unitary invariant if ‖|A‖| = ‖|UAV ‖| for
all U, V ∈ U(n). It is known [3, Theorem IX.3.1, Theorem IX.3.7] that for any
unitarily invariant norm ‖| · ‖| : Cn×n → R,

‖|eA‖| ≤ ‖|eRe A‖|, A ∈ Cn×n, (1.1)

‖|eA+B‖| ≤ ‖|eAeB‖|, A, B ∈ Cn×n are Hermitian, (1.2)
where Re A denotes the Hermitian part of A ∈ Cn×n. Inequality (1.2) is a gener-
alization of the famous Golden-Thompson inequality [6, 21]

tr eA+B ≤ tr (eAeB), A, B Hermitian. (1.3)

It is because that the Ky Fan n-norm, denoted by ‖ · ‖n, is unitarily invariant,
where ‖A‖n is the sum of the singular values of A ∈ Cn×n. See [16, 22, 1, 2] for
some generalizations of Golden-Thompson’s inequality.

Communicated by L. Rodman.
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A result in [3, Theorem IX.3.5] implies that for any irreducible representation
π of the general linear group GLn(C),

|π(eA+B)| ≤ |π(eRe AeRe B)|, A, B ∈ Cn×n, (1.4)

where |X | denotes the spectral radius of the linear map X .
The inequalities (1.1) and (1.2) compare two matrix exponentials using uni-

tarily invariant norm. Apparently unitarily invariant norm plays no role in the
inequality (1.4). But we will obtain Theorem 3.1 as unified extension of (1.1),
(1.2) and (1.4).

After the preliminary materials are introduced in Section 2, Theorem 3.1 is
obtained in the context of semisimple Lie group. It contains two sets of inequalities
concerning a pre-order of Kostant [14]. To further demonstrated the importance of
Theorem 3.1, in a sequence of remarks, we derive from Theorem 3.1 the inequalities
of

1. Weyl [3]: the moduli of the eigenvalues of A are log majorized by the singular
values of A ∈ Cn×n.

2. Ky Fan [3]: the real parts of the eigenvalues of A are majorized by the real
singular values of A ∈ Cn×n.

3. Lenard-Thompson [16, 22]: ‖|eA+B‖| ≤ ‖|eA/2eBeA/2‖|, where A, B ∈ Cn×n

are Hermitian.
4. Cohen [4]: the eigenvalues of the positive definite part of eA (with respect to

the usual polar decomposition) are log majorized by the eigenvalues of eRe A,
where A ∈ Cn×n.

5. So-Thompson [18]: the singular values of eA are weakly log majorized by the
exponentials of the singular values of A ∈ Cn×n.

In Section 4 we extend, in the context of semisimple Lie group, Araki’s result
[1] on the relation of (eA/2eBeA/2)r and erA/2erBerA/2, where A, B ∈ Cn×n are
Hermitian, r ≥ 0.

2. Preliminaries

We recall some basic notions, especially a pre-order of Kostant and some results
in [14].

A matrix in GLn(C) is called elliptic (respectively hyperbolic) if it is diagonal-
izable with norm 1 (respectively real positive) eigenvalues. It is called unipotent
if all its eigenvalues are 1. The complete multiplicative Jordan decomposition of
g ∈ GLn(C) asserts that g = ehu for e, h, u ∈ GLn(C), where e is elliptic, h is
hyperbolic, u is unipotent, and these three elements commute. The decomposi-
tion is obvious when g is in a Jordan canonical form with diagonal entries (i.e.,
eigenvalues) z1, . . . , zn, in which

e = diag
(

z1

|z1|
, . . . ,

zn

|zn|

)
, h = diag (|z1|, . . . , |zn|) ,
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and u = h−1e−1g is a unit upper triangular matrix. The above decomposition can
be extended to semisimple Lie groups.

Let g be a real semisimple Lie algebra. Let G be any connected Lie group
having g as its Lie algebra. An element X ∈ g is called real semisimple if adX ∈
End g is diagonalizable over R and is called nilpotent if adX ∈ End g is a nilpotent
endomorphism. An element g ∈ G is called hyperbolic if g = expX , where X ∈ g is
real semisimple and is called unipotent if g = exp X , where X ∈ g is nilpotent. An
element g ∈ G is elliptic if Ad g ∈ Aut g is diagonalizable over C with eigenvalues
of modulus 1. The complete multiplicative Jordan decomposition (CMJD) [14,
Proposition 2.1] for G asserts that each g ∈ G can be uniquely written as

g = ehu,

where e is elliptic, h is hyperbolic and u is unipotent and the three elements e, h,
u commute. We write g = e(g)h(g)u(g).

Let g = k+p be a fixed Cartan decomposition of g. Let K ⊂ G be the analytic
group of k so that Ad K is a maximal compact subgroup of AdG. Let a ⊂ p be
a maximal abelian subspace in p. Then A := exp a is the analytic subgroup of a.
Let W be the Weyl group of (a, g) which may be defined as the quotient of the
normalizer of A in K modulo the centralizer of A in K. The Weyl group operates
naturally in a and A and the isomorphism exp : a→ A is a W -isomorphism.

For each real semisimple X ∈ g, let

c(X) := AdG(X) ∩ a

denote the set of all elements in a which are conjugate to X (via the adjoint
representation of G). For each hyperbolic h ∈ G, let

C(h) := {ghg−1 : g ∈ G} ∩A

denote the set of all elements in A which are conjugate to h. It turns out that
X ∈ g (h ∈ G, e ∈ G) is real semisimple (hyperbolic, elliptic) if and only if it is
conjugate to an element in a (A, K, respectively) [14, Proposition 2.3 and 2.4].
Thus c(X) and C(h) are single W -orbits in a and A respectively. Moreover

C(exp(X)) = exp c(X).

Denote by convW (X) the convex hull of the orbit Wc(X) ⊂ a under the action
of the Weyl group W . For arbitrary g ∈ G, define

C(g) := C(h(g)),

where h(g) is the hyperbolic component of g and

A(g) := exp(convW (log h(g)))

(For a hyperbolic h ∈ G, we write log h = X if eX = h and X is real semisimple.
The element X is unique since Ad (eX) = ead X and the restriction of the usual
matrix exponential map eA =

∑∞
n=0

An

n!
on the set of diagonalizable matrices over

R is one-to-one.) Clearly A(g) ⊂ A and is invariant under the Weyl group. It is
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the “convex hull” of C(g) in the multiplicative sense. Given f, g ∈ G, we say that
f ≺ g if

A(f) ⊂ A(g),

or equivalently
C(f) ⊂ A(g).

Notice that ≺ is a pre-order on G and A(�g�−1) = A(g) since h(�g�−1) = �h(g)�−1

for all � ∈ G. It induces a partial order on the equivalence classes of hyperbolic
elements under the conjugation of G. The order ≺ is different from Thompson’s
pre-order [22] on SLn(C) which simplifies the one made by Lenard [16]. Indeed the
orders of Lenard and Thompson agree on the space of positive definite matrices.

We denote by Ĝ the index set of the irreducible representations of G, πλ :
G → Aut (Vλ) a fixed representation in the class corresponding to λ ∈ Ĝ, |πλ(g)|
the spectral radius of the automorphism πλ(g) : Vλ → Vλ, where g ∈ G, that is,
the maximum modulus of the eigenvalues of πλ(g), and χλ the character of πλ.
The following nice result of Kostant describes the pre-order ≺ via the irreducible
representations of G and plays an important role in the coming sections.

Theorem 2.1. (Kostant [14, Theorem 3.1]) Let f, g ∈ G. Then f ≺ g if and only
if |πλ(f)| ≤ |πλ(g)| for all λ ∈ Ĝ, where | · | denotes the spectral radius.

The following proposition describes ≺ in terms of inequalities when G =
SLn(F), F = R or C.

Proposition 2.2. Let G = SLn(F), F = R, C and let f, g ∈ G. Denote by α1, . . . , αn

the eigenvalues of f and β1, . . . , βn the eigenvalues of g arranged in the way that
|α1| ≥ |α2| ≥ · · · ≥ |αn| and |β1| ≥ |β2| ≥ · · · ≥ |βn|. Then f ≺ g if and only if |α|
is multiplicatively majorized by |β|, that is,

k∏
i=1

|αi| ≤
k∏

i=1

|βi|, k = 1, . . . , n− 1,

n∏
i=1

|αi| =
n∏

i=1

|βi|.

Proof. We just deal with the real case (the complex case is similar) and we first
describe the CMJD. Let G = SLn(R) with K = SO(n), A ⊂ SLn(R) consists of
positive diagonal matrices of determinant 1, and a is the space of diagonal matrices
of zero trace. Now Ad g = g(·)g−1, g ∈ SLn(R), that is, Ad g is the conjugation
via g. It is known that s ∈ sln(R) real semisimple means that s is diagonalizable
over R (see [12, Theorem 6.4] and [15, 558]); n ∈ sln(R) nilpotent means nk = 0
for some integer k > 0. So h ∈ SLn(R) hyperbolic means that h is diagonalizable
over R and the eigenvalues of h are positive; e ∈ SLn(R) elliptic means that e
is diagonalizable over R and the eigenvalues of e have modulus 1; u ∈ SLn(R)
is unipotent if u − 1 ∈ sln(R) is nilpotent. Then follow [9, Lemma 7.1]: viewing
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g ∈ SLn(R) as an element in gln(R), the additive Jordan decomposition [11, p. 153]
for gln(R) yields

g = s + n1

(s ∈ SLn(R) semisimple, that is, diagonalizable over C, n1 ∈ sln(R) nilpotent
and sn1 = n1s). Moreover these conditions determine s and n1 completely [12,
Proposition 4.2]. Put u := 1 + s−1n1 ∈ SLn(R) and we have the multiplicative
Jordan decomposition

g = su,

where s is semisimple, u is unipotent, and su = us. By the uniqueness of the
additive Jordan decomposition, s and u are also completely determined. Since s is
diagonalizable,

s = eh,

where e is elliptic, h is hyperbolic, eh = he, and these conditions completely
determine e and h. The decomposition can be obtained by observing that there is
k ∈ SLn(C) such that

k−1sk = s1Ir1 ⊕ · · · ⊕ smIrm ,

where s1 = eiξ1 |s1|, . . . , sm = eiξm |sm| are the distinct eigenvalues of s with mul-
tiplicities r1, . . . , rm respectively. Set

e := k(eiξ1Ir1 ⊕ · · · ⊕ eiξmIrm)k−1, h := k(|s1|Ir1 ⊕ · · · ⊕ |sm|Irm)k−1.

Since
ehu = g = ugu−1 = ueu−1uhu−1u,

the uniqueness of s, u, e and h implies e, u and h commute. Since g is fixed
under complex conjugation, the uniqueness of e, h and u imply e, h, u ∈ SLn(R)
[9, p. 431]. Thus g = ehu is the CMJD for SLn(R). The eigenvalues of h are simply
the eigenvalue moduli of s and thus of g.

We now are to describe ≺. Let sln(R) = so(n) + p be the fixed Cartan
decomposition of sln(R), that is, k = so(n) and p is the space of real symmetric
matrices of zero trace. So K = SO(n). Let a ⊂ p be the maximal abelian subspace
of sln(R) in p containing the diagonal matrices. So the analytic group A of a is
the group of positive diagonal matrices of determinant 1. The Weyl group W of
(a, g) is the full symmetric group Sn [13] which acts on A and a by permuting the
diagonal entries of the matrices in A and a. Now

C(f) := C(h(f)) = {diag (|ασ(1)|, . . . , |ασ(n)|) : σ ∈ Sn},
where α1, . . . , αn denote the eigenvalues of f ∈ SLn(C) with the order |α1| ≥
|α2| ≥ · · · ≥ |αn|. So

c(log h(f)) = {diag (log |ασ(1)|, . . . , log |ασ(n)|) : σ ∈ Sn}
and

A(f) = exp conv {diag (log |ασ(1)|, . . . , log |ασ(n)|) : σ ∈ Sn}.
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So f ≺ g, f, g ∈ SLn(R) means that log |α| is majorized by log |β| [3, p. 33],
usually denoted by |α| ≺log |β| and is called log majorization [2], where β’s are
the eigenvalues of g. �
Remark 2.3. In the above example, the pre-order ≺ in SLn(R) ⊂ SLn(C) coincides
with that in SLn(C) since the Weyl groups are identical. But it is pointed out in
[14, Remark 3.1.1] that the pre-order ≺ is not necessarily the same as the pre-
order on the semisimple G that would be induced by a possible embedding of G
in SLn(C) for some n.

3. A pre-order of Kostant and some order relations

Fix a Cartan decomposition g = k + p for the real semisimple Lie algebra g. For
each X ∈ g, write X = Xk + Xp, where Xk ∈ k and Xp ∈ p. Let

G = KP

be the Cartan decomposition of analytic group G of g [9], where P := exp p.
Define g∗ := pk−1 if g = kp with respect to the Cartan decomposition G =

KP . When G = SLn(C) with K = SU(n), g∗ is simply the complex conjugate
transpose of g.

Theorem 3.1. Let g be a real semisimple Lie algebra. Fix a Cartan decomposition
g = k + p. Then for any g ∈ G,

g2n ≺ (g∗)ngn ≺ (g∗g)n, n = 1, 2, . . . . (3.1)

Moreover for any X, Y ∈ g,

eX+Y ≺ e−θ(X+Y )/2e(X+Y )/2 ≺ e
Xpe

Yp , (3.2)

where θ is the Cartan involution of g with respect to the given Cartan decomposi-
tion.

Remark 3.2. When G = SLn(C) or GLn(C), the relation g∗ngn ≺ (g∗g)n was
established in [4] and g2n ≺ (g∗g)n was obtained in [22]. The inequality g2n ≺
(g∗)ngn is reduced to Weyl’s inequality by Proposition 2.2. See Remark 3.8.
Kostant [14, proof of Theorem 6.3] also proved g2n ≺ (g∗g)n and eA+B ≺ eAeB,
A, B ∈ p, for general G. The generalization as a whole is new.

Proof. Let θ ∈ Aut g be the Cartan involution of g, that is, θ is 1 on k and −1 on
p. Set P = ep. We have the (global) Cartan decomposition

G = KP.

The involution θ induces an automorphism Θ of G such that the differential of Θ
at the identity is θ [13, p. 387]. Explicitly

Θ(kp) = kp−1, k ∈ K, p ∈ P.

For any g ∈ G let
g∗ := Θ(g−1).



Exponential Inequalities 545

If g = kp, then
g∗ = Θ(p−1k−1) = Θ(p−1)k−1 = pk−1,

and hence g∗g = p2 ∈ P , since the centralizer GΘ = {g ∈ G : Θ(g) = g} coincides
with K [13, p. 305]. So

g∗ := Θ(g−1) = (Θ(g))−1, (g∗)∗ = g, (fg)∗ = g∗f∗, (g∗)n = (gn)∗,

for all f, g ∈ G, n ≥ 1. Since θ is the differential of Θ at the identity, we have [9,
110]

Θ(eX) = eθX ,

for all X ∈ g. So
(eX)∗ = Θ(e−X) = e−θX . (3.3)

The relation g2n ≺ (g∗g)n in (3.1) is known in [14, p. 448] and we use similar
idea to establish (3.1). Actually the original idea can be found in [22] when G =
SLn(C).

We denote by Πλ : g → EndVλ the differential at the identity of the repre-
sentation πλ : G→ Aut Vλ. So [9, p. 110]

exp ◦Πλ = πλ ◦ exp, (3.4)

where the exponential function on the left is exp : End Vλ → AutVλ and the one
on the right is exp : g → G. Now u = k + ip (direct sum) is a compact real form
of gC (the complexification of g). The representation Πλ : g → EndVλ naturally
defines a representation u→ EndVλ of u, also denoted by Πλ and vice versa. Let U
be a simply connected Lie group of u [24, p. 101] so that it is compact [5, Corollary
3.6.3]. There is a unique homomorphism π̂λ : U → AutVλ such that the differential
of π̂λ at the identity is Πλ [24, Theorem 3.27]. Thus there exists an inner product
〈·, ·〉 on Vλ such that π̂λ(u) is orthogonal for all u ∈ U . We will assume that Vλ is
endowed with this structure from now on. Differentiate the identity

〈π̂λ(etZ)X, π̂λ(etZ)Y 〉 = 〈X, Y 〉,
for all X, Y ∈ Vλ at t = 0 we have

〈Πλ(Z)X, Y 〉 = −〈X, Πλ(Z)Y 〉
by (3.4). Thus, with respect to 〈·, ·〉, Πλ(Z) is skew Hermitian for all Z ∈ u [13,
Proposition 4.6], [14, p. 435]. Then Πλ(Z) is skew Hermitian if Z ∈ k and is
Hermitian if Z ∈ p. So πλ(z) is unitary if z ∈ K and is positive definite if z ∈ P
by (3.4).

Since each g ∈ G can be written as g = kp, k ∈ K and p ∈ P ,

〈u, πλ(g∗)v〉 = 〈u, πλ(pk−1)v〉
= 〈u, πλ(p)πλ(k−1)v〉
= 〈πλ(k)πλ(p)u, v〉
= 〈πλ(g)u, v〉,

for all u, v ∈ Vλ. Thus
πλ(g)∗ = πλ(g∗), (3.5)
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where πλ(g)∗ denotes the (Hermitian) adjoint of πλ(g). Thus

πλ(g∗g) = πλ(g)∗πλ(g) ∈ AutVλ

is a positive definite operator for all g ∈ G. Denote by

‖πλ(g)‖ := max
0�=v∈Vλ

‖πλ(g)v‖
‖v‖ ,

the operator norm of πλ(g) ∈ Aut Vλ, where ‖v‖ := 〈v, v〉1/2 is the norm induced
by 〈·, ·〉. Thus the spectral theorem for self-adjoint operators implies

|πλ(p)| = ‖πλ(p)‖, for all p ∈ P.

Because of Theorem 2.1, to arrive at the claim (3.1) it suffices to show

|πλ(g2n)| ≤ |πλ((g∗)ngn)| ≤ |πλ((g∗g)n)|, for all λ ∈ Ĝ.

Now

|πλ((g∗)ngn)| = |πλ((gn)∗gn)|
= ‖πλ((gn)∗gn)‖ since πλ((gn)∗gn) ∈ EndVλ is p.d.
= ‖πλ(gn)∗πλ(gn)‖ by (3.5)
= ‖πλ(gn)‖2 since ‖T ‖2 = ‖T ∗T ‖.

On the other hand,

|πλ((g∗g)n)| = |πλ(g∗g)|n

= ‖πλ(g∗g)‖n since πλ((g∗g) ∈ EndVλ is p.d.
= ‖πλ(g)∗πλ(g)‖n

= ‖πλ(g)‖2n since ‖T ‖2 = ‖T ∗T ‖
≥ ‖πλ(gn)‖2 since ‖T n‖ ≤ ‖T ‖n,

where the inequality is due to the well-known fact that the spectral radius is no
greater than the operator norm. So we have (g∗)ngn ≺ (g∗g)n. Now

|πλ((g∗)n)gn)| = |πλ((gn)∗)πλ(gn)| = ‖πλ(gn)‖2 ≥ |πλ(gn)|2 = |πλ(g2n)|.
Hence g2n ≺ (g∗)ngn and we just proved the claim.

By the first relation in (3.1), if g = xy, where x, y ∈ G, then for any m ∈ N,

(xy)2
m+1 ≺ (y∗x∗)2

m

(xy)2
m

.

Set x = eX/2m

, y = eY/2m

, where X, Y ∈ g. From (3.3)

((eX/2m

eY/2m

)2
m

)2 ≺ ((eY/2m

)∗(eX/2m

)∗)2
m

(eX/2m

eY/2m

)2
m

= (e−θY/2m

e−θX/2m

)2
m

(eX/2m

eY/2m

)2
m

.

Since limt→∞(eX/teY/t)t = eX+Y [9, p. 115] (Lie-Trotter formula; as pointed out
in [7, p. 35], Trotter’s formula is for suitable unbounded operators on an infinite-
dimensional Hilbert space [17, VIII.8]), and the relation ≺ remains valid as we
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take limits on both sides because the spectral radius is a continuous function on
Aut Vλ, by Theorem 2.1 we have e2(X+Y ) ≺ e−θ(X+Y )e(X+Y ). As a result

eX+Y ≺ e−
1
2θ(X+Y )e

1
2 (X+Y ), for all X, Y ∈ g

and we just established the first part of (3.2).
Let g = e(X+Y )/n, X, Y ∈ g. By the second relation of (3.1) and (3.3)

(e−θ(X+Y )/n)n(e(X+Y )/n)n ≺ ((e−θ(X+Y )/ne(X+Y )/n))n.

As before
e−θ(X+Y )eX+Y ≺ e

2(X+Y )p = e
2Xp+2Yp ≺ e

2Xpe
2Yp ,

where the last relation is established in [14, Theorem 6.3]. �

Similar technique of the proof is also used in [19, 20]. By setting Y = 0 or
Y = X in the second set of inequalities of Theorem 3.1, we have

Corollary 3.3. Let X ∈ g. Then eX ≺ e−θX/2eX/2 ≺ e
Xp .

Remark 3.4. The statement eX+Y ≺ e
Xke

Yk is not true by simply considering G =
SLn(C) in which K = SU(n) and k = su(n). Clearly e

Xke
Yk ∈ SU(n) and we may

pick X, Y ∈ sln(C) such that X + Y is nonzero Hermitian matrix with a positive
eigenvalue. Viewing each g ∈ SLn(C) as a linear operator on Vλ = Cn (the natural
representation of SLn(C)), the spectral radius |eXke

Yk | = 1 but |eX+Y | > 1.

Remark 3.5. (Cohen’s inequalities.) When G = GLn(C) the second relation in
(3.1)

g∗ngn ≺ (g∗g)n, n = 1, 2, . . .

is equivalent to
p(gn) ≺ (p(g))n, n = 1, 2, . . .

where g = k(g)p(g) is the polar decomposition of g ∈ G. If we set g = eX/n, then

p(eX) ≺ [p(eX/n)]n, n = 1, 2, . . .

Now p(eX/n) = ((eX/n)∗eX/n)1/2 = (e−θX/neX/n)1/2. By limt→∞(eX/teY/t)t =
eX+Y , we have

lim
n→∞[p(eX/n)]n = lim

n→∞[(e−θX/neX/n)n]1/2 = [ lim
n→∞(e−θX/neX/n)n]1/2 = e

Xp ,

and thus
p(eX) ≺ e

Xp .

In particular the singular values of eA is log majorized by the eigenvalue moduli
of eRe A, i.e., Cohen’s result [4] when G = GLn(C) (with appropriate scaling on
SLn(C)).
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Remark 3.6. (Ky Fan’s inequality and inequality (1.1).) Continuing with Propo-
sition 2.2, for A ∈ sln(C), the moduli of the eigenvalues of eA are the exponentials
of the real parts of the eigenvalues of A, counting multiplicities. The matrix eRe A

is positive definite. So the eigenvalues of eRe A are indeed the singular values, and
are the exponentials of the eigenvalues of Re A. The eigenvalues of Re A are known
as the real singular values of A, denoted by β1 ≥ · · · ≥ βn. Denote the real parts
of the eigenvalues of A by α1 ≥ · · · ≥ αn. By Corollary 3.3 eA ≺ eRe A which
amounts to

k∏
i=1

eαi ≤
k∏

i=1

eβi , i = 1, . . . , n− 1,

n∏
i=1

eαi =
n∏

i=1

eβi ,

that is eα ≺log eβ. Thus, by taking log on the above relation, the relation eA ≺
eRe A amounts to the usual majorization relation α ∈ convSnβ, a well-known
result of Ky Fan [3, Proposition III.5.3] for gln(C) with appropriate scaling on
sln(C)).

From the second relation of Corollary 3.3, eAeA∗ ≺ eA+A∗
which amounts to

the fact that the singular values of eA (that is, the square roots of the eigenvalues
of eAeA∗

) are multipicatively majorized, and hence weakly majorized [3, p. 42], [2],
by the singular values (also the eigenvalues) of the positive definite eRe A. Thus

‖|eA‖| ≤ ‖|eRe A‖|,
for all unitarily invariant norms ‖| · ‖| [3, Theorem IX.3.1] by Ky Fan Dominance
Theorem [3, Theorem IV.2.2]. Thus we have (1.1).

Remark 3.7. (So-Thompson’s inequality.) For A ∈ Cn×n, So-Thompson inequali-
ties [18, Theorem 2.1] asserts that

k∏
i=1

si(eA) ≤
k∏

i=1

esi(A), k = 1, . . . , n.

From eAeA∗ ≺ eA+A∗
, A ∈ Cn×n, So-Thompson inequalities can be derived via

Fan-Hoffman inequalities [3, proposition III.5.1]

λi(Re A) ≤ si(A), i = 1, . . . , n,

where s1(A) ≥ · · · ≥ sn(A) denote the singular values of A ∈ Cn×n.

Remark 3.8. (Weyl’s inequality and inequalities (1.2) and (1.4).) Let A ∈ SLn(C).
By (3.5) A2 ≺ A∗A. By Proposition 2.2, |λ2(A)| ≺log |λ(A∗A)| = |s(A∗A)|, that is,

|λ(A)| ≺log s(A).

By scaling and continuity argument, the log majorization remains valid for A ∈
Cn×n, that is, Weyl’s inequality [3, p. 43]. In the literature, Weyl’s inequality is
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often proved via the kth exterior power once |λ1(A)| ≤ s1(A) is established, for
example [3, p. 42–43]. Such an approach shares some favor of Theorem 2.1.

If A, B ∈ Cn×n are Hermitian, then eA, eB and eA+B are positive definite.
Though eAeB is not positive definite in general, its eigenvalues, denoted by δ1 ≥
· · · ≥ δn, are positive since eAeB and the positive definite eA/2eBeA/2 share the
same eigenvalues, counting multiplicities. Denote the eigenvalues of eA+B by γ1 ≥
· · · ≥ γn. Thus γ is multiplicatively majorized by δ because of eA+B ≺ eAeB

(Theorem 3.1). Notice that δ is also multiplicatively majorized by the singular
values s1 ≥ · · · ≥ sn of eAeB, by Weyl’s inequality. Hence we have the weak
majorization relation γ ≺w s [3, p. 42] so that (1.2) follows. Finally (1.4) follows
from Theorem 3.1 and Theorem 2.1.

Remark 3.9. (Lenard-Thompson’s inequality.) Lenard’s result [16] together with
[22, Theorem 2] imply that

‖|eA+B‖| ≤ ‖|eA/2eBeA/2‖|, A, B ∈ Cn×n Hermitian, (3.6)

from which Golden-Thompson’s result follows. It is because eA+B and eA/2eBeA/2

are positive definite and their traces are indeed the Ky Fan n-norm, that is, sum of
singular values which is unitarily invariant. Indeed Lenard’s original result asserts
that any arbitrary neighborhood of eA+B contains X such that X ≺ eA/2eBeA/2

[16, p. 458]. By a limit argument and Thompson’s argument, (3.6) follows. The
inequality (3.6) follows from the stronger relation:

eA+B ≺ eA/2eBeA/2, A, B Hermitian. (3.7)

Let us establish (3.7). From Theorem 3.1

eA+B ≺ eAeB, A, B Hermitian

is a generalization of Golden-Thompson’s inequality (1.3). Now (3.7) is true be-
cause πλ(eAeB) and πλ(eA/2eBeA/2) have the same spectrum (by the fact that
XY and Y X have the same spectrum and πλ is a representation) and thus have
the same spectral radius. Then apply Theorem 2.1.

4. Extension of Araki’s result

Araki’s result [1] asserts that if A, B ∈ Cn×n are Hermitian, then

(eA/2eBeA/2)r ≺ erA/2erBerA/2, r > 1. (4.1)

It appears in the proof of the main result in [1, p. 168–169]. Also see [10] for a short
proof. Notice that eA/2eBeA/2 and erA/2erBerA/2 in (4.1) are positive definite so
that their eigenvalues and singular values coincide. So (4.1) amounts to

s((eA/2eBeA/2)r) ≺log s(erA/2erBerA/2), r > 1,

or equivalently

s((eqA/2eqBeqA/2)1/q) ≺log s((epA/2epBepA/2)1/p), 0 < q ≤ p.
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Using (4.1) and Lie’s product formula [9, Lemma 1.8, p. 106]

eA+B = lim
r→0

(erA/2erBerA/2)1/r,

Golden-Thompson’s result is strengthened [2]:

‖|epA/2epBepA/2‖|
decreases down to ‖|eA+B‖| as p ↓ 0 for any unitarily invariant norm ‖| · ‖| on
Cn×n and in particular

tr eA+B ≤ tr [epA/2epBepA/2]1/p, p > 0.

Araki’s result also implies a result of Wang and Gong [23] (also see [3, Theorem
IX.2.9]).

In order to extend (4.1) for general G, we need a result of Heinz [8] concerning
two positive semidefinite operators. Indeed the original proof of Araki’s result
[1] also makes use of Heinz’s result. Given two positive semidefinite operators
A, B, the spectrum (counting multiplicities) λ(AB) = λ(A1/2BA1/2) and thus all
eigenvalues of AB are positive. So the largest eigenvalue of AB, λ1(AB), is the
spectral radius of AB. The first part of the following theorem is due to Heinz [8]
(see [p. 255–256] for two nice proofs of Heinz’s result). The second part is proved
via the Heinz’s result in [3, Theorem IX.2.6] in a somewhat lengthy way. See [19]
for some generalization of Heniz’s theorem.

Theorem 4.1. The following two statements are equivalent and valid.
1. (Heinz) For any two positive semidefinite operators A, B,

‖AsBs‖ ≤ ‖AB‖s, 0 ≤ s ≤ 1.

2. For any two positive semidefinite operators A, B,

λ1(AsBs) ≤ λs
1(AB), 0 ≤ s ≤ 1.

Proof. We just establish the equivalence of the two statements. Since ‖T ‖ =
‖T ∗T ‖2,

‖AsBs‖ = ‖(AsBs)AsBs‖1/2 = ‖BsA2sBs‖1/2

= λ
1/2
1 (BsA2sBs) = λ

1/2
1 (A2sB2s),

and
‖AB‖s = ‖ABBA‖s/2 = λ

s/2
1 (AB2A) = λ

s/2
1 (A2B2). �

Remark 4.2. An equivalent statement to Heniz’s result is that for any positive
operators A, B, ‖AtBt‖ ≥ ‖AB‖t if t ≥ 1, or equivalently λ1(AtBt) ≥ λt

1(AB) [3,
p. 256–257].

Since P := ep, each element of P is of the form eA, A ∈ p so that (eA)r :=
erA ∈ P , where r ∈ R. So fr, gr ∈ P , f rgr (hyperbolic, since f rgr is conjugate to
f r/2grf r/2), r ∈ R, are well defined for f, g ∈ P .

When A, B ∈ p, eA/2eBeA/2 ∈ P since it is of the form g∗g, where g =
eB/2eA/2. Thus (eA/2eBeA/2)r ∈ P (r ∈ R) is well defined.
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Theorem 4.3. Let A, B ∈ p. Then

(eA/2eBeA/2)r ≺ erA/2erBerA/2, r > 1,

erA/2erBerA/2 ≺ (eA/2eBeA/2)r, 0 ≤ r ≤ 1.

Moreover, for all λ ∈ Ĝ

χλ((eA/2eBeA/2)r) ≤ χλ(erA/2erBerA/2), r > 1,

χλ(erA/2erBerA/2) ≤ χλ((eA/2eBeA/2)r), 0 ≤ r ≤ 1.

Proof. Notice that πλ(eA) is positive definite and

πλ((eA)r) = (πλ(eA))r , r ∈ R,

where (πλ(eA))r is the usual rth power of the positive definite operator πλ(eA) ∈
Aut Vλ. In particular |πλ((eA)r)| = |πλ(eA)|r. So for r ∈ R,

|πλ(eA/2eBeA/2)r| = |πλ(eA/2eBeA/2)|r (eA/2eBeA/2 ∈ P )

= |πλ(eAeB)|r

= |πλ(eA)πλ(eB)|r,
and

|πλ(erA/2erBerA/2)| = |πλ(erAerB)| = |(πλ(eA))r(πλ(eB))r |.
Since the operators πλ(eA) and πλ(eB) are positive definite, by Theorem 4.1 (2)
and Remark 4.2,

|πλ(eA/2eBeA/2)r| ≤ |πλ(erA/2erBerA/2)|, r ≥ 1,

|πλ(eA/2eBeA/2)r| ≥ |πλ(erA/2erBerA/2)|, 0 ≤ r ≤ 1.

By Theorem 2.1, the desired relations then follow.
Now (eA/2eBeA/2)r ∈ P since eA/2eBeA/2 ∈ P . Clearly erA/2erBerA/2 ∈ P .

Thus (eA/2eBeA/2)r and erA/2erBerA/2 in P and thus are hyperbolic [14, Propo-
sition 6.2] and by [14, Theorem 6.1], the desired inequalities follow. �
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of Toeplitz Operators
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Abstract. We describe new Banach (not C∗ !) algebras generated by Toeplitz
operators which are commutative on each weighted Bergman space over the
unit ball Bn, where n > 2. For n = 2 all these algebras collapse to the sin-
gle C∗-algebra generated by Toeplitz operators with quasi-parabolic symbols.
As a by-product, we describe the situations when the product of mutually
commuting Toeplitz operators is a Toeplitz operator itself.
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1. Introduction

The commutative C∗-algebras generated by Toeplitz operators acting on the weigh-
ted Bergman spaces on the unit ball Bn were studied in [4]. The main result of the
paper states that, given any maximal commutative subgroup of biholomorphisms
of the unit ball, the C∗-algebra generated by Toeplitz operators, whose symbols
are invariant under the action of this group, is commutative on each (commonly
considered) weighted Bergman space on Bn.

Under some technical assumption on “richness” of symbol classes, this result
is exact for the case of the unit disk (n = 1). The results of [1] state that a C∗-
algebra generated by Toeplitz operators is commutative on each weighted Bergman
space if and only if the symbols of generating Toeplitz operators are invariant under
the action of a maximal commutative subgroup of the Möbius transformations of
the unit disk.

This work was partially supported by CONACYT Project 80503, México.
Communicated by I.M. Spitkovsky.
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The natural and very strong guess was that the situation for n > 1 is the
same, i.e., that the algebras described in [4] exhaust all possible algebras of Toeplitz
operators that are commutative on each weighted Bergman space. But the reality
turns out to be more interesting and unpredictable. It has been shown in [5] that
for n > 1 there are many other Banach (not C∗ !) algebras generated by Toeplitz
operators which are commutative on each weighted Bergman space on Bn. The
symbols of generating Toeplitz operators of such algebras, in a certain sense, are
originated from, or subordinated to separately radial symbols, one of the (n + 2)
model classes of symbols for the n-dimensional unit ball (see [4] for details).

In the present paper we show that the another model class of symbols from
[4], the class of quasi-parabolic symbols, also originates, for n > 2, Banach algebras
of Toeplitz operators which are commutative on each weighted Bergman space. For
n = 2 all these algebras collapse to the single C∗-algebra generated by Toeplitz
operators with quasi-parabolic symbols.

As a by-product, we describe the situations when the product of mutually
commuting Toeplitz operators is a Toeplitz operator itself.

2. Preliminaries

Let Bn be the unit ball in Cn, that is,

Bn = {w = (w1, . . . , wn) ∈ Cn : |w|2 = |w1|2 + · · ·+ |wn|2 < 1}.

Denote by dV = dx1dy1 . . . dxndyn, where wl = xl + iyl, l = 1, 2, . . . , n, the
standard Lebesgue measure in Cn, and let dμλ, with λ > −1, be the standard
(see, for example, [7, Section 1.3]) weighted measure:

dμλ(w) =
Γ(n + λ + 1)
πn Γ(λ + 1)

(1− |w|2)λ dV (w).

We introduce the weighted space L2(Bn, dμλ) and its subspace, the weighted
Bergman space A2

λ = A2
λ(Bn), which consists of all functions analytic in Bn.

We denote by BBn,λ the (orthogonal) Bergman projection of L2(Bn, dvλ) onto the
Bergman space A2

λ(Bn).
Given a function a(z) ∈ L∞(Bn), the Toeplitz operator Ta with symbol a

acts on A2
λ(Bn) by the rule

Ta : ϕ ∈ A2
λ(Bn) �−→ BBn,λ(aϕ) ∈ A2

λ(Bn).

In what follows it is convenient to pass to the unbounded realization of the
unit ball, known as the Siegel domain

Dn = {w = (z, wn) ∈ Cn−1 × C : Imwn − |z|2 > 0}.
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Recall in this connection that the Cayley transform w = ω(ζ), where

zk = i
ζk

1 + ζn
, k = 1, . . . , n− 1,

wn = i
1− ζn

1 + ζn
,

maps biholomorphically the unit ball Bn onto the Siegel domain Dn, and that the
unitary operator

Uλ : L2(Bn, μλ) −→ L2(Dn, μ̃λ),
defined by

(Uλf)(w) =
(

2
1− iwn

)n+λ+1

f(ω−1(w)),

maps L2(Bn, dμλ) onto L2(Dn, μ̃λ), where

μ̃λ(w) =
cλ

4
(Imwn − |z|2)λ, with cλ =

Γ(n + λ + 1)
πnΓ(λ + 1)

,

and maps A2
λ(Bn) onto the (weighted) Bergman space A2

λ(Dn) on the Siegel do-
main Dn.

We recall now necessary facts from [4]. Let D = Cn−1×R×R+; the mapping

κ : w = (z, u, v) ∈ D �−→ (z, u + iv + i|z|2) ∈ Dn,

is obviously a diffeomorphism between D and Dn. The operator

(U0f)(w) = f(κ(w)),

is unitary from L2(Dn, μ̃λ) onto L2(D, ηλ), where

ηλ = ηλ(v) =
cλ

4
vλ, λ > −1.

We represent the space L2(D, ηλ) as the following tensor product

L2(D, ηλ) = L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ),

and consider the unitary operator U1 = I ⊗ F ⊗ I acting on it. Here

(Ff)(ξ) =
1√
2π

∫
R

f(u)e−iξudu

is the standard Fourier transform on L2(R).
Passing to polar coordinates in Cn−1 we represent

L2(D, ηλ) = L2(Cn−1 × R× R+, ηλ)

= L2(Rn−1
+ , rdr) ⊗ L2(Tn−1)⊗ L2(R)⊗ L2(R+, ηλ),

where

rdr =
n−1∏
k=1

rkdrk, L2(Tn−1) =
n−1⊗
k=1

L2

(
T,

dtk
itk

)
.

Introduce the unitary operator U2 = I ⊗F(n−1) ⊗ I ⊗ I which acts from

L2(Rn−1
+ , rdr) ⊗ L2(Tn−1)⊗ L2(R)⊗ L2(R+, ηλ)
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onto

L2(Rn−1
+ , rdr) ⊗ l2(Zn−1)⊗ L2(R)⊗ L2(R+, ηλ) =

l2(Zn−1, L2(Rn−1
+ , rdr) ⊗ L2(R)⊗ L2(R+, ηλ)),

where F(n−1) = F ⊗ · · · ⊗ F , and each F is the one-dimensional discrete Fourier
transform:

F : f �−→ cl =
1√
2π

∫
T

f(t) t−l dt

it
, l ∈ Z.

In what follows we will use the standard multi-index notation. That is, for a
multi-index α = (α1, α2, . . . , αn−1) ∈ Zn−1

+ :

|α| = α1 + α2 + · · ·+ αn−1,

α! = α1! α2! · · · αn−1!,
zα = zα1

1 zα2
2 · · · zαn−1

n−1 .

Two multi-indices α and β are called orthogonal, α ⊥ β, if

α · β = α1β1 + α2β2 + · · ·+ αn−1βn−1 = 0.

We denote byA2(D) = U2U1U0(A2
λ(Dn)) the image of the Bergman spaceA2

λ(Dn).
By [4] the space A2(D) consists of all sequences {dα(r, ξ, v)}α∈Zn−1

+
, where

dα(r, ξ, v) =
(

2n+1

cλ

(2ξ)|α|+λ+n

α! Γ(λ + 1)

) 1
2

rα e−ξ(|r|2+v) cα(ξ), ξ ∈ R+,

with cα = cα(ξ) ∈ L2(R+).
Thus the space A1(D) = U−1

2 (A2(D)) = U1U0(A2
λ(Dn)) is the subspace of

L2(D, νλ) = L2(Cn−1 × R× R+, ηλ), which consists of all functions of the form

ψ(z, ξ, v) = (2π)−
n−1

2

∑
α∈Zn−1

+

dα(r, ξ, v) tα

=
∑

α∈Zn−1
+

(
4

cλπn−1

(2ξ)|α|+λ+n

α! Γ(λ + 1)

) 1
2

cα(ξ)zα e−ξ(v+|z|2)

=
∑

α∈Zn−1
+

ψα(z, ξ, v),

where cα(ξ) ∈ L2(R+) for all α ∈ Zn−1
+ .

Introduce now the operator

V : L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ) −→ L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ)

by the rule

(V ψ)(z, ξ, v) = (2ξ)−
λ+n

2 ψ

(
z√
2ξ

, ξ,
v

2ξ

)
.
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The operator V is obviously unitary, and the space Ã1(D) = V (A1(D)) consists
of all functions of the form

ψ̃(z, ξ, v) = V ψ =
∑

α∈Zn−1
+

ψ̃α(z, ξ, v),

where

ψ̃α(z, ξ, v) = (V ψα)(z, ξ, v) = cα(ξ)
(

4
cλπn−1 α! Γ(λ + 1)

) 1
2

zα e−
|z|2
2 e−

v
2 .

We note that the function

�0(v) =
(

4
cλ Γ(λ + 1)

) 1
2

e−
v
2

belongs to L2(R+, ηλ) and ‖�0(v)‖ = 1. We denote by L0 the one-dimensional
subspace of L2(R+, ηλ) generated by �0(v).

For each α ∈ Zn−1
+ , the function

eα(z) = (πn−1α!)−
1
2 zαe−

|z|2
2

belongs to L2(Cn−1) and

‖eα(z)‖2 =
1

πn−1α!

∫
Cn−1

n−1∏
l=1

|zl|2αl e−
|z|2
2 dV (z)

=
1

πn−1α!

∫
Rn−1

+

n−1∏
l=1

r2αl

l e−
r2
2 rdr (2π)n−1

=
1
α!

∫
Rn−1

+

rα e−(r1+···+rn−1)dr = 1.

That is,
ψ̃(z, ξ, v) = eα(z) cα(ξ) �0(v).

Moreover it is easy to check that the system of functions {eα(z)}α∈Zn−1
+

is or-

thonormal. Denoting by Ã(Cn−1) the Hilbert space with the basis {eα(z)}α∈Zn−1
+

we have finally that

Ã1(D) = Ã(Cn−1)⊗ L2(R+)⊗ L0 ⊂ L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ).

We define now the isometry

R0 : l2(Zn−1
+ , L2(R+)) −→ L2(D, ηλ) = L2(Cn−1)⊗ L2(R)⊗ L2(R+, ηλ)

by the rule

R0 : {cα(ξ)}α∈Zn−1
+
�−→ χ+(ξ)

∑
α∈Zn−1

+

cα(ξ)eα(z)�0(v),

where χ+(ξ) is the characteristic function of R+ and the functions cα(ξ) are ex-
tended by zero for ξ ∈ R \ R+.



558 N. Vasilevski

The adjoint operator

R∗0 : L2(D, ηλ) −→ l2(Zn−1
+ , L2(R+))

has obviously the form

R∗0 : ϕ(z, ξ, v) �−→
{

χ+(ξ)
∫

Cn−1×R+

ϕ(z, ξ, v)eα(z) �0(v) ηλ(v)dV (z)dv

}
α∈Zn−1

+

.

The operators R0 and R∗0 obey the following properties
(i) R∗0R0 = I : l2(Zn−1

+ , L2(R+)) −→ l2(Zn−1
+ , L2(R+));

(ii) R0R
∗
0 = P̃ : L2(D, ηλ) −→ Ã1(D),

where P̃ is the orthogonal projection of L2(D, ηλ) onto Ã1(D),
(iii) the image of the operator R0 coincides with Ã1(D), and being considered as

R0 : l2(Zn−1
+ , L2(R+)) −→ Ã1(D)

this operator is unitary with

R−1
0 = R∗0|Ã1(D) : Ã1(D) −→ l2(Zn−1

+ , L2(R+)).

Now the operator R = R∗0V U1U0 maps L2(Dn, μ̃λ) onto l2(Zn−1
+ , L2(R+)),

and its restriction onto the Bergman space A2
λ(Dn):

R|A2
λ(Dn) : A2

λ(Dn) −→ l2(Zn−1
+ , L2(R+))

is an isometric isomorphism. The adjoint operator

R∗ = U∗0 U∗1 V ∗R0 : l2(Zn−1
+ , L2(R+)) −→ A2

λ(Dn) ⊂ L2(Dn, μ̃λ)

is an isometric isomorphism of l2(Zn−1
+ , L2(R+)) onto the subspace A2

λ(Dn) of
L2(Dn, μ̃λ).
Furthermore

RR∗ = I : l2(Zn−1
+ , L2(R+)) −→ l2(Zn−1

+ , L2(R+)),

R∗R = BDn,λ : L2(Dn, μ̃λ) −→ A2
λ(Dn),

where BDn,λ is the Bergman projection on the Siegel domain Dn.

Lemma 2.1. Let a(w) ∈ L∞(Dn) is of the form a = a(z, yn), where z ∈ Cn−1,
yn = Imwn. Then, for the Toeplitz operator Ta acting on A2

λ(Dn), we have

RTaR
∗ = R∗0 a

(
z√
2ξ

,
v + |z|2

2ξ

)
R0.

Proof. We have

RTaR
∗ = RBDn,λaBDn,λR∗ = RR∗RaR∗RR∗ = RAR∗

= R∗0V U1U0a(z, yn)U∗0 U∗1 V ∗R0 = R∗0V U1a(z, v + |z|2)U∗1 V ∗R0

= R∗0V a(z, v + |z|2)V ∗R0 = R∗0 a

(
z√
2ξ

,
v + |z|2

2ξ

)
R0. �
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Corollary 2.2 ([4],Theorem 10.2). Let a = a(r, yn) ∈ L∞(Dn). Then

RTaR
∗ = {γa(α, ξ)}α∈Zn−1

+
I,

where

γa(α, ξ) =
1

α! Γ(λ + 1)

∫
Rn

+

a

(√
r

2ξ
,

v + r1 + · · ·+ rn−1

2ξ

)
rαvλ

×e−(v+r1+···+rn−1)drdv, ξ ∈ R+.

Proof. Just a matter of a direct calculation. �
We finish the section with recalling of a known equality (see, for example,

[7, Section 1.3]), which will be used frequently in what follows. Let Sk be the unit
sphere and let dS be the corresponding (not normalized) surface measure. Then,
for each α, β ∈ Zk

+, we have∫
Sk

ζαζ
β
dS(ζ) = δα,β

2πk α!
(k − 1 + |α|)! . (2.1)

3. Parabolic quasi-radial symbols

Let k = (k1, . . . , km) be a tuple of positive integers whose sum is equal to n − 1:
k1 + · · ·+ km = n− 1. The length of such a tuple may obviously vary from 1, for
k = (n− 1), to n− 1, for k = (1, . . . , 1).

Given a tuple k = (k1, . . . , km), we rearrange the n−1 coordinates of z ∈ Cn−1

in m groups, each one of which has kj , j = 1, . . . , m, entries and introduce the
notation

z(1) = (z1,1, . . . , z1,k1), z(2) = (z2,1, . . . , z2,k2), . . . , z(m) = (zm,1, . . . , zm,km).

We represent then each z(j) = (zj,1, . . . , zj,kj ) ∈ Ckj in the form

z(j) = rjζ(j), where rj =
√
|zj,1|2 + · · ·+ |zj,kj |2 and ζ(j) ∈ Skj . (3.1)

Given a tuple k = (k1, . . . , km), a bounded measurable function a = a(w), w ∈
Dn, will be called parabolic k-quasi-radial if it depends only on r1, . . . , rm and
yn = Im wn. We note that for k = (1, . . . , 1) this is exactly a quasi-parabolic
function of [4].

Varying k we have a collection of the partially ordered by inclusion sets Rk

of k-quasi-radial functions. The minimal among these sets is the set R(n) of radial
(with respect to z) functions and the maximal one is the set R(1,...,1) of separately
radial (with respect to z) functions ≡ quasi-parabolic functions of [4].

As in [5], to avoid repetitions of unitary equivalent algebras and ambiguities
in what follows we will always assume first, that k1 ≤ k2 ≤ · · · ≤ km, and second,
that

z1,1 = z1, z1,2 = z2, . . . , z1,k1 = zk1 , z2,1 = zk1+1, . . . ,

z2,k2 = zk1+k2 , . . . , zm,km = zn−1. (3.2)
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Given k = (k1, . . . , km) and any (n− 1)-tuple α = (α1, . . . , αn−1), we denote

α(1) = (α1, . . . , αk1), α(2) = (αk1+1, . . . , αk1+k2), . . . ,

. . . , α(m) = (αn−km , . . . , αn−1).

As each set Rk is a subset of the set R(1,...,1) of quasi-parabolic functions, the
operator RTaR

∗ with a ∈ Rk, by Corollary 2.2, is diagonal on l2(Zn−1
+ , L2(R+)).

The exact form of the corresponding diagonal representation gives the next lemma.

Lemma 3.1. Given a parabolic k-quasi-radial function a = a(r1, . . . , rm, yn), we
have

RTaR
∗ : {cα(ξ)}α∈Zn−1

+
�−→ {γa,k(α, ξ) cα(ξ)}α∈Zn−1

+

where

γa,k(α, ξ) =
1

Γ(λ + 1)
∏m

j=1(kj − 1 + |α(j)|)!

×
∫

Rm+1
+

a

(√
r1

2ξ
, . . . ,

√
rm

2ξ
,

v + r1 + · · ·+ rm

2ξ

)

×vλe−(v+r1+···+rm)dv
m∏

j=1

r
|α(j) |+kj−1

j drj , ξ ∈ R+. (3.3)

Proof. By Lemma 2.1 we have

RTaR∗ = R∗0 a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

1 + · · ·+ r2
m

2ξ

)
R0.

Thus

RTaR
∗ {cα(ξ)}α∈Zn−1

+

= R∗0

⎡⎢⎣a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
χ+(ξ)

∑
α∈Zn−1

+

cα(ξ)eα(z)�0(v)

⎤⎥⎦
=

{
χ+(ξ)

∫
Cn−1×R+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

×
∑

α∈Zn−1
+

cα(ξ)eα(z)�0(v)eβ(z)�0(v)ηλ(v)dV (z)dv

⎫⎪⎬⎪⎭
β∈Zn−1

+

=

⎧⎪⎨⎪⎩χ+(ξ)
∑

α∈Zn−1
+

cα(ξ) Iα,β

⎫⎪⎬⎪⎭
β∈Zn−1

+

.
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Using representation (3.1) and formula (2.1) we have

Iα,β =
∫

Cn−1×R+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
eα(z)eβ(z)�20(v)ηλ(v)dV (z)dv

=
∫

Rm
+×R+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
e−r2

πn−1
√

α! β!

m∏
j=1

r
|α(j) |+|β(j)|+2kj−1

j drj

× 1
Γ(λ + 1)

e−vvλdv

m∏
j=1

∫
Skj

ζ
α(j)

(j) ζ
β(j)

(j) dS

=
{

0, if α �= β
Iα,α, if α = β

,

where

γa,k(α, ξ) = Iα,α

= 2m
m∏

j=1

α(j)! πkj

(kj − 1 + |α(j)|)!

∫
Rm+1

+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
e−r2

πn−1α!

×
m∏

j=1

r
2(|α(j) |+kj)−1

j drj
e−vvλ

Γ(λ + 1)
dv

=
2m

Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j)|)!

∫
Rm+1

+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

× vλe−(v+r2)dv

m∏
j=1

r
2(|α(j) |+kj)−1

j drj

=
1

Γ(λ + 1)
∏m

j=1(kj − 1 + |α(j)|)!

×
∫

Rm+1
+

a

(√
r1

2ξ
, . . . ,

√
rm

2ξ
,

v + r1 + · · ·+ rm

2ξ

)

× vλe−(v+r1+···+rm)dv

m∏
j=1

r
|α(j) |+kj−1

j drj , ξ ∈ R+.

This finishes the proof. �

Given k = (k1, . . . , km), we use the representations z(j) = rjζ(j), j = 1, . . . , m,
to define the vector

ζ = (ζ(1), ζ(2), . . . , ζ(m)) ∈ Sk1 × Sk2 × · · · × Skm .

We introduce now the quasi-homogeneous extension of the parabolic k-quasi-radial
functions (see [2, 3, 6, 5]). Let p, q ∈ Zn−1

+ be a pair of orthogonal (p ⊥ q) multi-
indices.
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A function ϕ ∈ L∞(Dn) is called parabolic quasi-homogeneous (or parabolic
k-quasi-homogeneous) function if it has the form

ϕ(z) = ϕ(z(1), z(2), . . . , z(m), yn) = a(r1, r2, . . . , rm, yn) ζpζ
q
, (3.4)

where a(r1, r2, . . . , rm, yn) ∈ Rk. We will call the pair (p, q) the quasi-homogeneous
degree of the parabolic k-quasi-homogeneous function a(r1, r2, . . . , rm, yn) ζp ζ

q
.

For each α ∈ Zn−1
+ , we denote by êα = {δα,β}β∈Zn−1

+
the α’s element of the

standard orthonormal basis in l2(Zn−1
+ ). Given c(ξ) ∈ L2(R+), let

êα(c(ξ)) = êα ⊗ c(ξ) = {δα,β c(ξ)}β∈Zn−1
+

be the corresponding one-component element of l2(Zn−1
+ , L2(R+)).

Lemma 3.2. Given a parabolic k-quasi-radial quasi-homogeneous symbol (3.4), we
have

RTϕR∗ : êα(c(ξ)) �−→

⎧⎨⎩
0, if ∃ l such that

αl + pl − ql < 0,
γ̃a,k,p,q(α, ξ) êα+p−q(c(ξ)), if ∀ l αl + pl − ql ≥ 0,

where

γ̃a,k,p,q(α, ξ) =
2m(α + p)!√

α! (α + p− q)! Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j)|)!

×
∫

Rm+1
+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

×vλe−(v+r2)dv

m∏
j=1

r
2|α(j) |+|p(j)|−|q(j)|+2kj−1

j drj , ξ ∈ R+. (3.5)

Proof. Using Lemma 2.1 we have

RTϕR∗ êα(c(ξ)) = R∗0 a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

1 + · · ·+ r2
m

2ξ

)
ζpζ

q
R0 êα(c(ξ))

= R∗0

[
a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
ζpζ

q
χ+(ξ)c(ξ)eα(z)�0(v)

]
=

{
χ+(ξ)

∫
Cn−1×R+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
ζpζ

q

× c(ξ)eα(z)�0(v)eβ(z)�0(v)ηλ(v)dV (z)dv
}

β∈Zn−1
+

= {χ+(ξ)c(ξ) Iβ}β∈Zn−1
+

.
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Using representation (3.1) and formula (2.1) we calculate

Iβ =
∫

Rm
+×R+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
e−r2

πn−1
√

α! β!

m∏
j=1

r
|α(j)|+|β(j)|+2kj−1

j drj

× 1
Γ(λ + 1)

e−vvλdv
m∏

j=1

∫
S

kj

ζ
α(j)+p(j)

(j)
ζ

β(j)+q(j)

(j) dS

=

⎧⎨⎩ 0, if α + p �= β + q,
Iα+p−q , if α + p = β + q and αl + pl − ql ≥ 0,

for each l = 1, 2, . . . , n− 1,

where

Iα+p−q = 2m
m∏

j=1

(α(j) + p(j))! πkj

(kj − 1 + |α(j) + p(j))|!

∫
Rm+1

+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

× e−(v+r2)vλ dv

πn−1
√

α! (α + p− q)! Γ(λ + 1)

m∏
j=1

r
|α(j) |+|α(j)+p(j)−q(j)|+2kj−1

j drj

=
2m(α + p)!√

α! (α + p− q)! Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j)|)!

×
∫

Rm+1
+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

×vλe−(v+r2)dv
m∏

j=1

r
2|α(j) |+|p(j)|−|q(j)|+2kj−1

j drj , ξ ∈ R+,

and the result follows. �

4. Commutativity results

The next theorem describes the condition under which the Toeplitz operators
with parabolic quasi-radial and parabolic quasi-radial quasi-homogeneous symbols
commute. It is important to mention that this condition is on a quasi-homogeneous
degree and that under it the commutativity property remains valid for arbitrary
chose of parabolic k-quasi-radial functions.

Theorem 4.1. Let k = (k1, k2, . . . , km) and p, q be a pair of orthogonal multi-
indices. Then for each pair of non identically zero parabolic k-quasi-radial func-
tions a1 and a2, the Toeplitz operators Ta1 and Ta2ξpξ

q commute on each weighted
Bergman space A2

λ(Dn) if and only if |p(j)| = |q(j)| for each j = 1, 2, . . . , m.

Proof. We have

T1 = RTa2ζpζ
qTa1R

∗ = RTa2ζpζ
qR∗ ·RTa1R

∗,

T2 = RTa1Ta2ζpζ
qR∗ = RTa2ζpζ

qR∗ ·RTa1R
∗.



564 N. Vasilevski

Then for those multi-indices α with αl + pl − ql ≥ 0, for each l = 1, 2, . . . , n − 1,
Lemmas 3.1 and 3.2 yield

T1 êα(c(ξ)) =
2m(α + p)!√

α! (α + p− q)! Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j)|)!

×
∫

Rm+1
+

a2

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

×vλe−(v+r2)dv

m∏
j=1

r
2|α(j) |+|p(j)|−|q(j)|+2kj−1

j drj

× 1
Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j)|)!

×
∫

Rm+1
+

a1

(√
r1

2ξ
, . . . ,

√
rm

2ξ
,

v + r1 + · · ·+ rm

2ξ

)

×vλe−(v+r1+···+rm)dv
m∏

j=1

r
|α(j) |+kj−1

j drj êα+p−q(c(ξ))

and

T2 êα(c(ξ)) =
1

Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j) − q(j)|)!

×
∫

Rm+1
+

a1

(√
r1

2ξ
, . . . ,

√
rm

2ξ
,

v + r1 + · · ·+ rm

2ξ

)

×vλe−(v+r1+···+rm)dv

m∏
j=1

r
|α(j)+p(j)−q(j)|+kj−1

j drj

× 2m(α + p)!√
α! (α + p− q)! Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j)|)!

×
∫

Rm+1
+

a2

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)

×vλe−(v+r2)dv
m∏

j=1

r
2|α(j) |+|p(j)|−|q(j)|+2kj−1

j drj êα+p−q(c(ξ))

That is Ta2ζpζ
qTa1 = Ta1Ta2ζpζ

q if and only if |p(j)| = |q(j)| for each j = 1, 2, . . . , m
�

Remark 4.2. For those j for which kj = 1 both p(j) and q(j) are of length one, and
the condition |p(j)| = |q(j)| is equivalent to p(j) = q(j) = 0.
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We note that under the condition |p(j)| = |q(j)|, for each j = 1, 2, . . . , m,
formula (3.5) becomes of the form

γ̃a,k,p,q(α, ξ) (4.1)

=
2m(α + p)!√

α! (α + p− q)! Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j)|)!

×
∫

Rm+1
+

a

(
r1√
2ξ

, . . . ,
rm√
2ξ

,
v + r2

2ξ

)
vλe−(v+r2)dv

m∏
j=1

r
2(|α(j) |+kj)−1

j drj

=
(α + p)!√

α! (α + p− q)! Γ(λ + 1)

m∏
j=1

1
(kj − 1 + |α(j) + p(j)|)!

×
∫

Rm+1
+

a

(√
r1

2ξ
, . . . ,

√
rm

2ξ
,

v + r1 + · · ·+ rm

2ξ

)

×vλe−(v+r1+···+rm)dv

m∏
j=1

r
|α(j) |+kj−1

j drj

=
m∏

j=1

[
(kj − 1 + |α(j)|)!

(kj − 1 + |α(j) + p(j)|)!
(α(j) + p(j))!√

α(j)! (α(j) + p(j) − q(j))!

]
γa,k(α, ξ).

As in [5] we have rather surprising corollaries in which the product of mutually
commuting Toeplitz operators turns out to be a Toeplitz operator.

Corollary 4.3. Given k = (k1, k2, . . . , km), for each pair of orthogonal multi-indices
p and q with |p(j)| = |q(j)|, for all j = 1, 2, . . . , m, and each a(r1, r2, . . . , rm, yn) ∈
Rk, we have

TaTζpζ
q = Tζpζ

qTa = Taζpζ
q .

Given k = (k1, k2, . . . , km), and a pair of orthogonal multi-indices p and q
with |p(j)| = |q(j)|, for all j = 1, 2, . . . , m, let

p̃(j) = (0, . . . , 0, p(j), 0, . . . , 0) and q̃(j) = (0, . . . , 0, q(j), 0, . . . , 0).

Then, of course, p = p̃(1) + p̃(2) + · · ·+ p̃(m) and q = q̃(1) + q̃(2) + · · ·+ q̃(m).
For each j = 1, 2, . . . , m, we introduce the Toeplitz operator Tj = T

ζ
p̃(j)ζ

q̃(j) .

Corollary 4.4. The operators Tj, j = 1, 2, . . . , m, mutually commute.
Given an h-tuple of indices (j1, j2, . . . , jh), where 2 ≤ h ≤ m, let

p̃h = p̃(j1) + p̃(j2) + · · ·+ p̃(jh) and q̃h = q̃(j1) + q̃(j2) + · · ·+ q̃(jh).

Then
h∏

g=1

Tjg = T
ζp̃hζ

q̃h .
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In particular,
m∏

j=1

Tj = Tζpζ
q .

Given k = (k1, k2, . . . , km), we consider any two bounded measurable para-
bolic k-quasi-radial quasi-homogeneous symbols a(r1, r2, . . . , rm, yn)ζpζ

q
and

b(r1, r2, . . . , rm, yn)ζuζ
v
, which satisfy the conditions of Theorem 4.1, i.e.,

a(r1, r2, . . . , rm) and b(r1, r2, . . . , rm) are arbitrary parabolic k-quasi-radial func-
tions, p ⊥ q, u ⊥ v, and

|p(j)| = |q(j)| and |u(j)| = |v(j)|, for all j = 1, 2, . . . , m.

Theorem 4.5. Let

a(r1, r2, . . . , rm, yn)ζpζ
q

and b(r1, r2, . . . , rm, yn)ζuζ
v

be as above. Then the Toeplitz operators Taζpζ
q and Tbζuζ

v commute on each
weighted Bergman space A2

λ(Dn) if and only if for each l = 1, 2, . . . , n − 1 one
of the next conditions is fulfilled

1. pl = ql = 0;
2. ul = vl = 0;
3. pl = ul = 0;
4. ql = vl = 0.

Proof. We calculate and compare first

T1 êα(c(ξ)) = RTaζpζ
qTbζuζ

vR∗ êα(c(ξ)) = RTaζpζ
qR∗ · RTbζuζ

vR∗ êα(c(ξ))

and

T2 êα(c(ξ)) = RTbζuζ
vTaζpζ

qR∗ êα(c(ξ)) = RTbζuζ
vR∗ · RTaζpζ

qR∗ êα(c(ξ))

for those multi-indices α when both above expressions are non zero.
By (4.1) we have

T1 êα(c(ξ)) =
(α + u− v + p)!√

(α + u− v)! (α + u− v + p− q)!

×
m∏

j=1

(kj − 1 + |α(j) + u(j) − v(j)|)!
(kj − 1 + |α(j) + u(j) − v(j) + p(j)|)!

γa,k(α + u− v, ξ)

× (α + u)!√
α! (α + u− v)!

m∏
j=1

(kj − 1 + |α(j)|)!
(kj − 1 + |α(j) + u(j)|)!

×γb,k(α, ξ) êα+p+u−q−v(c(ξ))
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and

T2 êα(c(ξ)) =
(α + p− q + u)!√

(α + p− q)! (α + p− q + u− v)!

×
m∏

j=1

(kj − 1 + |α(j) + p(j) − q(j)|)!
(kj − 1 + |α(j) + p(j) − q(j) + u(j)|)!

γb,k(α + p− q, ξ)

× (α + p)!√
α! (α + p− q)!

m∏
j=1

(kj − 1 + |α(j)|)!
(kj − 1 + |α(j) + p(j)|)!

×γa,k(α, ξ) êα+p+u−q−v(c(ξ)).

As |p(j)| = |q(j)| and |u(j)| = |v(j)|, for all j = 1, 2, . . . , m, and , by (3.3),

γa,k(α + u− v, ξ) = γa,k(|α(1) + u(1) − v(1)|, . . . , |α(m) + u(m) − v(m)|, ξ)
= γa,k(|α(1)|, . . . , |α(m)|, ξ) = γa,k(α, ξ),

γb,k(α + p− q, ξ) = γb,k(|α(1) + p(1) − q(1)|, . . . , |α(m) + p(m) − q(m)|, ξ)
= γb,k(|α(1)|, . . . , |α(m)|, ξ) = γb,k(α, ξ),

we have that T1 êα(c(ξ)) = T2 êα(c(ξ)) if and only if

(α + u− v + p)! (α + u)!
(α + u− v)!

=
(α + p− q + u)! (α + p)!

(α + p− q)!
.

Varying α it is easy to see that the last equality holds if and only if for each
l = 1, 2, . . . , n− 1 one of the next conditions is fulfilled

1. pl = ql = 0; 2. ul = vl = 0; 3. pl = ul = 0; 4. ql = vl = 0.
To finish the proof we mention that under either of the above conditions both
quantities T1 êα(c(ξ)) and T2 êα(c(ξ)) are zero or non zero simultaneously only. �

To systematize the commutative algebras generated by Toeplitz operators
with parabolic quasi-radial quasi-homogeneous symbols we proceed as follows (see
[5]). To avoid the repetition of the unitary equivalent algebras and to simplify the
classification of the (non unitary equivalent) algebras, in addition to (3.2), we can
rearrange the variables zl and correspondingly the components of multi-indices in
p and q so that

(i) for each j with kj > 1, we have

p(j) = (pj,1, . . . , pj,hj , 0, . . . , 0) and q(j) = (0, . . . , 0, qj,hj+1, . . . , qj,kj ); (4.2)

(ii) if kj′ = kj′′ with j′ < j′′, then hj′ ≤ hj′′ .
Now, given k = (k1, . . . , km), we start with m-tuple h = (h1, . . . , hm), where hj = 0
if kj = 1 and 1 ≤ hj ≤ kj − 1 if kj ≥ 1; in the last case, if kj′ = kj′′ with j′ < j′′,
then hj′ ≤ hj′′ .

We denote byRk(h) the linear space generated by all parabolic k-quasi-radial
quasi-homogeneous functions

a(r1, r2, . . . , rm, yn) ζpζ
q
,



568 N. Vasilevski

where a(r1, r2, . . . , rm, yn) ∈ Rk, and the components p(j) and q(j), j = 1, 2, . . . , m,
of multi-indices p and q are of the form (4.2) with

pj,1 + · · ·+ pj,hj = qj,hj+1 + · · ·+ qj,kj , pj,1, . . . , pj,hj , qj,hj+1, . . . , qj,kj ∈ Z+.

We note that Rk ⊂ Rk(h) and that the identity function e(z) ≡ 1 belongs to
Rk(h). The main result of the paper gives the next corollary.

Corollary 4.6. The Banach algebra generated by Toeplitz operators with symbols
from Rk(h) is commutative.

We note that,
– for n > 2 and k �= (1, 1, . . . , 1), these algebras are just Banach; extending

them to C∗-algebras they become non commutative;
– these algebras are commutative for each weighted Bergman space A2

λ, with
λ > −1,

– for n = 2 all these algebras collapse to the single C∗-algebra generated by
Toeplitz operators with quasi-parabolic symbols (see [4, Section 10.1]).
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Algebraic Aspects of the Paving
and Feichtinger Conjectures

Eric Weber

Abstract. The Paving Conjecture in operator theory and the Feichtinger Con-
jecture in frame theory are both problems that are equivalent to the Kadison-
Singer problem concerning extensions of pure states. In all three problems,
one of the difficulties is that the natural multiplicative structure appears to be
incompatible – the unique extension problem of Kadison-Singer is compatible
with a linear subspace, but not a subalgebra; likewise, the pavable operators
is known to be a linear subspace but not a subalgebra; the Feichtinger Con-
jecture does not even have a linear structure. The Paving Conjecture and
the Feichtinger Conjecture both have special cases in terms of exponentials
in L2[0, 1]. We introduce convolution as a multiplication to demonstrate a
possible attack for these special cases.

Mathematics Subject Classification (2000). Primary: 46L99; Secondary 46B99,
42B35.

Keywords. Kadison-Singer Problem, Paving, Laurent operator, frame.

1. Introduction

The Paving Conjecture of Anderson [1] states that every bounded operator on
�2(Z) can be paved, that is, given T ∈ B(�2(Z)) and given ε > 0, there exists a
finite partition {Aj}Jj=1 of Z such that for every j = 1, . . . , J

‖PAj (T −D(T ))PAj‖ < ε,

where D(T ) is the diagonal of T , and PAj denotes the canonical projection onto
�2(Aj) ⊂ �2(Z).

The Paving Conjecture is a reformulation of the Kadison-Singer Problem [11].
The Kadison-Singer problem is whether every pure state on D(�2(Z)) ⊂ B(�2(Z))
has a unique extension to a pure state on all of B(�2(Z)). Here D(�2(Z)) denotes
the masa of diagonal operators on �2(Z). We note that Kadison and Singer “incline
to the view” that the extensions are not in general unique.

Communicated by J.A. Ball.
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A special case of the Paving Conjecture is whether all Laurent operators
are pavable. A Laurent operator is an element of B(�2(Z)) which commutes with
the bilateral shift. Equivalently, via the (inverse) Fourier transform, a Laurent
operator T is such that F−1TF is a multiplication operator on L2[0, 1]. Here we
define the Fourier transform F : L2[0, 1]→ �2(Z) in the usual way. Since F−1TF
is a multiplication operator, we will denote it by Mφ : L2[0, 1]→ L2[0, 1] : f �→ φf ;
φ is the symbol of T . We will denote the Laurent operator in matrix form by Tφ.

Currently it is unknown if every Laurent operator is pavable. The best known
result is that a Laurent operator is pavable if its symbol is Riemann integrable [9].

Recently, Casazza and Tremain have shown a direct connection between the
Paving Conjecture and several problems in frame theory [5, 4].

Let H be a separable Hilbert space. A Bessel sequence X := {xn} ⊂ H is
such that the synthesis operator

Θ∗X : �2(Z)→ H : (cn) �→
∑

n

cnxn

is bounded. The square of the norm of Θ∗X is called the Bessel bound.
The sequence is a frame if the dual Grammian satisfies

C1I ≤ Θ∗XΘX ≤ C2I.

The optimal constants C1 and C2 which satisfy these inequalities are called the
lower and upper frame bounds, respectively.

The sequence is a Riesz basic sequence if the Grammian satisfies

(D1)2I ≤ ΘXΘ∗X ≤ (D2)2I.

The optimal constants D1 and D2 which satisfy these inequalities are called the
lower and upper Riesz basis bounds, respectively.

We say X is a ‖x‖+ ε RBS if ‖xn‖ = ‖x‖ and

‖x‖ − ε ≤ D1 ≤ D2 ≤ ‖x‖+ ε.

The Feichtinger Conjecture says that given a frame {xn}n∈Z ⊂ H , with the
property that inf{‖xn‖} > 0, then there exists a finite partition {Aj}Jj=1 of Z such
that for each j, {xn}n∈Aj is a Riesz basic sequence.

The Rε-Conjecture says that given a frame {xn}n∈Z ⊂ H , with the property
that ‖xn‖ = ‖x‖ for every n, and given an ε > 0, then there exists a finite partition
{Aj}Jj=1 of Z such that for each j, {xn}n∈Aj is a ‖x‖+ ε Riesz basic sequence.

The connections between the Paving, Rε-, and Feichtinger Conjectures can
be summarized as thus:

Theorem. The following are equivalent:

1. the Kadison-Singer problem has a positive solution;
2. the Paving Conjecture has a positive solution;
3. the Rε-Conjecture has a positive solution;
4. the Feichtinger conjecture has a positive solution.
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One remark regarding matrices: If B is a p× q submatrix of an m×n matrix
A, we will use B to denote both a p×q matrix as well as an m×n matrix (with 0’s
in appropriate coordinates). Note that the norm of B is the same in either case.
Likewise if B and A are infinite matrices. As such, this should cause no confusion.

2. Paving Laurent operators and frame theory

We shall define three classes in L∞[0, 1] in relation to the Paving, Rε-, and Fe-
ichtinger Conjectures.

Definition 1. If f ∈ L∞[0, 1] and the Laurent operator Tf , with symbol f , is
pavable, we will say f ∈ PL.

Proposition 1. The set PL ⊂ L∞[0, 1] has the following properties:
1. Subspace of L∞[0, 1];
2. Closed in norm;
3. Closed under conjugation;
4. Closed under convolution.

Proof. Items 1 and 2 follow from the fact that the set of pavable operators in
B(�2(Z)) is a closed subspace.

Item 3 follows from the fact that Tf = T ∗f , and the submatrices satisfy

‖PAj

(
T ∗f −D(T ∗f )

)
PAj‖ = ‖PAj (Tf −D(Tf ))PAj‖.

Item 4 follows from the fact that if f, g ∈ PL, f ∗ g ∈ L∞[0, 1] is continuous,
hence Riemann integrable, and hence by [9], f ∗ g ∈ PL. �

An important question concerningPL is whether it is closed under (pointwise)
multiplication.

Definition 2. If f ∈ L∞[0, 1], we say f satisfies the Rε-Conjecture if given ε > 0
there exists a finite partition A1, . . . , AJ of Z such that each

{e2πinxf(x)}n∈Aj

is a ‖f‖ + ε Riesz basic sequence. We will denote this by f ∈ Rε. We make the
convention that 0 ∈ Rε.

Proposition 2. The set Rε ⊂ L∞[0, 1] has the following properties:
1. Closed in norm;
2. Closed under scalar multiplication;
3. Closed under conjugation;
4. Closed under convolution;

Proof. Item 1 follows from a variation of the Paley-Wiener theorem [12, Theorem
XXXVII]. Suppose that {fk} ⊂ Rε with fk → f . Without loss of generality,
assume ‖fk‖ = ‖f‖ = 1. Given ε > 0, find fk such that ‖fk − f‖ < ε

2 ; then find a
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partition {Aj}Jj=1 such that each {e2πinxfk(x) : n ∈ Aj} is a 1 + ε
2 RBS. Then by

the proof of the Paley-Wiener theorem, or the proof of Theorem 1 in [7],

{e2πinxf(x) : n ∈ Aj} = {e2πinxfk(x) + e2πinx(f(x) − fk(x)) : n ∈ Aj}
is a 1 + ε RBS.

Item 2 follows from the fact that if {e2πinxf(x) : n ∈ Aj} is a ‖f‖+ ε RBS,
and λ ∈ C is nonzero, then {e2πinxλf(x) : n ∈ Aj} is a ‖λf‖+ |λ|ε RBS.

Item 3 follows from the fact that the Grammian matrices for {e2πinxf(x) :
n ∈ Aj} and {e2πinxf(x) : n ∈ Aj} are equal, whence if one is a ‖f‖+ ε RBS, then
the other is also.

Item 4 follows from Theorem 1 below: if f, g ∈ Rε, f ∗g is continuous, whence
Riemann integrable. Therefore, |f ∗ g|2 is also Riemann integrable and thus is in
PL. Finally, f ∗ g ∈ Rε. �

Remark 1. It is unknown if Rε is closed under addition. If f, g ∈ Rε and have
disjoint support, then f + g ∈ Rε. See Corollary 1 below.

Definition 3. If f ∈ L∞[0, 1], we say f satisfies the Feichtinger Conjecture if there
exists a finite partition A1, . . . , AJ of Z such that each

{e2πinxf(x)}n∈Aj

is a Riesz basic sequence. We will denote this by f ∈ F . We make the convention
that 0 ∈ F .

Proposition 3. The set F ⊂ L∞[0, 1] has the following properties:
1. Closed under scalar multiplication;
2. Closed under conjugation;
3. Closed under convolution.

Proof. Item 1 is obvious. Item 2 follows as above from the fact that the Grammian
matrices for the two sequences are identical. Item 3 follows again from Theorem 1.

�

Fundamental Question. Which, if any, of F , Rε, PL are all of L∞[0, 1]?

Theorem 1. The three classes have the following relations:
1. f ∈ Rε ⇔ |f |2 ∈ PL
2. PL ⊂ F
3. PL ∩Rε ∩ F contains Riemann integrable functions.

Proof. Item 1: Consider the Gram matrix Gf and the Laurent matrix T|f |2 . The
entries of the matrix Gf are as follows:

Gf [m, n] = 〈e2πinxf(x), e2πimxf(x)〉

=
∫ 1

0

|f(x)|2e2πi(n−m)xdx.
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Likewise, the entries of the matrix T|f |2 are as follows:

T|f |2 [m, n] = 〈T|f |2δn, δm〉
= 〈M|f |2e2πinx, e2πimx〉

=
∫ 1

0

|f(x)|2e2πi(n−m)xdx.

Therefore the matrices are identical, Gf = T|f |2 .
Furthermore, if A ⊂ Z, note that the Grammian matrix for {e2πinxf(x) : n ∈

A}, denoted by GA
f , is such that

GA
f = PAT|f |2PA.

Suppose that |f |2 ∈ PL, and let ε > 0 be given. Choose 0 < δ < ‖f‖2 such
that

‖f‖ − ε <
√
‖f‖2 − δ <

√
‖f‖2 + δ < ‖f‖+ ε.

Since T|f |2 is pavable, let {Aj}Jj=1 be a partition of Z such that

‖PAj

(
T|f |2 −D(T|f |2)

)
PAj‖ < δ

for j = 1, . . . , J . Note that D(T|f |2) = ‖f‖2I. For a fixed j, the Grammian matrix
of {e2πinxf(x) : n ∈ Aj} can be written as

G
Aj

f = ‖f‖2IAj + MAj (1)

(where IAj is the identity on �2(Aj)) as well as

G
Aj

f = PAj T|f |2PAj . (2)

Thus we have
MAj = PAj

(
T|f |2 −D(T|f |2)

)
PAj , (3)

and so by the spectral mapping theorem,(
‖f‖2 − δ

)
IAj ≤ G

Aj

f ≤
(
‖f‖2 + δ

)
IAj .

It follows that {e2πinxf(x) : n ∈ Aj} is a Riesz basic sequence, with basis bounds
that satisfy

‖f‖ − ε <
√
‖f‖2 − δ ≤ D1 ≤ D2 <

√
‖f‖2 + δ < ‖f‖+ ε

and hence {e2πinxf(x) : n ∈ Aj} is a ‖f‖+ ε RBS. Therefore, f ∈ Rε.
Conversely, suppose that f ∈ Rε and let ε > 0 be given. Choose 0 < δ such

that
−ε < −2‖f‖δ + δ2 < 2‖f‖δ + δ2 < ε.

Since f ∈ Rε, there exists a partition {Aj}Jj=1 of Z such that for each j,

{e2πinxf(x) : n ∈ Aj}
is a ‖f‖+ δ RBS. Therefore, for a fixed j,

(‖f‖ − δ)2IAj ≤ G
Aj

f ≤ (‖f‖+ δ)2IAj .
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From Equation 1 we have(
−2‖f‖δ + δ2

)
IAj ≤MAj ≤

(
2‖f‖δ + δ2

)
IAj

and thus by Equations 2 and 3,

−εIAj <
(
−2‖f‖δ + δ2

)
IAj ≤ PAj

(
T|f |2 −D(T|f |2)

)
PAj

≤
(
2‖f‖δ + δ2

)
IAj < εIAj .

It follows that {Aj}Jj=1 is a paving of T|f |2 , and |f |2 ∈ PL.
Item 2: the statement follows from Casazza-Weber [6] as well as Bownik-

Speegle [2].
Item 3: Halpern-Kaftal-Weiss [9] prove that PL contains the Riemann in-

tegrable functions; F contains the Riemann integrable functions by Item 2; and
Rε contains the Riemann integrable functions by Item 1. Indeed, if f is Riemann
integrable, then |f |2 is also, and thus |f |2 ∈ PL, whence by Item 1, f ∈ Rε. �

Corollary 1. If f, g ∈ Rε and the supports of f and g are disjoint, then f +g ∈ Rε.

Proof. By Theorem 1, since f, g ∈ Rε, then |f |2, |g|2 ∈ PL. Since the supports of
f, g are disjoint, |f + g|2 = |f |2 + |g|2. By Proposition 1, |f |2 + |g|2 ∈ PL, hence
|f + g|2 ∈ PL. Therefore, f + g ∈ Rε. �

Corollary 2. If Rε is a subspace of L∞[0, 1], then Rε = PL = L∞[0, 1]. Likewise,
if Rε is convex, then Rε = PL = L∞[0, 1].

Proof. Let E ⊂ [0, 1] be measurable, and consider f = χE + iχẼ, where Ẽ is the
complement of E. Note that f ∈ Rε. Since Rε is closed under conjugation and is
by hypothesis a subspace, we have that

χE =
1
2
(f + f)

is in Rε. By Theorem 1, |χE |2 = χE ∈ PL, hence every projection is in PL, and
so PL = L∞[0, 1]. Finally, since every |g|2 ∈ PL, every g ∈ Rε.

Similarly, if Rε is convex, then χE ∈ PL for every measurable E. �

Corollary 3. If Rε = PL, then Rε = PL = L∞[0, 1].

Proof. By Corollary 2, if Rε = PL, then Rε is a subspace, whence the conclusion
follows. �

3. Convolution and Segal algebras

We have seen that PL,Rε, and F are closed under convolution. They are also
invariant under convolution by elements of L1[0, 1], and so we can consider these
classes in terms of ideals in the Banach algebra L1[0, 1].
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Theorem 2. If f ∈ PL, (Rε,F) and g ∈ L1[0, 1], then f ∗ g is again in PL, (Rε,F
resp.).

Proof. If f ∈ L∞[0, 1] and g ∈ L1[0, 1], then f ∗g is continuous and hence Riemann
integrable. Therefore f ∗ g ∈ PL, (Rε,F resp.) �
Corollary 4. PL ⊂ L1[0, 1] is an ideal in the Banach algebra L1[0, 1]. PL is also
an ideal in the Banach algebra (L∞[0, 1], ∗).

Likewise, Rε,F are “almost” ideals in these Banach algebras.

Question 1. Is PL a maximal ideal in L∞[0, 1]?

We will see that it is not a proper maximal ideal.
Of course, while PL,Rε, and F are subsets of L1[0, 1], and are (“almost”)

ideals therein, they are not closed in norm in L1[0, 1] (they are, after all, dense).
However, they are closed in norm in L∞[0, 1], and as such we can regard them in
terms of (abstract) Segal algebras.

Definition 4. An ideal B ⊂ L1[0, 1] is a Segal algebra if
1. B is dense in L1[0, 1];
2. B is a Banach algebra with respect to a norm ‖ · ‖′;
3. B is translation invariant, and translations are strongly continuous in ‖ · ‖′.

We do not know if Rε or F are ideals in L1[0, 1]. We do know that PL is
an ideal in L1[0, 1], is dense, and is a Banach algebra with respect to the norm in
L∞[0, 1]. However, translations are not strongly continuous in L∞[0, 1], and hence
PL is not a Segal algebra in L1[0, 1]. However, it is an abstract Segal algebra:

Definition 5. If A is any Banach algebra, an ideal B ⊂ A is an abstract Segal
algebra (ASA) if

1. B is dense in A;
2. B is a Banach algebra with respect to a norm ‖ · ‖′;
3. ∃M > 0 so that ‖x‖ ≤M‖x‖′, ∀x ∈ B;
4. ∃C > 0 so that ‖xy‖′ ≤ C‖x‖‖y‖′, ∀x, y ∈ B.

Proposition 4. Both PL and (L∞[0, 1], ∗) are ASA’s in L1[0, 1] with respect to the
norm ‖ · ‖∞.

Proof. Clearly, L∞[0, 1] is dense in L1[0, 1]; PL is also dense since it contains
all continuous functions. A simple computation shows that PL and L∞[0, 1] are
Banach algebras with respect to ‖ · ‖∞. Additionally, ‖ · ‖1 ≤ ‖ · ‖∞. Finally, we
have

|f ∗ g(y)| = |
∫ 1

0

f(y − x)g(x)dx|

≤ ‖g‖∞
∫ 1

0

|f(y − x)|dx = ‖f‖1‖g‖∞.

Hence, ‖f ∗ g‖∞ ≤ ‖f‖1‖g‖∞. �
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The following theorem is called the Fundamental Theorem of Abstract Segal
Algebras by Burnham [3]:

Theorem (Burnham, 1.1). If B is an ASA in A and every right approximate unit
of B is also a left approximate unit, then the following are true:

1. If J is a closed ideal in A, then J ∩ B is a closed ideal in B;
2. If I is a closed ideal in B, then cl(I) (in A-norm) is a closed ideal in A and

I = cl(I) ∩ B.

Conceivably, since L1[0, 1] is commutative, every right approximate unit of
L∞[0, 1] is also a left approximate unit. Therefore Burnham’s theorem, applied
with A = L1[0, 1], B = L∞[0, 1], and I = PL, would yield PL = L∞[0, 1]. However,
L∞[0, 1] does not have any right approximate units, and the proof of Burnham’s
theorem requires the existence of one.

Theorem (Burnham, 2.1). If B is an ASA in a commutative Banach algebra A,
then the regular maximal ideal spaces of B and A are homeomorphic.

The proof actually shows that the complex homomorphisms if A and B are
identical, and possess the same topology.

Corollary 5. PL is not a proper maximal ideal in L∞[0, 1].

Proof. Applying the theorem to A = L1[0, 1] and B = L∞[0, 1], we have that the
complex homomorphisms for the two Banach algebras are identical. We see that
PL is not the kernel of a complex homomorphism, since for any n ∈ Z, there exists
an f ∈ PL with ∫ 1

0

f(x)e2πinxdx �= 0. �

4. Gabor systems

We conclude the paper with one positive result. It is based on the observation that
not only are PL, Rε, and F invariant under convolution, but if f, g ∈ L∞[0, 1],
then f ∗ g ∈ PL, Rε, or F , respectively, even if we don’t know whether either f or
g are in PL, Rε, or F .

A Gabor system in L2(R) has the form

{e2πibnxf(x− am) : n, m ∈ Z}
and is denoted by (f, a, b). If a = b = 1, then the Zak transform is available:

Z : L2(R)→ L2 ([0, 1]× [0, 1])

where
[Zf ](ω, ξ) =

∑
n∈Z

e2πinξf(ω − n).
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The Zak transform is a unitary operator, and if h(x) = e2πikxg(x− l), then

[Zh](ω, ξ) = e2πikωe−2πilξ [Zg](ω, ξ).

The Gabor system (f, 1, 1) is Bessel if and only if Zf ∈ L∞ ([0, 1]× [0, 1]).

Theorem 3. Suppose (g, 1, 1) is a Gabor Bessel system such that the Zak transform
[Zg](ω, ξ) can be factored as [Zg](ω, ξ) = h1(ω)h2(ξ). Then the system

{e2πinxg(x− n) : n ∈ Z}
satisfies the Feichtinger conjecture.

Proof. We compute the Grammian matrix of the set {e2πinxg(x − n) : n ∈ Z},
utilizing the Zak transform:

G[p, q] = 〈e2πiqxg(x− q), e2πipxg(x− p)〉
= 〈Z

(
e2πiqxg(x− q)

)
,Z

(
e2πipxg(x− p)

)
〉

= 〈e−2πiqξe2πiqω[Zg](ω, ξ), e−2πipξe2πipω[Zg](ω, ξ)〉

=
∫ 1

0

∫ 1

0

e−2πi(q−p)ξe2πi(q−p)ω |h1(ω)|2|h2(ξ)|2dωdξ

=
(∫ 1

0

e−2πi(q−p)ξ|h2(ξ)|2dξ

)(∫ 1

0

e2πi(q−p)ω |h1(ω)|2dω

)
Thus, G is a Laurent operator. We can define the following two matrices

H1[p, q] =
∫ 1

0

e2πi(q−p)ω |h1(ω)|2dω;

H2[p, q] =
∫ 1

0

e−2πi(q−p)ξ|h2(ξ)|2dξ =
∫ 1

0

e2πi(q−p)ξ |h2(−ξ)|2dξ

which both are (bounded) Laurent operators.
We see that G is the Schur (entrywise) product of the matrices H1 and H2;

via the Fourier transform, the Laurent operator G has symbol J which is the
convolution of |h2(−x)|2 and |h1(x)|2. Therefore, the matrix G is pavable by the
observation at the beginning of this section.

Since J ∈ PL, by Item 2 of Theorem 1, J ∈ F . This computation shows that
through the Zak transform, the set {e2πimxJ(x) : m ∈ Z} is unitarily equivalent
to {e2πinxg(x − n) : n ∈ Z}, therefore the latter also satisfies the Feichtinger
Conjecture. �
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1. Introduction

“We wrote several papers about it . . . Well, that’s what mathematicians do.”
Hans Schneider

In [1] we started a topic and asked how big the quotient

‖XY − Y X‖F
‖X‖F‖Y ‖F

can be. Here, X and Y are finite matrices with real or complex entries and ‖ · ‖F is
the Hilbert-Schmidt norm, which is also called the Frobenius or Euclidean norm.
We showed that the quotient is typically very small in higher dimensions. One of
the consequences of this observation is that it’s of no use to design a computer
test for commutativity of large matrices.

Based on results for restrictions of the quotient to special classes of matrices
we also conjectured that it does not exceed

√
2, a bound that is better than the

trivial bound 2. Later on, the validity of the bound
√

2 was extended to other
classes by Lajos László [4], Zhiqin Lu [5], Seak-Weng Vong and Xiao-Qing Jin [6]
and finally proven for all complex n× n-matrices in [2]. In the last paper we also
investigated the problem of determining

C := sup
X,Y �=0

‖XY − Y X‖
‖X‖‖Y ‖ (1)

for other unitarily invariant norms ‖ · ‖.

Communicated by I.M. Spitkovsky.
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This constant may be interpreted as a generalization of operator norms to the
bilinear function that maps matrices X, Y to their commutator. Obviously, the
problem is equivalent to the determination of

C = inf{c > 0 : ‖XY − Y X‖ ≤ c‖X‖‖Y ‖ ∀X, Y }.

We also studied pairs of matrices attaining the supremum.
The present paper aims at extending the investigation to other norms and

proving some results that were presented at the 2008 IWOTA but not yet pub-
lished or were subject to speculation at that time. To emphasize the connection
to that event and our talk about this paper’s topic given there, each section will
be accompanied by a quote catching memorable impressions.

We will bound the general constant C and determine it exactly for the oper-
ator, vector and Schatten p norms of matrices, except for one situation, in which
we obtain only very tight estimates. Furthermore, we give criteria for the case of
equality between the quotient of a particular pair of matrices and the supremum.

As usual, K stands for either the real numbers R or the complex numbers C,
Kn denotes the space of vectors with n entries in K and Mn(K) represents the set of
all n×n-matrices over K. We will use the Lie bracket notation [X, Y ] := XY −Y X
as an abbreviation and write C instead of the supremum (1) for simplicity, often
with a subscript indicating the utilized norm.

2. Appearances and other deceits

“To every problem in mathematics there is a solution that is
simple . . . elegant . . . and wrong.”

Michael Jury adopting a saying of Henry Louis Mencken

Obviously, many people already noticed the above fact and undoubtly it should
be of particular relevance to any mathematician. Don’t panic, we do not intend
to revoke anything of the previous publications to that topic. However, we will
use the opportunity to demonstrate the complexity of the original problem and
to show briefly some intuitional ideas that met our way but have been unwilling
to work. Nevertheless, they carry some interesting aspects, of which some will
reappear throughout this paper.

School’s method.
The pretty first thought is, of course, to look for the extremal points of the real-
valued multivariate function ‖XY − Y X‖F under the restrictions ‖X‖F = 1 and
‖Y ‖F = 1. Assume X and Y to be real matrices. Then this can be done with help
of Lagrange’s method by determining the stationary points of

‖XY − Y X‖2F + λ(1− ‖X‖2F) + μ(1− ‖Y ‖2F).
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Clearly, taking the square of the functions does not alter the maximal points.
Forming all partial derivatives and putting them zero yields a system of equations.
Choosing an adequate depiction, we obtain

λ = μ = ‖XY − Y X‖2F,

λX = ZY ∗ − Y ∗Z, μY = X∗Z − ZX∗

as a characterization of local extrema, where Z := XY −Y X and X∗ is the adjoint
of X . Sadly, we do not see a chance to solve that system. But we get an interesting
property that links extremal points X and Y with their commutator Z in a kind
of circle of Lie bracket operations.

A computational attempt.
Forming the commutator

(X, Y ) �→ XY − Y X

is a bilinear operation
Mn(K)×Mn(K)→Mn(K)

with respect to the variables X and Y . But, since every entry of XY − Y X is a
linear combination of the numbers xijykl, i.e.,

(XY − Y X)pq =
∑

i,j,k,l

α
(pq)
ijkl xijykl

with α
(pq)
ijkl ∈ {−1, 0, 1}, passage to the commutator can also be regarded as a linear

map
X ⊗ Y �→ XY − Y X

acting on the tensor product (or Kronecker product) of X and Y . By writing

Z =
(
z(i−1)n+k,(j−1)n+l

)
ij,kl
�→

⎛⎝ ∑
i,j,k,l

α
(pq)
ijkl z(i−1)n+k,(j−1)n+l

⎞⎠
pq

we may simply regard this as a linear operator

Mn2(K)→Mn(K)

on the whole space of n2 × n2-matrices. In this manner the constant CF (in the
case of the Hilbert-Schmidt norm) can be estimated by calculating the spectral
norm of a matrix within the precision of the computer and the algorithm.

To do so, we transform matrices from Mn(K) to vectors in Kn2
by row stack-

ing, which in the case n = 2 is

vec
(

z11 z12

z21 z22

)
=

(
z11 z12 z21 z22

)�
.

Then, the linear map can be represented by the matrix K in the equality

K vec(X ⊗ Y ) = vec(XY − Y X).
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In the two-dimensional case K is given by⎛⎜⎜⎝
0 0 0 0 0 0 +1 0 0 −1 0 0 0 0 0 0
0 +1 −1 0 0 0 0 +1 0 0 0 −1 0 0 0 0
0 0 0 0 −1 0 0 0 +1 0 0 0 0 −1 +1 0
0 0 0 0 0 0 −1 0 0 +1 0 0 0 0 0 0

⎞⎟⎟⎠ .

Sadly, this matrix already possesses norm 2. For larger dimensions n the norm turns
out to be even bigger with a value of

√
2n. This is a sign that the tensor product

structure of the argument vectors is essential for restricting the quotient (1).
Since actually every entry of XY − Y X is a linear combination of the terms

xijykl − yijxkl, we may even regard the commutator as a linear map defined on
X ⊗ Y − Y ⊗X instead of X ⊗ Y . This attempt is not really more effective. The
induced matrix admits spectral norm

√
n. This is at least a proof for n = 2, with

an idea that is correlated to the proof of CF =
√

2 for 2 × 2-matrices given in [1]
as Theorem 4.2.

Nice try – Bad luck.
An excellent idea is using the unitary invariance of the Hilbert-Schmidt norm. As
in the first step of the proof given in [2], let X = USV be the singular value
decomposition of X with S = diag(s1, . . . , sn). Then, putting B = V Y V ∗ and
D = U∗Y U yields

‖XY − Y X‖2F = ‖SB −DS‖2F

≤
∑
j �=k

(
s2

j |bjk |2 + s2
k|bjk|2 + s2

j |djk|2 + s2
k|djk|2

)
+

n∑
j=1

s2
j |bjj − djj |2.

If we could prove

|bjj − djj |2 ≤
n∑

k=1

(
|bkk|2 + |dkk|2

)
(2)

for every j, then we would obtain

‖SB −DS‖2F ≤ ‖S‖2F(‖B‖2F + ‖D‖2F) = 2‖X‖2F‖Y ‖2F
due to unitary equivalencies and thus the desired bound. Clearly,

n∑
j=1

|bjj − djj |2 ≤ n
n∑

k=1

(
|bkk |2 + |dkk |2

)
for n ≥ 2. Hence, (2) is true for at least one j, which we assume to be 1. Similarly,

n∑
j=2

|bjj − djj |2 ≤ (n− 1)
n∑

k=2

(
|bkk|2 + |dkk |2

)
without restriction results in

|b22 − d22|2 ≤
n∑

k=2

(
|bkk|2 + |dkk|2

)
.
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Repeating this procedure inductively, we see (2) to be valid for all but one
j. Note that this statement is true for arbitrary matrices B and D. However, the
hope to force validity on the last index whenever B and D are unitarily equivalent
dashes.

False friends.
It is known that the Hilbert-Schmidt norm and the matrix and tensor products
are compatible in the following sense:

‖XY ‖F ≤ ‖X‖F‖Y ‖F = ‖X ⊗ Y ‖F. (3)

This can be read as a monotonicity between the two products. More precisely,
replacing the matrix product with the tensor product does not reduce the norm.
Now, one can hope that this property extends to

‖XY − Y X‖F ≤ ‖X ⊗ Y − Y ⊗X‖F (4)

as well. The last inequality is of special interest, since then the estimate

‖X ⊗ Y − Y ⊗X‖2F = 2‖X‖2F‖Y ‖2F − 2|tr (Y ∗X)|2 ≤ 2‖X‖2F‖Y ‖2F
would lead to the desired CF ≤

√
2. Here, the trace tr (Y ∗X) denotes the Hilbert-

Schmidt inner product of X and Y . Actually, as shown by Theorem 3.1 in [2],
CF =

√
2 implies the stronger inequality (4). However, there can be no way to

shift the property (3) to (4) by a direct argumentation based on the respective
spaces of matrices. This can be seen by the fact that inequality (4) with − replaced
by + is not true in general (see Remark 3.3 of [2]).

3. Bounding the problem

“This is our definition . . . And it is a good definition.”
Jürgen Leiterer

Since in finite dimensions all norms are equivalent, the quality in the behaviour
of the quotient ‖XY−Y X‖

‖X‖‖Y ‖ is always similar. In particular, the overwhelming ma-
jority of matrix pairs concentrates near commutativity with growing dimension.
Nevertheless, the quantity and especially the supremum of the quotient may be
different. We’ve already seen in [2] that C =

√
2 for the Hilbert-Schmidt norm

and C = 2 for all Ky Fan norms. This section is devoted to the question on what
values the constant C may attain in general.

On the one hand, the answer is quite simple. The following arguments show
that in principle every value C ∈ (0,∞) may be achieved. If ‖ · ‖ is an arbitrary
norm and α > 0 some positive number, then ‖·‖α := α‖·‖ is a norm, too. Inserting
the last definition in the quotient (1), one obtains

Cα =
C

α
.

So, just by scaling of, e.g., the Hilbert-Schmidt norm, C can take an arbitrary value.
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On the other hand, a more refined look into this topic is necessary. In Propo-
sition 5.1 of [2] we already observed that for all unitarily invariant norms C cannot
be lower than

√
2. The following result extends this lower bound by weakening the

assumptions to a very reasonable scaling condition on the elementary matrices
Ejk = ej ⊗ e∗k ∈Mn(K).

Proposition 1. Suppose ‖Ejk‖ = 1 and ‖Ekj‖ ≤ 1 for some j �= k. Then C ≥
√

2.

Proof. Think of the entries of the following 2× 2-matrices placed in the positions
ajj , ajk, akj and akk of n × n-matrices that are zero elsewhere. We consider the
two examples [(

0 1
0 0

)
,

(
0 0
1 0

)]
=

(
1 0
0 −1

)
(5)

and [(
1 0
0 −1

)
,

(
0 1
0 0

)]
=

(
0 2
0 0

)
. (6)

The supremum has to exceed both of the corresponding quotients. Hence, defining

μ :=
∥∥∥∥( 1 0

0 −1

)∥∥∥∥ we get

C ≥ max
{

μ

‖Ekj‖
,
2
μ

}
≥ max

{
μ,

2
μ

}
and clearly, both numbers μ and 2

μ cannot be strictly smaller than
√

2 simulta-
neously. �

For any norm an upper bound to C can be obtained by plain usage of the
triangle inequality:

‖XY − Y X‖ ≤ ‖XY ‖+ ‖Y X‖.
This inequality can be weakened to

‖XY − Y X‖ ≤ 2‖X‖‖Y ‖,
giving C ≤ 2 whenever the norm ‖ · ‖ is submultiplicative, that is

‖XY ‖ ≤ ‖X‖‖Y ‖ ∀X, Y ∈Mn(K).

Since not every norm on Mn(K) is submultiplicative, the general result reads
as follows.

Lemma 2. If β > 0 and ‖XY ‖ ≤ β‖X‖‖Y ‖ for all X, Y ∈Mn(K) then C ≤ 2β.

Keep in mind that with Proposition 1 the special property of minimality
of the Hilbert-Schmidt norm amongst all unitarily invariant norms shown in [2]
is extended to a special property amongst basically all norms. We also want to
remark that the scaling condition of Proposition 1 turns the question asked at the
beginning of this section into a well-posed question.
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4. Fundamental examples

“I’m very fascinated by Matlab . . . It’s much simpler than thinking.”

Mr. Linear Algebra (real name known to the intended audience)

We want to study the problem in greater depth and will determine the constant
C for three special classes of norms. As seen in the proof of Proposition 1, specific
examples may unveil lots of information. Be aware that Matlab made the hunt for
appropriate matrices a lot easier. Also note that not all members of the classes
may be handled by the means presented here. The more delicate cases will be
discussed in the next section.

Example 1. (Operator p norms)
In this example let ‖ · ‖p be one of the matrix norms

sup
v �=0

p

√∑
j

|(Av)j |p

p

√∑
j

|vj |p
for p ∈ [1,∞) or sup

v �=0

max
j
|(Av)j |

max
j
|vj |

for p =∞.

Since all of these norms are submultiplicative, Lemma 2 yields Cp ≤ 2. Now
consider matrices X and Y with 2 × 2-blocks as in (6) in the upper left corners
and 0 elsewhere. By generating the associated quotient we obtain

Cp ≥
‖XY − Y X‖p
‖X‖p‖Y ‖p

= 2.

Together both inequalities result in Cp = 2 for all operator p norms. We
remark that this result easily extends to operator norms based on other vector
norms with a few restrictions such as symmetry in the entries and permutational
invariance.

Example 2. (Vector p norms)
Another type of norms on matrices is defined entry-wise by one of the rules

p

√∑
j,k

|ajk |p for p ∈ [1,∞) or max
j,k
|ajk| for p =∞.

For p = 1 we again have submultiplicativity and hence C1 ≤ 2. Moreover,
the pair of matrices in (5) gives equality. Again we think of these 2 × 2-matrices
as being extended to n× n-matrices with zeros.

The case p = ∞ is only a little more trickier than p = 1. We do not have
submultiplicativity here, but instead

‖XY ‖∞ ≤ n‖X‖∞‖Y ‖∞
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is valid. So, Lemma 2 yields C∞ ≤ 2n. The example of n× n-matrices⎡⎢⎢⎢⎢⎢⎣

⎛⎜⎜⎜⎜⎜⎝
−1 0 · · · 0
1 0 · · · 0
...

...
. . .

...
1 0 · · · 0
1 1 · · · 1

⎞⎟⎟⎟⎟⎟⎠ ,

⎛⎜⎜⎜⎜⎜⎝
1 0 · · · 0
1 0 · · · 0
...

...
. . .

...
1 0 · · · 0
1 −1 · · · −1

⎞⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎦ =

⎛⎜⎜⎜⎜⎜⎝
0 0 · · · 0
2 0 · · · 0
...

...
. . .

...
2 0 · · · 0
2n 0 · · · 0

⎞⎟⎟⎟⎟⎟⎠
then gives C∞ = 2n.

With p = 2 we get the Hilbert-Schmidt norm, for which it is now known that
C2 =

√
2. The constants for other values of p cannot simply be tackled in such a

way and will be deduced in the next section. Although for p > 2 similar attempts
as for p =∞ could perhaps work by determining β for use with Lemma 2, there is
no chance to do so for p ∈ (1, 2), since β = 1 gives 2 as the best upper bound for
Cp. Estimates of Cp obtained with the help of Matlab by examples – and hence
also lower bounds to Cp – are seen in Figure 1.

Figure 1. Value estimates for Cp of vector p norms.

The y-axis marks Cp in dependence of p (x-axis) in a doubly logarithmic
scale for 1 ≤ p ≤ 2 (solid line), p ≥ 2, n = 2 (dashed line), p ≥ 2, n = 3
(dotted line) and p ≥ 2, n = 4 (dash-dotted line).
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Example 3. (Schatten p norms)
A special class of unitarily invariant norms is given by the Schatten norms, defined
via the matrix’ singular values s1, . . . , sn by

p

√∑
j

sp
j for p ∈ [1,∞) or max

j
sj for p =∞.

We can also write ‖X‖p := ‖σ(X)‖p with the vector σ(X) = (s1, . . . , sn).
All of these norms are submultiplicative and therefore 2 is an upper bound

to all the constants Cp. Again the cases p = 1 and p = ∞ can easily be handled
with the examples (5) and (6), respectively, resulting in C1 = C∞ = 2.

The Schatten 2 norm is just the Hilbert-Schmidt norm and hence one has
C2 =

√
2. All the other cases are more complicated and will be subject to the

following section. Estimates are shown in Figure 2.

Figure 2. Value estimates for Cp of Schatten p norms.

The y-axis marks Cp in dependence of p (x-axis) in a logarithmic scale.
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5. The constants for general p

“All I will do is computation . . . And I like computation.”

Paul Fuhrmann

In this section we will see that the determination of the constants Cp for the
Schatten and vector norms turns out to be nothing but the result of a simple
calculation. Of course, that process will be based on a deep result – the Riesz-
Thorin interpolation theorem.

In a convenient formulation the statement is that if for a linear operator T
and 1 ≤ p0 < p1 ≤ ∞ there are Mp0 , Mp1 > 0 such that

‖Tf‖p0 ≤Mp0‖f‖p0 and ‖Tf‖p1 ≤Mp1‖f‖p1 (7)

for all arguments f , then for any p ∈ [p0, p1] and every vector f the inequality

‖Tf‖p ≤M1−θ
p0

Mθ
p1
‖f‖p, with θ ∈ [0, 1] defined by

1
p

=
1− θ

p0
+

θ

p1
,

holds. The theorem can be shown to be valid even in a very general infinite-
dimensional setting on measurable spaces as in [3]. In particular, f may be taken
from a subspace only, the proof can be ported to the Schatten class or the norm
indices of initial and target space may be different. The result has to be read
uniformly, i.e., bounds over all f can be interpolated. By this, the hardly accessible
operator p norms of the matrix T can be estimated by the values of the easy
computable 1,2 and ∞ operator norms.

Furthermore, we need a multiplicativity property with respect to the tensor
product that we already hinted in Section 2 for the Hilbert-Schmidt norm. For
arbitrary matrices X, Y ∈Mn(K) one has

‖X ⊗ Y ‖p = ‖X‖p‖Y ‖p (8)

for any Schatten or vector p norm. This can be shown to be true for the vector
norms by direct calculation. As for the Schatten norms, it suffices to check that
the singular values of X ⊗Y are given by all of the possible products of a singular
value of X with a singular value of Y , i.e., σ(X ⊗ Y ) = σ(X)⊗ σ(Y ) if we ignore
the order of the entries.

We are now in a position to get the bounds we encountered in Figures 1 and
2. As already noted in Section 2, a linear map K is induced by the commutator
on all tensor products,

X ⊗ Y �→ XY − Y X,

and subsequently extended to an operator on all n2×n2-matrices. So it should be
pretty clear that we want to utilize the Riesz-Thorin theorem. But we are in need
to explain why we may write X ⊗ Y instead of f . This is indeed necessary, since
the set of all tensor products is no subspace of Mn2(K).



Dominating the Commutator 589

Theorem 3. Let 1 ≤ p0 < p1 ≤ ∞ and assume X, Y ∈ Mn(C). Let T be a linear
operator Mn2(C)→Mn(C). Suppose there are Mp0 , Mp1 > 0 such that

‖T (X ⊗ Y )‖ρ ≤Mρ‖X ⊗ Y ‖ρ ∀X, Y (ρ ∈ {p0, p1}).
Then for any p ∈ [p0, p1] the inequality

‖T (X ⊗ Y )‖p ≤M1−θ
p0

Mθ
p1
‖X ⊗ Y ‖p

holds for every pair X and Y , where θ ∈ [0, 1] is given by

1
p

=
1− θ

p0
+

θ

p1
.

Proof. We refer to the proof of the Riesz-Thorin theorem given in [3] as Theo-
rem 1.3.4 and show that it can be modified in the required manner. The statement
can be founded on complex analysis. The conditions (7) are assumed for all simple
functions and the interpolated inequality is proven for any fixed simple f in the
vector space of the arguments. However, in the finite-dimensional case, actually
all vectors are simple functions. So, the proof covers indeed all possible arguments
without the necessity of subsequent extension by a density argumentation. In our
situation the counting measure is used.

An analytic function F (z) is defined on the strip 0 ≤ Re z ≤ 1 with help of
other simple functions fz on which the linear operator T is applied – see (1.3.17)
of [3]. The assertions, more precisely the inequalities (7) for the interpolation bases
p0 and p1, or (1.3.12) in [3], are used within the proof only in (1.3.18) and (1.3.19)
with the new simple function fz. There,

‖T (fz)‖p0 ≤Mp0‖fz‖p0 (Re z = 0) and ‖T (fz)‖p1 ≤Mp1‖fz‖p1 (Re z = 1)

are inferred. The proof then concludes with the application of Hadamard’s three
lines theorem to interpolate the obtained bounds for |F (z)| that are independent
of Im z, since

‖fz‖p0
p0

= ‖f‖pp (Re z = 0) and ‖fz‖p1
p1

= ‖f‖pp (Re z = 1)

are true by the way f is transformed into fz in (1.3.17).
But, we are only interested into interpolating bounds for very special argu-

ments f = X ⊗ Y . In that case, fz is for all z of the same type as f , i.e., a tensor
product, too. Indeed, we have

(X ⊗ Y )z = Xz ⊗ Yz (9)

by virtue of the exponential representation of complex numbers,

xijykl = rije
αij · skle

βkl = (rijskl)eαij+βkl ,

and the rules in C, which imply for the definition of fz:

(rijskl)P (z)eαij+βkl = r
P (z)
ij eαij · sP (z)

kl eβkl .

So, the sharper bounds that are valid on all tensor products may be applied in
(1.3.18) and (1.3.19) and are hence available thereafter. �
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Theorem 4. Let p ∈ (1,∞) and q be the corresponding dual value, i.e., 1
p + 1

q = 1.
Then for the Schatten p norms on Mn(K) we have

Cp = 21/ min(p,q).

Proof. First assume p ∈ (1, 2). Example 3 and (8) then ensure

‖K(X ⊗ Y )‖ρ = ‖XY − Y X‖ρ ≤ Cρ‖X‖ρ‖Y ‖ρ = Cρ‖X ⊗ Y ‖ρ
for ρ = 1 and ρ = 2 with C1 = 2 and C2 =

√
2. Now, by interpolation on tensor

products with help of Theorem 3 we obtain for all p in between

‖XY − Y X‖p = ‖K(X ⊗ Y )‖p ≤ Cp‖X ⊗ Y ‖p = Cp‖X‖p‖Y ‖p
with θ = 2− 2

p
and

Cp ≤ 22/p−1
√

2
2−2/p

= 21/p.

Similarly, in the case p ∈ (2,∞) we have C2 =
√

2, C∞ = 2 and with θ = 1 − 2
p

finally

Cp ≤
√

2
2/p

21−2/p = 21/q.

So far, we only obtained an upper bound to the actual values Cp, but examples for
realizing these bounds were already given in [2]. See also (5) and (6) again. These
are even the specific matrix pairs that resulted into the picture of Figure 2. �

We already explained in [2] for the Hilbert-Schmidt norm that such a result
can be extended to the infinite-dimensional setting of the Schatten norm, since a
limiting process n→∞ reveals Theorem 4 to be true also in the countable case.

Theorem 5. Let p ∈ (1,∞) and q its dual. Then for the vector p norm on Mn(K)
we have

Cp =

⎧⎨⎩ 21/p for p ∈ (1, 2]

21/qn1−2/p for p ∈ (2,∞), n even. (10)

For odd dimensions n and p ∈ (2,∞) we have

Cp ≤ 21/qn1−2/p (11)

and

Cp ≥

⎧⎨⎩ 21/q(n− 1)1−2/p for p ∈ (2, P ] (12)

21/qn1−4/p(n2 − 1)1/p for p ∈ [P,∞). (13)

with

P :=
ln

(
(n + 1)(n− 1)3n−4

)
ln ((n− 1)n−1)

.
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Proof. The proof is similar to the one of Theorem 4, but based on the values
computed in Example 2. For p ∈ (1, 2) we get Cp ≤ 21/p again. With an eye on
(5) it gets clear that this upper bound can be attained.

Now, for p ∈ (2,∞) the different value C∞ = 2n results in

Cp ≤
√

2
2/p

(2n)1−2/p = 21/qn1−2/p,

which is (11). If we take a look at

X =

⎛⎜⎜⎜⎜⎜⎝
1 1 · · · 1
−1 −1 · · · −1
1 1 · · · 1
−1 −1 · · · −1
...

...
...

⎞⎟⎟⎟⎟⎟⎠ ∈Mn(K),

the commutator [X,−X∗] becomes the chessboard matrix

[X,−X∗] =

⎛⎜⎜⎜⎜⎜⎝
0 2n 0 · · ·
2n 0 2n · · ·
0 2n 0 · · ·
2n 0 2n · · ·
...

...
...

⎞⎟⎟⎟⎟⎟⎠ ,

yielding (10) in even dimensions. But whenever n is odd the quotient ‖[X,−X∗]‖p

‖X‖2p
takes the value in (13) which is only a lower bound. That key example was inves-
tigated in Example 2.4 of [1].

For p close to 2, extending such a chessboard example of dimension n − 1
with zeros gives a better lower bound. By this (12) follows from (10) immediately.
The point P of equality between (12) and (13) is the result of a simple calculation.
We have

21/q(n− 1)1−2/p = 21/qn1−4/p(n2 − 1)1/p

if and only if
n− 1

n
=

(n + 1)1/p(n− 1)3/p

n4/p
.

Taking the logarithm on both sides yields the stated formula for P . �

Remarks. We emphasize that the proof of the Riesz-Thorin theorem, which we
modified to show Theorem 3, is the complex version. Thus, a priori, the proven
constants apply to K = C only. However, we always have CR ≤ CC and all the
examples used to demonstrate that the bounds in Theorems 4 and 5 can be attained
are real.

Theorem 3 is also true when the norm indices of the initial and the target
spaces do not coincide. In a similar fashion, the tensor product structure is pre-
served even if X and Y have different sizes or are not square. Note that in the
infinite-dimensional setting a similar result is not true in general and can only be
given for simple functions.
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In contrast to even dimensions the upper bound (11) in Theorem 4 seems
unreachable for odd n. In fact, it is heavily indicated that the lower bounds (12)
and (13) also represent Cp, the maximal value of the quotient. Figure 3 gives an
overview of that really odd thing for n = 3 and n = 5. Remember that (12) is just
(10) with n replaced by n− 1 and so the values Cp in even dimensions n = 2 and
n = 4 are also pictured. Although the actual value of Cp is not known, the pictures
suggest that the estimates are very tight. Indeed, we have P → 2 as n → ∞ and
the maximal distance between the lower and upper bounds tends to zero quite fast
as n → ∞. Moreover, for any fixed n, the distance of (11) and (13) annihilates
rapidly as p→∞. Figure 4 is intended to give an impression of that behaviour by
numerical examples.

Figure 3. Bounds for the vector p norm (p ≥ 2) with odd n.

Both pictures show the bounds for dimensions n = 3 (dark color) and
n = 5 (light color): upper bound (11) (solid line) and lower bounds (12)
(dashed line) and (13) (dotted line).

n 3 5 9 49 99
P 2.2905 2.1829 2.1055 2.0202 2.01
d 0.0851 0.0309 0.0095 0.0003 0.0001

Figure 4. Swapping point P of lower bounds (12) and (13) for Cp of
vector p norms and the maximal distance d between upper and lower
bounds in different dimensions n.
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6. Pinpoints

“Conclusion: Toeplitz matrices are the center of the universe.”

Albrecht Böttcher

Well, here we are in a parallel universe since in our world the focus is on the
Hilbert-Schmidt norm. We already investigated pairs of maximal matrices for this
norm, that is, non-zero matrices realizing the supremum (1). We have shown in
[2] that at the cross of the Schatten and vector class – the case p = 2 – a pair can
only be maximal if several orthogonality conditions hold, starting with

tr X = 0, tr Y = 0 and tr (Y ∗X) = 0.

Sadly these restrictions are not yet sufficient. Now we want to study the problem
of finding conditions to X and Y ensuring ‖XY − Y X‖p = Cp‖X‖p‖Y ‖p for the
Schatten and vector p norms as well.

First we take a closer look at conditions for 1-maximality.

Proposition 6. Suppose X and Y to be non-zero matrices in Mn(K). Then (X, Y )
is a Schatten 1-maximal pair if and only if

rankX = 1, tr X = 0 and Y = αX∗

for some α ∈ K\{0}.

Proof. Known properties of the Schatten 1 norm yield

‖XY − Y X‖1 ≤ ‖XY ‖1 + ‖Y X‖1 ≤
{

2‖X‖∞‖Y ‖1
2‖X‖1‖Y ‖∞

≤ 2‖X‖1‖Y ‖1.

Hence, for a 1-maximal pair we need to have ‖X‖∞ = ‖X‖1 and ‖Y ‖∞ = ‖Y ‖1
which means that X and Y must be matrices of rank one.

Assume the pair (X, Y ) to be 2-maximal, additionally. Then Proposition 4.5
of [2] implies that

trX = 0 and Y = αX∗.

Conversely, matrices with the claimed three properties fulfil

X = ‖X‖Fe1e
∗
2, Y = α‖X‖Fe1e

∗
2,

where e1 and e2 are orthogonal unit vectors. We obtain

XY − Y X = α‖X‖2F(e1e
∗
1 − e2e

∗
2)

=
(

e1 e2 · · ·
)
⎛⎜⎜⎜⎝

α‖X‖2F 0 0 · · ·
0 α‖X‖2F 0
0 0 0
...

. . .

⎞⎟⎟⎟⎠
⎛⎜⎝ e1

e2

...

⎞⎟⎠ ,
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yielding

σ(X) = (‖X‖F, 0, . . .), σ(Y ) = (|α|‖X‖F, 0, . . .),
σ(XY − Y X) = (|α|‖X‖2F, |α|‖X‖2F, 0, . . .)

and thus a 1-maximal quotient.
To complete the proof we show that 1-maximal pairs of matrices are always

2-maximal. Since rankX = rankY = 1, clearly rank (XY − Y X) ≤ 2. We may
assume ‖X‖1 = ‖X‖F = 1 = ‖Y ‖F = ‖Y ‖1 and therefore the singular values ti of
XY − Y X fulfil without restriction

t1 + t2 = 2 and
√

t21 + t22 ≤
√

2.

Due to the norm inequality
‖t‖1 ≤

√
2‖t‖2

on R2 the inequality above then automatically sharpens to√
t21 + t22 =

√
2,

which is the 2-maximality. �

For the vector norm we can formulate a similar, but even more restrictive
result.

Proposition 7. Suppose X and Y to be non-zero matrices in Mn(K). Then (X, Y )
is a vector 1-maximal pair if and only if

X = αEjk and Y = βEkj

for some j �= k and numbers α, β ∈ K\{0}.
Proof. The chain of inequalities

2 =

∑
j,l |

∑
k xjkykl − yjkxkl|∑

j,k |xjk |
∑

i,l |yil|
≤

∑
j,k,l |xjkykl|+

∑
j,k,l |yjkxkl|∑

i,j,k,l |xjkyil|
≤ 2

implies that a pair can only be 1-maximal if∑
j,k,l

|xjkykl| =
∑
j,k,l

|yjkxkl| =
∑

i,j,k,l

|xjkyil|.

So, we need to have

xjk �= 0 =⇒ yil = 0 ∀i �= k, ∀l,
yjk �= 0 =⇒ xil = 0 ∀i �= k, ∀l.

Now let xjk be a non-zero entry of X . The conditions above annihilate all
rows in Y except for the kth. Suppose ykl �= 0, then all rows of X except for the
lth would be eliminated. This restricts ykj to be the only non-zero entry of Y .
Swapping the roles of X and Y yields the same for xjk. Obviously, matrix pairs
of the given type are 1-maximal whenever j �= k. �
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Remark. Propositions 6 and 7 can be read in quite the same way:
A non-zero pair of matrices (X, Y ) is 1-maximal if and only if

1) Y = αX∗ for some α ∈ K\{0},
2) tr X = 0 and

3) X has only one non-zero
{

singular value (Schatten norm)
entry (vector norm).

It is easy to check that pairs of matrices which meet the criteria stated in
Propositions 6 and 7 are p-maximal even for all p ∈ [1, 2] with respect to the
Schatten or vector p norm, respectively. This observation gives hope to expand
the necessity of these three conditions to all p between 1 and 2 by interpolation
arguments.

Proposition 8. Let p ∈ (1, 2) and suppose X, Y ∈Mn(K) to be non-zero matrices.
a) Then (X, Y ) is a Schatten p-maximal pair if and only if

rankX = 1, tr X = 0 and Y = αX∗

for some α ∈ K\{0}.
b) Then (X, Y ) is a vector p-maximal pair if and only if

X = αEjk and Y = βEkj

for some j �= k and numbers α, β ∈ K\{0}.
Proof. It suffices to show that there can be no other p-maximal pairs than those
determined by the stated structures. For both norm classes, the claim follows from
an analysis based on the Riesz-Thorin theorem. So, we return to the end of the
proof of Theorem 3. In the last step, Hadamard’s three lines theorem went into
action. This is a generalization of the well-known maximum principle for analytic
functions to the infinite strip. Actually, the general result can be reduced to the
original principle. Back to our situation, first observe that in the finite-dimensional
case the supremum in (1) is actually a maximum. So, the task is well posed.

The function F (z) (introduced to calculate the p norm with help of a func-
tional in the proof [3]) is analytic. The same is true for the function

G(z) :=
F (z)

B1−z
0 Bz

1

with any fixed positive numbers B0 and B1. Here, B0 and B1 are the bounds for
the interpolation bases p0 and p1 seen in (1.3.18) and (1.3.19). We have |G(z)| ≤ 1
(as remarked in the proof of Lemma 1.3.5 of [3]) and also |G(θ)| = 1 whenever f
realizes the interpolated bound. Of course, the maximality of f is linked with the
existence of an appropriate simple function g with ‖g‖p′ = 1 (p′ being the dual of
p) that enables us to calculate the norm ‖T (f)‖p =

∫
T (f)gdν as a scalar product.

The maximum principle now ensures that G is constant on any finite rectangle
(as a truncation of the infinite strip), since θ is an interior point. In particular, we
have G(0) = G(θ), yielding |F (0)| = B0 and ‖T (f0)‖p0 = Mp0‖f0‖p0 – see again
(1.3.18) and keep in mind that ‖g0‖p′

0
= 1. Hence, we obtain that f0 realizes the
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p0-bound. More precisely, if
f = (rije

αij )i,j

is a p-maximal element f = X ⊗ Y , then

f0 =
(
r

P (0)
ij eαij

)
i,j

=
(
rp
ije

αij
)
i,j

is 1-maximal. By virtue of (9), (X0, Y0) is necessarily a 1-maximal pair. Then by
Proposition 7 for the vector norm, X0 and Y0 have only one non-trivial entry and
by Proposition 6 for the Schatten norm, both matrices have rank one. Clearly,
these conditions carry over to the original matrices X and Y . �

Remarks. As the criteria for∞-maximality are less restrictive, attempts for p > 2
are not very successful. A pair (X, Y ) of non-zero matrices is Schatten∞-maximal
if and only if

‖XY ‖∞ = ‖X‖∞‖Y ‖∞ = ‖Y X‖∞,

‖XY − Y X‖∞ = 2‖X‖∞‖Y ‖∞.

This result just reflects that for ∞-maximal pairs necessarily equality is given in
the triangle inequality as well as in both usages of the submultiplicativity property.

Similarly, by usage of Cauchy’s inequality one can verify that (X, Y ) is a
vector ∞-maximal pair if and only if after an appropriate scaling of X and Y
there are j �= k and |α| = 1 such that

|xil| ≤ 1, |yil| ≤ 1 ∀i, l and |xjl| = 1 = |xlk | ∀l,
yjl = αxlk ∀l and ylk = −αxjl ∀l.

Notice that this requires that xjj = −xkk and that this is basically the same
statement as for the Schatten norm.

Note also that pairs involving matrices of rank 2 can only be p-maximal if
p ≥ 2. In fact, there are pairs of rank greater than 1 for that case: For every
s2 ∈ [0, 1] the example[(

1 0
0 −1

)
,

(
0 1
s2 0

)]
=

(
0 2
−2s2 0

)
is Schatten p-maximal.

The case p = 1 fits well into the scheme of p < 2. In contrast to this, p =∞
breaks out of the possible patterns for p > 2. This gets clear with Example 2
as we have given an ∞-maximal pair that is not maximal for any other p. Also
2-maximality is more comprehensive. Indeed, a 2-maximal pair can also consist of
two rank 1 matrices, since Schatten 1-maximal pairs are also 2-maximal. Further-
more, there are examples such as[(

0 2
1 0

)
,

(
0 −1
2 0

)]
=

(
5 0
0 −5

)
that are p-maximal only for p = 2.
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Finally note that the proofs given here are again complex. But, since CR and
CC coincide, we encounter no problems in restating the real versions.

7. The border
√

2

“One way to get the inverse is to guess the inverse and then to prove it is right.”

Harold Widom

In Theorem 5.4 of [2] we’ve proven that for 2 × 2-matrices the Hilbert-Schmidt
norm is the only unitarily invariant norm realizing the lower bound C =

√
2.

Naturally, the question arises whether there is a non-unitarily invariant norm with
C =

√
2 in dimension n = 2. Inspired by the quote, we guess a norm and prove

that it does the job.

Proposition 9. Let
∥∥∥∥( a b

c d

)∥∥∥∥ :=
√

a2 + d2 +
√

b2 + c2. Then C =
√

2.

Proof. Writing

X =
(

x1 x2

x3 x4

)
, Y =

(
y1 y2

y3 y4

)
and

XY − Y X =
(

x2y3 − x3y2 x1y2 + x2y4 − x2y1 − x4y2

x3y1 + x4y3 − x1y3 − x3y4 x3y2 − x2y3

)
the inequality

‖XY − Y X‖ ≤
√

2‖X‖‖Y ‖

is equivalent to√
2(x2y3 − x3y2)2 +√
((x1 − x4)y2 + x2(y4 − y1))2 + (x3(y1 − y4) + (x4 − x1)y3)2

≤
√

2
(√

x2
1 + x2

4 +
√

x2
2 + x2

3

)(√
y2
1 + y2

4 +
√

y2
2 + y2

3

)
.

The latter is true whenever√
((x1 − x4)y2 + x2(y4 − y1))2 + (x3(y1 − y4) + (x4 − x1)y3)2

≤
√

2
(√

x2
1 + x2

4

√
y2
1 + y2

4 +
√

x2
1 + x2

4

√
y2
2 + y2

3 +
√

x2
2 + x2

3

√
y2
1 + y2

4

)
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holds, which is a consequence of

((x1 − x4)y2 + x2(y4 − y1))2 + (x3(y1 − y4) + (x4 − x1)y3)2

≤ 2
(

(x2
1 + x2

4)(y
2
1 + y2

4) + (x2
1 + x2

4)(y
2
2 + y2

3) + (x2
2 + x2

3)(y
2
1 + y2

4)

+2(y2
1 + y2

4)
√

x2
1 + x2

4

√
x2

2 + x2
3 + 2(x2

1 + x2
4)
√

y2
1 + y2

4

√
y2
2 + y2

3

+2
√

x2
1 + x2

4

√
x2

2 + x2
3

√
y2
1 + y2

4

√
y2
2 + y2

3

)
.

We further strengthen this inequality to

2(x2y2 + x3y3)(x1 − x4)(y4 − y1) ≤ 2
(

(x2
1 + x2

4)(y
2
1 + y2

4)

+2(y2
1 + y2

4)
√

x2
1 + x2

4

√
x2

2 + x2
3 + 2(x2

1 + x2
4)
√

y2
1 + y2

4

√
y2
2 + y2

3

+2
√

x2
1 + x2

4

√
x2

2 + x2
3

√
y2
1 + y2

4

√
y2
2 + y2

3

)
and finally to

2(x2y2 + x3y3)(x1 − x4)(y4 − y1) ≤ 4
√

x2
1 + x2

4

√
x2

2 + x2
3

√
y2
1 + y2

4

√
y2
2 + y2

3 ,

which is obviously true by Cauchy’s inequality. �

There may be many other norms for 2 × 2-matrices having C =
√

2. That
problem seems to be a topic of its own.

8. Open questions

“There are several different methods to attack a problem.
Another point of view could make it very easy.”

Vadim Olshevsky

Right before the end we will summarize some questions that are still unan-
swered.

Problem 1. In Theorem 3.1 of [2] one can see that the Hilbert-Schmidt norm
(p = 2) allows to deduce the inequality

‖XY − Y X‖p ≤ ‖X ⊗ Y − Y ⊗X‖p (14)

we already mentioned in Section 2. We also observed that this inequality is even
sharper than the inequality

‖XY − Y X‖2 ≤
√

2‖X‖2‖Y ‖2
since

‖X ⊗ Y − Y ⊗X‖2 ≤
√

2‖X‖2‖Y ‖2
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is true. Naturally, the question arises, whether a similar result can be given for the
Schatten or vector p norms.

The answer is definitely no for p ∈ (2,∞] – for both types of norms. For this,
again remember (6). We have

X ⊗ Y − Y ⊗X =

⎛⎜⎜⎝
0 1 −1 0
0 0 0 1
0 0 0 −1
0 0 0 0

⎞⎟⎟⎠
and as a consequence (14) is true if

2 ≤ p
√

4

holds for the vector norm, and

2 ≤ p

√√
2

p
+
√

2
p

for the Schatten norm. However, these inequalities fail to be valid whenever p > 2.
Note that in case p > 2 the inequality can be true for certain pairs of matrices. For
this you may consider (5). But the inequality is very likely true whenever p ≤ 2.

Be aware that p = 2 is in general not the critical point for swapping the
validity of (14) for a fixed pair (X, Y ). By modifying the previous example to

X =
(

1 0
0 −d

)
, Y =

(
0 1
0 0

)
with d ∈ [0, 1] for the vector norms and d ∈ [

√
2− 1, 1] for the Schatten norms one

obtains that for any fixed p0 ∈ [2,∞] there are matrices such that inequality (14)
is true for all p ≤ p0 and wrong for all p > p0. In the case p0 =∞ (14) is true for
all p.

Problem 2. In regard of Section 6 we ask for characterizations of p-maximal pairs
of matrices in the cases p > 2. Since Propositions 6 and 7 already found their
application in the proof of Proposition 8, it would be especially interesting to have
criteria for the ∞-maximality. Knowledge of these matrix pairs could also help
to close the gap between odd and even dimensions for the vector norms. In this
context P -maximality could give another exception beside the 2 and∞-maximality
and should be of particular interest, too.

Problem 3. Although Section 7 gives a partial answer to the problem raised in [2],
still open is the question whether in dimensions n ≥ 3 there are unitarily invariant
norms with constant C =

√
2. Possible candidates for such norms are given by

‖X‖ = ‖Udiag(s1, . . . , sn)V ‖ :=
√

s2
1 + s2

2,

a mixture of the second Ky Fan and the Hilbert-Schmidt norms.
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