


About This Book

Why is this topic important?
Evaluation, training, and human performance technology (HPT) practitioners are faced with an
increasing need to confirm the continuing efficiency, effectiveness, impact, and value of train-
ing programs and the continuing competence of learners. Yet within the literature related to
instructional technology, educational technology, performance technology, and even evaluation
itself, there is a lack of reference to confirmative evaluation as a distinct type of evaluation that
goes beyond formative and summative evaluation to measure ongoing behavior, accomplish-
ments (job outputs), and business results. This book is all about confirmative evaluation, an ap-
proach to evaluation that values the continuing merit, worth, and value of instruction over time.

What can you achieve with this book?
The purpose of the book is to ground the practice of confirmative evaluation in the literature
on the theory and application of evaluation and research. The authors view evaluation as a
technology in itself and suggest how to use hard and soft technology techniques and tools to
plan and implement confirmative evaluation of training programs.

How is this book organized?
The book consists of nine chapters divided into three parts. Part One, “The Challenge,” con-
tains two chapters, which establish the conceptual framework for the book and present the
systems-based procedural framework for confirmative evaluation: the Confirmative Evalua-
tion Model. Part Two, “Meeting the Challenge,” provides both theory and practice to help the
reader master the art and science of confirmative evaluation. Each of the five chapters in this
part focuses on one part of the process: preplanning, planning, doing, analyzing, and improv-
ing. Part Three, “Lessons from Oz,” examines the “lions and tigers and bears” surrounding con-
firmative evaluation, presents a case study and looks at trends that are likely to have an impact
on evaluation. The book concludes with a glossary of terms and a list of references.
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About Pfeiffer
Pfeiffer serves the professional development and hands-on resource needs of
training and human resource practitioners and gives them products to do their
jobs better. We deliver proven ideas and solutions from experts in HR develop-
ment and HR management, and we offer effective and customizable tools to
improve workplace performance. From novice to seasoned professional, Pfeif-
fer is the source you can trust to make yourself and your organization more
successful.

Essential Knowledge Pfeiffer produces insightful, practical, and
comprehensive materials on topics that matter the most to training

and HR professionals. Our Essential Knowledge resources translate the expertise
of seasoned professionals into practical, how-to guidance on critical workplace
issues and problems. These resources are supported by case studies, worksheets,
and job aids and are frequently supplemented with CD-ROMs, websites, and
other means of making the content easier to read, understand, and use.

Essential Tools Pfeiffer’s Essential Tools resources save time and
expense by offering proven, ready-to-use materials—including exercises,

activities, games, instruments, and assessments—for use during a training
or team-learning event. These resources are frequently offered in looseleaf or
CD-ROM format to facilitate copying and customization of the material.

Pfeiffer also recognizes the remarkable power of new technologies in
expanding the reach and effectiveness of training. While e-hype has often
created whizbang solutions in search of a problem, we are dedicated to
bringing convenience and enhancements to proven training solutions. All our
e-tools comply with rigorous functionality standards. The most appropriate
technology wrapped around essential content yields the perfect solution for
today’s on-the-go trainers and human resource professionals.

Essential resources for training and HR professionals
w w w. p f e i f f e r . c o m
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ABOUT THE INSTRUCTIONAL TECHNOLOGY AND

TRAINING SERIES

This comprehensive series responds to the rapidly

changing training field by focusing on all forms of instructional and training

technology—from the well-known to the emerging and state-of-the-art

approaches. These books take a broad view of technology, which is viewed as

systematized, practical knowledge that improves productivity. For many, such

knowledge is typically equated with computer applications; however, we see it

as also encompassing other nonmechanical strategies such as systematic design

processes or new tactics for working with individuals and groups of learners.

The series is also based upon a recognition that the people working in

the training community are a diverse group. They have a wide range of pro-

fessional experience, expertise, and interests. Consequently, this series is

dedicated to two distinct goals: helping those new to technology and train-

ing become familiar with basic principles and techniques, and helping those

seasoned in the training field become familiar with cutting-edge practices.

The books for both groups are rooted in solid research, but are still

designed to help readers readily apply what they learn. 

The Instructional Technology and Training Series is directed to persons

working in many roles, including trainers and training managers, business

leaders, instructional designers, instructional facilitators, and consultants.

These books are also geared for practitioners who want to know how to apply

technology to training and learning in practical, results-driven ways. Experts

and leaders in the field who need to explore the more advanced, high-level

practices that respond to the growing pressures and complexities of today’s

training environment will find indispensable tools and techniques in this

groundbreaking series of books.

Rita C. Richey Kent L. Gustafson 

William J. Rothwell M. David Merrill

Timothy W. Spannaus Allison Rossett

Series Editors Advisory Board
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HAVE YOU EVER .  .  .

Helped an employee maintain or continue to improve performance

long after initial training or learning occurred?

Found that new contexts or new performance standards mandated a

change in performance?

Experienced ineffective skill-building programs that had to be discarded,

repurposed, or replaced?

Needed to determine how critical a particular performance factor was

to organizational success?

Needed to establish that your training program has measurably

improved business results?

If you answered yes to any of these questions, then read on . . .

This book is all about confirmative evaluation, “a new paradigm for con-

tinuous improvement” (Moseley and Solomon, 1997, p. 12). Confirmative

evaluation verifies the continuing merit, worth, and value of instruction over

I N T R O D U C T I O N

x i x

Dessinger.flast  10/30/03  11:24 AM  Page xix



time. Evaluation, training, and HPT (human performance technology) prac-

titioners are faced with an increasing need to confirm the continuing efficiency,

effectiveness, impact, and value of training programs and the continuing com-

petence of learners. Yet within the literature related to instructional technol-

ogy, educational technology, performance technology, and even evaluation

itself, there is a lack of reference to confirmative evaluation as a distinct type

of evaluation that goes beyond formative and summative evaluation to mea-

sure ongoing behavior, accomplishments (job outputs), and business results.

Training practitioners themselves, when asked whether they have any experi-

ence with confirmative evaluation, tend to respond “Is that one of the four lev-

els?” They are referring to Kirkpatrick’s four levels of evaluation (Kirkpatrick,

1959, 1994).

Purpose
Confirmative Evaluation: Practical Strategies for Valuing Continuous Improve-

ment sets out to fill the gap and provide a well-referenced and highly practical

book for practitioners in training, evaluation, and HPT on why, when, and

how to plan and conduct confirmative evaluation of training programs. The

purpose of the book is to ground the practice of confirmative evaluation in

the literature on the theory and application of evaluation and research. The

Instructional Technology and Training Series focuses on instructional technology

and training, so we view evaluation as a technology in itself and suggest how

to use hard and soft technology techniques and tools to plan and implement

confirmative evaluation of training programs.

Scope
This book presents an overview of full-scope evaluation (formative, summa-

tive, confirmative, and meta) using the Dessinger-Moseley Full-Scope Evalu-

ation Model. The model also illustrates how confirmative evaluation fits within

the current typology of evaluation. After a close-up look at full-scope evalua-

tion, we present and discuss the Moseley-Dessinger Confirmative Evaluation

I n t r o d u c t i o nx x
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Model. The remainder of the book concentrates on how to use hard and soft

technologies to plan and conduct an effective and efficient confirmative eval-

uation. We also suggest future directions for utilization of confirmative evalua-

tion as an integral part of the technology of training and learning.

The focus of the Instructional Technology and Training Series is training.

However, the theory and practice of confirmative evaluation applies to the

evaluation of all performance improvement interventions, instructional and

noninstructional. Therefore, we ask the reader to make a quantum leap when-

ever necessary to adapt the practical strategies in this book to noninstructional

interventions such as incentive and reward programs, suggestion systems,

career development initiatives, and so forth.

Audience
The audience for this series is a broad one. It goes beyond training to encom-

pass all human performance improvement (HPI), evaluation, human resource

development (HRD), management, and quality practitioners who are on the

cutting edge of continuous improvement efforts. The audience also includes

researchers and university professors or instructors in evaluation, instructional

technology (IT), human performance technology (HPT), HRD, manage-

ment, and related fields.

How This Book Is Organized
The book consists of nine chapters divided into three parts: “The Challenge,”

“Meeting the Challenge,” and “Lessons from Oz.” Each chapter is enhanced

with figures, tables, and performance support tools. Real-world examples of

confirmative evaluation are difficult to find; however, we use examples when-

ever possible to clarify concepts and offer on-the-job guidance for planning

and conducting confirmative evaluation of training programs. We also include

a glossary of terms and a list of references at the end of the book.

I n t r o d u c t i o n x x i
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Part One: The Challenge
The first part contains two chapters. These opening chapters challenge the

reader to take a risk and commit to full-scope evaluation. We encourage eval-

uators, training and HPT practitioners, and others to go beyond traditional

formative and summative evaluation and add confirmative evaluation to their

repertoire of knowledge and skills.

Chapter One: Full-Scope Evaluation: Raising the Bar
This chapter establishes the conceptual framework for the book and chal-

lenges evaluators and other professionals to raise the evaluation bar to include

full-scope evaluation—formative, summative, confirmative, and meta.

Chapter Two: Confirmative Evaluation: A Model Guides the Way
The second chapter presents the systems-based procedural framework for con-

firmative evaluation, the Confirmative Evaluation Model. We walk the reader

through the model using the inputs, processes, outputs, and outcomes of con-

firmative evaluation as a guide, and we also look into the heart of the model:

meta evaluation. We end Part One with a discussion of the purpose and chal-

lenge of confirmative evaluation and how to justify using time, money, and

human resources to plan and implement confirmative evaluation.

Part Two: Meeting the Challenge
The second part of this book lays out both theory and practice to help the

reader master the art and science of confirmative evaluation. This part con-

tains five chapters on the process components of the Confirmative Evalua-

tion Model. Chapters Three and Four present plan as a two-step process:

preplanning or evaluability assessment, and developing a confirmative evalu-

ation plan. Chapters Five through Seven focus on the other process com-

ponents of the Confirmative Evaluation Model: do, analyze, and improve.

Chapters Three through Seven each contain a toolbox of additional references

to help the evaluation, training, or HPT practitioner gain additional knowl-

edge and skills related to the chapter topic.

I n t r o d u c t i o nx x i i
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Chapter Three: Preplan: Assess Training Program Evaluability
The first chapter in Part Two looks at the preplanning step in the confirmative

evaluation planning process and stresses the importance of assessing the evalu-

ability of the training program. We introduce a confirmative evaluation plan-

ning process flowchart and discuss the difference between proactive and

reactive planning. Then we help the reader learn how to use the process flow-

chart plus a rating form and other performance support techniques and tools

to assess the evaluability of a training program on the basis of criteria such as

program life cycle, organization-specific requirements, stakeholder informa-

tion needs, and intended evaluation outcomes.

Chapter Four: Plan: The Plan’s the Thing
Chapter Four continues the discussion of the confirmative evaluation plan-

ning process by focusing on how to develop a confirmative evaluation plan

and how to monitor the training program and maintain the plan if planning

is proactive. We present two performance support tools: “Getting Started on

a Confirmative Evaluation Plan” and a confirmative evaluation plan outline

to help readers develop a complete, accurate, and useful confirmative evalu-

ation plan. The chapter also discusses what happens after the plan is approved:

reactive planners begin the confirmative evaluation, whereas proactive plan-

ners must maintain the plan for several months or more until it is time to

conduct the confirmative evaluation. Planning a confirmative evaluation and

preparing the confirmative evaluation plan require general project manage-

ment skills, evaluation skills, analysis skills, and knowledge of how to evalu-

ate learning and instruction technologies. So we give you a toolbox at the end

of the chapter, a list of resources to help you increase your knowledge and

skills in these areas.

Chapter Five: Do: For Goodness’ Sake
Goodness is a term used by the military and others to indicate the degree to

which people, places, situations, or things meet stated or implicit standards

for excellence and integrity. In this chapter, we discuss how to use selected

hard and soft technologies to conduct an efficient and effective confirmative

I n t r o d u c t i o n x x i i i
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evaluation. The topics include developing data-collection instruments, col-

lecting the data, and documenting the process and the findings. Of course,

there are challenges to face at every step, but we give you another toolbox of

resources to meet those challenges.

Chapter Six: Analyze: Everything Old Is New Again
In Chapter Six, we focus again on hard and soft technologies, this time to ana-

lyze and interpret the data and communicate the results of the confirmative

evaluation. This chapter contains practical suggestions and guidelines on how

to analyze and interpret data and communicate the confirmative evaluation

results. We differentiate between quantitative and qualitative data analysis,

focus on analyzing and interpreting the confirmative evaluation results, spend

some time outlining what constitutes an effective confirmative evaluation

report, and present another toolbox—this time containing professional books

and software packages to jump-start the analysis and communication process.

Chapter Seven: Improve: Now What?
This chapter presents the ultimate challenge: continuous quality improve-

ment, assurance, and control. Once more the reader is encouraged to use the

appropriate hard and soft technologies to support, implement, assure, and

control the continuous quality improvement of the learners, the organization,

and the global community. Resources in the toolbox at the end of the chap-

ter include practical ways to apply the theory and practice of utilization-

focused evaluation to confirmative evaluation and a self-assessment.

Part Three: Lessons from Oz
In the third part, we take a trip to Oz via a metropolitan zoo to examine the

lions and tigers and bears surrounding confirmative evaluation; then we rub

our crystal ball and acknowledge we’re not in Oz anymore. Organizations,

whether local or global, need full-scope evaluation to enable and support their

continuous quality improvement efforts.

I n t r o d u c t i o nx x i v
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Chapter Eight: Case Study: Lions and Tigers and Bears, Oh My!
Pardon our whimsical side, but in this chapter we draw a parallel between

Dorothy’s journey to Oz and the development and evaluation of a training

program or other instructional or noninstructional performance improve-

ment interventions. There are even live lions and tigers and bears lurking in

the shadows as we perform a meta evaluation of a confirmative evaluation of

a training program for docents at a metropolitan zoo.

Chapter Nine: Conclusion: We’re Not in Oz Anymore
The final chapter continues the journey to Oz as we look at trends and other

challenges that affect program evaluation, continuous quality improvement,

and technology. We also discuss evaluation as an emerging discipline, how to

improve the confirmative evaluation process, and the qualities that make a

stellar confirmative evaluator.

How to Use This Book
We foresee that evaluation, training, and HPT practitioners will use Confir-

mative Evaluation: Practical Strategies for Valuing Continuous Improvement as a

desktop reference and that professors or instructors may use this book as a

reference manual in the classroom. Even seasoned practitioners will find new

insights and rules of thumb in its comprehensive presentations.

There are several approaches to using this book. Choose one or more of

these suggestions to guide your understanding of and skill in using confir-

mative evaluation:

• Use this book as a just-in-time learning tool or as a performance sup-

port tool (PST). Skim the book to familiarize yourself with its layout. Each

chapter builds on the preceding chapter or chapters. Look at the tables and

figures. Review and use the PSTs. Refer to the Glossary for terminology with

which you are unfamiliar. Know where you can find the information you need

I n t r o d u c t i o n x x v
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when you need it. Use the toolboxes at the end of Chapters Three through

Seven to find additional, practical resources.

• Use the book as a primer. Learn about confirmative evaluation as a new

evaluation paradigm, a process for ensuring and verifying the continuous

improvement of instructional technology and training initiatives.

• View the book as a reference on the systemic approach to evaluation.

It presents confirmative evaluation as a series of interrelated inputs, processes,

outputs, and outcomes. Outputs of one event become the inputs of another

event as the confirmative evaluation process moves toward the final outcome:

continuous quality improvement of the learners, training program, work

group, business, organization, or global community.

• Use this book to learn about full-scope evaluation and how to use

proactive or reactive strategies for planning and conducting confirmative eval-

uation. Read the chapters as they are presented. Chapters One and Two set

the tone and give an overview of full-scope evaluation and confirmative eval-

uation. Chapters Three through Seven are how-to guides for planning and

conducting confirmative evaluation. Use the PSTs, and then discuss the out-

comes with your team members for verification and validation. Explore the

resources in the toolboxes for Chapters Three through Seven.

• Finally, just use this book for its value-added impact. The material in

Confirmative Evaluation will benefit your organization (whether you repre-

sent business, industry, government, health care, or education) and you as an

evaluation, training, or HPT practitioner.

October 2003 Joan Conway Dessinger, Ed.D., CPT

The Lake Group

St. Clair Shores, Michigan

James L. Moseley, Ed.D., CPT

Wayne State University

Detroit, Michigan
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P A R T 1

The Challenge

It’s time to raise the bar on evaluation . . . and confirm that what
we said would happen has happened.
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3

SEELS AND RICHEY (1994, p. 52) call evaluation “a commonplace

human activity” and indicate that as far back as the 1930s instructional

designers, evaluators, and other training/HPT (human performance tech-

nology) practitioners discussed, wrote about, and sometimes implemented

evaluation activities to measure the value of training and learning. The eval-

uation bar was raised in 1967 when Scriven suggested that exemplary instruc-

tional designers and evaluators plan and conduct two types of evaluation:

formative evaluation, to improve instructional programs or products during

the development phase; and summative evaluation, to measure the effective-

ness of education, training, and learning during or immediately after imple-

mentation. The terms formative and summative have “not only served the field

well in providing a usable language to describe important uses of evaluation,

but have also been a rich conceptual seedbed for the sprouting of many pro-

posed refinements and extensions to the field” (Worthen, Sanders, and Fitz-

patrick, 1997, p. 18). Now it’s time to raise the bar again.

1
Full-Scope Evaluation:
Raising the Bar
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We challenge evaluation, training, and HPT practitioners to add confir-

mative evaluation to their repertoire of knowledge and skills. Confirmative

evaluation goes beyond formative and summative evaluation to judge the con-

tinuing merit, value, or worth of a long-term training program. More specif-

ically, we challenge training and evaluation practitioners to consistently use

full-scope evaluation: formative, summative, confirmative, and meta. Con-

firmative evaluation encourages and supports continuous improvement efforts

within organizations. Meta evaluation evaluates evaluation and adds credi-

bility to evaluation activities. However, meta evaluation is another story and

another book. Meanwhile, we need to focus on confirmative evaluation.

In this chapter, we set the stage for confirmative evaluation. First, we

introduce the concept of full-scope evaluation as an integrated plan that uses

four types of evaluation—formative, summative, confirmative, and meta—

to judge the continuing merit and worth of long-term training programs. We

use models to illustrate how the four types of evaluation work together and

how full-scope evaluation fits into the instructional system design (ISD)

process. Then we discuss the challenges faced by individuals and organiza-

tions that commit to full-scope evaluation.

One issue that arose when we began writing this book is that although

there is common evaluation vocabulary, there is limited shared meaning.

When discussing evaluation, the literature uses the words types, roles, stages,

phases, and forms of evaluation. For consistency, we use the word type when

referring to formative, summative, and confirmative evaluation.

After reading this chapter, you will be able to:

1. Explain the concept of full-scope evaluation

2. Describe and compare the components of full-scope evaluation

(formative, summative, confirmative, and meta evaluation)

3. Explain how full-scope evaluation turns ADDIE into ADDI/E

(more on this later; also, see the Glossary at the end of the book)

4. Recognize the challenges associated with committing to full-scope

evaluation
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Evaluation: The Full Scope
Full-scope evaluation systematically judges the merit and worth of a long-

term training program before, during, and after implementation. Full-scope

evaluation is appropriate only for training programs that are designed to run

for one year or more; it is not appropriate for a one-time training event, such

as a single-session workshop to introduce a new product to sales representatives.

Full-scope evaluation integrates four types of program evaluation—

formative, summative, confirmative, and meta—into the training program

evaluation plan (see Chapter Three). Working together, the four types of eval-

uation help to determine the value of a long-term training program and

develop the business case or rationale for maintaining, changing, discarding,

or replacing the program. We describe all four types of evaluation here.

Formative Evaluation
Formative evaluation is the oldest type of evaluation. Scriven (1967) was the

first to use the term; however, the concept and practice of evaluating instruc-

tion during development predated both the term and the ISD movement

(Tessmer, 1994). Thiagarajan (1991) defines and describes formative evalua-

tion from a quality perspective as “a quality control method to improve, not

prove, instructional effectiveness” (p. 22) and “a continuous process incor-

porated into different stages of development” (p. 26). Dick and King (1994)

add that formative evaluation is a way to “. . . facilitate the transfer of learn-

ing from the classroom to the performance context” (p. 8).

Formative evaluation is usually conducted by the designer or developer;

however, large organizations sometimes call on the services of a practitioner

evaluator. Van Tiem, Moseley, and Dessinger (2000) describe four basic strate-

gies for conducting formative evaluation:

1. Expert review using an individual or group familiar with the con-

tent and need

2. One-to-one evaluation involving the designer or evaluator and a

learner or performer
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3. Live or virtual small-group evaluation

4. Field testing or piloting either segments or all of the program or

product (pp. 164–167)

The outputs and outcomes of formative evaluation mold the training pro-

gram and set the stage for summative evaluation of immediate program results.

Therefore the primary customers of formative evaluation are the instructional

designers and developers who are responsible for selecting or developing the

instructional performance support system or training package.

Summative Evaluation
Summative evaluation “involves gathering information on adequacy and using

this information to make decisions about utilization” (Seels and Richey, 1994,

p. 57). Summative evaluation is conducted during or immediately after imple-

mentation. There is also a purposeful difference between formative and sum-

mative evaluation: “If the purpose of evaluation is to improve . . . then it is

formative evaluation. (In contrast, if the purpose is to prove, justify, certify,

make a ‘go/no’ decision, or validate . . . then it is summative evaluation.)”

(Thiagarajan, 1991, p. 22).

The primary customers are the decision makers who need to approve

installation of the instructional performance support system, or in the case

of a one-time offering put a final seal of approval on the instructional pack-

age. These decision makers may or may not participate in earlier instructional

design and development activities. In either case, they need immediate feed-

back from the first session or the first several sessions: How well did the train-

ing meet the stated instructional objectives? How well did it meet expectations

of the instructor(s) and participants?

During summative evaluation, “any aspect of the total education or train-

ing system can be evaluated: the student, the instructor, instructional strategies,

the facilities, even the training organization itself ” (Smith and Brandenburg,

1991, p. 35). The designer/developer or evaluator may select from or blend

a number of strategies for conducting summative evaluation: cost-benefit

analysis, attitude ratings (student, instructor, client, and other stakeholders),
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testing (pre-, post-, embedded, and performance tests), surveys, observation,

interviews, focus groups, and statistical analysis. The focus is on immediate

results; in a situation involving a long-term program, the outputs and out-

comes of summative evaluation become inputs for the next step, confirma-

tive evaluation.

Confirmative Evaluation
Confirmative evaluation goes beyond formative and summative evaluation;

it moves traditional evaluation a step closer to full-scope evaluation. During

confirmative evaluation, the evaluation, training, or HPT practitioner col-

lects, analyzes, and interprets data related to behavior, accomplishment, and

results in order to determine “the continuing competence of learners or the

continuing effectiveness of instructional materials” (Hellebrandt and Russell,

1993, p. 22) and to verify the continuous quality improvement of education

and training programs (Mark and Pines, 1995).

The concept of going beyond formative and summative evaluation is not

new. The first reference to confirmative evaluation came in the late 1970s:

“The formative-summative description set ought to be expanded to include

a third element, confirmative evaluation” (Misanchuk, 1978, p. 16). Eight

years later, Beer and Bloomer (1986) from Xerox suggested a limited strategy

for going beyond the formative and summative distinctions in evaluation by

focusing on three levels for each type of evaluation:

1. Level one: evaluate programs while they are still in draft form,

focusing on the needs of the learners and the developers

2. Level two: continue to monitor programs after they are fully imple-

mented, focusing on the needs of the learners and the program

objectives

3. Level three: assess the transfer of learning to the real world

Geis and Smith (1992, p. 133) report: “The current emphasis is on evaluation

as a means of finding out what is working well, why it is working well, and

what can be done to improve things.” However, when the quality movement
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gained prominence and business thinking raised the bar, educators and train-

ers began to agree, at least in principle, that “quality control requires contin-

uous evaluation including extending the cycle beyond summative evaluation”

(Seels and Richey, 1994, p. 59). Summative evaluation has immediate use-

fulness, but it does not help planners make decisions for the future. Confir-

mative evaluation, on the other hand, is future-oriented; it focuses on

enduring, long-term effects or results over the life cycle of an instructional or

noninstructional performance intervention: “Enduring or long-term effects

refer to those changes that can be identified after the passage of time and are

directly linked to participation in [education or training]” (Hanson and

Siegel, 1995, pp. 27–28).

A Rose by Any Other Name
Since Misanchuk (1978) coined the term, there has been a marked lack of ref-

erence to confirmative evaluation. Even so, within the literature related to the

design of research there are references to stability over time, repeated measures,

retention studies, recidivism (tendency to return to a former pattern), and time

series (S. B. Sawilowsky, personal communication, June 5, 2001). “In educa-

tion and psychology, terms such as follow-up studies, longitudinal studies, and

ex-post-facto studies have reflected the existence of related concepts, as well as

the need for such additional evaluations” (Hellebrandt and Russell, 1993, 

p. 22). In their book on using an ISD model to enhance the role of train-

ing in large organizations, Hannum and Hansen (1989) describe two types of

evaluation, summative and follow-up: “The second type of evaluation occurs

some time after the instruction and is called follow-up evaluation. Its purpose

is to evaluate how and if the training is being used by the participants and is

used to determine the overall success of the training program. . . . Follow-up

data may be collected some months as well as years after participants attend a

given training session. . . . Once the data are gathered, they are then analyzed

over time to determine overall success and the program is revised as needed” 

(pp. 36–37).

Rae (1999) uses the term post-program evaluation and describes three lev-

els of follow-up evaluation: “Too often evaluation (or what passes for it) does

not extend beyond the end of programme validation, but then all that has
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been assessed is the satisfaction of the training programme objectives and the

immediate objectives of the learners. This goes some way if it has been per-

formed effectively, but it is not complete evaluation and certainly does not

lead to an assessment of the value effectiveness of the learning. In order to do

this, three further stages are necessary: Post-programme debriefing, medium

term evaluation, [and] longer term evaluation” (p. 167).

The quality literature also contains references that imply confirmative

evaluation. In addition to the term continuous improvement, there are also ref-

erences to quality control and quality assurance: “The terms gaining greater

acceptance in business training are quality control for input and process func-

tions and quality assurance for product or output functions” (Brandenburg,

1989, pp. 85–86). As Seels and Richey (1994) state, “The quality improve-

ment movement will affect the evaluation domain. Quality control requires

continuous evaluation including extending the cycle beyond summative eval-

uation” (p. 59).

Two other terms related to confirmative evaluation are outcome evaluation

and impact evaluation. According to Schalock (1995), outcome-based evalua-

tion is “a type of program evaluation that used valued and objective person-

referenced outcomes to analyze a program’s effectiveness, impact, or cost-benefit”

(p. 5). Further, impact evaluation looks at negative or positive program-based

changes in performance and focuses on “whether the program made a differ-

ence compared to either no program or an alternate program” (p. 6). Although

outcome and impact evaluation are not synonymous with confirmative eval-

uation, confirmative evaluation does contain elements of both outcome and

impact evaluation.

Even level four of Kirkpatrick’s four levels of evaluation (1959, 1994) is

confirmative evaluation by another name. Level four measures the results of

training in terms of change in participant behavior and “tangible results that

more than pay for the cost of training” (1994, p. 69).

Meta Evaluation
Formative, summative, and confirmative evaluation are all fodder for meta

evaluation. Meta evaluation “. . . is a quality control process that is applied to

the processes, products and results of formative, summative, and confirmative
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evaluation” (Van Tiem, Moseley, and Dessinger, 2000, p. 181). It is all about

evaluating the evaluation. The evaluator literally zooms in on how the evaluation

was conducted. The purpose of meta evaluation is to validate the evaluation

inputs, process, outputs, and outcomes. It serves as a learning process for the

evaluator and makes the evaluators accountable: “Evaluators will be more likely

to see their studies effectively utilized when they demonstrate that their work

can stand the test of careful analysis and that they themselves are open to growth

through constructive criticism” (Posavac and Carey, 1989, pp. 281–282).

There are two types of meta evaluation: type one and type two. Table 1.1

describes the two types of meta evaluation in terms of timing and purpose.

C o n f i r m a t i v e  E v a l u a t i o n1 0

Table 1.1. Meta Evaluation: Type, Timing, and Purpose.

Type Timing Purpose

Type one Conducted during Guides the evaluator 
(formative) formative, summative, and through the planning, design, 

confirmative evaluation and implementation of all 
three stages of evaluation

Type two Conducted after the Provides feedback on 
(summative) formative, summative, the reliability and validity 

and confirmative of the evaluation processes, 
evaluations are completed products, and results

Source: Van Tiem, D. M., Moseley, J. L., and Dessinger, J. C. Fundamentals of Performance Technology: 
A Guide to Improving People, Process, and Performance. © 2000 International Society for Performance
Improvement. p. 181. Reprinted with permission.

Type one meta evaluation is conducted concurrently with the evaluation

process. It is literally a formative evaluation of evaluation. Type two meta eval-

uation is the more common approach. It is conducted after formative, sum-

mative, and at least one cycle of confirmative evaluation is completed.

Stufflebeam (1978) and The Joint Committee on Standards for Educational

Evaluation (1994) offer an extensive set of utility, feasibility, propriety, and
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accuracy standards and guidelines for conducting a type two meta evaluation

in education or training settings.

Comparing the Four Types of Evaluation
Table 1.2 illustrates a comparison of the four types of evaluation. The con-

structs used for comparison are timing, purpose, and customers.
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Table 1.2. Evaluation Types: Timing, Purpose, and Customers.

Type Timing Purpose Customers

Source: Dessinger (2002).

Formative

Summative

Confirmative

Meta

During design,
development,
and pilot or 
field testing

During or 
immediately
after full 
implementation

3–12 months 
after full 
implementation

Type one:
concurrent with
development and
implementation
Type two: after
development and
implementation

Improve analy-
sis, design,
development
processes, and
outputs

Assess imme-
diate results 
(outputs and
outcomes)

Assess effec-
tiveness, effi-
ciency, impact,
and value over
time

Validate evalu-
ation process,
products, 
outputs

Primary: design team
(designers, developers,
instructors, subject matter
experts, etc.)
Secondary: decision
makers and customers

Primary: decision makers
and customers
Secondary: design team
(designers, developers,
instructors, subject matter
experts, etc.)

Primary: decision makers
and users
Secondary: design team
(designers, developers,
instructors, subject matter
experts, etc.)

Primary: evaluators
Secondary: decision
makers and users
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Timing
Like summative evaluation, confirmative evaluation takes place after devel-

opment and implementation. Hellebrandt and Russell (1993) state that con-

firmative evaluation should occur six months to one year after development

and initial implementation, depending on the criticality, complexity, and fre-

quency of the learning or performance. Carr (1992, p. 151) is even more

aggressive, suggesting that confirmative evaluation of ongoing training pro-

grams “should begin the day the first training ends.”

If we consider confirmative evaluation in terms of assessing impact, Rossi,

Freeman, and Lipsey (1999) insist that “interventions should be evaluated for

impact only when they have been in place long enough to have ironed out

implementation problems” (p. 238). Implementation problems may include

failure to deliver critical elements to appropriate targets, lack of measurable

outcomes, or lack of summative or formative evaluation data. For example,

during the implementation of a recent leadership training program, individ-

ual instructors selected modules that they felt best suited the audience for a

particular session; they did not present the entire program. Some instructors

also decided not to conduct summative evaluation at the end of their sessions

because the sessions ran over the allotted time and the participants were eager

to leave.

Performance Support Tool (PST) 1.1 is a decision matrix that helps the

practitioner decide when to implement a confirmative evaluation on the basis

of the criticality, complexity, and frequency of the training program’s intended

learning or performance outcomes.
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PST 1.1. When to Conduct a Confirmative Evaluation.

Purpose: To help you decide when to conduct a confirmative evaluation on the basis
of the criticality, complexity, and frequency of the learning or performance.

Directions: Ask all the stakeholders to rate the training program according to the criteria
in the first column. Then decide when to confirm the outcomes of the training program.

Learning/Performance Factor Rating Confirm Every . . .

Criticality: How critical is the � High � 3–6 months

learning/performance to � Medium � 6–12 months

the success of the organization? � Low � 12 months

Complexity: How complex is � High � 3–6 months

the learning/performance? � Medium � 6–12 months

� Low � 12 months

Frequency: How often is the � Regularly � 6–12 months

learning/performance required? � Monthly � 6–12 months

� Annually � 12 months

� One time only � Do not confirm

Frequency: How often is the � Regularly � 6–12 months

learning/performance implemented? � Monthly � 6–12 months

� Annually � 12 months

� One time only � Do not confirm

Fu l l - S c o p e  E v a l u a t i o n 1 3

Source: Van Tiem, D. M., Moseley, J. L., and Dessinger, J. C. Fundamentals of Performance Technology: A
Guide to Improving People, Process, and Performance. Copyright © 2000 International Society for Perfor-
mance Improvement. p. 180. Used with permission.
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Suggested start-up targets range from three months to one year after the

implementation of the training program. If the learning or performance out-

comes of the training program are highly critical to the success of the orga-

nization or are very complex, the program should undergo confirmative

evaluation between three and six months after implementation. On the other

hand, an evaluator may wait a year to conduct confirmative evaluation of a

training program whose learning or performance outcomes are rated low in

criticality or complexity. There is no need to conduct a confirmative evalua-

tion if the learning or performance outcomes take place only one time or

infrequently—for example, a training program on how to develop an orga-

nization’s five-year strategic plan.

Purpose
Formative and summative evaluation each zoom in on needs, processes, prod-

ucts, reactions, and accomplishments. The purpose of formative evaluation

is to validate the needs analysis and the training program design process and

outputs; the purpose of summative evaluation is to assess the participant’s

accomplishments during and immediately after training. Confirmative eval-

uation zooms out to take a long-term view of the effectiveness, efficiency,

impact, and value of a training program. The purpose of confirmative evalu-

ation is twofold: (1) identify, explain, and confirm or justify the continuing

value of training and learning over time; and (2) help decision makers man-

age the instructional performance support system and the learner over time

(Van Tiem, Moseley, and Dessinger, 2000).

Customers
The primary customers for formative evaluation are the program designers

and developers; the primary customers for summative and confirmative eval-

uation could include any or all of the internal and external stakeholders, that

is, anyone who has a vested interest (expressed as need or expectation) in the

process, outputs, and outcomes of the training program. Shrock and Geis

(1999) support the concept that the customer base for summative evalua-
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tion may be broader because traditionally “much of the feedback used to

make revisions to an intervention is collected after an intervention is imple-

mented” (p. 192).

The primary customers of confirmative evaluation are long-term decision

makers. Executives, managers, consultants, and others may use the outputs

and outcomes of confirmative evaluation for strategic planning. Other deci-

sion makers use the results of confirmative evaluation to determine whether to

maintain, improve, discard, or replace the training program or noninstruc-

tional performance intervention. In addition, decision makers involved with

certification processes have a special stake in confirmative evaluation out-

comes. For example, “The notion of confirmative evaluation is significant in

the health professions in terms of assuring that learners maintain their clini-

cal knowledge and skills. . . . Confirmative evaluation in nursing is signifi-

cant, particularly in the clinical setting, to assure that learners maintain their

competencies and to identify where additional review and practice are needed”

(Oermann and Gaberson, 1998, p. 5).

Evaluation: Full-Scope Model
Going beyond formative and summative evaluation “. . . challenges us to jetti-

son linear models and integrate evaluative processes throughout every phase of

ISD” (Moseley and Solomon, 1997, p. 12), not just add evaluation at the end,

as implied by the traditional ADDIE (analyze, design, develop, implement,

evaluate) model. The Dessinger-Moseley 360° Evaluation Model (Moseley and

Dessinger, 1998) illustrates the integration of evaluation throughout the ISD

process (ADDI/E) and presents six foci for integrating evaluation activities:

need, design and development, reaction, accomplishment, transfer, and impact.

The model was influenced by the work of Seels and Richey (1994); Kirkpatrick

(1994); Kaufman, Keller, and Watkins (1996); and Brinkerhoff (1987).

Figure 1.1, the Dessinger-Moseley Full-Scope Evaluation Model, expands

the earlier 360o model by adding value to the foci and by introducing the

concept of full-scope evaluation.
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The spiraling concentric circles of the Full-Scope Evaluation Model rep-

resent the “proactive and iterative nature of evaluation” (Moseley and

Dessinger, 1998, p. 247). Within the circles are the focal points for each type

of evaluation:

• Need for training

• Instructional design and development processes and products

• Reaction during and after training

• Accomplishment during training

• On-the-job transfer of new knowledge, skills, or attitudes

• Impact of negative or positive training results on the individual, busi-

ness group, organization, or global community

• Value to the individual, business group, organization, and global

community
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Figure 1.1. Dessinger-Moseley Full-Scope Evaluation Model.
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The center of the model illustrates the foci for formative, summative, and

confirmative evaluation:

• Formative evaluation focuses on need, design and development, and

pre-implementation reaction and accomplishment

• Summative evaluation focuses on the immediate results of program

implementation: reaction; accomplishment; and the self-reported

expectation that new knowledge, skills, and attitudes will transfer to

the job and affect workplace performance

• Confirmative evaluation focuses on the program’s continuing impact

and value, as well as long-term transfer, accomplishment, and reaction

The left side of the model emphasizes that input from formative evaluation

flows into summative and confirmative evaluation; input from summative

evaluation flows into confirmative evaluation, and each type of evaluation has

its own set of evaluation foci. On the right side of the model, the process of

meta evaluation focuses on all the evaluation types—their inputs, outputs,

outcomes, and foci.

Challenges to Full-Scope Evaluation
Full-scope evaluation is not without challenges. Daring to go beyond the tra-

ditional formative and summative framework is the first challenge. Added to

this are demands created by the new organization of the twenty-first century,

context factors specific to an organization, and the challenge of overcoming

the “success syndrome.” All these challenges are interrelated and call for strong

action from the evaluation, training, or HPT practitioner.

Daring to Go Beyond Formative and Summative Evaluation
Full-scope evaluation should be the norm rather than the exception. More

and more, training is considered an integral part of strategic planning. As

investments in training increase, there is a corresponding increase in the
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“expectation that workplace improvement practitioners rigorously measure

the outcomes that these investments produce, and in so doing, generate the

insight and understanding necessary to continuously improve those out-

comes” (Bassi and Ahlstrand, 2000, p. 1). However, even more enlightened

organizations still view evaluation as a costly add-on rather than a value-added

activity. They think of full-scope evaluation in terms of how much the addi-

tional time, money, and other resources will cost. The practitioner may even

find that “either there is no positive consequence for human resources or

training in demonstrating business results, or there are actually disincentives”

(Binder, 2002a, p. 8). It’s hard to dare to think outside the box when the orga-

nization does not support, or even punishes, such thinking.

Adapting to the New Organization
Despite current lack of support for full-scope evaluation, futurists see a new

organization emerging in the twenty-first century. Reed (2002, pp. 24–25)

suggests that this new organization requires a new way of looking at training:

“Training’s definition should be the provision of learning opportunities for

successful performance improvement . . . training must also be seen as a

process that is continuous and learner centric; one that focuses on the pull or

output side.” The focus on results challenges organizations and training

departments to take a new look at evaluation in general and confirmative eval-

uation in particular. The practitioner needs new knowledge and skill to func-

tion as a change agent and a cheerleader for full-scope evaluation.

Adjusting for Context Factors
Context factors also create a challenge. Context factors include organizational

culture, climate, and environment and are often codified in the organization’s

mission, values, and goals. To implement full-scope evaluation, the total orga-

nization must:

• Recognize the long-term value of education, training, and learning

• Actively support the concepts of accountability and continuous

improvement
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• Recognize the value of full-scope evaluation of education, training,

and learning

• Commit to full-scope evaluation

• Actively support full-scope evaluation

In turn, the evaluation, training, or HPT practitioner, and stakeholders who

are involved in the planning and implementing of full-scope evaluation must:

• Know the mission, goals, and values of the organization

• Agree with the mission, goals, and values of the organization

• Value and buy into the mission, goals, and values of the organization

• Support the organization by aligning evaluation outcomes with the

mission, goals, values, and culture of the organization

“Know your organization” is the caveat and challenge that can guide inter-

nal and external evaluation, training, and HPT practitioners to the success-

ful implementation of full-scope evaluation.

Overcoming the “Success Syndrome”
One final challenge is the success syndrome: the tendency for individuals and

organizations to use positive outputs from summative evaluation to trigger a

decision not to proceed with full-scope evaluation. Consistently high posi-

tive participant reaction forms or consistently low pretest and high posttest

scores are the major culprits.

In one example, decision makers from a division of a major automotive

company approved a full-scope evaluation plan for a new, long-term, basic-

skills training program. However, the early summative evaluation results at

level one (did they like it?) and level two (did they learn?) were so positive

that the decision makers decided to save money by discontinuing all types

and levels of evaluation. The training program continued unchanged for three

more years, and then the participant materials were distributed over the com-

pany intranet as part of new-employee orientation. Finally, the online pro-

gram was absorbed into a corporate university curriculum, where it died a

natural death—no one signed up for the course.
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  O N E

1. Full-scope evaluation includes formative, summative, confirmative, and

meta evaluation.

2. Confirmative evaluation is a new paradigm for continuous improvement.

3. Full-scope evaluation turns ADDIE process into ADDI/E because it inte-

grates evaluation throughout the ISD process.

4. Challenges to full-scope evaluation include daring to go beyond formative

and summative evaluation, adapting to the new organization of the 21st

century, adapting to context factors, and overcoming the success syndrome.

5. Personal lessons learned: 

N E X T  S T E P S

Chapter Two introduces the Moseley-Dessinger Confirmative Evaluation

Model and discusses the model components, justifies using confirmative eval-

uation, and presents challenges to successful confirmative evaluation.
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2 1

NOW THAT WE HAVE INTRODUCED you to the concept

and challenges of full-scope evaluation, it’s time to get close up and per-

sonal with the least-known and least-practiced type of evaluation in the full-

scope evaluation repertoire, confirmative evaluation. We have developed the

Confirmative Evaluation Model in this chapter to illustrate the process of

confirmative evaluation using inputs, process, outputs, and outcomes. In this

chapter, we also explain why meta evaluation is at the center of the Confir-

mative Evaluation Model, present some specific challenges faced by those who

plan and implement confirmative evaluation, and end the chapter by sug-

gesting some answers to the inevitable question, “Why bother?”

After reading this chapter, you will be able to:

1. Explain the Confirmative Evaluation Model in terms of input,

process, output, and outcome and the role of meta evaluation

2. Explain how soft technology inputs have an impact on successful

confirmative evaluation

2
Confirmative Evaluation: 
A Model Guides the Way
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3. Discuss the link between continuous improvement and confirma-

tive evaluation

4. Recognize the challenges specific to planning and conducting con-

firmative evaluation

5. Discuss each challenge and its applicability to evaluation practice

6. Identify additional challenges that are specific to your organization’s

culture or the skills of the current evaluation personnel

7. Answer the question, “Why bother?”

Confirmative Evaluation Model
“The process of evaluation, like any other process, can be studied in terms of

the inputs, outputs, and processes” (Thiagarajan, 1991, p. 22). In the Con-

firmative Evaluation Model (Figure 2.1), we visually represent confirmative

evaluation as a systematic, iterative process with inputs, processes, outputs,

and outcomes. The model does not prescribe a linear approach but instead

encourages the evaluator or evaluation team to move back and forth between

the components of the model as needed, adding new input, producing new

outputs, and delivering continuous improvement outcomes.

Inputs to Confirmative Evaluation
Inputs is a collective term. It refers to anything that a system or a system com-

ponent receives from its larger universe, including requirements, restraints,

and resources. In the case of an event- or activity-based system such as con-

firmative evaluation, inputs may include information, people, energies, mate-

rials, and other resources (Banathy, 1991). Inputs may occur at various times

during confirmative evaluation planning and implementation and may be

classified as direct or indirect.

Direct Inputs to Confirmative Evaluation. Outputs from formative, summative,

and type one meta evaluation produce direct inputs to confirmative evalua-

tion. The outputs of formative evaluation may include problem identifica-

tion, cause analysis, recommendations for improvement, and appropriate
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revisions. The outputs of summative evaluation of training and learning are

the answers to two questions: How good is it? Does it meet our needs? (Smith

and Brandenburg, 1991, p. 35).

The outputs of summative evaluation may include findings and recom-

mendations related to learner reaction, instructional effectiveness, and the

immediate acquisition and transfer of learning. The outcome of summative

evaluation is the establishment of the immediate value of training as “an
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objective basis for decision-making” (Van Tiem, Moseley, and Dessinger,

2000, p. 171).

Type one and type two meta evaluation are both useful for validating the

inputs, processes, outputs, and outcomes of confirmative evaluation. For

example, type one meta evaluation validates formative and summative eval-

uation processes, outputs, and outcomes in real-time and therefore validates

the inputs to confirmative evaluation; type two provides after-the-fact evalu-

ation of formative, summative, and confirmative evaluation.

Indirect Inputs to Confirmative Evaluation. Commitment to full-scope evaluation

and soft technologies such as instructional, performance, communication,

and change technology produces indirect inputs to confirmative evaluation.

Commitment ensures that confirmative evaluation will happen; soft tech-

nology inputs are primarily techniques and tools that help guide the process.

Although confirmative evaluation is heavily reliant on the outputs and

outcomes of formative and summative evaluation, these outputs and out-

comes are only as good as the level of stakeholder commitment to full-scope

evaluation. Commitment to full-scope evaluation is therefore an essential if

indirect input to confirmative evaluation. Confirmative evaluation does not

happen unless the stakeholders also commit to going beyond formative and

summative evaluation and implementing full-scope evaluation. Without con-

firmative evaluation, the practitioner cannot respond to a client’s need to

know whether a long-term training program was successful in terms of tan-

gible and intangible benefits to the organization.

Technology is all about systematically applying knowledge to improve

performance. The major difference between soft and hard technologies is the

reliance on a man-machine interface. Instructional technology (IT) and

human performance technology are commonly referred to as soft technolo-

gies because they systematically apply the knowledge and experience of peo-

ple with or without the use of hard technology such as computers and

telecommunication technology. Soft technologies generate important indi-

rect inputs to the confirmative evaluation process:

• Instructional and HPT practitioners use evaluation to prove and

improve the results and value of training and other performance interven-
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tions. The conceptual and practice-based literature from these two fields,

along with the literature from the field of research and evaluation, is build-

ing a solid, theoretical foundation for all evaluation practices, even when those

practices go beyond formative and summative.

• Communication technology, which systematically applies the knowl-

edge gained from research into auditory, visual, and kinesthetic thinking,

learning, and message transmission, is critical to the successful planning and

implementation of the communication elements in the confirmative evalua-

tion process. For example, research on psychological, cultural, political, graph-

ical, and other communication elements can influence the effectiveness of

support-gathering activities, data-collection techniques and instruments,

information dissemination, and reporting.

• Change technology also creates a strong foundation for confirmative

evaluation activities. Research and practice in how to plan, implement, and

evaluate change in individuals and organizations should drive the entire con-

firmative evaluation process toward a successful final outcome: continuous

quality improvement.

Process of Confirmative Evaluation
Process is action that occurs over a period of time and turns inputs into out-

puts. The process may “either (1) make adjustments and correct for differ-

ences between the actual and desired output, or (2) change the system itself ”

(Banathy, 1991, p. 102).

Certain activities are conducted during all types of evaluation: “Evalua-

tion activities generally fall into five phases—planning, materials develop-

ment, data collection, analysis, and reporting” (Smith and Brandenburg,

1991, p. 36). The process for confirming the continuing value of a training

program is no exception.

Moseley and Solomon (1997) used Walter Shewhart’s continuous

improvement cycle (plan, do, check, act) as the basis for labeling the elements

of the confirmative evaluation process. Our Confirmative Evaluation Model

reaffirms the link to continuous quality improvement by referring to the con-

firmative evaluation process as plan, do, analyze, improve:
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• Plan is all about identifying and understanding the “W5H”—the who,

what, where, when, why, and how—of a confirmative evaluation. The out-

put is a blueprint for conducting a confirmative evaluation. The blueprint

may be modified as new inputs surface or context and other variables change.

• Do involves collecting quantitative and qualitative data from records,

individuals, or groups. The output is a report of the findings and documen-

tation of the collection process.

• Analyze includes analyzing and interpreting the findings and reporting

the results.

• Improve refers to using the results of the confirmative evaluation to

make action decisions for continuous quality improvement of the learners,

business, group, organization, or global community.

Chapters Three through Seven in this book discuss how to select and use

soft and hard technology to accomplish each event in the confirmative eval-

uation process: plan, do, analyze, and improve. Soft technology can improve

the effectiveness of the confirmative evaluation process; hard technologies

help get the job done with maximum efficiency and help to sell confirmative

evaluation as an opportunity to validate continuous improvement despite the

added costs. Computer and video teleconferencing; Internet, intranet, and

other communication networks; information and knowledge systems; group-

ware; and other software resources for flowcharting, process mapping, project

management, statistical processes, multimedia presentations, and desktop

publishing greatly expand the potential for widespread information mining,

analysis, storage, retrieval, and communication.

Outputs of Confirmative Evaluation
Outputs are “whatever the system is producing and entering into its envi-

ronment” (Banathy, 1991, p. 189) or “the aggregated products of the system

which are delivered or deliverable . . .” (Kaufman, Rojas, and Mayer, 1993,

p. 12). In an interactive system such as confirmative evaluation, the outputs

of one event become the inputs for the next event and for the final outcomes.

Figure 2.2 illustrates the ins and outs of confirmative evaluation.
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There are five major outputs of the confirmative evaluation process:

1. Confirmative evaluation plan or blueprint, including goal, timing,

resources, audience, and activities

2. Data-gathering instruments

3. Documentation of the findings, both quantitative and qualitative,

and the process (who, what, where, when, why, and how)

4. Analysis-based report including results, transfer, value-added com-

ponents, ethical dimensions, and change drivers

5. Action decisions to maintain, revise, discard, or replace the training

program

Outcomes of Confirmative Evaluation
Outcomes are the current or future “. . . effects of the outputs in and for soci-

ety and the client” (Kaufman, Rojas, and Mayer, 1993, p. 12). The desired

outcome of confirmative evaluation is continuous quality improvement on

the part of the learners, business group, training program, organization, or

global community—that is, long-term training program efficiency, effective-

ness, impact, or value. As a result of confirmative evaluation, quality assur-

ance, control, and improvement of education, training, and learning are
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possible because of solid and valid findings that describe the impact and value

of a training program over time:

. . . an organization that provides quality training and [that] contin-

uously improves the way in which it produces that training, would

have a quality training system that includes:

• use of documented training analysis, design, development and

implementation processes that result in well-defined products

(quality planning),

• use of criteria to evaluate the products and/or results of using each

training process (quality control), and

• use of procedures to review and revise training processes (quality

improvement) [Dick, 1993, p. 37].

Outcomes that support continuous quality improvement of the organiza-

tion may include a valued return on investment (ROI) and a positive impact

on the organization’s culture, market dexterity, and competitive advantage.

Learner-based outcomes include continuous quality improvement of indi-

vidual knowledge, skill, attitude, or performance. Confirmative evaluation

outcomes may also have a number of impacts on aspects of living and work-

ing in a global community: encouraging learning organizations and work-

place literacy initiatives; supporting the integration of business, personal,

social, and cultural goals; and easing the transition to and the effectiveness of

mega organizations and partnerships.

Example of a Follow-Up Evaluation of Learning Outcomes
Over the past decade, the American Society for Training and Development

(ASTD) has worked with businesses around the globe to place a value on

enterprisewide investments in workplace learning; create standards for mea-

suring and valuing firms’ investments in education and training; and link

learning investments and results. The link between investments and results is

established by using a combination of summative and confirmative evalua-
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tion. Enterprises that participate in the project measure and benchmark their

learning outcomes at two points in time:

1. At the conclusion of the learning event, to capture the learners’

immediate assessment of the usefulness of what they learned and

their reaction to the training (summative evaluation)

2. Approximately three to twelve months after the learning event, to

assess the usefulness of their learning over time and the effects on

productivity (confirmative evaluation)

For a sample annual report of the ASTD findings, see Bassi and Ahlstrand,

2000.

Meta Evaluation Centers Confirmative Evaluation
Meta evaluation—judging the merit, worth, and value of an evaluation—is at

the center of the Confirmative Evaluation Model. It completes the full-scope

evaluation process by validating all evaluation processes and verifying that the

evaluation outputs and outcomes are credible: “When evaluation goes wrong,

the fault lies . . . not with the concept but with the way in which the evalua-

tion is conducted. . . . The purpose of meta evaluation is to help evaluation

live up to its potential” (Fitzpatrick, Sanders, and Worthen, 2004, p. 443).

Challenges to Implementing 
Confirmative Evaluation

Chapter One spent some time discussing generic challenges to the success

of all types of evaluation (formative, summative, confirmative, and meta).

Meeting these generic challenges is particularly difficult when planning and

implementing confirmative evaluation; for example, the new organizations

of the twenty-first century expect training and HPT departments to provide

the human and other resources required to implement confirmative evalua-

tion. This in turn will make it necessary for evaluation, training, and HPT
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practitioners to acquire and use a new set of knowledge and skills and lead

to a new set of challenges specific to the implementation of confirmative

evaluation:

• Gain and maintain organizational support

• Overcome time warp factors

• Model continuous improvement

• Monitor implementation

• Conduct cost-benefit analysis (CBA) or return on investment (ROI)

analysis when required

Gain and Maintain Organizational Support
Confirmative evaluation is not a traditional evaluation process. It may occur

over a long period of time, and long after the training program is imple-

mented and other evaluation efforts are completed. Therefore it is especially

important to locate a champion and identify a support network that will con-

tinue to advocate for confirmative evaluation from beginning (plan) to end

(improve). The champion works closely with the practitioner, the stakehold-

ers, and the program support network to encourage, promote, and serve their

multiple evaluation interests. The primary purpose of the support network is

to link people within the organization for sharing information resources rel-

ative to focusing, designing, and implementing the entire confirmative eval-

uation project.

Overcome Time Warp Factors
In a full-scope evaluation, planning for confirmative evaluation is proactive

or up-front. One time-related challenge is to develop a confirmative evalua-

tion plan that is flexible enough to accommodate change over time. The con-

firmative evaluation plan must be responsive to input from all the current

stakeholders, yet flexible enough to adapt to predictable and nonpredictable

changes that may occur before the plan is implemented. When it is time to

activate the confirmative evaluation plan, the evaluation, training, or HPT
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practitioner must approach it from a “That was then; what is now?” perspec-

tive. For example, over time stakeholders may change, the program may

undergo revisions, and the organizational climate may change. The practi-

tioner needs to review the original training program design document and

evaluation plan to determine which stakeholders are still viable or who else

needs to be involved. The evaluator must also review stakeholder needs and

related evaluation outcomes. It is easier to adapt the plan to the current situ-

ation if the original plan is a systematic, thoughtful, complete, and accurate

reflection of the situation at the time it was conceived.

Another time-related factor is attempting to determine the enduring value

of long-term education, training, and learning. Designers and developers of

long-term instructional performance support systems (such as training) need

to know that their efforts have paid off—and have led to continuous improve-

ment. Managers and other decision makers have to know that the resources

expended on long-term education, training, and learning result in a positive

return on investment.

Model Continuous Improvement
The purpose of confirmative evaluation is continuous improvement, and the

process of confirmative evaluation should model the process of continuous

improvement. The gurus of quality (Juran, Crosby, Deming, and others) all

suggest guidelines for continuous improvement processes such as planning,

providing feedback, monitoring or controlling, and acting on the results.

These guidelines need to be incorporated into the process of planning and

implementing confirmative evaluation.

One way to model continuous improvement is to plan a customer-

focused confirmative evaluation that addresses these issues:

• Who are the customers, and what are their expectations?

• What processes and resources will meet the customers’ expectations?

• What assessment can we make to tell us if we’re meeting those

expectations?

• How can we improve? (Moseley and Solomon, 1997, p. 14)

C o n f i r m a t i v e  E v a l u a t i o n 3 1

Dessinger.c02  10/30/03  11:19 AM  Page 31



Monitor Implementation
When confirmative evaluation is part of a full-scope evaluation plan, it is help-

ful to monitor the training program until it is time to conduct the confirma-

tive evaluation (for more information on monitoring, see Chapter Four).

Monitoring a training program to yield input for confirmative evaluation is

a challenge because it requires an ongoing, consistent effort involving time,

money, and personnel. The evaluator must be flexible enough to adapt to new

trends in training—for example, a change from classroom to asynchronous

learning, just-in-time, or just-for-me delivery that occurs after the initial

implementation and requires special evaluation strategies.

McKenzie and Smeltzer (2001) discuss three stages of program imple-

mentation that create opportunities for monitoring the training program:

pilot, phased-in, and total. Monitoring the results after the program is fully

implemented can be a disaster without inclusion of, and input from, pilot or

phased-in monitoring activities. The evaluation, training, or HPT practitioner

may need to rework desired confirmative evaluation outcomes; develop mea-

sures that compensate for a lack of prior formative and summative evalua-

tion; or develop new tools to assess student reaction, learning, and transfer.

Conduct CBA or ROI
A true confirmative evaluation seeks to establish both the tangible and the

intangible merit or worth of a training program. Sometimes money talks

louder than words, though, and organizations want to know whether the

training program was literally “worth it.” If tangible worth is the main pur-

pose of the confirmative evaluation, practitioners can use cost-benefit analy-

sis (CBA) or return on investment (ROI) techniques. CBA helps determine

the impact of a long-term training program by placing a monetary value on

the tangible, and sometimes intangible, benefits of the training program and

comparing them to the program’s development and implementation costs.

ROI analysis is useful for determining the value of a long-term training pro-

gram by comparing the cost of designing, developing, and implementing the

training program with the dollar amount of the results—for example, tangible

results such as increased volume of products and services or decreased pro-
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duction expenses, and intangible results such as increased customer satisfac-

tion or employee motivation.

The challenges to the evaluation, training, and HPT practitioners include:

• Selecting the right strategy

• Mastering the technical aspects of conducting a CBA or ROI analysis

• Identifying and quantifying hidden costs such as participant time

away from the job

• Identifying and putting a monetary value on benefits

In the past, evaluators were expected to have the knowledge and skills required

to identify the human, financial, and time costs associated with a training

program (Worthen and Sanders, 1987). Today’s training or HPT practition-

ers should also have, know where to access, or acquire this knowledge and

skill set. Chapter Six presents more specific information on how to conduct a

CBI or ROI analysis, including a list of additional resources.

Why Bother?
Why would an organization want to conduct a confirmative evaluation

despite the challenges involved? Why bother? The answer to these questions

“. . . has implications for how we measure and how we use the products of the

measurement process” (Binder, 2001, p. 21). It also gives the practitioner a

purpose-based rationale for planning and marketing confirmative evaluation.

Addressing evaluation in general, Geis and Smith (1992) suggest that even

though the commonly accepted purpose of evaluation is decision making,

evaluation should also strive to “to illuminate and improve the organization”

(p. 133). Addressing the issue of improvement, Binder (2001) adds, “There

are essentially three reasons for measurement in the science and practice of

performance improvement: validation [of methods, procedures, programs],

accountability, and decision-making” (p. 21).

The needs of stakeholders become the purposes that initiate a confirma-

tive evaluation. Stakeholders may need to verify accountability, support a deci-

sion, validate success, establish professional credibility, or respond to a trigger
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event (such as the need to determine whether a training program is in com-

pliance with new health and safety or quality standards). The rule of thumb

is to pick a purpose for the confirmative evaluation that aligns with the orga-

nization’s mission, values, goals, and culture.

Verify Accountability
The term accountability implies responsibility for results (Ghattas and McKee,

2001, pp. 60–61). Decision makers chart the course of action and may or may

not supervise the confirmative process. Those who do make the decisions and

are responsible for the successful implementation of the training program share

accountability for the results and need to be open to self-assessment or exter-

nal assessment of their stewardship. Is the program still valid? Are the practice

exercises still meaningful? Are the survey questions still appropriate? Can learn-

ers still perform adequately? Can the practitioner still continue to be licensed?

Assessing accountability is particularly important in technical and certi-

fication training. For example, Kemp and Cochern (1994), in their book on

planning technical training, tell trainers that “. . . unbiased, objective evidence

can help you decide whether the need initially recognized has been satisfied.

Furthermore, in the important legal climate that is widespread in our society,

your liability for properly training and then certifying student competence

would be protected if there is clear evidence of the success of your instruc-

tion” (p. 163). Moseley and Solomon (1997) also suggest that “eventually, we

will all be accountable for results, and confirmative evaluation will be a nec-

essary part of every consultant’s tool kit” (p. 14). Accountability has a price,

however. Learning professionals must become business, financial, and orga-

nizational sophisticates in order to justify their efforts (Spitzer, 2002).

Support Decision Making
Binder (2001) writes: “For scientists, technologists, and professionals in many

fields, a principal purpose for measurement is to support decisions about what

to do next, how to adjust procedures, or when to make changes. . . . decision

making is the highest purpose for measurement, and it generally subsumes the
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other two purposes [validation and accountability]” (p. 21). Decision mak-

ers may use the results of confirmative evaluation to improve training pro-

grams, organizations, or the global community in which the organization

functions. At the program level, the decision maker has the option to main-

tain, revise, discard, or replace the training program with an existing or new

delivery system. At the organization or global level, the decision maker may

choose either action or planned nonaction. If action wins out, the decision

maker must also choose the best options for implementing and managing the

changes required to ensure success.

In the current global business environment, the confirmative evaluation

outcome data that are most important for driving or supporting decision

making are organizational impact data, cost-benefit ratio data, and ROI data.

Geis and Smith (1992, p. 133) conclude that there is a direct relationship

between the degree to which the purpose of an evaluation is “explicit, spe-

cific, and detailed” and how smoothly the evaluation activities unfold.

Validate Success
Given the new organization of the twenty-first century, it is becoming more

and more important for evaluation, training, and HPT practitioners to be

able to verify that what they said would happen has really happened. Even a

decade ago, Carr (1992, p. 149) wrote this advice to an audience of training

and other managers: “If your training department (or training consultant)

follows a solid analysis, design, and development process, the training will

improve performance. As managers, though, . . . we have to follow up to see

that the training, in fact, was successful.” More recently, Watkins and Kauf-

man (2002) suggest that two critical elements for organizational success from

a management perspective are “selecting effective and efficient [performance]

interventions (that is, processes, activities, training programs) and the con-

tinuous improvement of existing interventions” (p. 24). The outcomes of con-

firmative evaluation validate both the effectiveness and the efficiency of the

instructional or noninstructional performance intervention and the value of

the intervention in terms of continuous improvement.
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Establish Professional Credibility
Measurement of results is essential to the professional practice of performance

improvement through training. In today’s business environment, training is

a business and it is increasingly important to establish the business value of

any performance intervention, including training. Measuring the behavior,

work outputs (accomplishments), and business results we seek to improve

helps training and HPT practitioners validate results and develop powerful,

credible business cases for themselves and their programs (Binder, 2002b,

2002c; Spitzer, 2002). Without measurement, our technology lacks empiri-

cal foundation and our claims lack credibility.

Respond to Trigger Events
Certain events may trigger the need for including confirmative evaluation in

the evaluation plan for a new training program or designing confirmative eval-

uation for an established program that has been in existence for years or

decades. The trigger event may reflect existing or changed needs in any of a

number of areas: political outlook, priorities of the organization or the global

community, problem scope, severity, effectiveness, efficiency, resource avail-

ability, or regulatory requirements (Rossi and Freeman, 1993). Responding

to a trigger event may appear less desirable than an up-front desire to validate

improved performance or support decision making, but the results of the con-

firmative evaluation may still have a profound impact on the organization,

and there are the same issues to confront: Should we include confirmative

evaluation in the training evaluation plan? How do we obtain support for

confirmative evaluation within the organization?
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  T W O

1. The Confirmative Evaluation Model illustrates that confirmative evalua-

tion is a systematic, concept-based, iterative process with inputs, processes,

outputs, and outcomes.

2. Aligning the purpose with organization mission, values, goals, climate, and

culture helps to sell confirmative evaluation to decision makers.

3. In addition to the challenges associated with evaluation in general, evalu-

ation, training, and HPT practitioners face specific challenges as they plan

to implement confirmative evaluation.

4. Most organizations “bother” with confirmative evaluation because they

want to validate that a training program really improved performance, or

they need to support decision making.

5. Personal lessons learned: 

N E X T  S T E P S

Part Two discusses the confirmative evaluation process events illustrated in

the Moseley-Dessinger Confirmative Evaluation Model—plan, do, analyze,

improve—including the inputs, process, outputs, and outcomes of each event.
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P A R T 2

Meeting the Challenge

From evaluability assessment to continuous improvement, evaluation,
training, and HPT practitioners plan, do, analyze, and improve. A
Toolbox of additional resources at the end of each chapter helps prac-
titioners plan and implement a successful confirmative evaluation.
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4 1

CHAPTERS THREE AND FOUR are all about planning, the first

step in the process component of our Confirmative Evaluation Model.

The approach we take to planning evaluation is reinforced throughout the

literature (Smith and Brandenburg, 1991; Shrock and Geis, 1999; and oth-

ers). Our “P4” motto is simple: prior planning prevents problems, and it helps

ensure success.

In Chapters Three and Four, we also assume that an evaluation, training,

or HPT practitioner is in place to direct and guide the confirmative evalua-

tion process. This HPT practitioner is the logical person to guide confirma-

tive evaluation planning activities, or at the very least take an active role in

all the planning and implementation activities. A practitioner should possess:

• Theoretical and practical knowledge of evaluation

• Ability to use hard and soft technology to maximize the efficiency,

effectiveness, and validity of the confirmative evaluation process

3
Preplan: Assess 
Training Program
Evaluability
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• Project management skills to complete the evaluation in time and on

budget, and to produce a final report that meets the needs of all stake-

holders (see Chapter Four)

• Awareness of any ethical and political implications and the ability to

exercise judgments in thinking and decision making that are ethically

and politically sound

The role of the practitioner as director or guide does not downplay the

need for collaboration in planning and conducting confirmative evaluation.

Rossman and Rallis (2000) suggest that the practitioner and the stakeholders

should be viewed as partners and coproducers of knowledge because “both part-

ners are essential to questioning assumptions, collecting data, making mean-

ing, generating alternatives, and finally, to using information . . .” (p. 67).

Chapter Three reviews the planning process and zooms in on the first

activity in the process, the preplanning stage or assessing program evaluabil-

ity. We begin by discussing the importance of differentiating whether the

planning is proactive (up-front) or reactive (just-in-time). Then we present

our blended approach to planning confirmative evaluation and offer guide-

lines for conducting a training program evaluability assessment. We conclude

with some of the challenges associated with evaluability assessment.

After reading this chapter, you will be able to:

1. Recognize the benefits and drawbacks of proactive and reactive

planning

2. Identify the major activities involved in planning confirmative

evaluation

3. Explain why confirmative evaluation planners should preplan a

confirmative evaluation by assessing the evaluability of the training

program

4. Use performance support tools to assess the evaluability of a train-

ing program

5. Recognize the challenges to planning confirmative evaluation
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When to Plan Confirmative Evaluation
Planning for confirmative evaluation may take place up front (proactive) or

just in time (reactive). There are benefits and drawbacks associated with ini-

tiating both proactive and reactive planning. Table 3.1 compares proactive

and reactive planning for confirmative evaluation in terms of three factors:

timeliness, integration, and resources.

Pr e p l a n 4 3

Table 3.1. Proactive or Reactive Planning for Confirmative Evaluation?

Proactive Reactive
(Up-Front) Planning (Just-in-Time) Planning

Timeliness

Integration

Resources

Changes may occur during the one-
year or longer lapse between planning
and implementation of confirmative
evaluation:
• Stakeholders and stakeholders’ needs
• Training program revisions
• Organizational structure and

climate
• Other . . .

Inputs, process, outputs, and out-
comes for full-scope evaluation—
formative, summative, confirmative,
and meta—are integrated into the 
up-front training program plan

Time lapse between planning and
implementing confirmative evaluation
requires extra time and other
resources to:
• Monitor training program
• Maintain (review, revise, approve)

confirmative evaluation plan

Planning takes place just prior
to confirmative evaluation and
is based on current situation:
• Stakeholder needs
• Training program version
• Organizational structure and

climate
• Other . . .

Existing data from formative
and summative evaluation may
or may not:
• Be available
• Support stakeholder informa-

tion needs
• Support desired confirmative

evaluation outcomes

Immediate implementation of
confirmative evaluation plan
does not require additional
time and other resources for
monitoring and maintaining
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Proactive Planning
Proactive or up-front planning for evaluation occurs during the analyze,

design, and sometimes develop phases of the ADDIE model for instructional

design. Parkman links proactive planning for evaluation to training or per-

formance needs analysis and suggests these benefits:

• It ensures that the (evaluation) projects you undertake will have

real value.

• It forces you to clarify your goals in terms of the business results you

want to impact and the job performance changes you need to make.

• It ensures that the solutions you implement are based on data, not

intuition.

• It helps to secure needed buy-in from key stakeholders who will be

instrumental in helping you complete your analysis.

• It provides meaningful data for use in comparing pre- and post-

intervention performance.

• It enhances the credibility of your results [2002, n. p.]

Proactive planning also means that planners can integrate the needs of all

the types of evaluation (formative, summative, confirmative, and meta) into

one full-scope plan. In addition, proactive planning “coordinates and con-

solidates needs assessment and evaluation where possible, which saves time

and money . . . streamlines the process . . . and helps improve collaboration”

among the evaluation, training, or HPT practitioner and stakeholders (Korth,

2001, pp. 39, 43). The potential drawback is the need to be flexible because

of the time lapse between planning and conducting confirmative evaluation.

Reactive Planning
Reactive or just-in-time planning takes place months or even years after a

training program is implemented and focuses on confirmative evaluation or

type two meta evaluation. Reactive planning is usually triggered by a request

from a stakeholder for information about the efficiency, effectiveness, impact,

or value of a training program after the program has been in existence for an
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extended period of time. The benefit of reactive planning is that there is no

time lapse between planning and implementing the confirmative evaluation,

so the plan is current and immediate. The drawback is the lack of integration

with formative and summative evaluation.

Movement Toward Proactive Planning?
There are some indications of movement toward proactive planning. Lynn

Schmidt writes: “HRD organizations today have to be accountable, justify

expenditures, demonstrate performance improvement, deliver results based

training, improve processes, and be proactive. Utilizing measurement and

evaluation tools in HRD organizations is no longer a reactive decision. The

leaders of HRD organizations realize that business leaders are expecting to

see results for the dollars invested in training and they are proactively mea-

suring the results of training initiatives” (2002, n. p.).

One example of the movement toward proactive planning is Spitzer’s

Super Evaluation. Lindsley reported in 1999 that “. . . Spitzer’s Super-

Evaluation is usually done entirely after the fact . . . [however] he suggests

that the very first thing to be done in starting a project is to select the project’s

desired impact on the organization and use evaluation to mold the project to

that desired outcome instead of simply using evaluation to assess consequences

at the end” (p. 211). Spitzer and Conway (2002) have since evolved Super

Evaluation into a model called Training Results Measurement (TRM) and

suggest using the model up front to design results-oriented training programs.

How to Plan a Confirmative Evaluation
The activities involved in planning a successful confirmative evaluation are

basically the same as the activities for planning any type of program evalua-

tion. For example, Smith and Brandenburg (1991) suggest an eight-step plan-

ning process that emphasizes using input from decision makers to design and

document an evaluation plan that takes into account current constraints,

resources, and opportunities.
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Blended Approach
After reading the literature, we have developed a blended approach to plan-

ning confirmative evaluation. Our approach emphasizes these keys to being

successful:

• Assess the evaluability of the training program up front

• Stress the crucial role of stakeholders as decision makers and planners

• Develop a confirmative evaluation plan that is complete (who, what,

where, when, why, and how), accurate, flexible, credible, and useful

• Use evaluation outcomes to improve performance

The blended approach adapts to both proactive and reactive planning.

Planning Process Flow
PST 3.1 is a guide to using the blended planning process. The process is com-

posed of several activities, tasks, and major decision points:

• Activities:

Assess evaluability

Develop the confirmative evaluation plan

• Tasks:

Assess the program

Assess needs

Assess outcomes

Develop the plan

Maintain the plan (proactive planning only)

• Decisions:

Is the training program evaluable?

Are all stakeholder needs evaluable?

Are the evaluation outcomes evaluable?

Do stakeholders commit to action or nonaction?

Is the plan approved?

C o n f i r m a t i v e  E v a l u a t i o n4 6
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Tasks vary depending on whether the planning is proactive or reactive.

Both proactive and reactive planning begin by assessing the evaluability of

the training program, according to the intended duration of the program,

organization-specific criteria related to the program, and stakeholder infor-

mation needs. Reactive planners also review existing formative and summa-

tive evaluation data and analyze whether there is a gap between existing data

and stakeholder needs. A gap could have an impact on the evaluability of

stakeholder needs or make it necessary to adjust the needs.

Once the evaluation outcomes are assessed and validated as evaluable, and

once the stakeholders commit to acting on the outcomes to improve perfor-

mance, both proactive and reactive planners develop the confirmative evalua-

tion plan and initiate a review-approve-validate cycle for the plan. Reactive

planners then implement the plan while proactive planners maintain the plan,

making revisions as needed until it is time to begin the confirmative evaluation.

Throughout both proactive and reactive planning, the practitioner should

document and archive the inputs, process, outputs, and outcomes of the plan-

ning process. Documents archived in the appropriate knowledge, informa-

tion, or training management system are available to current and future

evaluation planners and are useful for justifying decisions and communicat-

ing with all the stakeholders.

Assess Evaluability
Wholey (1994), who first used the term evaluability in the 1970s, offers a ratio-

nale for beginning evaluation planning with evaluability assessment: “Rather

than having the evaluator construct an evaluation design that may prove to be

irrelevant, infeasible, inconclusive, untimely, or otherwise useless . . . evalua-

bility assessment begins the evaluation planning process by carrying out a pre-

liminary assessment of the program design” (p. 17). Shrock and Geis (1999)

draw a parallel between evaluability assessment and front-end analysis, empha-

sizing that despite the outcomes of the evaluability assessment, “. . . deciding

to do a different evaluation, or not to do an evaluation at all [inaction], should

remain a valid option during the planning stage” (p. 197).
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There are three major tasks related to evaluability assessment: (1) assess

the program, that is, the intended duration, organization-specific criteria, and

existing data (reactive only); (2) assess stakeholder needs, that is, identify

stakeholders and assess their information needs; and (3) assess outcomes; that

is, classify needs as outcomes and formulate as evaluation questions.

PST 3.2 is a performance support tool that is useful for determining

whether to conduct a confirmative evaluation of a specific training program.

This PST helps the practitioner record and rate the outcome data related to

intended program duration, organization-specific criteria, and stakeholder

information needs. For reactive planners, there is also a section for assessing

existing data.

Pr e p l a n 4 9
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PST 3.2. Confirmative Evaluation Evaluability Assessment Form for Training Programs.

Purpose of this PST: Determine whether it is appropriate to conduct a confirmative
evaluation of a training program.

How to use this PST:

1. Use some or all of the items below, or fill in your own evaluability factors.

2. Make sure each item has the same meaning for all respondents (for example, in
item six you need to determine the accepted interpretation of “well-defined”
goals and objectives).

3. Ask training program stakeholders to rate each item in each category.

4. Rule of thumb: If a majority of the stakeholders rate 80 percent or more of the
items in a category (an example is training program intended duration) as very
true or true, then the program is evaluable within that category.

Rating key: 4 = Very true 3 = True 2 = Not always true 1 = Untrue

Name of Training Program:

Training Program Intended Duration Rating (4–1)

1. Intended program duration is one to five or more years.

2. Intended program duration is less than one year, but certification
or licensing requirements mandate a confirmative evaluation.

3. Intended program duration is less than one year, but stakeholder
requests an extension.

4. Other:

5. Other:

Organization-Specific Criteria

6. Program goals and objectives are well defined.

7. Program goals and objectives are achievable.

8. Program goals and objectives align with business goals.
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PST 3.2. Confirmative Evaluation Evaluability Assessment Form for Training
Programs, Continued.

Rating key: 4 = Very true 3 = True 2 = Not always true 1 = Untrue

9. Program goals are critical to meeting organizational goals.

Rating (4–1)

10. Program goals and objectives are consistent with organizational
or business goals and objectives.

11. Priority needs of training audience are well defined.

12. Training program development and implementation budget 
is large.

13. Size of the training audience is large.

14. Training audience represents a critical business area or areas.

15. Training program is very visible internally or externally.

16. Organization has the resource capability (time, expertise,
technology, money, and so forth) to support a confirmative
evaluation.

17. Management is very interested in evaluating the training
program.

18. Other:

19. Other:

Stakeholder-Information Needs

20. All stakeholders are identified.

21. All stakeholders provided input.

22. Stakeholder information needs are identified.

23. Stakeholder needs are critical to achieving work group goals.

24. Stakeholder needs are critical to achieving business and
organization goals.

25. Stakeholder information needs are evaluable (clear, useful,
measurable).
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PST 3.2. Confirmative Evaluation Evaluability Assessment Form for Training
Programs, Continued.

Rating key: 4 = Very true 3 = True 2 = Not always true 1 = Untrue

26. Evaluation outcomes are well defined.

Rating (4–1)

27. Evaluation outcomes are evaluable (clear, useful, measurable).

28. Stakeholders will use evaluation outcomes to improve
performance.

29. Other:

30. Other:

Support from Existing Data (Reactive Planning Only)

31. Existing formative and summative evaluation data assess current
organization-specific criteria.

32. Existing formative and summative evaluation data meet all of the
stakeholders’ information needs.

33. Data are missing, but it is possible to assess organization-specific
criteria without the missing data.

34. Data are missing, but it is possible to meet stakeholder
information needs without the missing data.

35. Missing data are retrievable.

36. We can collect missing data through confirmative evaluation.

37. We do not need to assess the organization-specific criteria not
covered by existing data.

38. We can adjust stakeholder needs to adjust for missing data.

39. Other:

40. Other:

C o n f i r m a t i v e  E v a l u a t i o n5 2

Confirmative Evaluation: Practical Strategies for Valuing Continuous Improvement. Copyright © 2004 by John
Wiley & Sons, Inc. Reproduced by permission of Pfeiffer, an Imprint of Wiley. www.pfeiffer.com

Dessinger.c03  10/30/03  11:20 AM  Page 52



Assess the Program
There are three subtasks involved in assessing the evaluability of the training

program. The practitioner determines the intended program duration, assesses

organization-specific criteria, and, if the confirmative planning is reactive,

analyzes existing data. Only then is it possible to decide whether the training

program is evaluable.

Determine Intended Program Duration. The first step in assessing evaluability is to

determine how long the training program is scheduled to continue. Confir-

mative evaluation is appropriate when the intended training program dura-

tion is one year or longer. Occasionally, special requirements may dictate the

need to conduct a confirmative evaluation of a short-term (or even one-time-

only) program. An example of that need is when accreditation, certification,

licensing, oversight, or compliance requirements mandate confirmative eval-

uation even if the program runs for less than one year. Another instance

would be if stakeholders ask the training department to extend the duration

of a short-term or one-time-only training program and the training depart-

ment needs confirmative evaluation data to support or deny the request.

PST 3.2 suggests how to rate the evaluability of a training program in

terms of intended duration factors.

Assess Organization-Specific Criteria. The second step in evaluability assessment

is to gather and review organization-specific criteria for the training program.

Organization-specific criteria may include internal standards for designing,

implementing, and evaluating a training program as well as criteria related to

participant and other reactions, cost-benefit ratio, return on investment, and

other factors. Ideally, evaluation, training, or HPT departments identify and

include organization-specific criteria as part of the department’s documented

evaluation protocol. If criteria do not exist, the practitioner may need to iden-

tify stakeholders and then generate the criteria with the help of the stake-

holders. PST 3.2 suggests some generic criteria to jump-start this process.

Criteria are often based on individual needs, concerns, and perceptions.

When stakeholders are involved, it is imperative that they all agree on a com-

mon meaning for each criterion (Smith, 1989). Once criteria are generated,

Pr e p l a n 5 3

Dessinger.c03  10/30/03  11:20 AM  Page 53



the practitioner may record them on PST 3.2 and use the form to rate the

evaluability of a training program.

Analyze Existing Data. Existing data are quite useful for assessing evaluability and

identifying organization-specific criteria. Data on the training program itself

are not available if the confirmative evaluation is planned up front (proactive

planning). However, there may be information on generic organization-

specific criteria that could prove helpful for establishing what the organiza-

tion expects from the program in terms of outputs and outcomes.

Reactive planners have the added opportunity to analyze existing forma-

tive or summative evaluation data. The purpose of this analysis is to determine

if information exists that helps determine (1) whether organization-specific

criteria were taken into account when the training program was designed and

developed, and if so then (2) whether documentation supports how well the

program outcomes met the criteria. Any gaps between organization-specific

criteria then and now, or any gaps in reporting outcomes related to the crite-

ria then and now, are identified and the practitioner can determine whether it

is possible to use confirmative evaluation to bridge these gaps.

Decision Time: Is Program Evaluable? The first decision point is equivalent to 

an early warning system or yellow flag; it applies program-duration and

organization-specific criteria to the training program even before process plan-

ning begins. If the training program is not long-term or does not meet 80

percent of the organization-specific criteria, then the evaluator may suggest

that it is not appropriate to conduct a confirmative evaluation. However, if

there is an overriding political or other need for confirmative evaluation, the

practitioner may continue the planning process by identifying the stake-

holders and assessing their information needs.

Assess Needs
There are three to four subtasks involved in assessing stakeholder needs. First,

the practitioner identifies all the potential stakeholders. Then the practitioner

identifies stakeholder information needs, analyzes existing data (if the plan-

ning is reactive), and helps the stakeholder adjust their needs if necessary. At

this point it is possible to decide whether stakeholder needs are evaluable.
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Identify All Stakeholders. Assessing information needs involves identifying all the

stakeholders and assessing what information they need that will help them

improve performance or make decisions. Stakeholders are “. . . organizations

and people who are involved in or affected by the performance and results of

a program” (Boulmetis and Dutwin, 2000, p. 23). Stakeholders may include

program participants, sponsors, and staff, as well as external or internal cus-

tomers, decision makers, and others who are affected by the program out-

comes. Lipps and Grant (1990) write that involving stakeholders and internal

professionals, such as evaluators, training staff, HPT staff, analysts, subject

experts, and others, in the confirmative evaluation planning process helps

identify constraints, drive modifications to the plan, create buy-in from the

organization, and improve the feedback process.

Look for the Decision Makers. Many stakeholders are decision makers.

For example, some may use the evaluation outcomes to decide whether to

retain, revise, reject, or replace the training program, or use evaluation out-

comes to improve performance within their work group or business or

throughout the organization. Worthen, Sanders, and Fitzpatrick (1997) show

an example of a matrix (on p. 218) that lists potential stakeholders in one col-

umn and uses a series of check-off columns to match each stakeholder to a

specific type of decision (for example, operational decision, policy decision,

marketing decision, and so forth).

Don’t Forget a Champion. While identifying stakeholders, it is important

to remember that every confirmative evaluation needs a champion. A cham-

pion is a visionary who recognizes and supports the need for change, believes

in the philosophy and practice of confirmative evaluation, is able to visualize

and articulate value-added benefits, knows how to establish relationships and

build a climate of trust, understands organizational realities, is able to garner

political and financial support, and overcomes obstacles to confirmative think-

ing (Daft, 1997).

The evaluation, training, or HPT practitioner has several options for

selecting a champion, using whatever technologies (virtual, telecommunica-

tions, computer) are available and accepted within the organization:
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• Ask the training program champion to promote the confirmative eval-

uation or suggest a champion

• Ask the person who requested the confirmative evaluation to be the

champion or suggest one

• Select a champion from the training program stakeholders

• Ask colleagues and stakeholders for suggestions

• Select a champion from among the high-profile individuals within

the organization

Clarify Stakeholder Expectations. During the stakeholder identification

process, the evaluator needs to clarify and communicate clear and realistic

expectations regarding the planning roles and responsibilities of a stakeholder.

For example, Is the stakeholder’s responsibility limited to approving a process?

piloting a procedure? making a policy decision? If the organizational climate

encourages collaboration, the evaluator may negotiate the roles and respon-

sibilities individually or on a group basis. Whatever the limitations on respon-

sibility, shared accountability for identifying and using the outcomes of the

confirmative evaluation is a given: “. . . I believe trainers and consultants have

done themselves a disservice by assuming responsibility for evaluation. . . .

We are responsible for the integrity of our work and products; however, the

client must share the accountability for results” (Hale, 2002a, p. 1).

Time for a Reality Check. Ideally, the confirmative evaluation planning

process should include everyone who has an interest in the outcomes of the

training program, especially those who are responsible for using the outcome

measures to improve performance. The usefulness of the evaluation outcomes

is “enhanced by broad participation . . . and shared ownership of the process”

(Shrock and Geis, 1999, p. 189). However, everyone may not be available at

the same time. If major decision makers are ready and willing to help with

the planning, then the evaluation, training, or HPT practitioners may decide

to proceed with the evaluability assessment and bring additional stakehold-

ers on board as they are identified.

C o n f i r m a t i v e  E v a l u a t i o n5 6

Dessinger.c03  10/30/03  11:20 AM  Page 56



Identify Information Needs. Once during an international teleconference spon-

sored by Ford Motor, the audience asked quality and management gurus Peter

Senge and W. Edwards Deming a number of questions that focused on how

to gather information from employees, board members, and so forth. Senge’s

answers varied, but Deming’s reply was always the same: “Ask them!”

The best way to identify stakeholders’ information needs is to ask them.

It is vital that all stakeholders have an opportunity to articulate and share their

information needs early in the planning process. The evaluation, training, or

HPT practitioners may “ask them” through virtual or face-to-face interviews,

questionnaires, surveys, brainstorming, or focus groups. In a collaborative

environment, needs negotiation is an effective way to generate and prioritize

information needs from a variety of stakeholders.

Needs Negotiation. The process of needs negotiation during instructional

development is described in Coleman, Perry, and Schwen (1997, pp. 274–

275) as “a search for the beliefs and values of the clients, learners, and others

who have a stake in the situation . . .” Needs negotiation is especially useful

for identifying the information needs of confirmative evaluation stakehold-

ers because there are many stakeholders; each one has his or her own infor-

mation need; and each information need reflects a different set of personal

and organizational assumptions, values, and perspectives.

Needs negotiation has its roots in the constructivist approach to learning

and instruction. Using needs negotiation to identify stakeholder information

needs helps the stakeholders, as well as the practitioner, decide whether to

conduct a confirmative evaluation. The process also generates a negotiated

list of stakeholder information needs to use as a basis for developing evalua-

tion outcomes and questions.

The evaluation, training, or HPT practitioner uses whatever technol-

ogy is available, accessible, and accepted to facilitate the needs negotiation

session(s). This may range from real-time meeting technologies such as

flipcharts and electronic whiteboards to virtual communication technolo-

gies such as e-mail, electronic bulletin boards, chat rooms, teleconferencing,
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or videoconferencing. Individual interviews are another alternative; however,

they are not as effective as group sessions.

Needs negotiation acknowledges the important role of the practitioner as

a needs negotiator, while making the stakeholders ultimately accountable for

the outcomes. PST 3.3 lists the basic steps in conducting a successful needs

negotiation to generate a list of stakeholder information needs.

C o n f i r m a t i v e  E v a l u a t i o n5 8

Dessinger.c03  10/30/03  11:20 AM  Page 58



PST 3.3. Steps in Negotiating Stakeholder Information Needs.

Purpose: To help the evaluation, training, or HPT practitioner use needs negotiation
techniques to identify, share, and accept stakeholder information needs.

Directions: The stakeholders who are involved in planning a confirmative evaluation
plan have many and differing information needs. Use this group process to help the
stakeholders articulate and share their needs, and develop a list of information needs
that truly represent their assumptions, perspectives, and values. (You may conduct
individual interviews, but the group process is more effective.)

If you want to do a self-assessment of the needs negotiation process, write one of
these symbols in the blank next to each step as it is completed:

✓ Step completed successfully

X Skipped this step

? There was a problem that may have affected the result of this step

___1. Ask yourself these questions and record your responses: Do I feel that a confir-
mative evaluation is needed? Why? Why not? What information needs do I
think will (or should) surface during this session?

___2. Ask all the stakeholders the same questions. You or the stakeholders may
record the results.

___3. Facilitate a discussion of all the responses. Focus on comparing the various
perspectives, values, and assumptions. Record the results.

___4. Develop a list of information needs that represent the needs of all the
stakeholders.

___5. Use the list of information needs as the basis for deciding whether to conduct 
a confirmative evaluation. If the decision is yes, the document also provides a
list of stakeholder needs to use as a basis for developing evaluation outcomes
and questions.
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Dialogue. Applying the principles of Dialogue can also enhance the process

of identifying and clarifying stakeholder information needs. Dialogue

increases “. . . the capacity of members of a team to suspend assumptions and

enter into a genuine ‘thinking together’” (Senge, 1990, p. 10). Wilson (2002)

writes that dialogue is all about “how much time (you) spend in the other

person’s frame of reference compared to how much you spend in your own”

(n.p.). Patterson, Grenny, McMillan, and Swizler (2000, p. 7) believe that

dialogue is “better than duct tape” because it is capable of fixing just about

anything dealing with human relationships at home, work, or play.

Dialogue goes beyond discussion and requires a different set of skills

(Tracey, Solomon, and Moseley, unpublished manuscript). PST 3.4 suggests

several Dialogue skills that the evaluation, training, or HPT practitioners may

apply to enhance the needs negotiation process.
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PST 3.4. Good-Better-Best Dialogue.

Purpose: To help you self-assess your personal dialogue skills or assess a dialogue
interaction.

Directions for assessing your dialogue skills: Read each item below and place a ✓ in
the blank next to the skill(s) you need to improve. Try to work on improvement before
you begin a dialogue interaction.

Directions for assessing a dialogue interaction: During or after the dialogue inter-
action, put an X in the blank next to any item that is causing (or has caused) you
concern. After the dialogue, ask yourself: Why was this a concern? What really hap-
pened? What do I need to do to improve the next dialogue session?

___1. Am I able to (did I) put aside my assumptions, values, and personal perspective
and recognize or accept the other person’s perspective?

___2. Am I able to (did I) share and clarify why I feel the way I do?

___3. Am I able to (did I) suspend the whole notion that one of us is right and one of
us is wrong?

___4. Am I able to (did I) bite my tongue and not force the other person to agree or
disagree with me?

___5. Am I able to (did I) use clarifying questions to make sure I understand the other
person and he or she understands me?

___6. Am I able to (did I) rephrase what the other person said in my own words so I
demonstrate that I understand what he or she is telling me?
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Analyze Existing Evaluation Data. Once more, reactive planners have the added

opportunity to analyze existing formative or summative evaluation outcome

data. The purpose of the analysis is to determine whether there is a gap

between current stakeholder information needs and existing data. If a 

gap does exist, the practitioner may find that it is necessary to adjust stake-

holder needs because they have already been met by existing data, data are not

available to meet their needs, or confirmative evaluation will meet their needs.

Adjust Stakeholder Needs. The practitioner may find it necessary to guide the

stakeholders through needs adjustment. For example, stakeholder A wants to

find out how well participants from his business performed during training.

The evaluator knows that the stakeholder needs to assess participant test scores

from the training program; the scores are not available, but she does have

access to content outlines and performance objectives from the program and

has access to or can generate workplace performance data. The evaluation,

training, or HPT practitioner suggests that the stakeholder could refocus on

whether the participants applied their new knowledge or skills in the work-

place. Knowing when and how to suggest a needs adjustment comes from

formal training or education in evaluation theory, lots of practice, network-

ing with colleagues, and professional development activities.

Are Information Needs Evaluable? Once stakeholder information needs are nego-

tiated or adjusted, the practitioner and the stakeholders should decide whether

the needs are evaluable—that is, whether they are clear, useful, and measur-

able and whether data exist or may be generated to meet the information

needs. PST 3.2 suggests how to rate the evaluability of stakeholder informa-

tion needs.

The practitioner is responsible for helping the stakeholders refine their

needs statements until they are clear (explicit and unambiguous). The key is

to select a needs identification technique, such as needs negotiation, that

includes opportunities to discuss and clarify individual needs.

The stakeholders, guided by the practitioner, have the primary responsi-

bility for establishing usefulness. In his discussion of utilization-focused eval-

uation, Patton (1997, p. 23) warns that judging the merit and worth of a
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training program is not “an end in itself ”; it is more important to identify

why the stakeholder needs to know and how he or she will use the informa-

tion. Ultimately, stakeholder information needs should align with current

business and organization needs, which  in turn align with long-term busi-

ness and organization goals.

The practitioner has the primary responsibility for determining whether

stakeholder needs are measurable using standard quantitative or qualitative

techniques. The evaluator validates measurability once the needs are formu-

lated as evaluation outcomes.

Assess Outcomes
Stakeholder information needs may surface as questions, concerns, statements

of fact or perception, or random thoughts. Stakeholders are generally not

trained to think like evaluators; they may not know what evaluation can do

for them. The evaluation, training, or HPT practitioner should help the stake-

holders formulate evaluation outcomes by classifying their needs in such terms

and then writing evaluation questions.

Classify Needs as Outcomes. The term program evaluation outcome refers to the

cause-and-effect relationship between training program activities and their

expected, measurable results: “Outcomes are what occur as a direct result of an

action” (Boulmetis and Dutwin, 2000, p. 25). The traditional outcomes that

stakeholders look for at the end of confirmative evaluation are efficiency and

effectiveness. Impact and value are often folded into the discussion of effec-

tiveness; however, we suggest that impact and value are outcomes in their own

right and should be treated separately.

Efficiency. If the stakeholders need to know whether the benefits of a train-

ing program are greater than the time and cost of program development and

implementation, they are asking whether the program is efficient. Evaluation

experts generally agree that efficiency refers to “. . . the degree to which a pro-

gram or project has been productive in relationship to its resources” (Boul-

metis and Dutwin, 2000, p. 3).
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Effectiveness. If stakeholders want to know whether their repair technicians

learned how to troubleshoot a new product or were able to apply their new

troubleshooting knowledge in the field, the stakeholders want to know

whether the training program was effective. Most evaluation experts are in

agreement that effectiveness deals with program goals and “the degree to

which goals have been reached” (Boulmetis and Dutwin, 2000, p. 3). For

example, Carr (1992) writes, “Effectiveness means that training improves per-

formance as much as possible” (p. 136).

Some experts, including Carr (1992), suggest that impact and value are

elements of effectiveness. However, we prefer to view impact and value as sep-

arate outcomes of confirmative evaluation.

Impact. If the stakeholders need to know whether a training program helped

a business unit improve quality, decrease cycle time, or increase customer sat-

isfaction, they are asking about the impact of the training program: “Accord-

ing to estimates from ASTD and others, only 3 percent of all training courses

are evaluated for business impact” (Spitzer, 2002, p. 1).

As a stand-alone outcome, impact is the degree to which a training pro-

gram results in intended performance improvement over time. For example,

Boulmetis and  Dutwin (2000) refer to impact as “the degree to which a pro-

gram or project resulted in [positive or negative] change” (p. 3). They offer

this example: “Longer range, more sustained results [outcomes] of an action

may be termed ‘impacts,’ which need to be measured after a period to allow

for things to percolate and settle in. For example, a training program may be

deemed effective, given the impressive outcomes after its completion. How-

ever, within three months, due to lack of retention or lack of use or ‘buy-in,’

the new knowledge has not been put to use in the work place. Thus there was

little or no impact from the training” (p. 25).

The terms training for impact (Robinson, 1984; Robinson and Robinson,

1989) and training for results (Brinkerhoff, 1987; Brinkerhoff and Apking,

2001) imply that impact is the intended outcome of a training program.

Robinson and Robinson (1989) state that impact training is “needs-driven,”
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“results-oriented,” and “applicable to any situation where training’s purpose

is to help the organization achieve its objectives” (p. 11).

Training program results may have an impact on individuals, groups, or

the whole organization; policies, procedures, or products; systems, standards,

or services. For example, Kirkpatrick (1994) defines his fourth and last level

of evaluation as “. . . the final results that occurred because the participants

attended the program. The final results can include increased production,

improved quality, decreased costs, reduced frequency and/or severity of acci-

dents, increased sales, reduced turnover, and higher profits and return on

investment” (p. 25).

Value. Evaluation is all about “assessing the worth of activities or events

according to some system of valuing” (Seels and Richey, 1994, p. 52). Value

implies that the training program increases the merit or worth of an individ-

ual, work group, or organization. The concept of value-added refers to “those

activities that provide something the customer values . . . [for example] the

difference between the cost of the materials and services purchased to pro-

duce a good (or service) and the amount you can sell it for” (Creelman,

2002). Watkins and Kaufman (2002) suggest that both successful needs

assessment and evaluation yield internal and external value-added benefits

to the organization.

When it comes to evaluation, meaning lies in the eye of the stakeholder.

If the stakeholders need to know about the merit or worth of a training pro-

gram in terms of return on investment, employee satisfaction, or customer

loyalty, they are asking about the value of the training program.

Depending on the outcome the stakeholder wishes to achieve, there are

several ways to calculate value. For example, there is Gilbert’s formula W =

V/C (1996, p. 17). In this formula, W stands for worthy performance, V is

value (accomplishments), and C is the cost to support the behavior that pro-

duces the accomplishment that delivers value to the organization. Worthy

performance occurs when the value or accomplishment is greater than the

cost of achieving it.
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More recently, Van Tiem, Moseley, and Dessinger (2000) set up another

equation, V = f (CC+CE+CQI). In this one, “. . . the value of a performance

intervention is a function [ f ] of the continuing competence [CC] of the per-

formers who participate in the intervention, plus the continuing effectiveness

[CE] of the entire performance improvement package including products and

process, plus the continuing quality improvement [CQI], including quality

control and assurance” (p. 176).

Finally, IBM uses Learning Effectiveness Measurement (LEM), a propri-

etary learning measurement process that constitutes a comprehensive and

scaleable framework for deriving higher business value from learning inter-

ventions (Spitzer, 2002; Spitzer and Conway, 2002).

Formulate Evaluation Questions. Sometimes it is useful to phrase the stakehold-

ers’ information needs as evaluation questions that state or imply the desired

evaluation outcome. Combs and Falletta (2000) suggests the use of targeted

evaluation questions: “Once the intervention [training program] and orga-

nizational context are understood, the next step is to generate targeted eval-

uation questions . . . specific, focused questions that lend themselves to

measurement” (p. 18). The stakeholders can help the evaluation, training, or

HPT practitioner generate targeted questions. For example, if one intended

evaluation outcome is effectiveness, and the goal of the program was to train

line operators to know how to assemble a new product, one targeted ques-

tion might read, “Can training participants assemble the new product within

the established standards for number of defects per product run?”

PST 3.5 presents examples of stakeholder need statements, lists and

describes confirmative evaluation outcomes, and suggests evaluation questions.

The questions are specific to the outcomes and follow the urging of Binder

(2001) and other evaluation professionals to state the measure in countable

units rather than subjective terms. The practitioner may use a blank version of

PST 3.5 to record each stakeholder information need, classify the need accord-

ing to the four confirmative evaluation outcomes (efficiency, effectiveness,

impact, and value), write an evaluation outcome that responds to the need, and

write an evaluation question or questions that target the intended outcome.
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PST 3.5. From Needs to Outcomes to Questions.

Purpose: To help you record and classify stakeholder needs, write needs-based evalu-
ation outcomes, and write outcome-based evaluation questions.

Directions:

1. Make a blank copy of this matrix and use it as a worksheet.

2. Record a stakeholder information need in Column 1.

3. Classify the need by confirmative evaluation outcome—effectiveness, efficiency,
impact, or value—in Column 2.

4. Write the appropriate confirmative evaluation outcome for the need in Column 2.

5. Write a confirmative evaluation question or questions for the outcome in Column 3.

6. Repeat steps 2–5 for each stakeholder need.
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1. Stakeholder 2. Evaluation 3. Confirmative
Information Need Outcome Evaluation Question

Example: Need to find out
whether the training program
really did help participants
deliver products on time.

Example: Need to justify the
cost of the training program

Example: Need to find out
whether the training pro-
gram improved the quality
of work output

Example: Need to find out
whether customers think
that service is better now

Effectiveness (degree to
which the training program
achieved the intended
learning or performance
goals and objectives)

Efficiency (degree to 
which the benefits of the
training outweigh the costs)

Impact (degree to which
the training program out-
comes improved the perfor-
mance of the worker, work,
business, or organization)

Value (degree to which the
training program increases
the merit or worth of the
worker, work, business, or
organization)

Example: Did distribution
areas that participated in the
training program increase
the number of on-time deliv-
eries by X% per week?

Example: Do the monetary
benefits to the organization
outweigh the cost of the
training program by X%?

Example: Does the amount
of rework show a significant
decrease after the training?

Example: Do annual surveys
show X increase in the cus-
tomer satisfaction index for
service calls?
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Are Outcomes Evaluable? Now it is time to validate that the stakeholders’ infor-

mation needs have translated successfully into evaluable outcomes. Evaluable

outcomes are clear, useful, and measurable. Once again, the evaluator and

stakeholder share responsibility for assessing clarity, the stakeholders have the

major responsibility for assessing usefulness, and the evaluator has the major

responsibility for assessing measurability.

Are Stakeholders Committed to Action? The stakeholders have decided that their

information needs and the corresponding evaluation outcomes are evaluable.

Now the stakeholders need to commit to personal action for using the out-

comes to improve performance. Patton (1997) draws an analogy between

utilization-focused evaluation and preparing a meal: “. . . not dining [evalu-

ating] at all is always on the menu. It’s better to find out before preparing the

meal that those invited to the banquet are not really hungry. Take your feast

elsewhere, where it will be savored” (p. 85).

This chapter has suggested a collaborative approach to identifying stake-

holder needs and formulating evaluation outcomes. In the spirit of collabo-

ration, stakeholders may find it helpful to share their action plans with each

other and even integrate their action plans for maximum effectiveness.

Challenges to Evaluability Assessment
The major challenges facing the evaluation, training, or HPT practitioner

during the evaluability assessment stage of planning a confirmative evalua-

tion are to:

• Identify everyone who has a stake in the training program, especially

all decision makers

• Include all the stakeholders in the planning activities

• Verify that stakeholder information needs align with the needs of the

organization

• Translate stakeholder information needs into confirmative evaluation

outcomes that are clear, measurable, and useful

• Maintain support from the stakeholders throughout the confirmative

evaluation planning and implementation process
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  T H R E E

1. Reactive planning is real; proactive planning is ideal.

2. The five performance support tools (PSTs) in this chapter can be useful

for conducting an evaluability assessment.

3. The keys to successful planning include staying focused on the purpose

and context, asking the right people the right questions, negotiating needs

and outcomes, and documenting and archiving both the process and the

decisions.

4. Personal lessons learned: 

N E X T  S T E P S

Chapter Four discusses how both proactive and reactive planners complete

the planning process by developing the confirmative evaluation plan. In addi-

tion, proactive planners must monitor the training program for possible revi-

sions and maintain the confirmative evaluation plan until it is implemented.
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T O O L B O X  F O R  A S S E S S I N G  E VA L U A B I L I T Y

Here is your first toolbox. It gives you additional resources to help you increase
your knowledge and skills related to evaluability assessment.

Dialogue

Patterson, K., Grenny, J., McMillan, R., and Swizler, A. Better Than Duct Tape:
Dialogue Tools for Getting Results. Plano, Tex.: Pritchett Rummler-Brache,
2000.

Evaluability Assessment

Smith, M. F. Evaluability Assessment: A Practical Approach. Boston: Kluwer,
1989.

Planning Evaluation: Steps and Stages

Shrock, S. A., and Geis, G. L. “Evaluation.” In H. D. Stolovitch and E. J. Keeps
(eds.), Handbook of Human Performance Technology: Improving Individual
and Organizational Performance Worldwide (2nd ed.). San Francisco:
Jossey-Bass/Pfeiffer; Silver Spring, Md.: International Society for Performance
and Instruction, 1999.

Smith, M. E., and Brandenburg, D. C. “Summative Evaluation.” Performance
Improvement Quarterly, 1991, 4(2), 35–58.

Needs Negotiation

Coleman, S. D., Perry, J. D., and Schwen, T. M. “Constructivist Instructional
Development: Reflecting on Practice from an Alternative Paradigm.” In 
C. R. Dills and A. J. Romiszowski (eds.), Instructional Development Para-
digms. Englewood Cliffs, N.J.: Educational Technology Publications, 1997.

Web-Based Resource

The Key Evaluation Checklist, a tool for assessing evaluability, is available at
www.wmich.edu/evalctr/checklists
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7 3

IN CHAPTER THREE, we began the confirmative evaluation plan-

ning process (PST 3.1) by assessing the evaluability of the training pro-

gram or other performance improvement interventions. Once the training

program passes the evaluability assessment, it’s time to complete the planning

process by developing a plan or blueprint for the confirmative evaluation. A

carefully crafted and targeted confirmative evaluation plan accomplishes three

things:

1. It sells confirmative evaluation to those people within the organiza-

tion who will authorize the resources to make it happen (decision

makers) or use the results to improve performance.

2. It guides the evaluation, training, or HPT practitioner through the

process of implementing confirmative evaluation.

3. It increases the efficiency and effectiveness of the confirmative eval-

uation process, maximizes the impact and value of the confirmative

evaluation results, and limits the need for rework.

4
Plan: The Plan’s the Thing
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Without a systematic and systemic plan, confirmative evaluation would never

succeed in accomplishing its goals and would, in fact, justify those who label

confirmative evaluation a proverbial exercise in futility.

During this part of the plan phase, the practitioner works in partner-

ship with the stakeholders to build a confirmative evaluation plan that 

“. . . measures the things that are important and to the level of precision that is

useful” (Hale, 2002b, n.p.). Building the plan is part salesmanship and part

craftsmanship; the decisions made during this phase determine and docu-

ment who participates in the evaluation, what activities take place, when

they take place, how much it costs, what resources are required, how the

data are collected and analyzed, and how the results are documented and

distributed.

This chapter explains how to build and craft the plan. We focus on the

content of the plan and discuss what to include in the executive summary

and introduction; how to select and document an evaluation design, a data-

collection plan, and a data analysis and interpretation plan; how to develop

and document a communication and an administrative plan; and how to gain

approval.

After reading this chapter, you will be able to:

1. Explain the purpose of a confirmative evaluation plan

2. Identify the content of a confirmative evaluation plan

3. Use PST 4.1 and PST 4.2 to prepare a complete, accurate, and flex-

ible confirmative evaluation plan

4. Select and document an evaluation design, a data-collection plan,

and a data analysis and interpretation plan

5. Develop and document a communication plan

6. Initiate a review-validate-approve cycle for the plan

7. Monitor the training program and maintain the plan (if there is a

time lapse between planning and implementing the confirmative

evaluation)
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What’s in a Confirmative Evaluation Plan?
The reactive confirmative evaluation plan is a stand-alone document; the

proactive plan is a section within the full-scope evaluation plan for a training

program. Whether it is reactive or proactive, the plan must meet the infor-

mation needs of the people who will authorize the confirmative evaluation,

use the results of the confirmative evaluation, and implement the confirmative

evaluation. PST 4.1 suggests ways to analyze the target audience, production

parameters, and other factors prior to developing the plan.

P l a n 7 5
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PST 4.1. Getting Started on a Confirmative Evaluation Plan.

Purpose: To help you plan the plan.

Directions: Fill in the blanks. Add or expand items as needed. For example, complete
a stakeholder information section for each person who should review and/or approve
the plan.

1. Training Program: _______________________________________________________

2. Type of Plan: � Proactive plan (section of up-front full-scope evaluation plan)
� Reactive (stand-alone document)

3. Stakeholders: (who should review and/or approve the plan)

Name and Position: ________________________________________________________

Purpose: � Review and approve plan � Review for information only � Not sure

Preferred format: � Hard copy � Electronic copy � Verbal presentation � Other ____

Mail or e-mail address ________________________________________________________

____________________________________________________________________________

____________________________________________________________________________

Special information needs ____________________________________________________

____________________________________________________________________________

Other _______________________________________________________________________

____________________________________________________________________________

Name and Position: ________________________________________________________

Purpose: � Review and approve plan � Review for information only � Not sure

Preferred format: � Hard copy � Electronic copy � Verbal presentation � Other ____

Mail or e-mail address ________________________________________________________

____________________________________________________________________________

____________________________________________________________________________

Special information needs ____________________________________________________

____________________________________________________________________________

____________________________________________________________________________

Other _______________________________________________________________________

_____________________________________________________________________

C o n f i r m a t i v e  E v a l u a t i o n7 6
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PST 4.1. Getting Started on a Confirmative Evaluation Plan, Continued.

Name and Position: ________________________________________________________

Purpose: � Review and approve plan � Review for information only � Not sure

Preferred format: � Hard copy � Electronic copy � Verbal presentation � Other ____

Mail or e-mail address ________________________________________________________

____________________________________________________________________________

____________________________________________________________________________

Special information needs ____________________________________________________

____________________________________________________________________________

Other _______________________________________________________________________

____________________________________________________________________________

4. Production parameters: (document standards, technology capabilities, or technology
restrictions specific to the organization that may affect how you produce the plan):

_______________________________________________________________________

_______________________________________________________________________

5. Outline (PST 4.2): � Use “as is” � Adjust to meet audience needs � Not sure
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Decision makers who will authorize the confirmative evaluation or use

the results of the evaluation to improve performance need to know, “What’s

in it for me and for the organization?” and “How will I know the confirmative

evaluation results are valid?” The practitioner and others who will implement

the confirmative evaluation must know, “What do I need to do to ensure that

the confirmative evaluation is successful?” PST 4.2 lists and describes the con-

tent of a confirmative evaluation plan that meets the information needs of

decision makers, users, and doers.
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PST 4.2. Confirmative Evaluation Plan Outline.

Purpose: To guide the evaluator in preparing a complete and accurate confirmative
evaluation plan.

Directions: Use this content outline to develop a confirmative evaluation plan, or 
as a checklist to verify that the content of the finished plan is complete. Adjust the
outline according to the needs of the stakeholders, the reviewers, and the organiza-
tion (see PST 4.1).

1.0 Executive Summary (single-page summary of plan)

2.0 Introduction (purpose and summary of evaluability assessment)

2.1 What is the purpose of this confirmative evaluation?

2.2 What are the intended evaluation outcomes?

2.3 Who are the stakeholders?

2.4 What are the stakeholder information needs?

2.5 How were the evaluation outcomes formulated?

2.6 Why is each evaluation outcome important to the stakeholders and the
organization?

2.7 How did we determine that each outcome is evaluable?

3.0 Implementation Plan

3.1 Evaluation design

3.1.1 Is a formal, informal, or blended evaluation approach most appropri-
ate, given the intended evaluation outcomes and the organizational
culture, climate, and capabilities? Why?

3.1.2 Which evaluation design is most appropriate: experimental, quasi-
experimental, naturalistic, or blended? Why?

3.2 Data collection plan

3.2.1 What type of data do we need: quantitative, qualitative, or both?

3.2.2 What specific data do we need so as to measure each outcome?
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PST 4.2. Confirmative Evaluation Plan Outline, Continued.

3.2.3 What are the data sources?

3.2.4 What collection techniques are most effective and efficient?

3.2.5 What data collection tools or instruments do we need to select or
design?

3.2.6 How will we document or record the data?

3.2.7 How will we store the data for retrieval during analysis and
interpretation?

3.3 Data analysis and interpretation plan

3.3.1 What techniques will we use to analyze and interpret the data?

3.3.2 What tools or instruments do we need to select or design?

3.3.3 Who will do the analysis and interpretation?

3.4 Communication plan

3.4.1 Who needs a progress report? Why? How often?

3.4.2 Who needs to know the results? Why? When?

3.4.3 How will we communicate the results?

3.4.4 Who will communicate the results?

3.4.5 Who will produce the communications?

3.5 Administration plan

3.5.1 What administrative activities will support the confirmative evaluation?

3.5.2 Who will handle the administrative activities?

3.5.3 What is the budget?

3.5.4 What are the timelines?

3.5.5 What are the human resource requirements?

4.0 Conclusion (closing statement)

4.1 What are the highlights of this plan?

4.2 Why should the reader buy into this plan?
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PST 4.2 suggests that the plan should contain an executive summary, intro-

duction, detailed plan for implementing the confirmative evaluation, and a con-

clusion to summarize the benefits of the plan and recommend buy-in. The bulk

of the confirmative evaluation plan is really a blueprint for implementing the

evaluation. Although every evaluation is different because of its unique context,

and because procedures differ by method chosen, there are discernible steps that

characterize every well-conducted evaluation. Figure 4.1 lists seven steps for

conducting a successful evaluation (Moseley, 2002). The confirmative evalua-

tion plan should include steps one to six; meta evaluation (step seven) requires

a separate plan or a separate section in the full-scope evaluation plan.

P l a n 8 1

Figure 4.1. Seven Steps to Successful Evaluation.

Step 1 Focus the Evaluation
What When Why
Who Where

Step 2 Design the Evaluation
Data to be collected Data collection
Methodology Data analysis
Instrumentation Reporting

Step 3 Collect the Data
Sources of evaluation information
Quantitative and qualitative data
Select or develop instruments
Questionnaires, interviews, observations, etc.

Step 4 Analyze and Interpret Data
Handling returned data
Analyzing your data
Interpreting results

Step 5 Manage the Evaluation
Select, hire, and train the evaluator
Draft the budget
Monitor the evaluation and anticipate problems

Step 6 Report the Evaluation Results
Identify stakeholders
Online content
Report format

Step 7 Meta Evaluation
Type one or type two?
Who should do it?

Source: Moseley (2002).

Dessinger.c04  10/30/03  11:20 AM  Page 81



Executive Summary
High-level decision makers may never read the entire confirmative evaluation

plan. They may prefer a one-page document that states the benefits and con-

tains a synopsis of the major components of the plan. Although the execu-

tive summary is first in the outline, it is preferable to write the summary after

the entire plan is completed.

Introduction
The introduction sells the confirmative evaluation plan to decision makers

and users. The introduction summarizes the process and outcomes of the

evaluability assessment (see Chapter Three) and sets forth a strong rationale

for spending time, money, and personnel resources on confirmative evalua-

tion. PST 4.2 suggests that the introduction should list and describe the

intended confirmative evaluation outcomes, summarize the evaluability assess-

ment process that leads to formulating the outcomes, and stress how the out-

comes will trigger and support performance improvement actions that benefit

the stakeholders and the organization.

The introduction should specify the purpose of the evaluation and sum-

marize the process and outcomes of the evaluability assessment.

Evaluation Design
The purpose of this section of the confirmative evaluation plan is to:

• Describe the evaluation approach (formal, informal, or blended) and

corresponding evaluation design (experimental, quasi-experimental,

naturalistic, combination of one or two designs)

• State why the design is appropriate for measuring the intended con-

firmative evaluation outcomes

• Indicate how the design accommodates the culture and resource capa-

bility of the organization

The practitioner who writes this section of the plan needs to know enough

about evaluation and the organization to select and justify the most appropriate

evaluation approach and design: formal (experimental or quasi-experimental
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design), informal (naturalistic design), or blended (one or more designs). For

example, a knowledgeable evaluator understands that an organization faced

with meeting industry performance standards or government certification

requirements may be willing to spend time and money for professional eval-

uators to use an experimental or quasi-experimental design to evaluate their

training programs. On the other hand, an organization that is traditionally

interested in participant satisfaction is usually more responsive to a naturalis-

tic design such as an immediate reaction survey with follow-up interviews.

Table 4.1 illustrates the three approaches and corresponding confirmative

evaluation designs. The left and right columns depict the two extremes of the

design continuum, formal and informal. The middle column presents the

concept of a blended approach that contains components of formal and infor-

mal designs.

P l a n 8 3

Table 4.1. Overview of Evaluation Approaches.

Formal Approach Blended Approach Informal Approach
Analyze Analyze and Ask “Ask Them”

Experimental design uses random
assignment of participants to
equalized groups, for example:

• True control group (pretest and
posttest, or posttest only)

• Nonequivalent control group
• Single group time series
• Time series with nonequivalent

group
• Before-and-after

Quasi-Experimental design uses
nonrandom assignment to groups, 
for example:

• Interrupted time series
• Nonequivalent comparison group
• Regression-discontinuity

Quantitative analysis

Blended design
combines two or more
designs, for example:

• True control group
and interviews

• Single group 
time series and
observation

• Nonequivalent com-
parison group and
reaction forms

Quantitative and
qualitative analysis

Naturalistic design
focuses on the par-
ticipant, for example:

• Open-ended ques-
tionnaire or survey

• Individual or group
interview

• Observation
• Reaction forms

Qualitative analysis
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The next section of this chapter is an overview of the three evaluation

approaches and their corresponding designs.

Formal Approach. The formal approach uses prescribed and systematic evaluation

procedures and practices. For example, Carr suggests a process for formal eval-

uation of training program results that includes these steps:

1. Find at least one measure of current or actual performance.

2. Estimate the performance improvement that should result from the

training (ideal).

3. Make improvement expectations clear before and after the training.

4. Measure performance results.

5. Take action. If results meet or exceed performance goals, then

maintain training; if results do not meet or exceed performance

goals, then determine the cause and revise, cancel, or replace train-

ing [1992, pp. 149–150].

Boulmetis and Dutwin (2000) stress one limitation to formal evaluation:

“. . . formal evaluation will undoubtedly lead to wider disclosure of informa-

tion to various audiences. When more is known about a program, it is open

to more scrutiny and possibly criticism. This is especially threatening to the

people involved in the program. . . . They may, therefore, create artificial set-

tings by behaving differently during the evaluation or by providing inaccu-

rate responses in data collection, resulting in a biased evaluation” (pp. 26–27).

Specifically, Greenagel (2002) cites three major problems related to formally

measuring the effectiveness of e-learning: cost, lack of commitment to mea-

surement, and the fact that “effective e-learning experiences are rarely scal-

able” (p. 1).

There are two formal designs for evaluation: experimental and quasi-

experimental. In experimental designs, participants are randomly assigned to

groups; in quasi-experimental designs there is no attempt to achieve random

assignment. The use of control groups is prevalent in both experimental and

quasi-experimental designs.
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Experimental Designs. Experimental designs are inherently formal. The

evaluator randomly assigns participants to treatment groups and tries to min-

imize factors other than treatment that may have an effect on the outcomes.

Fitz-Gibbon and Morris (1987, p. 50) list five variations of experimental eval-

uation design:

1. True control group: pretest-posttest design, or posttest only

2. Nonequivalent control group

3. Single-group time series

4. Time series design with a nonequivalent control group

5. Before-and-after

Designs one, two, and four measure more than one group; they compare the

effects of the program with an alternative measurement. Designs three and

five measure only the experimental group and are effective for showing how a

single program works.

Quasi-Experimental Designs. Quasi-experiments are almost identical to

true experiments, except the participants are not randomly assigned to treat-

ment groups. Fitzpatrick, Sanders, and Worthen (2004) and Wholey, Hatry,

and Newcomer (1994) describe several types of quasi-experimental design,

including interrupted time series, nonequivalent comparison group, and

regression-discontinuity. Using any type of quasi-experimental design makes

it more difficult to separate the effects of the training program from uncon-

trollable characteristics of the participants.

Despite this drawback, quasi-experimental designs are useful when ran-

dom assignment is not feasible—for example, when there is not enough time

to randomize participation before the training program begins, the program

is already in place and participants were assigned in a nonrandom pattern,

participation in a long-term training program has changed over time, or new

laws or regulations mandate changes in participation (Wholey, Hatry, and
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Newcomer, 1994). Quasi-experimental designs also require the expertise of

a professional evaluator as well as organizational support.

Use of Control Groups in Formal Designs. The use of control groups is

a component of both experimental and quasi-experimental evaluation designs.

Wang (2002) classifies control groups in this way:

• Type one control group: up-front random assignment of participants

and double blindness (neither the subject nor the evaluator knows to

which group the participant is assigned)

• Type two control group: up-front nonrandom assignment of partici-

pants to a group

• Type three control group: up-front assignment of all participants to

one group only

• Type four control group: after-the-fact random assignment of partic-

ipants to a group; relies on participant recall and archived program

records (pp. 35–39)

This classification indicates that type one is used in experimental designs while

types two through four are used in quasi-experimental designs.

Control Groups in HPT Program Evaluation? Wang (2002) researched

the use of control group methods for HPT program evaluation and mea-

surement and suggested that control groups are not generally used in HPT

for several reasons:

• HPT professionals lack expertise in statistical analysis.

• Organizations think in terms of evaluate rather than experiment.

• The intervention plan may not include resources needed for control,

such as randomization of participants.

• Evaluation costs money.

• Formal evaluation needs up-front (proactive) planning (pp. 32–42).
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Wang (2002, p. 42) concludes: “The fundamental benefit of control group

analysis is that it facilitates the evaluation of a given HPT intervention

[including a training program] with minimum bias and a known degree of

statistical significance.”

Informal Approach. An informal approach to confirmative evaluation requires

little preliminary planning and results in few planned, long-range conse-

quences. This approach focuses on gathering anecdotal or self-reported infor-

mation from people and documents. For example, Carr (1992) suggests that

training managers who subscribe to MBWA (management by walking

around) could ask questions about a training program during their custom-

ary stroll through the workplace. The questions should focus on the intended

outcome(s) of the confirmative evaluation: effectiveness, efficiency, impact,

or value.

Naturalistic Designs. Naturalistic confirmative evaluation designs are informal;

they assess the value of a training program without imposing any controls.

Many naturalistic evaluation designs tend to be participant-oriented, so this

design is also referred to as naturalistic-participant. Actually, naturalistic eval-

uation focuses on all the stakeholders—their individual values and level of

satisfaction with the results of the program (Worthen, Sanders, and Fitz-

patrick, 1997). Naturalistic designs are also less dependent on the services

of an experienced evaluator, which could lower the cost of the confirmative

evaluation.

Along the same lines, Bergman and Jacobson (2000) state that “Your orga-

nization’s single most important business result is customer satisfaction”(p. 69).

We suggest that the best way to measure the business results of a training pro-

gram and gauge training’s real impact is to ask internal and external customers

targeted questions about the training program. We also feel that asking the cus-

tomers makes the customers happy, demonstrates to employees that the orga-

nization is truly committed to customer satisfaction, and tells trainers that

their value is based on “the extent that employees do things differently after

the training” (p. 72).
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Blended Designs. Shrock and Geis (1999) picture evaluation methodology as a con-

tinuum. At one end, experimental evaluation methodology relies on the sta-

tistical analysis of randomly selected control groups versus treatment groups,

taking into account the variables that could affect the outcomes. Both input

and output data are generally objective and quantitative, so they are expressed

in numbers. At the other end of the continuum, naturalistic evaluation may

include an analysis of existing documentation or strategies such as interviews,

observations, focus groups, and surveys. The evaluator assumes that not all

outcomes are predictable up front; important outcomes may surface during

evaluation. Input and output data are usually subjective or qualitative, so they

are expressed primarily in words and focus on trends or patterns.

Evaluation methodology that blends quantitative and qualitative elements—

for example, surveys that ask both open-ended and closed questions—fall

between the two ends of the continuum. Blended designs may contain elements

of formal and informal evaluation. For example, an evaluator may suggest mea-

suring cost and test results (quantitative), collecting participant reactions (qual-

itative), using random assignment (experimental), and collecting data from

focus groups (naturalistic) to judge the efficiency or effectiveness of a training

program compared to other training programs or delivery systems.

Data-Collection Plan. The data-collection plan for a confirmative evaluation

should include this information:

• What data are needed to measure the intended long-term outcomes

of the training program, given the selected evaluation design?

• What are the sources for the data?

• Who will collect the data?

• What techniques and tools are most useful for collecting, document-

ing, storing, and retrieving the data?

The responses to these questions vary with the nature and complexity of the

organization and the training program, stakeholder information needs,

intended long-term evaluation outcomes, the requirements of the evaluation

design, and the organization’s computer and telecommunications capabilities.
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Types of Data. Different confirmative evaluation outcomes are measured using

different data. For example, Jackson (1989) suggests that if the intended out-

come is to measure training program effectiveness, then the practitioner may

want to collect before-and-after data on desired performance (objectives) and

actual performance (results) at two levels, corporate and operational. Spitzer

(2002, p. 2) suggests that if the intended outcome is “measuring the bottom-

line business value of training, both quantitatively and qualitatively,” then the

evaluation, training, or HPT professional may collect up-front and results-

based data from “five interrelated analyses: organizational, performance, causal

chain, training benefit/cost, and training investment analysis.”

The data-collection section plan should specify whether the practitioner

needs quantitative data, qualitative data, or both to measure the intended

confirmative evaluation outcomes. Quantitative data are expressed in num-

bers, may be analyzed using statistical tests, and result in an objective descrip-

tion of what is being evaluated. Qualitative data are expressed in words,

require an inductive approach to data analysis, and result in a subjective

description of what is being evaluated. Table 4.2 lists examples of quantita-

tive and qualitative data that are useful for measuring training program effi-

ciency, effectiveness, impact, and value.
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Table 4.2. Types of Data for Judging Confirmative Evaluation Outcomes.

To Measure Collect These Data:

Effectiveness Quantitative (measurable)

• Pretest and posttest results from training program

• Workplace data (statistics and counts related to pretraining and
posttraining production, sales, accidents, attendance, cycle
time, rework, and so forth)

• Frequency data

• Quantifiable cost-benefit data

• Other effectiveness-related quantitative data
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Table 4.2. Types of Data for Judging Confirmative Evaluation Outcomes, Continued.

To Measure Collect These Data:

Effectiveness Qualitative (subjective)

• Reaction of participant, supervisor, or customer to training
program

• Self-reported transfer of training

• Employee morale

• Customer satisfaction

• Other effectiveness-related qualitative data

Efficiency Quantitative

• Cost of designing, developing, implementing, and evaluating
training program

• Cost per participant to attend training

• Costs of alternate delivery systems

• Quantifiable benefit data

• Frequency data

• Pre-and-post costs for rework, insurance, lost production time

• Other efficiency-related quantitative data

Qualitative

• Nonquantifiable benefit data (customer satisfaction, employee
satisfaction)

• Expert review

• Other efficiency-related qualitative data

Impact Quantitative

• Changes in market share

• Cost data

• Quantifiable benefit data
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Table 4.2. Types of Data for Judging Confirmative Evaluation Outcomes, Continued.

To Measure Collect These Data:

• Changes in trends

• Global business measures

• Frequency data

• Other impact-related quantitative data

Qualitative

• Nonquantifiable benefit data (perceptions of benefit from such
stakeholders as participants, managers, customers, experts, and
others)

• Other impact-related qualitative data

Value Quantitative

• Time series data

• Regression data

• Return-on-investment data

• Economic indicators

• Econometric models

• Other value-related quantitative data

Qualitative

• Executive opinions

• Customer market data

• Salesforce composite data

• Delphi data

• Other value-related qualitative data
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Binder (2002c, n.p.) offers a rule of thumb to help the practitioner decide

whether to select quantitative or qualitative data: “. . . when we decide to mea-

sure the results of our interventions on behavior, job outputs, or business results,

we should start with measures of countable, standard units and not stray very

far from those measures. If we report and rely primarily on percentage scores,

rather than on the measures themselves, we’re as likely as not to introduce mis-

understandings and misguided decisions without even knowing it.”

Organizational culture and political realities may also help determine

which type of data is most appropriate. For example:

• Will a specific work group agree to share data that compare product

quality before and after training?

• Will individual performers or unions view the collection of perfor-

mance analysis data as a backdoor attempt to use the information for

salary or promotion purposes?

Data Sources. The confirmative evaluation plan should also list and describe the

sources for the confirmative evaluation data. Brinkerhoff, Brethower, Hluchyj,

and Nowakowski (1983) discuss four general sources of evaluation data: peo-

ple, documentation, context, and performance. People sources may include

all clients, audiences, subjects, experts who share specific knowledge or exper-

tise, and stakeholders for whom the evaluation has meaning or significance

(for example, decision makers or those who are affected positively or nega-

tively through practices, processes, or values). Documentation is an endless

source and may include organizationwide or business group documents, on-

the-shelf reports, fiscal records, expenditure reports, meeting minutes, interim

and occasional reports, and announcements. Context is a broad source of

data, which may include the facilities in which the evaluation occurred, lead-

ership and management styles of key personnel, political forces, economic

realities, institutional and product-specific trends, or organizational culture.

Performance sources could be people, documentation, or context (for exam-

ple, on-the-job observations; interviews with performers, supervisors, and

customers; work samples; expert review; performance intervention docu-
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mentation; ergonomic or other studies of the work environment; performance

standards; test scores; and a variety of job-specific measures).

Gibson, Ivancevich, and Donnelly (1997) also suggest that the outcomes

of individual performance constitute a rich data source for evaluating train-

ing program effectiveness, efficiency, and impact: “The first-level outcomes

resulting from behavior are associated with doing the job itself. These out-

comes include productivity, absenteeism, turnover, and quality of productiv-

ity. Second-level outcomes are those events (rewards or punishments) that the

first-level outcomes are likely to produce, such as merit pay increase, group

acceptance or rejection, and promotion” (p. 158).

Examples of Potential Performance Data and Sources. One way to begin iden-

tifying what to measure is to review existing documentation to discover the

organization’s “current strategic measures.” For example:

• Business result: bottom-line financial and nonfinancial measures

• Organizational effectiveness: measures used for monitoring and man-

aging the organization as a whole

• Functional or process: measures used to monitor and manage func-

tions or processes within an organization

• Human performance: measures of individual and team performance

(Spitzer and Conway, 2002, p. 5)

If documentation is not available, Spitzer and Conway suggest, the informa-

tion may be available from financial or business analysts, functional leaders, or

process owners.

Data Collectors. The confirmative evaluation plan should include a list, or at least

a general description, of who will collect the evaluation data. The evaluation,

training, and HPT practitioner may collect the data for small-scale confirma-

tive evaluations. Large-scale confirmative evaluation efforts that last three to

six months or longer may require the services of a project manager and an eval-

uation team. The confirmative evaluation team may consist of program man-

agers, division staff, regional office staff, training department staff, statisticians,
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design specialists, instructors, field employees, trained volunteers, and others

whose specialized knowledge and skills, or access to the required data, will aid

the collection process.

Data-Collection Techniques, Tools, Technology. The confirmative evaluation plan

should include a list and brief description of the data-collection techniques,

tools, and technology. Data collection should also include plans for collect-

ing, recording, and storing quantitative and quantitative data. The practi-

tioner should select the most appropriate technique(s) depending on the type

of data required (quantitative or qualitative), the source of the data (people,

documentation, context, or performance), and the culture and capability of

the organization.

Table 4.3 lists the major data-collection techniques (interview, group

activity, observation, survey, self-report, review of existing documents) and

suggests some tools and technology to support each technique. All the tech-

niques are suitable, whether the source is people, context, or performance;

when the source is documentation, document review is most appropriate. An

experienced evaluator can adapt most data-collection tools to collect quanti-

tative or qualitative data.
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Table 4.3. Data-Collection Techniques, Tools, and Technology.
.

Technique Tools Technology

Interview

• Structured

• Unstructured

• Script with space to record
responses (print or electronic)

• Audiotape, recorder, player,
transcription device

• Video camera, tape, player

• Camcorder, tape

• Printout of online interview

• Database and spreadsheet
software

• Face-to-face

• Telephone

• Online chat room or instant
message

• Online meeting with
audio/video

• Satellite broadcast with one-
way or two-way audio/video
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P l a n 9 5

Table 4.3. Data-Collection Techniques, Tools, and Technology, Continued.
.

Technique Tools Technology

Group Activity

• Brainstorming

• Consensus

• Critical incident

• Focus group

• Nominal group

• Storytelling

Survey

Observation

• Activity guide

• Template to record responses

• Database and spreadsheet
software

• Audiotape, recorder, player,
transcription device

• Video camera, tape, player

• Camcorder, tape

• Meeting software or third-party
provider

• Printout of online activities

• Survey or questionnaire
(electronic or print-based form)

• Database and spreadsheet
software

• Template to summarize
responses (electronic or
print-based)

• Survey software or third-party
service provider

• Printout of online activity

• Observation guide or checklist
with space to record comments
(electronic or print-based)

• Template to summarize observa-
tion (electronic or print-based)

• Database and spreadsheet
software

• Audiotape, recorder, player,
transcription device

• Video camera, tape, player

• Camcorder, tape

• Face-to-face

• Electronic whiteboards

• Telephone conferencing
(licensed access or third-
party provider)

• Online chat room

• Online meeting with
audio/video

• Keypad response system

• Satellite broadcast with one-
way or two-way audio/video

• Electronic bulletin boards

• Face-to-face

• Fax

• Snail mail

• E-mail

• Telephone

• Online chat room or instant
message

• Keypad response system

• Real-time

• Video

• Satellite broadcast

• Telephone (telephone sales
skills, hotline response, etc.)
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Data Analysis and Interpretation Plan
It is also important to select data analysis and interpretation techniques up

front and describe them in the confirmative evaluation plan. Selecting the

appropriate data analysis and interpretation techniques depends on the eval-

uation design, the qualifications of the person doing the analysis and inter-

pretation, and the intended confirmative evaluation outcome.

The evaluator who selects an experimental or quasi-experimental confir-

mative evaluation design will also select an appropriate statistical test to ana-

lyze the data—for example, measures of central tendencies (mean, median,

mode), or measures of dispersion (standard deviation, t test, and so forth).

The evaluator who selects a naturalistic confirmative evaluation design may

use frequency counts; describe the documentation or the responses; or divide

and classify the responses into themes, types, trends, or time periods.
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Table 4.3. Data-Collection Techniques, Tools, and Technology, Continued.
.

Technique Tools Technology

Self-reporting

Document review

• Diary, journal, or log 
(electronic or print-based)

• Case studies, scenarios, and
stories

• Templates for all of the above
and to summarize responses
(electronic or print-based)

• Storage for print-based
documents

• Scanning technology

• Storage for online documents

• Database and spreadsheet
software

• Case studies and scenarios

• Online search engines

• Real-time

• E-mail

• Electronic bulletin boards

• Print-based libraries or
document depositories

• Internet or intranet sites

• Information or knowledge
management systems
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The quality of analysis and interpretation depends on the goodness of the

data, the experience and skill of the evaluator, and the capability of the orga-

nization. Statistical analysis and the interpretation of statistical results are skills

that require specialized education or training (for example, university courses

in statistics or “Black Belt” training in organizations with Six Sigma quality

initiatives). Organizations with access to professional internal or external eval-

uators and computer-based statistical analysis programs are best able to

analyze and interpret formal, experimental confirmative evaluation designs.

Data analysis and interpretation techniques are also based on intended

confirmative evaluation outcomes. The analyst may compare delivery systems

to determine effectiveness or efficiency; compare costs and benefits to deter-

mine effectiveness, efficiency, or impact; perform an impact assessment

(impact); or compute return on investment to determine value. In all cases,

it is vital that analysts communicate both the positive and negative; decision

makers need to realize what they stand to gain and what they may have to

relinquish to obtain it (Worthen and Sanders, 1987).

Comparison Analysis. One way to evaluate effectiveness or efficiency is to com-

pare program methodology or delivery systems. To analyze data related to

methods, media, or delivery systems, the practitioner must know the criteria

for evaluating the learning and instruction technologies involved in the com-

parison study.

The criteria should be established during the formative or summative eval-

uation planning stage, and the results should be available to the confirmative

evaluator. Otherwise, it falls to the practitioner to set evaluation criteria for

comparing the instructional or learning technologies. Shank (2001) offers a

rule of thumb for evaluating e-learning that the practitioner may apply to all

learning delivery technologies: “learning is learning is learning . . . and every-

thing you know about good learning applies to e-learning” (n.p.). Sanders

(1999) suggests “. . . the evaluator must assess how well the technology per-

formed: Did the learners enjoy using the technology? Were they able to learn

from it? Did the technology perform up to expectations?” (p. 36).

Some criteria are intrinsic to specific instructional media and technology.

Distance learning technology may include visual, auditory, and text components,
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and each of these components has a specific set of criteria to determine effec-

tiveness in a learning context. The challenge lies in the need to “strike a balance

[between] technological issues and humanistic issues . . .” (Sanders, 1999, p. 36).

Comparison analysis is also useful for determining the impact of a train-

ing program: “The basic aim of an impact assessment is to produce an esti-

mate of the net effects of an intervention—that is, an estimate of the impact

of the intervention uncontaminated by the influence of other processes and

events that also may affect the behavior or conditions” (Rossi, Freeman, and

Lipsey, 1999, p. 235). During impact assessment, the evaluator estimates the

difference between what would happen if a training program is implemented

and what would happen if it is not implemented. An appropriate, well-

designed assessment “isolates the effects of extraneous factors so that observed

differences can safely be attributed to the intervention” (Rossi, Freeman, and

Lipsey, 1999, p. 258).

Cost Analysis. Cost analysis is another way to analyze efficiency, effectiveness,

impact, and value. According to Rossi, Freeman, and Lipsey (1999), “Knowl-

edge of the extent to which programs have been implemented successfully

and the degree to which they have produced the desired outcomes is indis-

pensable to program managers, stakeholders, and policy makers. In almost

all cases, however, it is just as critical to be informed about how program out-

comes compare to their costs” (p. 365).

Discussions by Levin (1983) and Worthen and Sanders (1987) help the

practitioner select which type of cost analysis is most appropriate for evalu-

ating the intended outcomes of a training program. In each type of cost-

benefit analysis (CBA), monetary or other quantitative values are assigned to

both sides of the equation:

• Cost-benefit analysis compares the costs and benefits of a single pro-

gram or alternative programs; the goal is to justify the costs of a single pro-

gram or identify which program yields the highest benefits for the lowest cost.

• Cost-effectiveness analysis compares the costs of alternative programs

to assess the degree to which the programs meet or exceed their goals and

objectives (effectiveness); the goal is to select the program that costs the least

to achieve the highest level of effectiveness.
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• Cost-utility analysis compares the cost and estimated usefulness of alter-

native programs; the goal is to select the program with the lowest cost and

highest estimated positive impact on performance improvement.

• Cost-feasibility analysis compares the cost of each program with the avail-

able budget; the goal is to make decisions on the basis of available resources.

Sometimes it is difficult to verify that a training program really caused

improved performance or other desired outcome. Dixon (1990) describes a

causal model of cost analysis, which is useful when impact is the intended

confirmative evaluation outcome. Dixon’s causal model “builds a chain of

logic that increases the likelihood of determining if the increase can be attrib-

uted to the change in behavior” (pp. 157–158).

Return on Investment (ROI) Analysis. The times they are a-changing. Knowledge

and skill were (and still may be) considered intangible assets that are not

recorded on a balance sheet. However, “the telecommunications and systems

infra-structure necessary to deliver e-learning does appear on the balance sheet,

so ROI has become a tool of the trade in training departments” (Greenagel,

2002, p. 2). Today, evaluation, training, and HPT practitioners might select

ROI analysis as the tool of choice to evaluate the impact and value of a train-

ing program, especially if they can make a case for a one-to-one relationship

between change in behavior and business indicators (Dixon, 1990).

For example, Nextel’s HRD organization developed and uses The Train-

ing Scorecard to confirm the ROI of selected training programs. Scorecard is

based on Jack Phillips’s ROI Process and Donald Kirkpatrick’s four levels of

evaluation: “The Training Scorecard . . . ensures that the HRD organization

is focused on delivering training focused on business needs. It also provides

a way to easily communicate training results to the client groups, including

executives” (Schmidt, 2002, n.p.).

Watkins and Kaufman (2002) suggest that “when making decisions, man-

agers are often initially interested in data reflecting the organization’s perfor-

mance status on two points: intended results (Point A) and obtained results

(Point B)” (p. 24). Watkins and Kaufman feel there is a whole area of con-

cern between these two points that may be categorized as ROI with a twist

of “what would have been,” or cost-consequence analysis (CCA):
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• “What is the cost of going from intended to obtained results?

• What is the value of obtained results in relation to intended results?

• What would have been the cost of using an alternative intervention

to go from obtained to required results?

• What would have been the consequence of not going from obtained

to required results?

• What is the value of required results in relation to obtained results?”

(pp. 24–25)

Communication Plan
The communication section of the confirmative evaluation plan should

include certain information:

• Person responsible for implementing the communication plan: eval-

uation, training, or HPT practitioner, confirmative evaluation project

manager

• Audience: all stakeholders, especially those who are responsible for the

confirmative evaluation (owners), support it, need to approve activi-

ties or documents, or have to be kept informed

• Purpose: inform, seek approval, report findings, and so forth

• Type: formal or informal memo, meeting, e-mail, presentation to

management, report, and so forth

• Schedule: as needed or requested, based on specific trigger events

(instruments ready for approval, data analysis completed, and so forth)

• Special production requirements: word processing, graphics, interface

with existing information or knowledge management system, and 

so forth

Administration Plan
Managing a confirmative evaluation is very much like managing any other

project. The administration plan includes:
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• Name or job description of the person responsible for managing the

confirmative evaluation or performing the administrative activities

(the practitioner, the project manager, an administrative assistant)

• List of all management and administrative activities and tasks required

to support the confirmative evaluation plan

• Timeline with start and end dates for each activity and task

• Budget for planning, implementing, and evaluating (meta) the con-

firmative evaluation

Project management software is useful for planning, recording, and report-

ing progress. The software can generate reports: activity or task lists, resource

allocation, start and end dates, PERT and Gantt charts, budgets, and others

that may be downloaded directly into the administration plan.

Review, Validate, and Approve the Plan
The final step in developing the confirmative evaluation plan is to review, val-

idate, and approve the plan. First, the practitioner reviews the evaluability

assessment process to make certain the process was sound and the results are

valid. He or she may also ask one or more informed colleagues or an inde-

pendent evaluator to review and validate the evaluability assessment.

The next step is to ask the stakeholders to verify that the confirmative

evaluation plan is clear, unambiguous, and complete and that it accurately

reflects the needs of all the stakeholders. The evaluation, training, or HPT

practitioner may also ask colleagues or an independent evaluator to evaluate

the plan according to standard evaluation practices.

The final step is to present the plan to management, either as part of the

full-scope evaluation plan (proactive) or as a stand-alone plan (reactive), and

seek approval to implement the reactive plan or maintain the proactive plan

until it is time to implement the confirmative evaluation. After the reactive

or proactive plan is reviewed, approved, and validated, the practitioner should

document the process for developing the plan and archive the process docu-

ments along with the completed confirmative evaluation plan.
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S U M M A R Y: L E S S O N S  L E A R N E D  I N  C H A P T E R  F O U R

1. It’s important to have a plan, whether it is proactive or reactive.

2. The success of a confirmative evaluation is largely dependent on the tech-

nical expertise of an evaluator working within a supportive and profes-

sional business milieu.

3. A variety of quantitative and qualitative data are used to measure effec-

tiveness, efficiency, impact, and value.

4. Personal lessons learned: 

N E X T  S T E P S

The next chapter discusses do: how to maintain a proactive confirmative eval-

uation plan prior to implementation and how to implement a proactive or

reactive plan, including how to select or develop data-collection tools and

instruments and collect the data.
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T O O L B O X  F O R  P R E P A R I N G  A  C O N F I R M AT I V E
E VA L U AT I O N  P L A N

Preparing the confirmative evaluation plan requires general knowledge and skills
related to project management, evaluation (including how to evaluate various
learning and instruction technologies), and analysis. In addition to a compre-
hensive book on statistical analysis, a statistical analysis software package (such
as SPSS/SPSSX; www.spss.com), and a project management software package
(such as Microsoft Project), the professional resources listed here provide help in
planning confirmative evaluation and preparing a successful plan.

Cost-Benefit Analysis (CBA)

Hartley, D. E. “E-Valuation: Pricing E-learning.” Training and Development,
2001, 55(4), 24–28.

Kearsley, G. “Analyzing the Cost and Benefits of Training: Part 1—An Introduc-
tion.” Performance and Instruction Journal, Feb. 1986, 25(1), 30–32.

Kearsley, G. “Analyzing the Cost and Benefits of Training: Part 2—Identifying the
Costs and Benefits.” Performance and Instruction Journal, Apr. 1986, 25(3),
23–25.

Kearsley, G. “Analyzing the Cost and Benefits of Training: Part 3—Formulating
Models.” Performance and Instruction Journal, May 1986, 25(4), 13–15.

Kearsley, G. “Analyzing the Cost and Benefits of Training: Part 4—Data Collec-
tion.” Performance and Instruction Journal, June–July 1986, 25(5), 8–10.

Kearsley, G. “Analyzing the Cost and Benefits of Training: Part 5—Putting the
Results into Action.” Performance and Instruction Journal, Aug. 1986, 25(6),
8–10.

Cost Feasibility and Utility Analysis

Wholey, J. S. “Assessing the Feasibility and Likely Usefulness of Evaluation,” In 
J. S. Wholey, H. P. Hatry, and K. E. Newcomer (eds.), Handbook of Practical
Program Evaluation. San Francisco: Jossey-Bass, 1994.

Evaluating Instructional and Learning Technologies

Bersin, J. “Measure the Metrics.” e-learning, June 2002, 3(6), 26–28.
Heinich, R., Molenda, M., Russell, J. D., and Smaldino, S. E. Instructional Media

and Technologies for Learning (5th ed.). Upper Saddle River, N.J.: Prentice
Hall, 1996.
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T O O L B O X  F O R  P R E P A R I N G  A  C O N F I R M AT I V E
E VA L U AT I O N  P L A N , Continued

Evaluation

Fitzpatrick, J. L., Sanders, J. R., and Worthen, B. R. Program Evaluation: Alterna-
tive Approaches and Practical Guidelines (3rd ed.). Boston: Pearson/Allyn and
Bacon, 2004.

Hale, J. Performance-Based Evaluation: Tools and Techniques to Measure the
Impact of Training. San Francisco: Jossey-Bass/Pfeiffer, 2002.

Rossi, P. H., Freeman, H. E., and Lipsey, M. W. Evaluation: A Systematic Approach
(6th ed.). Thousand Oaks, Calif.: Sage, 1999.

Worthen, B. R., Sanders, J. R., and Fitzpatrick, J. L. Program Evaluation: Alterna-
tive Approaches and Practical Guidelines (2nd ed.). White Plains, N.Y.: Long-
man, 1997.

Project Management

Fuller, J. Managing Performance Improvement Projects: Preparing, Planning,
Implementing. San Francisco: Jossey-Bass/Pfeiffer, with International Society
for Performance Improvement (ISPI), 1997.

Greer, M. ID Project Management: Tools and Techniques for Instructional Design-
ers and Developers. Englewood Cliffs, N.J.: Educational Technology Publica-
tions, 1992.

Greer, M. The Project Manager’s Partner: A Step-by-Step Guide to Project Man-
agement. Amherst, Mass.: HRD Press, 1996.

Phillips, J. J., Bothell, T. W., and Snead, G. L. The Project Management
Scorecard: Measuring the Success of Project Management Solutions. Boston:
Butterworth, Heinemann/Elsevier Science, 2002.

Return on Investment (ROI) Analysis

Phillips, J. J. (ed.). In Action: Measuring Return on Investment: Eighteen Case
Studies from the Real World of Training, Vol 1. Alexandria, Va: American
Society for Training & Development, 1994.

Phillips, J. J. Return on Investment in Training and Performance Improvement
Programs (2nd ed.). St. Louis, Mo: Elsevier, 2003.

Phillips, J., Pulliam, P. F., and Wurtz, W. Level 5 Evaluation: ROI. (Info-line, no.
9805). Alexandria, Va.: American Society for Training and Development, May
1998.
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T O O L B O X  F O R  P R E P A R I N G  A  C O N F I R M AT I V E
E VA L U AT I O N  P L A N , Continued

Web-Based Resource

Refereed checklists and other resources for designing, budgeting, contracting, staffing,
managing program evaluation are available at www.wmich.edu/evalctr/checklists

See also www.ASTD.org for information on the organization’s special interest
group of members who discuss and use ROI.
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1 0 7

THE MILITARY and other organizations sometimes use the term good-

ness to qualify the degree to which people, places, situations, or things meet

stated or implicit standards for excellence and integrity. The maxim is goodness

follows goodness. If a training program is good in terms of the ISD standards for

design and delivery, it will meet the stated goals and objectives. In the case of

confirmative evaluation, the goodness trail begins with the evaluability assess-

ment of the training program (Chapter Three), which looks at intended pro-

gram duration, organization-specific criteria, stakeholder information needs, and

intended evaluation outcomes. The goodness of the evaluability assessment

directly affects the goodness of the confirmative evaluation plan (Chapter Four),

and the goodness of the plan directly affects the goodness of the data-collection

process, which is the main activity of the do phase and the topic for this chapter.

This chapter begins with a discussion of why, when, and how to verify

the goodness of a proactive plan before collecting the data. (We assume the

goodness of a reactive evaluability assessment and confirmative evaluation

5
Do: For Goodness’ Sake
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plan, since both were conducted just prior to beginning data collection.) The

rest of the chapter focuses on how to select or develop the data-collection

instruments, train the data collectors if necessary, collect and store the data,

and document and archive the data-collection process. We weave challenges

and examples throughout the chapter and present a Toolbox of resources for

selecting or developing data-collection tools. We encourage the evaluation,

training, or HPT practitioner to stay focused on the confirmative evaluation

plan, especially the intended evaluation outcomes, the targeted evaluation

questions, and the selected evaluation design.

We also try to indicate who will perform or be responsible for the various

activities that make up the do phase of the confirmative evaluation process.

The primary responsibility for the success of the data-collection activities is

shared by the people who handle the data—the practitioner and project man-

ager planning and managing the activities; the data collector who gathers the

information required to measure the intended evaluation outcomes; and the

people who provide the data. In a small organization, the practitioner may

also take the role of data collector, project manager, and even analyst, so roles

and responsibilities will overlap. In large organizations, the evaluation, train-

ing, or HPT practitioner may train one or more data collectors, and a project

manager will administer the resources and activities.

After reading this chapter, you will be able to:

1. Explain how reactive and proactive planning affects the start-up

strategy for data collection

2. Describe the process for collecting data for confirmative evaluation

3. Identify the challenges to data collection

4. Take action to ensure that data collection follows professional, qual-

ity standards for program evaluation

Jump-Start Data Collection
Chapter Two discussed the benefits and drawbacks of reactive and proactive

planning. The practitioner may begin the official confirmative evaluation

process as soon as the reactive confirmative evaluation plan is approved; this
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is one benefit of just-in-time planning. The practitioner does not begin the

official confirmative evaluation for three to twelve months or more after the

proactive plan is approved; this is one potential drawback of up-front plan-

ning. During the gap between planning and implementation, elements of the

plan can and probably will change:

• Intended evaluation outcomes, scope, or purpose: changes in other

elements may trigger a change in the original rationale for planning

the confirmative evaluation

• Stakeholder information needs: changes in the workplace may make it

necessary to add or delete specific needs

• Resources: the allocation or availability of budget, data, facilities,

materials, people, time, or required hard and soft technology may

change

• Data-collection methodology: ethical, legal, or political issues may

require changes in the original data-collection plan

• Organizational or stakeholder commitment: changes in global or orga-

nizational climate or culture, or in personnel, may alter the level of

commitment to confirmative evaluation

• Training program: revisions as a result of formative or summative eval-

uation activities may require a change in the confirmative evaluation

design

A change in even one element may challenge the evaluation, training, or HPT

practitioner to think outside the box, be flexible, be creative, and be ready to

identify and suggest change-based actions.

The practitioner, perhaps with assistance from the data collector or ana-

lyst, has two basic options for dealing with change: (1) continuously or peri-

odically monitor the training program, maintain the confirmative evaluation

plan, revise the plan as needed, and communicate with the stakeholders until

it is time to officially start confirmative evaluation; or (2) review the original

plan and communicate with the stakeholders as a one-time-only activity, just

before it is time to begin confirmative evaluation.
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The goal of both options is to verify that the training program, stake-

holder information needs, and intended evaluation outcomes are still current

and evaluable. This is especially crucial when the organization needs the infor-

mation from the evaluation for certification, licensing, quality, legal, or other

requirements. The benefit of the first option is that it jump-starts the confir-

mative evaluation do phase and strengthens the concept of seamless, inte-

grated, full-scope evaluation.

When a change is identified, the practitioner may suggest several action

options:

• Revise the confirmative evaluation plan to adjust to organizational

changes

• Adapt the data-collection or analysis strategy to accommodate changes

in technology

• Add or delete stakeholders or information resources

• Cancel the confirmative evaluation

Maintain the Plan
Once the full-scope evaluation plan is reviewed, approved, and validated, the

practitioner may decide to maintain the plan until it is time to conduct con-

firmative evaluation. Maintaining the plan takes advantage of the two major

benefits of proactive planning: (1) all types of training program evaluation

are integrated, so the outputs and outcomes of each type should support each

other’s needs; and (2) ongoing maintenance of the confirmative evaluation

plan may be planned and scheduled up front in the original full-scope plan.

The most effective way to maintain the plan is to monitor the training pro-

gram, especially the formative and summative evaluation outputs and out-

comes, and make revisions to the plan as needed—or at least set up yellow

warning flags that change may have an impact on the plan.

The evaluation, training, or HPT practitioner, analyst, or data collector

monitors the training program by collecting and analyzing data from forma-

tive and summative evaluation, staying abreast of training program and or-
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ganizational changes, and documenting whether evaluation outcomes or pro-

gram changes require modifications to the confirmative evaluation plan. Mon-

itoring the training program saves time in this phase of the confirmative

evaluation process and helps ensure that data are not lost.

If the organization has a knowledge or information management system

in place, the practitioner should have access to all the tools and techniques

that are required to retrieve, document, and archive feedback from the train-

ing program and the organization. Otherwise, he or she may need to work

with whatever system is used by the training and development or HRD group

within the organization.

The practitioner then analyzes the data from monitoring activities and

reviews and revises the plan when changes in stakeholders, stakeholder needs,

evaluation outcomes, the training program, or the organization trigger the

need for change. The stakeholders must review and approve all changes prior

to implementation of the confirmative evaluation. The practitioner may set

up a schedule of revision cycles based on the time gap between planning and

implementation (a three-month gap may only require one revision cycle,

while a one-year gap requires two or three revision cycles).

Just-in-Time Review
If resources or commitment issues do not support ongoing maintenance of

the confirmative evaluation plan, the practitioner may conduct a last-minute

reality check as the time approaches to implement the confirmative evalua-

tion. Again, the goal is to make sure that the training program is still evalu-

able and that stakeholder information needs and intended evaluation

outcomes are still current and evaluable. The practitioner reviews formative

and summative evaluation outcomes and changes to the organization, train-

ing program, stakeholders, stakeholder needs, or intended evaluation out-

comes to determine whether there is a need to make changes to the proactive

confirmative evaluation plan. If it is necessary to revise the plan, the practi-

tioner should make sure the stakeholders review and approve any changes

prior to implementation.
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Focus Data Collection
The practitioner has the main responsibility for making sure everyone who

is involved in the confirmative evaluation stays focused on the evaluation plan,

especially the intended evaluation outcomes and the data-collection design

and strategy. One way to stay focused is to use a matrix summarizing and

linking each intended evaluation outcome with the required data, potential

data sources, and strategies for retrieving and storing the data for future analy-

sis. PST 5.1 helps the data collector stay focused on the intended evaluation

outcome and evaluation question and is also helpful for communicating with

the stakeholders.
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PST 5.1. Matrix to Focus and Plan Data Collection.

Purpose: To help the data collector focus on each evaluation outcome and question
and document a data-collection plan.

Directions:

1. Review the sample matrix.

2. Prepare one matrix for each intended confirmative evaluation outcome and the
related evaluation question(s). Note that it is possible to have more than one
evaluation question for an outcome. If so, complete a separate matrix for each
evaluation question.

3. Complete the matrix for the first confirmative evaluation outcome and evaluation
question.

Column 1: Record your first data source and where to find it.

Column 2: List the collection techniques and tools you will use to gather the
data from this source.

Column 3: Record how and where you will store the data you have collected.

4. Repeat step three until all possible data sources, collection techniques and tools,
and storage requirements are documented for the evaluation question.

5. Go on to the matrix for the next evaluation question or the next outcome.

6. If the matrices are completed during proactive planning, review and revise as
needed before you begin the confirmative evaluation.
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PST 5.1. Matrix to Focus and Plan Data Collection, Continued.

Sample Matrix

C o n f i r m a t i v e  E v a l u a t i o n1 1 4

Confirmative Evaluation: Practical Strategies for Valuing Continuous Improvement. Copyright © 2004 by John
Wiley & Sons, Inc. Reproduced by permission of Pfeiffer, an Imprint of Wiley. www.pfeiffer.com

Training program: New Product Update

Intended evaluation outcome: Judge the effectiveness of new product training program
for sales representatives

Evaluation question: Did customer satisfaction with the product knowledge of sales
representatives increase by X percent after training?

Type of data: Quantitative and qualitative data on customer perception of sales represen-
tative product knowledge before and after training

Data collector: Mark Smith

Date: December 2003–December 2004

Where will we How will we collect the How will we
find the data? data (techniques and tools)? store the data?

Customer satisfaction
surveys (before and after
training)
• Marketing department
• Information system

Customers who interfaced
with sales representatives
before and after training
• Random selection
• 10% of total population

Extant data analysis
• Matrix
• Online database to

record data
• Evaluation project

online folder
• Scanner

Focus groups
• Script
• Electronic whiteboard
• Participant handout with

instructions

Store responses so they
may be sorted and
analyzed by:
• Product
• Date (before and after

training)
• Instructional strategy
• Rating scale responses
Archive original surveys or
tabulations in evaluation
project online folder

Record responses on elec-
tronic whiteboard and
store in evaluation project
online folder
Sort and tabulate
responses by:
• Product
• Date (before and after

training)
• Instructional strategy
Archive videotape of focus
group in evaluation project
online folder
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Blank Matrix
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Training program:

Intended evaluation outcome:

Evaluation question:

Type of data:

Data collector:

Date:

Where will we How will we collect the How will we
find the data? data (techniques and tools)? store the data?
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The practitioner may develop the matrix in the plan phase and include it

in the confirmative evaluation plan, or develop the matrix with the data col-

lector as part of a focusing activity. A just-in-time focusing activity has the

advantage of turning PST 5.1 into an advanced organizer for the practitioner

as well as the data collectors.

Collect the Data
The confirmative evaluation plan should identify the techniques and tools

for collecting the data. The term technique refers to the method(s) the data

collector uses to gather data; the term tool refers to the guides and other

instruments the data collector uses to perform the technique. There are five

basic techniques for collecting confirmative evaluation data (extant data analy-

sis, group activities, interviews, observation, and surveys), all of which are dis-

cussed later in this chapter. They are the same techniques used for analysis,

research, and other types of evaluation.

Each technique requires a special set of tools, such as recording templates,

scripts, surveys, questionnaires, and so forth. If proactive planning extends

into the develop phase of the ADDIE instructional design process, the prac-

titioner selects or develops necessary confirmative evaluation tools for each

technique before the training program is implemented. More often, however,

the selection or development of data-collection tools begins early in the data-

collection phase of the confirmative evaluation process.

Sometimes the practitioner may find generic rating forms, questionnaires,

or other tools that are valid and reliable, that focus on the intended evalua-

tion outcomes, and that fall within the budget parameters of the evaluation.

At other times, the practitioner may be able to customize an existing internal

or external tool to measure specific outcomes. The Toolbox at the end of this

chapter lists some sources for generic or customizable evaluation instruments.

When tools are not available internally or in the marketplace, the practi-

tioner must develop and validate guides and instruments for collecting,

recording, and storing both quantitative and qualitative data. The Toolbox at
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the end of this chapter also lists some practitioner books that contain help-

ful information on how to develop surveys and questionnaires and prepare

data-collection materials for group activities, interviews, and observations.

The goodness of an evaluation technique or tool is directly related to its

usefulness and effectiveness from the perspective of the data collector, data

source, or data analyst:

• Data collectors need tools such as scripts, guided interview forms, sur-

veys, and questionnaires that help them collect complete and accu-

rate data and make it easy to record and store quantitative and

qualitative data.

• Data sources need structured tools such as surveys, questionnaires, or

rating forms that contain clear directions and make it easy to inter-

pret and respond to items.

• Data analysts need tools that collect, record, and store the data in the

format that best supports the preselected evaluation design; for exam-

ple, all items and ratings on a questionnaire should be coded with

numbers or letters to facilitate statistical analysis.

Extant Data Analysis Techniques and Tools
Extant data analysis is the technique of identifying and reviewing existing

printed or electronic documents to retrieve information that is required for

assessing one or more of the intended evaluation outcomes. The practitioner,

or other data collector, identifies, retrieves, and stores the required documents;

documents the process; and archives or files both the original documents and

the specific data retrieved from the documents for future analysis. For exam-

ple, if the intended evaluation outcome is to measure the effectiveness of the

training program, the data collector may collect and store performance mea-

sures (strategy documents, scorecards, business result spreadsheets, process

control charts, and team or individual performance appraisal criteria or forms,

to name just a few).
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Extant data analysis may take place before, concurrent with, or after other

data-collection efforts. The data may establish the foundation for assessing

an intended evaluation outcome or be used to validate other data. For exam-

ple, the data collector may review formative and summative evaluation data

from a training program prior to or during the official confirmative evalua-

tion process.

During extant data analysis, the data collector plays the role of researcher

or detective, locating and retrieving data that were listed in the confirmative

evaluation plan or discovering new document sources. The data collector must

stay focused on the evaluation outcome(s) and have experience in locating

and retrieving both print and electronic documents. He or she must also be

aware of the political and even ethical realities of retrieving performance

appraisals, financial reports, quality data, and other potentially sensitive doc-

uments.

Spreadsheets or other record-keeping formats help the data collector doc-

ument the source of the data and record or attach the data. Sometimes entire

documents may be copied and stored in a file for future use by the analyst.

Electronic retrieval and storage capability makes this scenario particularly

effective. At other times, the data collector may need to summarize the rele-

vant content of the document and make available electronic or other location

information so the analyst can access the document as needed. PST 5.2 is a

basic form for (1) summarizing information from a document that is retrieved

during extant data analysis and (2) recording the type of document, location,

ownership, and the like so that the analyst may retrieve and review the com-

plete document at a later date.
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PST 5.2. Form for Recording Information During Extant Data Analysis.

Purpose: To provide sufficient information so that the data analyst can review the use-
fulness of the contents and retrieve the document as needed.

Directions: Complete one form for each document that is located, retrieved, or stored.

Training program:

Related evaluation outcome(s):

Related evaluation question(s):

Data collector:

Date (document retrieved and reviewed):

Title of document:

Type of document (meeting minutes, sales report, participant reaction survey, etc.):

Owner (developer, person responsible for maintaining the document, etc.):

Date of document:

Location (where the analyst can retrieve the document—for example, attached to this
form or at a specific online address):

Summary of contents:

Comments:

Other:
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Group Techniques and Tools
Group techniques for collecting analysis or evaluation data include brain-

storming, focus groups, nominal group technique, critical incident, case

studies, scenarios, and storytelling. An organization may also use quality

improvement techniques that are specific to the organization’s quality im-

provement initiative. The practitioner or a trained data collector may con-

duct virtual group activities or take advantage of the electronic capabilities

of the organization (video conferencing, teleconferencing, Internet or

Intranet e-mail, chat room, bulletin board technology, electronic whiteboard

technology).

These are the basic tools required for any activity that seeks to gather

information from individuals and groups:

• Guidelines to help the data collector focus and facilitate the group

activity

• Forms for recording the inputs, process, outputs, and outcomes of the

activity

• Directions and response forms for the participants

The tools may be in print or electronic depending on the particular group

activity and the technical capability of the organization.

Interview Techniques and Tools
Interviews are traditionally considered as a one-on-one activity; however, Hale

(2002a) refers to group activities, even surveys, as interviews and suggests:

“There are four commonly used interview techniques: (1) open or unstruc-

tured; (2) structured; (3) critical-incident; and (4) surveys. What distinguishes

them is (1) the amount of control each places on the interviewer and on the

person being interviewed, and (2) what they measure” (p. 176). All interview

techniques may be conducted in person, by telephone, or using technology

such as online chat rooms, videoconferencing, and satellite broadcasts. Many

organizations also have some type of groupware or meeting protocol software
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within their information system that is useful for conducting internal and

even external (customer or supplier) interviews.

One benefit of interviews is that the interviewer can ask for clarification or

probe more deeply into the interviewee’s responses. A challenge is that the

success of an interview is highly dependent on the people involved; the most

successful interviews take place between an experienced interviewer and an

interviewee who is both willing and able to share the required information.

Interviews may be structured, unstructured, or blended, depending on

the type of information required. These questions illustrate the difference

between structured and unstructured interviews:

• How would you rate the usefulness of the handouts provided by the

trainer?

Not sure

Not at all useful

Somewhat useful

Very useful

• Do you think the handouts were useful? Why or why not?

The first question requires a specific, quantitative response and is best asked

during a structured interview. The second question seeks general, qualitative

feedback and is the type of question asked during an unstructured interview.

If both types of questions are part of the interview protocol, it becomes a

blended interview.

Hale (2002a) suggests another approach to a structured interview. Instead

of providing a scale of responses for each question, the interviewer may pre-

pare a list of anticipated answers. The interviewer then asks the question, the

interviewee responds, and the interviewer classifies the response. It is impor-

tant to note that this approach to a structured interview is less objective,

because the interviewer makes assumptions about which answers to anticipate

and which classification best suits a response.
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A good interview requires careful thought and preparation up front. Struc-

tured interviews are fully scripted, and the interviewer follows the script dur-

ing each interview to ensure the validity and reliability of multiple interviews.

The script should:

• Set the interviewee at ease

• Introduce the interviewer

• Clarify the purpose and process for the interview

• List all the questions

• Provide space for the interviewer to record responses or comments (a

rating scale matrix, a checklist of potential responses, a space for unan-

ticipated or additional responses)

• Leave space for the interviewer to record personal comments

Unstructured or open interviews do not force the respondent to answer in a

particular way, but the interviewer should still prepare a script that lists the ques-

tions in sequence and includes space for recording responses and comments.

Tape recorders or video set-ups are helpful during an interview; however,

the interviewee must approve the use of a recording device and the interviewer

should still record basic responses as a backup in case there are technical dif-

ficulties. It is also helpful if the interviewer has access to a transcription ser-

vice or is experienced in transcribing audio input.

Survey Techniques and Tools
Surveys or questionnaires are especially useful for gathering qualitative data—

attitudes, ideas, opinions, suggestions, and so forth. The survey items (state-

ments) or questionnaire items (questions) are either open-ended or close-ended.

Open-ended items allow the respondents to input whatever answer they feel is

appropriate; close-ended items such as multiple choice or rating scales force the

respondents to select a specific response. In general, the evaluation, training, or

HPT practitioner should select or design closed-ended questions to collect

quantitative data and open-ended items to collect qualitative data.
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The main tool is the survey or questionnaire itself. Sometimes generic sur-

veys or questionnaires are available on attitude, professional competence, and

so forth. The Toolbox at the end of this chapter includes some publishers who

produce generic or customized surveys or questionnaires. Still, the practitioner

frequently develops the items for the confirmative evaluation because the

responses sought are specific to the training program.

Wholey, Hatry, and Newcomer (1994) give a warning: “Resist the temp-

tation to hit the ground running by rushing to write questions or to hire some

consultant to draft a questionnaire. Hitting the ground is simple. It’s running

that requires the warm up” (p. 272). Hopefully the planners asked many or

all of the questions given here during the plan phase, and the answers are

recorded in the confirmative evaluation plan:

• What is the purpose of the survey?

• Who are the respondents?

• What resources are available for preparing and conducting the survey?

• What are the cultural, political, or ethical parameters?

• Will the survey collect quantitative or qualitative data, or both?

• What question type(s) should the survey contain: open, closed, or both?

• Is a pilot planned to test the survey?

An effective survey or questionnaire includes a cover letter or e-mail, which

establishes rapport with the potential respondent, states the purpose for the sur-

vey or questionnaire, and motivates the respondent to complete and return the

survey or questionnaire. The survey or questionnaire form itself should contain

clear and unambiguous directions and a set of carefully constructed statements

or questions that are logically sequenced, concise, clear, and unambiguous. The

format should not be crowded, and the type size should be user-friendly.

The major responsibility for a successful survey or questionnaire lies with

the practitioner, who selects or develops the instrument. PST 5.3 presents

guidelines for evaluating whether a survey or questionnaire is effective for col-

lecting the intended confirmative evaluation data.
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PST 5.3. Checklist for Evaluating the Effectiveness of a Survey or Questionnaire.

Purpose: To evaluate whether a survey or questionnaire is effective for collecting intended
confirmative evaluation data.

Directions: If the criteria statement in the first column is true, mark a ✓ in the box next to 
the statement. If a statement is not true, use the second column to write the number of the
specific item(s) not meeting the criteria, or indicate what needs revision. If a criterion is not
appropriate for the specific survey or questionnaire, use the second column to indicate why.

Example

Do directions meet this criteria? If not, then revise this:

�✓ Appropriately worded for target audience 
(age, gender, ethnic background, etc.)

� Clear #5, #6

Checklist

Does cover letter or e-mail meet these criteria? If not, then revise this:

� States purpose for survey/questionnaire

� Contains complete instructions for returning 
survey/questionnaire (date, address, etc.)

� States who was selected to respond 
(and why)

� Motivates potential respondent to complete 
and return the survey/questionnaire

� Says “thank you” for responding

� Other:

Do directions meet these criteria? If not, then revise this:

� Brief

� Complete

� Appropriately worded for target audience 
(age, gender, ethnic background, etc.)

� Clear

� Accurate

� Unambiguous (mean what they say and 
say what they mean)

� Provide examples (if appropriate)

� Other:

C o n f i r m a t i v e  E v a l u a t i o n1 2 4

Confirmative Evaluation: Practical Strategies for Valuing Continuous Improvement. Copyright © 2004 by John
Wiley & Sons, Inc. Reproduced by permission of Pfeiffer, an Imprint of Wiley. www.pfeiffer.com

Dessinger.c05  10/30/03  11:21 AM  Page 124



PST 5.3. Checklist for Evaluating the Effectiveness of a Survey or Questionnaire,
Continued.

Do items (statements or questions) If not, then revise this:
meet these criteria?

� All items are numbered/coded for 
easy analysis

� Items are grouped by topic if applicable

� Items related to the same topic move from 
general to specific

� Items do not suggest that one response is 
more appropriate than another

� Items are clearly stated

� Items are unambiguous (mean what they 
say and say what they mean)

� Other:

Do responses meet these criteria? If not, then revise this:

� All responses are coded for easy analysis

� Wording of scaled response is appropriate 
for the item

� Sufficient space is available to record 
open-ended responses

� There is a comment section (if appropriate)

� Method of response is easy and 
appropriate for target audience

� Time required to respond is appropriate 
for target audience

� Other:

Does format meet these criteria? If not, then revise this:

� Includes as much white space as possible

� Type size is appropriate for target audience

� Print is dark enough for target audience

� Pages are numbered “p __ of __ pages” 
(if appropriate)

� Other:
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Observation Techniques and Tools
There is more to observing than meets the eye: “Thinking, planning, imag-

ining, and estimating are abstract work behaviors and, one would think, unac-

countable. People express the results of their work performances through

observable actions, however, and the qualities of their actions can be observed.

When practiced systematically, observing people at work will yield a great

deal of qualitative and quantitative information about the work, the worker,

and the work environment” (Swanson, 1994, p. 85).

Observation is especially appropriate for collecting confirmative evalua-

tion data on the effectiveness, efficiency, impact, and value of visible, observ-

able performance before and after training. Observation sounds simple, but

there are many options available and it takes a trained observer to collect valid,

usable data. The observer may look at the efficiency and effectiveness of a spe-

cific performance, the speed and accuracy with which a task is completed, the

use of safety equipment and guidelines, the approach to troubleshooting, or

the quality of the output or outcome. The challenge of using observation tech-

niques is to “keep data collection unobtrusive [and] do everything you ethi-

cally can to obtain unsullied, representative slices of real-life behavior . . .”

(Zemke and Kramlinger, 1987, p. 82).

The data collector may also combine observation with individual or group

interviews (focus groups, critical incident, process mapping, storytelling, and

so forth) to collect data on both physical and mental performance related to

lessons learned during the training program. In addition, the observer can

study the “artifacts” that are associated with a performance: a tool, product,

visible stimulus such as a warning light or indicator, tracking device, work

record, and so forth (Zemke and Kramlinger, 1987). The result of combining

observation with other analysis techniques is what Swanson calls “a tier of

information” (1994, p. 88) that is complete, accurate, and most of all useful.

The major tool for the observer is the observation guide. The most com-

mon guide is a matrix, which may include a list of activities and tasks linked

to columns that allow the observer to record frequency, criticality, trigger event

or stimulus, adherence to standards, accuracy, approaches to decision mak-
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ing or troubleshooting, and so forth. The observer may also record the per-

formance with a video camera.

Train the Data Collectors
Effective data collection requires experience and special skills. Evaluators or

training practitioners doubling as data collectors may have the necessary

knowledge and skills as part of their professional repertoire. However, in a

larger organization, or one where it is politically important to use local per-

sonnel as data collectors, the evaluation, training, or HPT practitioner has

the added responsibility for training data collectors to ensure the validity and

reliability of the data.

The Toolbox at the end of the chapter includes resources to help novice

data collectors expand their knowledge and skills. The practitioner may also

offer workshops, coaching or mentoring opportunities, and print or elec-

tronic PSTs. Mastering interview and group activity techniques is more time-

consuming than learning how to distribute and retrieve surveys or collect

documentation because interviewing and facilitating require practice. When-

ever possible, select interviewers and group facilitators according to their

knowledge, skill, and experience. Time and money are the major challenges

to training novice data collectors.

Store the Data
How to store the data collected during the do phase of confirmative evalua-

tion depends on whether the confirmative evaluation plan calls for quantita-

tive or qualitative analysis.

In quantitative analysis, data collected from existing documents, surveys,

observation, or interviews must be stored as frequency counts, ranks, or

other quantitative measures to facilitate statistical analysis. Comments from

the respondents, interviewer, facilitator, and data collector are usually stored

verbatim.

D o 1 2 7

Dessinger.c05  10/30/03  11:21 AM  Page 127



In qualitative analysis, responses to open-ended survey items or interview

questions are stored verbatim, along with any comments from the respon-

dents or data collector. If the data collector is experienced, or the analyst col-

lects the data, the responses may be stored within classifications or groups.

The challenge is to select, customize, or design tools for each data-

collection technique that enable the data collector to record and store the

responses or observations in a format that is compatible with the preselected

data analysis technique.

Manage the Data-Collection Process
The confirmative evaluation plan should include a section on how to admin-

ister or manage the do phase of confirmative evaluation. The practitioner or

the assigned project manager is responsible for:

• Allocating and tracking time, money, and personnel to monitor bud-

getary and other issues and priorities

• Monitoring all data-collection activities

• Preparing and distributing status reports

• Communicating with stakeholders as needed to maintain support for

the confirmative evaluation

• Setting up yellow warning flags when a change could potentially delay

the timely and effective completion of the do phase
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  F I V E

1. The start-up strategy depends on whether the confirmative evaluation plan

is proactive (up-front) or reactive (just-in-time).

2. The confirmative evaluation plan constitutes a blueprint for data collection.

3. There are a variety of techniques and tools to use for data collection. The

key is to select the right tool and learn how to use it effectively.

4. One crucial responsibility of the data collector is to make certain that the

data-collection techniques and tools are targeted on, and everyone involved

in the data-collection process stays focused on, the intended evaluation

outcomes and evaluation questions.

5. The major challenges faced by the data collector in my organization are: 

6. Data collectors need to identify and follow professional quality standards

for program evaluation.

7. Personal lessons learned: 

N E X T  S T E P S

The next step is to analyze and interpret the data and to report the results of

the confirmative evaluation. The authors have separated the do and analyze

phases of confirmative evaluation to emphasize the importance of both activ-

ities, as well as how the goodness of data collection affects the goodness of

the analysis, interpretation, and reporting activities. However, if the same per-

son serves as both data collector and analyst, then the activities discussed in

this and the following chapter may occur concurrently.
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T O O L B O X  F O R  D ATA  C O L L E C T I O N

These professional books and publishers offer resources for selecting, customiz-
ing, developing, and using data-collection techniques and tools.

Professional Books

Combs, W. L., and Falletta, S. V. The Targeted Evaluation Process: A Consultant’s
Guide to Asking the Right Questions and Getting the Results You Trust.
Alexandria, Va.: American Society for Training and Development, 2000. (See
Chapter Nine of that book, on designing the tools, technology, and tech-
niques, for a practical discussion of how to select, design, or customize tools;
use technology; and achieve reliability and validity.)

Dixon, N. M. Evaluation: A Tool for Improving HRD Quality. San Francisco:
Pfeiffer; Alexandria, Va.: American Society for Training and Development,
1990. (Part Five of that book contains chapters on collecting and analyzing
data from interviews and surveys, including a chapter on validity.)

Fuller, J. Managing Performance Improvement Projects. San Francisco: 
Jossey-Bass/Pfeiffer and International Society for Performance Improvement
(ISPI), 1997. (Features steps and suggestions for managing a successful per-
formance improvement project.)

Hale, J. Performance-Based Evaluation: Tools and Techniques to Measure the
Impact of Training. San Francisco: Jossey-Bass/Pfeiffer, 2002. (Chapter Ten of
that book contains practical information on how to collect data using obser-
vation; document searches; and individual or group processes such as critical
incident analysis, focus groups, nominal group technique, process mapping,
and surveys.)

Rossett, A. Training Needs Assessment. Englewood Cliffs, N.J.: Educational
Technology Publications, 1987. (Includes chapters on extant data analysis,
interviewing, observing, working with groups, and writing questionnaires and
surveys.)

Rossett, A. First Things Fast. San Francisco: Jossey-Bass/Pfeiffer, 1999. (Contains
chapters on interviews, focus groups, observations, surveys, and using tech-
nology to collect data.)

Swanson, R. A. Analysis for Improving Performance. San Francisco: Berrett-
Koehler, 1994. (Chapter Seven of that book is an overview of a number of
techniques: interviews, questionnaires, observations, and reviewing organiza-
tional records.)
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T O O L B O X  F O R  D ATA  C O L L E C T I O N , Continued

Wholey, J. S., Hatry, H. P., and Newcomer, K. E. (eds.). Handbook of Practical
Program Evaluation. San Francisco: Jossey-Bass, 1994. (Part Two of that
book includes chapters on collecting data from observation, surveys, role
plays, focus groups, existing records, and field experiments.)

Zemke, R., and Kramlinger, T. Figuring Things Out: A Trainer’s Guide to Needs
and Task Analysis. Reading, Mass.: Addison-Wesley, 1987. (Contains chapters
on observation, focus groups, telephone and face-to-face interviews, critical
incident, consensus groups, and surveys and questionnaires.)

Publishers

Goal/QPC: Memory Jogger Pocket Guides and other quality-based tools and
techniques; (800) 643-4316 or www.goalqpc.com

HRD Press: generic assessment instruments; (800) 822-2801 or
www.hrdpress.com

HRDQ: generic assessment instruments; (800) 633-4533 or www.hrdq.com
Human Synergistics: generic assessment instruments; (800) 622-7584 or

www.humansyn.com
Pfeiffer Annuals: Elaine Biech edits a yearly compendium that contains sample

inventories and surveys; (800) 274-4434 or www.Pfeiffer.com
Psychological Corporation: generic assessment instruments; (800) 872-1726 or

www.PsychCorp.com
QuestionMark: software for writing, administering, and reporting on assess-

ments, tests, surveys; (800) 863-3950 or www.questionmark.com
Sage Publications: professional books on evaluation and research; (805) 

499-0721 or www.sagepub.com
Teleometrics: generic assessment instruments; (800) 527-0406 or 

www.teleometrics.com
Training Technologies: electronic survey tracker; (513) 754-1212, 

www.traintech.com, or www.surveytracker.com

Web-Based Resource

Refereed checklists and other resources for collecting evaluation data are avail-
able at www.wmich.edu/evalctr/checklists
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ONCE CONFIRMATIVE EVALUATION DATA are collected

by surveys, questionnaires, interviews, observations, or group activi-

ties, they need to be analyzed, interpreted, and communicated. During the

analysis phase, the evaluation, training, or HPT practitioner takes on the role

of analyst, stays focused on the confirmative evaluation outcomes and evalu-

ation questions, and strives to:

• Analyze: organize the data and discover what they mean

• Interpret: find out which results are significant, why they are signifi-

cant, and what implications the significance has for the next phase of

the confirmative evaluation process (improve)

• Communicate: share the findings plus the analysis and interpretation

results with the stakeholders who need the information to improve

performance

The goodness of analysis and interpretation depends on the goodness of the

data and the knowledge and skills of the analyst.

6
Analyze:
Everything Old Is New Again
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This chapter contains practical suggestions and guidelines on how to ana-

lyze and interpret data and communicate the confirmative evaluation results.

We differentiate between quantitative and qualitative data analysis, focus on

analyzing and interpreting the confirmative evaluation results, spend some

time outlining what constitutes an effective confirmative evaluation report,

and present a Toolbox of professional books and software packages to jump-

start the analysis and communication process.

After reading this chapter, you will be able to:

1. Identify generic methods for analyzing quantitative and qualitative

confirmative evaluation data

2. Identify generic software packages for analyzing quantitative and

qualitative confirmative evaluation data

3. Discuss what is involved in interpreting confirmative evaluation data

4. Identify generic methods useful for interpreting confirmative evalu-

ation data

5. Describe how to communicate confirmative evaluation results and

recommendations

6. Suggest an appropriate outline, style, and structure for a confirma-

tive evaluation report

Get Ready, Get Set
During the analysis process, the practitioner works with whatever data were

collected during the do phase of confirmative evaluation, to determine which

intended evaluation outcomes the data support and whether these data are

solid enough to support drawing conclusions and making decisions. At times,

the analyst may need to review and even revise the confirmative evaluation

plan (type of data, analysis strategy, communication plan, and so forth) to

ensure that the intended outcomes of the confirmative evaluation can be

achieved. For the time being, however, let the analysis begin.

Sources from the literature on program evaluation (such as Brinkerhoff,

Brethower, Hluchyj, and Nowakowski, 1983; Phillips, 1997b; Russ-Eft and
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Preskill, 2001; Windsor, Baranowski, Clark, and Cutter, 1994; and many oth-

ers) offer basic guidelines for analyzing evaluation data. Here are some gen-

eral heuristics or rules of thumb that are particularly important when

analyzing confirmative evaluation data:

• Stay focused on the intended confirmative evaluation outcomes and

evaluation questions.

• Track variables carefully, and be alert for unanticipated results.

• Make sure you can support all your conclusions and recommenda-

tions with relevant, accurate, and consistent data.

• Keep analysis as simple, practical, and economical as possible, while

making sure it is sufficient to achieve the intended evaluation outcomes.

• Never assume stakeholders understand what you do during the analy-

sis phase.

• Follow ethical standards related to analysis, including standards related

to confidentiality, use of human subjects, statistical processing of data,

and so forth.

Prepare the Confirmative Evaluation Data
There are three steps the analyst should perform prior to beginning the actual

analysis:

1. Retrieve the data that were collected and stored during the do phase

of confirmative evaluation.

2. Organize the data to meet the requirements of the preselected

analysis method.

3. Inspect the data to determine goodness.

Retrieve the Data
Sometimes the analyst is also the data collector; sometimes the analyst comes

on the scene after data collectors have collected and stored the data in print

or electronic form. In the second scenario, the analyst must retrieve the data

A n a l y z e 1 3 5
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and begin to organize them into a useful format. In either case, it is vital that

all the data be properly stored, storage locations be well documented, and the

analyst have easy access to the data. In short, the data should be organized to

be logical, safe, and easy to retrieve.

Organize the Data
If the data are not analysis-ready, the analyst must organize the data to meet

the requirements of the selected analysis method. This may entail aggregat-

ing, grouping, or coding the data:

• Aggregate. Sometimes data related to the same outcome or confirmative

evaluation question are collected from a number of sources and stored in dif-

ferent locations. The analyst must identify and retrieve the data from the var-

ious stored sources and put the data together in a usable format for analysis.

• Group. Sometimes the analyst needs to collapse the data and look at

intervals or classes. This means the analyst must identify and retrieve all the

data that belong within each interval or class and put the data together in a

usable format for analysis. If the data-collection tools were properly designed,

similar items are already grouped together. (See Chapter Five for a discussion

of data-collection tools.)

• Code. Coding is essential when the confirmative evaluation plan calls

for quantitative analysis methods. In the best-case scenario, each item, rank,

or response on the surveys, questionnaires, rating forms, and other data-

collection tools is identified with a number or letter (code). If items are not

coded, the analyst must develop and apply a code prior to analysis, which is

not as accurate or easy to work with as a preset code. The goal is a simple but

complete coding system that makes data analysis easier and more accurate;

all data from surveys and other instruments are recorded in one computer-

ized record, making the data easy to record, tabulate, scan, store, and retrieve.

Inspect the Data
While or after the data are organized, the analyst should consider whether the

data that have been collected are worth analyzing. The analyst has several

options—eyeball methods, spot checks, audits, group meetings of analyzers,
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or accuracy ratings—to help guarantee that the data are robust and sensitive

to the needs of the organization and the stakeholders. For example, did any

of these conditions result in invalid or otherwise useless data?

• Partially completed instruments

• Multiple coding errors

• Respondents not representative of the population

• Respondents not randomized

• Monitoring and administration procedures inconsistent with imple-

mentation guidelines

Now Analyze
Once the data are organized, the analyst may begin to analyze them according

to the procedures established in the confirmative evaluation plan. The ana-

lyst needs to remain focused on the purpose of conducting the specific analy-

sis. This means refocusing on the specific confirmative evaluation outcome

or confirmative evaluation question that is being analyzed at the time.

It is important and politically astute to involve the stakeholders in the

data analysis process. The analyst gains insight into the questions raised, is

sensitized to the trigger points of the stakeholders, and becomes aware of

opportunities for exploring new issues. The stakeholders, on the other hand,

realize that statistics can be friendly, that statistics reduce data to a briefer

form, and that their involvement is necessary and appreciated (Patton, 1987).

One way to involve stakeholders in the analysis phase of confirmative evalu-

ation is to establish a blue-ribbon committee of stakeholders for reviewing

data analysis procedures, methodologies, and practices. Whatever involve-

ment strategy the analyst selects, including stakeholders in the analysis process

goes a long way toward establishing buy-in and educating the stakeholders

about the analysis process itself.

Quantitative Data Analysis
Quantitative data include weights or rankings, frequency counts, scores, and

so forth, “expressed in whole numbers, fractions, decimals, or percentages”

(Hale, 2002a, p. 227). The purpose of quantitative data analysis is to describe
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data in terms of central tendency or dispersion, search for or predict rela-

tionships among variables, and test for significant differences among variables.

The analyst does not have to be an expert in statistics to perform quanti-

tative analysis. However, the analyst does need to have a basic understanding

of statistical theory and procedures and be familiar with the selected statisti-

cal methods in order to conduct the analysis; explain the inputs, process, out-

puts, and outcomes to the stakeholders; and help the stakeholders interpret

the analysis results.

Table 6.1 gives an overview of some of the major statistical analysis methods

you can use if you must describe confirmative evaluation data, search for or pre-

dict relationships, or test for significance. Hopefully, the statistical method was

selected in the plan phase and the selection was soundly based on what you need

to find out to achieve the intended evaluation outcomes and answer the tar-

geted evaluation questions. Now all you have to do is analyze the data!

The Toolbox at the end of this chapter refers you to more in-depth and

user-friendly information on quantitative analysis methodology, including a
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Table 6.1. Options for Analyzing Quantitative Data.

Purpose Statistical Analysis Options

Describe the data • Mean, median, or mode (measures of central tendency)

• Range or standard deviation (measures of dispersion)

Search for relationships • Correlation analysis (two variables)

• Factor or cluster analysis (three or more variables)

Predict relationships • Regression or discriminant analysis (two variables)

• Multiple regression or discriminant analysis (three or
more variables)

Test significance • Chi square

• ANOVA (analysis of variance)

• ANCOVA (analysis of covariance)

• t-test
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list of statistical software packages that are designed to store, categorize, code,

sort, and analyze data. A simple word-processing program is sufficient for

small confirmative evaluation projects; a software suite that includes word-

processing, database, and spreadsheet programs is preferable for large projects.

Qualitative Data Analysis
Qualitative data analysis is becoming an accepted component of evaluation

and research. Qualitative data add distinct elements of richness and sensitiv-

ity to the results of data analysis. On the process side of analysis, “because

they are ‘personalized,’ qualitative methods [surveys, interviews, focus groups,

and so forth] may add emotion and tone to purely statistical findings . . .”

(Fink, 1993, p. 11).

Qualitative data are “concepts, ideas, opinions, conclusions, preferences,

and so on that are expressed orally or in writing through words, phrases, sto-

ries, or narrative passages” (Hale, 2002a, p. 228). The purpose of qualitative

data analysis is to identify “themes and patterns in the data and then code

and categorize these themes in an effort to understand and explain the phe-

nomenon being evaluated” (Russ-Eft and Preskill, 2001, p. 319). Within the

framework of confirmative evaluation, the practitioner derives categories from

stakeholder information needs as they are ultimately expressed in the intended

evaluation outcomes and the targeted evaluation questions.

The Toolbox at the end of this chapter includes user-friendly professional

books that present more in-depth information on when, why, and how to

analyze qualitative data. There is also a list of qualitative analysis software that

serves as “an electronic facilitator of text-based analysis, helping the researcher

to parse [break down] the data and explore relationships between responses”

(Rossett, 1999, p. 131).

Cost Analysis
Cost analysis is an umbrella term for a set of analysis techniques that compare

program costs with program benefits, effectiveness, utility, or feasibility. Cost

analysis is difficult and time-consuming. However, it is crucial for decision mak-

ing in today’s cost-conscious and bottom-line-oriented business world, where

it is becoming increasingly important to base decisions related to training and
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other performance improvement interventions on the business value of the

intervention. When we say business value we are referring to “the continuing

competence of the performers who participate in the interventions and the

continuing effectiveness of the entire performance improvement package

including products and processes” (Van Tiem, Moseley, and Dessinger, 2000,

pp. 176–177) as well as the cost associated with implementing or not imple-

menting the intervention.

Traditionally, cost-benefit and cost-effectiveness analyses are conducted

after a program is implemented and relate directly to confirmative evaluation;

cost-feasibility and cost-utility analyses are most often used prior to program

implementation, but the confirmative evaluation plan may include activities

for validating the results of an up-front cost-utility or cost-feasibility analysis.

Cost-Benefit Analysis. Cost-benefit analysis (CBA), sometimes known as benefit-

cost analysis, is a practical quantitative procedure that the confirmative eval-

uation analyst can use to compare the cost of the training program with the

benefits resulting from the program: “A program may have been instituted

for a complex set of political and other external reasons and it becomes impor-

tant to have hard data on its impact and the ratio of benefits to costs . . .”

(Rossi and Freeman, 1993, p. 45).

During cost-benefit analysis, the practitioner identifies all the obvious and

hidden costs of planning, designing, implementing, and evaluating the train-

ing program and all the individual, group, business, or organizational bene-

fits that resulted from the training program; he or she then assigns a dollar

value to each cost and benefit. “The evaluator can then calculate the net ben-

efits (or costs) of the program; examine the ratio of benefits to costs; deter-

mine the rate of return on the original investment; and compare the program’s

benefits and costs with those of other programs or proposed alternatives”(Kee,

1994, p. 456).

It is often difficult and challenging to identify the unit of analysis for both

costs and benefits, assign the appropriate monetary value for benefits, and

discover hidden costs. For example, a hidden cost might be a decrease in pro-

ductivity when a work group member is attending the training program; the

benefit might be increased productivity directly related to the training pro-
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gram outcomes. The Toolbox at the end of this chapter suggests some pro-

fessional books on how to conduct cost-benefit analysis of programs, includ-

ing training programs.

Cost-Effectiveness Analysis. According to Kee (1994), cost-effectiveness analysis

is “the major costing alternative to benefit-cost analysis”; the output is a ratio

that “relates the cost of a given alternative to specific measures of program

objectives . . . for example, dollars per life saved” (p. 457). Cost-effectiveness

analysis can help stakeholders compare training programs and delivery sys-

tems (classroom versus self-study, satellite broadcast versus computer-based

training, and so forth). Cost-effectiveness analysis also reduces the difficulty of

trying to place a monetary value on training benefits. This is particularly

important when a training program is long-term and there are volumes of

data to collect and convert.

Cost-Utility Analysis. Cost-utility analysis is another method for analyzing alter-

native training programs. Cost-utility analysis is a subjective analysis of the

cost and estimated utility or usefulness of the outcomes of a program. This

makes it difficult to establish the basis for analysis and even more difficult to

defend the results (Worthen, Sanders, and Fitzpatrick, 1997).

Here is an example: an analyst calculates the costs of each of three train-

ing programs on cold calling presented by three vendors. Then the analyst

estimates that salespeople who complete any of the programs will increase

their monthly sales by X percent. The analyst also estimates that the increase

in sales will have a scaled value of 4 (on a scale of 5 = very high to 1 = very

low) for the sales departments involved. The analyst then multiplies the prob-

ability of achieving the increase in sales by the estimated value of the increase.

Now the analyst has two points of comparison: cost and estimated utility. The

analyst can also apply cost-utility analysis to a single training program that is

offered at multiple locations over months or years, or to analyze the cost util-

ity of a training program with multiple outcomes.

Cost-Feasibility Analysis. Cost-feasibility analysis is usually conducted up front to

determine whether to implement a program; however, sometimes decision

makers are faced with shrinking budgets and need to know whether it is still
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expedient, or even possible financially, to continue a training program. Cost-

feasibility analysis is strictly a matter of calculating and comparing the costs

of the program with the department or division budget. Conducting a feasi-

bility analysis during confirmative evaluation can help decision makers deter-

mine whether the original feasibility study was accurate or whether they can

continue to maintain the program.

Return on Investment (ROI) Analysis
Since 1959, organizations have been using Kirkpatrick’s four levels of evalu-

ation: immediate reaction, immediate learning, on-the-job behavior, and

results. Almost forty years later, Phillips, Pulliam, and Wurtz (1998), noting

the increased impact of the bottom line on healthy organizations, added a

fifth level: return on investment (ROI).

ROI is the cost-analysis technique most closely related to confirmative

evaluation. However, there is a danger of equating ROI with confirmative

evaluation and thus missing out on the broad inputs and purposes of full-

scope evaluation. ROI is not the same as confirmative evaluation; it is an addi-

tional measurement of success, and a crucial one for evaluating long-term

training programs.
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ROI =\ Confirmative Evaluation

Basic ROI analysis is similar to CBA. Both techniques place a monetary

value on the costs and benefits of a training program and come up with a

cost-to-benefit ratio. However, ROI goes a step further by subtracting pro-

gram costs from program benefits to calculate the net benefits, dividing the

net benefits by the program costs, and multiplying by 100. The result is an

ROI percentage that may be low for hard skills or technical training but go

beyond 100 percent for soft skills training such as sales (Phillips, 1997b).

During confirmative evaluation, the ROI analysis must include all the

design, development, implementation, and evaluation costs of the program,
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from design through implementation and maintenance, as well as the long-

term hidden costs (such as expenses) that occur each time participants leave

work and attend the training. The ROI analysis must also focus on the

intended outcomes of the training program—effectiveness, efficiency, impact,

and value—to determine the benefits.

Phillips, Pulliam, and Wurtz (1998) and others report that business buzz-

words such as “accountability,” “alignment,” “three Rs” (restructure, reengi-

neer, rightsizing), and “quality” imply an increasing interest in and need for

ROI analysis. Organizations call out for evaluation, training, and HPT prac-

titioners to show where the money goes; prove there’s a link between business

and performance needs; or measure continuous quality improvement. For

specific information on how to analyze ROI in your organization, refer to the

resources in the Toolbox at the end of the chapter.

Add Risk Analysis to the Mix
Jackson (1989) suggests that the most effective way to predict or confirm the

benefits or success of a training program, or compare alternative programs, is

to combine risk analysis with CBA or ROI analysis. Risk analysis establishes

the expected value of a training program and the probability of success and

then makes it possible to analyze whether the actual value is equal to the

expected value. The stage is set for risk analysis during proactive confirmative

evaluation planning, because the success of the risk analysis results depends on

up-front activities such as cost-feasibility analysis, clear definition of program

objectives, and alignment of program objectives with performance criteria.

For further discussion of alignment, see Chapter Seven. For generic infor-

mation on using risk analysis, see the Toolbox at the end of this chapter.

Interpret Confirmative Evaluation Results
Only a few authors (for example, Worthen, Sanders, and Fitzpatrick, 1997)

treat interpretation as a separate activity with a distinct methodology. In this

book, we consider interpretation as part of the analyze phase, yet distinct

enough to be discussed separately.
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During data analysis, the role of the analyst is to use “. . . a set of statisti-

cal [and other] tools that reduce the amount of detail in the data, summariz-

ing it and making the most important facts and relationships apparent”

(Alreck and Settle, 1995, p. 267). Then it’s time for interpretation. The ana-

lyst focuses on the results, discovers what the results really mean, and draws

results-based conclusions that meet stakeholder information needs, support

the intended evaluation outcomes, answer the targeted questions, and are use-

ful for recommending further action.

PST 6.1 is a checklist of questions the analyst may ask during data inter-

pretation. The Toolbox at the end of this chapter includes some professional

books on data interpretation.
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PST 6.1. Checklist for Interpreting Confirmative Evaluation Results.

Purpose: To help identify what analysis results really mean.

Directions: After you have completed analyzing the confirmative evaluation data,
review the analysis results. Then use the items below to guide your interpretation of
the results. Adapt the checklist to your specific needs: place a ✓ before any question
below that you feel you need to ask during the interpretation stage, or any item that
needs further verification, or just to indicate that you are satisfied with the answer to
the question and are ready to move on. Add additional questions that are specific to
the data you are working with.

� Do the results support the intended outcome(s) established in the confirmative
evaluation plan?

� Do the results answer the targeted evaluation question(s) established in the
confirmative evaluation plan?

� Do the results meet stakeholder needs?

� Do the results meet stakeholder expectations?

� Are there weaknesses in the analysis techniques or tools that skewed the results?

� Are the results valid (sound)?

� Are the results reliable (consistent)?

� Are the results useful?

� Are the results valuable?

� Are there similar results from other evaluations that I can use to verify these results?

� Other:
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No matter how objective the interpreter tries to be, interpretation is a per-

sonal activity. The Victorian poet Alfred, Lord Tennyson, wrote: “I am a part

of all that I have met.” So it is with the practitioner who is responsible for

interpreting data. He or she brings personal life experiences to the interpre-

tation landscape as well as technical skills, practical savvy, and conceptual abil-

ities, all of which cannot help but color the landscape and affect the

perspective. If the analyst also involves the stakeholders in interpreting the

data, the perspective becomes even broader and, although objectivity may

waver, the potential for buy-in is stronger.

Make Results-Based Recommendations
Once interpretation is completed, the analyst uses the results to make solid

reality-based recommendations for future action. The analyst should consider

these factors when making recommendations:

• Are the recommendations aligned with the specific commitments to

action that the stakeholders made during the confirmative evaluation

planning sessions?

• Are the recommendations aligned with the organization’s mission and

values?

• Will the current or future organizational climate and culture support

the recommendations?

• Are sufficient resources available to implement the recommendations

(time, money, personnel, and so forth)?

• What type of change-management effort is required to implement the

recommendations?

• What are the benefits, barriers, risks, and rewards for implementing

the recommendations?

The Toolbox at the end of the chapter suggests books that further the dis-

cussion of what issues to take into account when making recommendations.
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Report Confirmative Evaluation Results
When does the evaluator end the analysis process and decide to report the

results to the stakeholders? According to Brinkerhoff, Brethower, Hluchyj,

and Nowakowski: “With quantitative data, you arrive at a level of certainty

you’re willing to defend; with qualitative data, you encounter redundancy, or

regularity. . . . You never conclude analysis. You stop doing it” (1983, p. 146).

Here are some tips on what to do when you decide to stop. There are addi-

tional resources on writing evaluation reports in the Toolbox at the end of

this chapter.

Communicate, Communicate, Communicate
The evaluation literature (including Russ-Eft and Preskill, 2001) stresses that

reporting confirmative evaluation results is not a one-time-only function; nor

is it one-way communication. Communicating with stakeholders should be a

continuous, collaborative process with ongoing dialogue where stakeholders

are totally involved in such decisions as the purpose, content, design, pre-

sentation, logistics, and timing of the confirmative evaluation report. How-

ever, even if the practitioner maintains active communication with

stakeholders throughout the confirmative evaluation process, it is still good

knowledge-management practice to produce a single, archivable final report.

Consider Style, Format, and Content
The style of the final report  is on a continuum from formal to informal,

depending on the organization and the audience. The format may vary, in

accordance with organizational standards and resources—hard copy, electronic,

or a presentation with handouts. However, the one constant is the content: a

clear, concise, and focused summary of the entire analyze phase—who did what

when, what happened, and why, with recommendations for action.

The content of the final report depends on who needs to know what and

why. The confirmative evaluation plan should address answers to several ques-

tions, but since time may have elapsed between plan and do the report writer

should do a current reality check:
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• Who needs to know?

• What information should each person know?

• Why do they have to know (what are the intended evaluation out-

comes and targeted evaluation questions)?

• What problems are likely to occur from the results of data analysis,

the interpretation of the results, or the recommendations for action?

PST 6.2 is a general outline for a formal final report; it may be adapted to

informal reports as well. For a sample evaluation report, see the reference to

Boulmetis and Dutwin (2000) in the Toolbox at the end of this chapter.
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PST 6.2. Outline for a Formal Confirmative Evaluation Final Report.

Purpose: To help identify what to include in a formal confirmative evaluation final
report, and to serve as a guideline for writing the report.

Directions: Use this outline to plan a formal confirmative evaluation final report or
adjust the outline if your organization requires a less formal presentation.

1. Executive summary

2. Table of contents

3. Introduction: purpose, intended evaluation outcome, targeted evaluation
questions, audience, and scope, at a minimum

4. Background information: historical data, including summary of plan phase,
challenges, limitations, special circumstances, and so forth

5. Body of report: summary of what happened during do (data collection) and
analyze (data analysis and interpretation)—inputs, process, outputs, and outcomes

6. Summary: conclusions and recommendations

7. Closing: benefits of conducting the confirmative evaluation, limitations, special
implications, lessons learned, and so on

8. Appendices: data-collection instruments, graphics (if not placed in the body of the
report), budget, timeline, and the like
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Use Communication Tools Wisely and Well
Communication tools are frequently built into analysis tools. For example, a

statistical software package may analyze the data and present the results in a

chart or other graphic that may be imported into a word processing program

or slide presentation program. There are also a variety of word processing and

graphics software packages on the market that make it relatively easy for the

analyst to prepare a graphic display of data visually interpreting the results of

the confirmative evaluation. The writer should be savvy about working with

these tools and about using figures, graphs, charts, diagrams, tables, or other

graphics to display (1) quantitative data resulting from the analysis of central

tendencies, dispersion, frequency distributions, and score comparisons; and

(2) qualitative data resulting from theme and pattern, content, or summary

analyses. The Toolbox at the end of this chapter lists some analysis software

that contains communication tools.

Inform and Inspire
At this point in the confirmative evaluation process, communication should

be part information and part inspiration. The final report should contain all

the information the stakeholders need to know while inspiring them to take

action. Above all, whoever communicates the results of the confirmative eval-

uation should remember to celebrate the successes of the evaluation and sug-

gest positive solutions for any negative outcomes. The goal is to motivate the

reader to take considered action for continuous improvement supported by

solid confirmative evaluation results.
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  S I X

1. Analysis and interpretation are different activities. Analysis reduces infor-

mation to useable formats and makes inferences; interpretation derives

meaning so you can draw conclusions.

2. Analysis is a never-ending process. The analyst just knows when to stop.

3. Quantitative data should be complemented by qualitative data.

4. Quantitative and qualitative data analysis software packages help make the

analysis process mystery-free and user-friendly.

5. Continuous communication with stakeholders is an important part of the

confirmative evaluation process.

6. The final confirmative evaluation report summarizes inputs, processes, out-

puts, and outcomes for stakeholders in the style and format that best suit

their needs.

7. Personal lessons learned: 

N E X T  S T E P S

The final step in the confirmative evaluation process is improve. The next chap-

ter focuses on the importance of continuous improvement and the changing

and challenging roles of the evaluation, training, or HPT practitioner.
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T O O L B O X  F O R  A N A LY S I S ,  I N T E R P R E TAT I O N ,  
A N D  R E P O R T I N G

Here are professional books and publishers offering resources for analyzing and
interpreting data and communicating confirmative evaluation results. The
resources are generic because very little is written in the literature about analyzing
data specifically for confirmative evaluation purposes. The purpose may vary
among the types of evaluation, but analysis techniques remain basically the same.

Professional Books

Boulmetis, J., and Dutwin, P. The ABCs of Evaluation: Timeless Techniques for
Program and Project Managers. San Francisco: Jossey-Bass, 2000. (Chapter
Seven in that book, on data analysis, and Chapter Nine, on writing the evalu-
ation report, are particularly relevant. The book also contains a useful appen-
dix on data analysis and a sample evaluation report.)

Brinkerhoff, R. O., Brethower, D. M., Hluchyj, T., and Nowakowski, J. R. Pro-
gram Evaluation: A Practitioner’s Guide for Trainers and Educators. Boston:
Kluwer-Nijhoff, 1983. (Offers guidance on interpreting data analyses.)

Combs, W. L., and Falletta, S. V. The Targeted Evaluation Process: A Perfor-
mance Consultant’s Guide to Asking the Right Questions and Getting the
Results You Trust. Alexandria, Va.: American Society for Training and
Development, 2000. (Chapter Eleven in that book, “Reporting Results,”
discusses how to make recommendations, prepare the report, and present
the report.)

Hale, J. Performance-Based Evaluation: Tools and Techniques to Measure the
Impact of Training. San Francisco: Jossey-Bass/Pfeiffer, 2002. (Chapter Eleven
in that book, on how to analyze data using descriptive statistics, and Chapter
Twelve, on how to analyze data using inferential statistics, are very useful.
Page 229 presents information on qualitative analysis.)

Jackson, T. Evaluation: Relating Training to Business Performance. San Fran-
cisco: Pfeiffer, 1989. (Chapter Five in that book, “Calculating the Benefits,”
explains the use of cost-benefit analysis, risk analysis, and ROI.)

The Joint Committee on Standards for Educational Evaluation. The Program
Evaluation Standards: How to Assess Evaluation of Educational Programs
(2nd ed.). Thousand Oaks, Calif.: Sage, 1994. (Practical and ethical guid-
ance on conducting all evaluation activities.)
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T O O L B O X  F O R  A N A LY S I S ,  I N T E R P R E TAT I O N ,  
A N D  R E P O R T I N G , Continued

Shadish, W. R., Newman, D. L., Scheirer, M. A., and Wye, C. (Eds.). Guiding
Principles for Evaluators, New Directions for Program Evaluation, No. 66, 
San Francisco: Jossey-Bass, 1995. (Discusses the American Evaluation
Association [AEA] Guiding Principles for Evaluators.)

Morris, L. L., and Fitz-Gibbon, C. T. How to Present an Evaluation Report. Thou-
sand Oaks, Calif.: Sage, 1978. (The entire monograph is a practical guide
on how to present an evaluation report to various stakeholders as effectively
and painlessly as possible.)

Rossett, A. First Things Fast. San Francisco: Jossey-Bass/Pfeiffer, 1999. (Chapter
Eight in that book, “Communicating Results,” discusses how to communicate
the results of a performance analysis and includes a sample report and pre-
sentation. Many suggestions are also applicable to communicating evalua-
tion results. In addition, some of the statistical software packages on pages
125 and 126 offer graphic elements for import into word-processing or pre-
sentation programs.)

Russ-Eft, D., and Preskill, H. Evaluation in Organizations: A Systematic Approach
to Enhancing Learning, Performance, and Change. Cambridge, Mass.:
Perseus, 2001. (Refer to Chapter Twelve in that book, “Analyzing Evaluation
Data,” and Chapter Thirteen, “Communicating and Reporting Evaluation
Activities and Findings.” The authors also discuss qualitative analysis on
pages 324 and 325 and suggest software packages for quantitative and
qualitative analysis on page 341.)

Wholey, J. S. “Assessing the Feasibility and Likely Usefulness of Evaluation.” In J.
S. Wholey, H. P. Hatry, and K. E. Newcomer (eds.), Handbook of Practical
Program Evaluation. San Francisco: Jossey-Bass, 1994. (Discusses why and
when to include, and how to analyze, feasibility and utilization data.)

Worthen, B. R., Sanders, J. R., and Fitzpatrick, J. L. Program Evaluation: Alterna-
tive Approaches and Practical Guidelines (2nd ed.). White Plains, N.Y.: Long-
man, 1997. (Gives guidance on interpreting data analyses.)

Publisher

Sage Publications: (805) 499-0721, or www.sagepub.com; offers a range of
professional books on data analysis for evaluation and research
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T O O L B O X  F O R  A N A LY S I S ,  I N T E R P R E TAT I O N ,  
A N D  R E P O R T I N G , Continued

Quantitative Analysis Software Packages

Excel (spreadsheet package) (www.microsoft.com)
JMP (general statistical package) (www.sas.com)
MiniTab (DOS and Windows): Minitab, Inc. (www.minitab.com)
SAS/STAT (www.sas.com)
SPSS, Statistical Package for the Social Sciences (www.spss.com)
StartView: Abacus Concepts (www.abacus.com)
Winks Professional Ed (www.texasoft.com)

Qualitative Analysis Software Package (for Large Projects)

NUD*IST (Non-Numerical Unstructured Data Indexing, Searching and Theory-
building; www.sagepub.com)

Presentation Software

Powerpoint (www.microsoft.com)

Web-Based Resource

Refereed checklists and other resources for analyzing and reporting evaluation
information are available at www.wmich.edu/evalctr/checklists
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1 5 7

FROM GEIS AND SMITH (1992) to Fitzpatrick, Sanders, and

Worthen (2004) and beyond, the literature strongly links good evalua-

tion to good performance improvement. When an organization plans and

implements a full-scope evaluation and stakeholders commit to actions based

on confirmative evaluation outcomes, the organization is saying that it cares

about continuous improvement and wants to make sure continuous improve-

ment happens. At this point, we can say that the confirmative evaluation is

utilization-focused, which means that the evaluation planners have designed

an evaluation that will generate outcomes the stakeholders may use to im-

prove performance (Patton, 1997).

So, what happens next? Does the role of the practitioner end once the final

report is communicated and approved? The internal evaluator may be con-

strained by organization-determined roles or else have the freedom to suggest

expanding his or her role beyond traditional evaluation activities (Hodges, 2002).

The role of an external evaluation, training, or HPT practitioner working in

7
Improve: Now What?
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a continuous improvement initiative is also dependent on cultural, economic,

political, logistical, contractual, and related issues.

This chapter emphasizes that taking action to improve performance or

quality is an integral part of the confirmative evaluation process; it also

emphasizes that the evaluation, training, or (especially) HPT practitioner

should take an active part in the improve phase. Improvement efforts may

focus on the training program; the individual, business, or organization; or

the confirmative evaluation itself. Improvement implies change, and change

implies risk taking, so the improve phase is a challenging and risky venture.

After reading this chapter, you will be able to:

1. Explain the concept of utilization evaluation

2. Describe the foci of the improve phase of confirmative evaluation

3. Recognize the role of meta evaluation in establishing credibility and

accountability

4. Recognize the various roles and responsibilities of the practitioner

during the improve phase of confirmative evaluation

5. Identify the challenges to using confirmative evaluation to improve

performance and quality

Focus on Utilization
Effective confirmative evaluation is utilization-focused (Combs and Falletta,

2000; Patton, 1997; The Joint Committee on Standards for Educational Eval-

uation, 1994; and others). Focusing on how the stakeholders and the practi-

tioner will use the intended outcomes during the improve phase should drive

decisions made during the plan, do, and analyze phases. For example, the con-

firmative evaluation planning process flowchart in PST 3.1 (Chapter Three)

illustrates that the final decision to develop a confirmative evaluation plan is

dependent on whether the stakeholders will commit to take action based on

the confirmative evaluation outcomes.

The need to improve drives the stakeholder information needs that drive

the confirmative evaluation outcomes that drive the entire evaluation effort.
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Traditionally, the improve phase of the confirmative evaluation model aims at

improving the performance and quality of the training program. However,

enlightened decision makers look beyond training and development to con-

tinuously improve the performance of the individual, group, business, or orga-

nization, and the quality of processes, products, or services. In turn, enlightened

practitioners turn the spotlight inward to focus on continuous improvement of

both the training program and the confirmative evaluation itself.

Improve the Training Program
Traditionally, confirmative evaluation focuses on improving the efficiency, effec-

tiveness, impact, or value of a training program. Table 7.1 illustrates the options

available to those decision makers who are responsible for determining the

future of a training program according to how well it responds to stakeholder

needs. The decision makers may decide to maintain the training program as is,

revise it, discard it, or replace it with an existing or new program. The intended

outcomes of the confirmative evaluation certainly have an impact on any deci-

sion related to the future of the training program; however, there are other fac-

tors that may make it impossible to come to a decision solely on the basis of

the confirmative evaluation results: unanticipated budgetary restraints; new reg-

ulatory or certification requirements; political or ethical issues; a merger, acqui-

sition, or joint venture; and so on.

Improve Performance
When you peel away the layers, you find that decision-making stakeholders

are really focused on improving performance. Although their decisions

strongly affect the future of the training program, their original, basic infor-

mation needs are aimed at improving the performance of individuals, work

groups or business groups, external groups such as customers and suppliers,

the organization as a whole, and even the global community within which

the organization functions.

Decision makers who become the stakeholders for the confirmative eval-

uation of a training program carry their improvement efforts back to the
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office, the line, or the boardroom. If goals and objectives are properly aligned,

then a well-designed training program produces well-trained individuals who

perform at a level of excellence that positively increases the performance level

of their work group or business group, which in turn has a positive impact

on the organization and brings value to both the organization and the global

community. Sometimes training is enough; sometimes, more or different per-

formance interventions are required, and the well-informed practitioner steers

the decision makers beyond training and development to financial, personal

C o n f i r m a t i v e  E v a l u a t i o n1 6 0

Table 7.1. Decision, Decisions, Decisions.

Continuous Decision Options
Improvement
Evaluation Outcome If Then

Continuing
competence of the
learner

Continuing
effectiveness of
training program
design

Continuous
performance or
quality improvement
of individual,
business group, or
organization

Level of competency meets standards

Level of competency does not meet
standards

New context requires new standards

Effective

Somewhat effective

Not effective

Program ongoing and effective

Program ongoing and not effective

Program one-time or short-term

� Maintain the program

� Revise the program

� Revise the program

� Discard the program

� Replace the program

� Maintain the program

� Revise the program

� Discard the program

� Replace the program

� Maintain the program

� Revise the program

� Discard the program

� Replace the program

� Maintain the program

� Revise (increase 
program life cycle)

Table based on Van Tiem, D. M., Moseley, J. L., and Dessinger, J. C. Fundamentals of Performance Tech-
nology: A Guide to Improving People, Process, and Performance. © 2000 International Society for Perfor-
mance Improvement, pp. 176–177.
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development, work redesign, or other noninstructional performance improve-

ment interventions (Van Tiem, Moseley, and Dessinger, 2001).

Another way to improve performance is to manage the problem of trans-

ferring knowledge and skill from the training program to the job. Hodges

(2002) suggests that “the evaluator can be the gatekeeper for transfer by ensur-

ing the program task force (stakeholders, managers, designers, implementers,

and sometimes trainers and participants) addresses the issues in the plan-

ning phases of the program. . . . to prevent them from becoming barriers” 

(pp. 107–108).

Improve Quality
Decision makers should also focus on improving quality, whether it is the qual-

ity of the training program; of the organization’s processes, products, or ser-

vices; or of the evaluation itself. Continuous quality improvement (CQI)—also

known as total quality management (TQM) in the manufacturing environ-

ment—focuses on improving processes for delivering products or services and

is central to the purpose of confirmative evaluation. Many of the confirmative

evaluation concepts presented in this book are elements of CQI:

• Focus on all stakeholder and customer needs.

• Ensure top-level management commitment and participation.

• Use a team or collaborative approach to planning, implementation,

and follow-up.

• Monitor programs and processes to drive and validate performance

improvement.

• Actively implement quality improvement that is based on stakeholder

and customer needs.

How can the evaluation, training, or HPT practitioner use the CQI

framework to improve performance? It’s really a matter of educating, empha-

sizing, getting involved, and encouraging:

• Educate the organization about the inputs, process, outputs, and out-

comes of confirmative evaluation.
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• Emphasize how useful they are for planning, implementing, and eval-

uating continuous improvement.

• Get involved with existing CQI (or TQM) initiatives within your

organization.

• Encourage the quality managers and team members to use your exper-

tise in confirmative evaluation (and training or HPT) to their advan-

tage and that of the organization.

Improve the Evaluation Process
Practitioners must be willing to take the risk of validating their work, espe-

cially when that work is evaluation. One way to minimize the personal risk

and maximize the results is to hire an external evaluator to perform a meta

evaluation. Meta evaluation not only validates the results of the confirmative

evaluation but also judges the merit and worth of the confirmative evaluation

inputs, process, outputs, and outcomes. Type one meta evaluation performs

the validation concurrently with the various evaluation activities; type two

meta evaluation looks back at the evaluation after it is completed.

Assume the Role
So far, we have suggested traditional roles of the practitioner during confir-

mative evaluation of a training program: planner, data collector, data analyst,

interpreter, report writer, and communicator. Patton (1997) and Hodges

(2002), among others, would broaden the role of the twenty-first-century

evaluation, training, or HPT practitioner to include more active involvement

in postevaluation activities. We also see the practitioner as a partner in con-

tinuous improvement, actively working with decision makers and offering

support and expertise as needed to facilitate, monitor, and validate continu-

ous improvement activities.

The Toolbox at the end of this chapter refers you to a utilization enhance-

ment checklist of traditional roles and responsibilities for an evaluator or training

consultant. Here are some nontraditional suggestions for the twenty-first-century

practitioner who does not want his or her role to be limited to plan-do-analyze:
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• Participate in existing continuous improvement initiatives; become

known as a change agent.

• Recommend continuous improvement efforts that are based on con-

firmative evaluation outcomes.

• Know how to use instructional and performance technology or qual-

ity techniques and tools to solve performance problems and improve

performance; share your expertise.

• Facilitate the processes that lead to change; be a change agent.

• Monitor and document the follow-up actions agreed on by the stake-

holders during confirmative evaluation planning activities.

• Help decision makers focus on the benefits of improved performance,

recognize and overcome current barriers to improved performance, and

predict future barriers on the basis of confirmative evaluation results.

The involvement of the practitioner in continuous improvement activities

should be limited only by individual knowledge, expertise, and willingness

to seek and accept the challenge.

Accept the Challenge
The major challenges to the evaluation, training, or HPT practitioner dur-

ing the improve phase arise from the very nature of performance and quality

improvement efforts. These are some predictable challenges:

• Determine levels of accountability for continuous improvement.

• Maintain stakeholder commitment to continuous improvement.

• Establish credibility as a decision-making partner.

• Overcome the tendency toward inertia when confirmative evaluation

outcomes are positive.

• Keep focused on utilization throughout the confirmative evaluation

process and beyond.

• Become a change agent.

• Take risks.
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Accept Accountability for Continuous Improvement
We have examined traditional (and potential or nontraditional) roles and

responsibilities of the practitioner, and we have discussed the fact that there

is disagreement in the field regarding whether the practitioner should partic-

ipate in continuous improvement activities beyond the confirmative evalua-

tion final report. Is the training or HPT practitioner accountable for the

performance of the business or work group, individual, or organization after

participants complete the training program? Is improve really a part of the

confirmative evaluation process? If so, should the practitioner play a signifi-

cant role in any continuous improvement initiative that results from the out-

comes of the confirmative evaluation?

Back in 1989, Jackson suggested to training and development profession-

als that “you do not have the responsibility for ensuring that the training you

do yields results operationally and organizationally (although the finger will

probably point at you if your training is of no value to the line)” (pp. 52–53).

More recently, Moseley and Solomon (1997, p. 14) discussed “heightened

awareness of accountability” and Esque (2001, p. 11) suggests that training

and HPT practitioners must be willing to assume “accountability for measur-

able contributions to the bottom line.” Trends such as those listed in Chapter

Nine of this book also suggest that the training or HPT practitioner, and even

the evaluator, may need to take an active role in making sure that improve is

an integral, vital, continuing part of the confirmative evaluation process as well

as of the entire training and development function. As the training and devel-

opment professional evolves into an HPT practitioner, his or her role during

confirmative evaluation also becomes much broader and more inclusive, and

there is increasing emphasis on professional accountability.

Maintain Stakeholder Commitment
During the plan phase of the confirmative evaluation process (see Chapter

Three), the practitioner completed the evaluability assessment process by ask-

ing the stakeholders to create and commit to using the outcomes of the con-

firmative evaluation to improve performance or quality. The challenge to

maintain stakeholder commitment to action continues throughout the con-
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firmative evaluation process: “Evaluations should be planned, conducted, and

reported in ways that encourage follow-through by stakeholders, so that the

likelihood that the evaluation will be used is increased” (The Joint Commit-

tee on Standards for Educational Evaluation, 1994, pp. 442–443).

As new stakeholders replace original stakeholders or are added to the list of

people who have a vested interest in the outcomes of the confirmative evalua-

tion, the practitioner should assess their information needs, adjust the intended

confirmative evaluation outcomes if necessary, and encourage the new stake-

holders to create and commit to an action plan. In addition, the practitioner

should communicate with the stakeholders throughout the confirmative eval-

uation process.

Establish Credibility as a Partner
One potential role of the practitioner is to partner with the stakeholders who

have the power to make operational, administrative, management, or mar-

keting decisions that affect the entire organization (and even the global mar-

ketplace). The practitioner may offer encouragement, experience, expertise,

and other support to enable and monitor the decision-making process and

keep it focused on the intended outcomes of the confirmative evaluation.

The challenge is to establish credibility as a decision-making partner. The

practitioner should be perceived as a professional who has the knowledge,

expertise, and experience to:

• Help decision makers clarify their decision options prior to develop-

ing action plans for continuous improvement

• Verify that the intended evaluation outcomes and confirmative eval-

uation questions support decision making

• Facilitate evaluation, performance improvement, and change processes

• Stay focused on decision-making options during data collection,

analysis, and interpretation

• Recommend continuous improvement options that are based on con-

firmative evaluation outcomes as well as the structure, climate, and

culture of the organization
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• Prepare a final report that supports decision making and helps the

decision makers justify their decisions, especially if the choices influ-

ence the entire organization or the global community

Credibility is a perception that must be developed and nurtured. Creden-

tials help build credibility—for example, an academic degree or professional

certification in instructional or performance technology, or a professional ref-

erence from a past confirmative evaluation or performance improvement

project. Being visible, knowledgeable, and willing to share knowledge and

expertise also helps build credibility.

Overcome Inertia from Positive Evaluations
When intended confirmative evaluation outcomes are positive, especially if

they are highly positive, there is often a tendency to say, “If the program is so

efficient, effective, high-impact, or valuable, why improve it?” or “Now that

we know the outcomes are good, we don’t need to continue evaluating this

training program.” The practitioner can overcome this inertia by making it

clear in the final report that there is always room for improvement; good is

fine, but better is better, and best is best. Even if the level of performance now

meets performance standards, or the training or learning intervention is mea-

surably effective over time, there is always the option to exceed the standards

or raise the bar, increase effectiveness, and delight and dazzle the customer.

At the very least, the evaluation, training, or HPT practitioner should encour-

age the stakeholders and the organization to recycle the full-scope evaluation

plan throughout the life of the training program.

Maintain Focus on Utilization
The challenge begins in the plan phase, when the utilization-focused practi-

tioner must validate that the information needs of the stakeholders are relevant

and useful and that the true decision makers are included in and committed to

the confirmative evaluation process. During the do phase, the challenge is to

collect credible and useful data that may be used during the improve phase.

Patton (1997) presents these “political maxims” to help utilization-focused eval-

uators meet the challenge of use:
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• Not all information is useful.

• Not all people are information users.

• Information targeted at use is more likely to hit the target.

• Only credible information is ultimately powerful (pp. 350–351).

Become a Change Agent
Confirmative evaluation’s commitment to continuous improvement centers

it in the vortex of major organizational change. The HPT practitioner

assumes the role of a change agent and becomes responsible for “producing

independent, unbiased, empirical evidence of the operations and performance

of organizational entities” that can drive effective change (Sonnichsen, 1994,

p. 537). To fulfill the roles and responsibilities of change agent, the practi-

tioner must make recommendations for change that are based not only on

reliable and valid data (data that consistently measure what they say they will

measure) but also on a thorough knowledge and understanding of the orga-

nization’s mission, culture, climate, and values.

Take Risks
Evaluators, training or HPT practitioners, and others who work on a confir-

mative evaluation project are often called on to take risks. These risks arise

from (among other sources) the need to make decisions, finalize negotiations,

fulfill promises, and blend collaborative inputs. Risk taking has many faces.

You may recognize the face of risk in any number of situations:

• Sticking out your neck for someone or something you strongly

believe in

• Taking an educated risk, according to what you have learned from

professional sources

• Believing in yourself and your own capabilities

• Expecting and maintaining high standards for yourself and others

• Adapting to a change in the culture of an organization

• Adjusting to the uncertainties of the business world
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• Building alternative actions into the confirmative evaluation plan and

being courageous enough to switch from Plan A to Plan B

• Saying what you believe and standing behind your beliefs

• Appreciating competition

• Valuing collaboration with stakeholders and sponsors

• Recommending proactive solutions to address negative confirmative

evaluation results

• Seeking minority opinions when it is not politic to do so

• Valuing how diversity affects the inputs, process, outputs, and out-

comes of confirmative evaluation

• Maintaining professional and personal ethics during the confirmative

evaluation process

Behold the turtle, making no progress without sticking its neck out!

Alignment: The Last Word
Training is a performance improvement intervention. It has an effect on the

behavior of the individual, group, business, organization, and global com-

munity within which the organization operates. Proper use of ADDI/E (See

Chapter One) or a similar systematic model for instructional design ensures

that the intended performance outcomes of the training program are aligned

with the intended outcomes of the program’s stakeholders, which in turn are

aligned with organizational mission, values, and goal. Alignment is impor-

tant as a precursor for the success of all phases of confirmative evaluation. It

is especially important for the success of the improve phase because alignment

validates the results of the confirmative evaluation and forms the foundation

for continuous improvement. So, when and how does the practitioner test

for alignment? The answer is, throughout the confirmative evaluation process.

Jackson (1989) suggests a trickle-down approach to targeted evaluation.

He believes that if training “objectives with definite targets are set out before-

hand [and] if they are achieved, we can assume that our intervention has had
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the desired effect; it is thus validated” (p. 105). We take this analogy a step

further by suggesting that validation also requires action: (1) conscious, delib-

erate alignment of the targets (intended confirmative evaluation outcomes)

with the organization’s mission, values, and culture prior to conducting the

confirmative evaluation; and (2) conscious, deliberate maintenance of the

alignment throughout the confirmative evaluation process.

PST 7.1 is an action guide to help the practitioner determine whether

organizational goals and objectives, stakeholder information needs, and con-

firmative evaluation outcomes are aligned and will support action for contin-

uous improvement.
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PST 7.1. Testing Alignment to Build a Foundation for Continuous Improvement.

Purpose: To validate that action for continuous improvement is based on the alignment
of organizational goals and objectives, stakeholder information needs, and intended
confirmative evaluation outcomes.

Directions: Use the outputs of steps one through three to write the confirmative evalua-
tion plan. Review the outputs of steps one through three regularly to make sure they still
reflect current conditions. Revise the confirmative evaluation plan if needed.

Note: For the purpose of this book, we are assuming that training is selected in step three
as the appropriate performance intervention to ensure that operational needs are met.

C o n f i r m a t i v e  E v a l u a t i o n1 7 0
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Steps to Testing for Alignment Potential Output Timing

1. Review what the organization is try-
ing to achieve; clarify ideas and strat-
egy if necessary.

2. Discover the operational means the
organization is using to achieve its
stated objectives.

3. Assess what must be done to ensure
that operational needs are met.

4. Focus on designing a training pro-
gram that aligns with operational
needs.

5. Measure the achievements of the
training program to determine the
degree to which the program has met
the operational needs (which met the
organizational needs, which met the
needs of the global community).

6. Take action to improve performance;
perform a reality check (steps one
through three) regularly.

• Organization mission and
value statement

• List of strategic goals and
objectives

• Analysis of business unit or
work group operational plans

• Analysis of results from inter-
views, surveys, group activities

• Negotiated list of training
needs from all stakeholders

• List of needs generated by
management

• Training program plan
• Evaluation plan
• Interim reports

• Formative and summative
evaluation reports

• Confirmative evaluation report
• Recommendations for results-

based action

• Stakeholder action plans
• Progress reports
• Alignment-based revisions as

needed

Plan phase

Plan phase

Plan phase

Plan phase,
and just 
prior to the 
do phase

Do and
analyze
phases

Improve
phase
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  S E V E N

1. The role of the evaluation, training, or HPT practitioner during the

improve phase of confirmative evaluation is largely dependent on the struc-

ture, climate, and culture of the organization.

2. The roles of the practitioner during the improve phase of confirmative eval-

uation may include decision-making partner, change agent, and risk taker,

and each role involves issues of credibility and accountability.

3. The improve phase focuses on the training program, the organization (indi-

viduals, groups, businesses), and the confirmative evaluation itself.

4. Meta evaluation is risky business, but it helps establish the credibility and

accountability of the confirmative evaluation inputs, process, outputs, and

outcomes and of the practitioner.

5. Personal lessons learned: 

N E X T  S T E P S

The last part of this book contains a case study and meta evaluation of a con-

firmative evaluation and discusses challenges, old and new, that have an

impact on evaluation in general and confirmative evaluation in particular.

You will conduct a self-assessment to determine whether you possess the char-

acteristics of a stellar confirmative evaluator.
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T O O L B O X  F O R  U T I L I Z AT I O N - F O C U S E D
E VA L U AT O R S

These professional resources present in-depth discussion and practical informa-
tion on using evaluation results to improve performance and quality. Although
the resources focus on utilization, they offer practical ways to apply the theory
and practice of utilization-focused evaluation to confirmative evaluation.

Professional Books

Patton, M. Q. Utilization Focused Evaluation: The New Century Text (3rd ed.).
Thousand Oaks, Calif.: Sage, 1997. (Presents the challenges, mandates,
realities, and practicalities of implementing utilization-focused evaluation.)

Rothwell, W. J. Beyond Training and Development: State of the Art Strategies for
Enhancing Human Performance. New York: AMACOM, 1996. (Views the
training or HPT practitioner as a partner in performance improvement.)

Van Tiem, D. M., Moseley, J. L., and Dessinger, J. C. Performance Improvement
Interventions: Enhancing People, Processes, and Organizations Through
Performance Technology. Silver Spring, Md.: International Society for Perfor-
mance Improvement, 2001. (Introduces a variety of performance improve-
ment interventions other than training and gives practical advice on how to
select and implement the most appropriate intervention.)

Self-Assessment

“Utilization Enhancement Checklist.” In L. A. Braskamp and R. A. Brown (eds.),
New Directions for Program Evaluation: Utilization of Evaluative Information.
San Francisco: Jossey-Bass, 1980. (Fifty-item checklist on self-analysis, under-
standing the organizational context, planning the evaluation, the evaluation
process, and communication.)

Web-Based Resource

The Program Evaluations Metaevaluation Checklist is available at
www.wmich.edu/evalctr/checklists
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P A R T 3

Lessons from Oz

Think the current state of confirmative evaluation is a challenge? 
It will take more than ruby slippers and clicking your heels to 
envision and plan for a future of new and exciting possibilities.

Dessinger.p03  10/30/03  11:25 AM  Page 173



Output

Evaluation plan

Instruments

Documents

Reports

Decisions

Input

Formative evaluation

Summative evaluation

Type one meta evaluation

Indirect inputs

Outcome

Continuous

Improvement

Process

Plan

Do

Analyze

Improve

M
ET

A
EVALUATIO

N

C
O

N
FI

RMATIVE EVALU

AT
IO

N

M
ETA

EVALUATIO
N

C
O

N
FIRMATIVEEVALU

AT
IO

N

Dessinger.c08  10/30/03  11:22 AM  Page 174



1 7 5

WHEN DOROTHY and her friends started off for the Emerald City,

they were afraid of the lions and tigers and bears they assumed were

out there waiting to keep them from reaching Oz. If Dorothy and friends had

been evaluation, training, or HPT practitioners following the yellow brick

road through the development and implementation of a training program,

they would have known what was “out there” before they began the journey

and conducted a full-scope evaluation before, during, and after. Formative

and summative evaluation strategies would have taken care of any lions or

tigers or bears they met along the way, confirmative evaluation would have

verified that they had reached Oz, and meta evaluation would have helped

assure them that the whole journey was real.

This chapter presents a confirmative evaluation case study that is part fact

and part fiction—and replete with lions and tigers and bears (real and imag-

ined). The reactive confirmative evaluation is quite typical of the manner in

which people in today’s organizations understand and execute the confirmative

8
Case Study:
Lions and Tigers and Bears,
Oh My!
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process. First, we present the case study; then we conduct a meta evaluation of

the case study to complete the confirmative evaluation process.

After reading this chapter, you will be able to:

1. Appreciate the complexity of the confirmative evaluation process,

especially at the focusing and data-gathering phases

2. Identify some of the lions and tigers and bears that may confront

real-world confirmative evaluation efforts

3. Review a meta evaluation of a case study

4. Recognize the benefits of full-scope evaluation

The Case Study
The Emerald City Zoo is a typical large, nonprofit, metropolitan zoo.

Munchkins come from all over Oz to enjoy the animal displays and other

activities at the zoo, and to volunteer as docents. This is their story—and the

story of the zoo’s stakeholders, who take their responsibility for continuous

improvement at the Emerald City Zoo very, very seriously.

Program Overview
The Emerald City Zoo has an extensive training program for all munchkins

who want to become docents or volunteer elsewhere in the zoo. All prospec-

tive volunteers must complete three basic steps prior to entering a specific vol-

unteer training program:

• Attend a prospective volunteer orientation session. Every month,

prospective volunteers are introduced to the volunteer opportunities offered

at the zoo (special events volunteer, office aide, gallery guide, docent). Rep-

resentatives from each of these programs describe the job, typical working

conditions, and annual requirements.

• Meet with a volunteer services staff member for an interview and dis-

cussion of placement.
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• Attend a general orientation session. This three-hour training class is

designed to give a consistent and thorough overview of the Emerald City Zoo

and its safety procedures.

At this point, munchkins who aspire to become docents go into the

Docent Training Program. The thirteen-week program was developed by the

zoo’s training staff with input from volunteer services staff and docents. After

the program was developed, piloted, and revised, training workshops were

offered to instruct experienced docents on how to conduct the training.

Goal. The goal of the Docent Training Program is to present docent trainees with

basic zoology background information, familiarization with the Emerald City

Zoo and its initiatives, and basic interpretive skills to effectively communi-

cate with diverse audiences. Training materials support the program goals.

Trainees receive a list of course objectives and a checklist of necessary activi-

ties that they need to perform to successfully complete the course. They also

receive a training manual, which contains an assortment of resources (class

outlines, animal fact sheets, and copies of the animal exhibit graphics).

Instructional Strategies. Nine of the training sessions occur in a classroom at the

Emerald City Zoo. Since the zoo itself is a living classroom, the other four

training sessions occur within the zoo grounds. Students are seated at tables

so that they can interact with others during the class. Trainers use a variety of

instructional strategies to teach basic zoological concepts and interpretive

skills.

In general, a portion of the class consists of formal lecture presentation

and class discussion. Instructors use slides and other visual aids to illustrate

important concepts. Biofacts on skulls, feathers, furs, and models are used

for hands-on experiences. The trainees also receive homework and reading

assignments.

Since the zoo’s training department promotes inquiry learning, the train-

ers model questioning techniques for trainees. A second portion of the class

is devoted to developing and enhancing interpretive skills through a variety
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of activities, such as role playing real-life zoo situations, curator talks, walk-

ing tours, videotape reviews, auditing tours, shadowing exhibit interpreta-

tions, games such as Mammal Jeopardy, and so forth.

Mentoring, Coaching, and Feedback. Trainees are assigned a munchkin mentor.

Mentors are experienced docents who attend most class sessions and offer

insight drawn from their experience. Mentors work with small groups and are

able to give the students tips and advice based on their accumulated experi-

ences. In addition to attending thirteen weekly training sessions, docent trainees

are expected to audit two tours conducted by an experienced docent and prac-

tice at two animal interpretation shifts with their mentor.

Training staff members interact with docents daily to ensure that they are

comfortable in their job and are receiving any necessary feedback. There are

class quizzes; participants must score 85 percent or higher on two exams, a

written zoology test, and an interpretive walking tour test.

Outcomes. After successfully completing the Docent Training Program, the

munchkins begin their career as an active docent. Docent activities include:

• Scheduling time for volunteering

• Leading groups of ten individuals of all ages

• Interpreting animal exhibits

• Staffing zoo exhibits at community events and fairs and interacting

with visitors

• Delivering presentations at off-site locations

Active docents must also maintain records of their activities at the zoo, com-

plete a minimum of seventy-five education hours during the calendar year,

and complete an annual recertification event. This event changes from year

to year according to needs. Throughout the year, volunteer auditors check

docent records, and a letter is sent out to contact individuals who lack the

required number of service hours. In addition to regular docent activities, the

volunteer services office or the training department develops enrichment
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events to further educate and enhance the docents’ efficiency and satisfaction.

Examples of enrichment events are monthly meetings with updates from the

animal curators and continuing education classes.

Rewards and Recognition. Docent hours are tallied monthly and summarized at

the end of the year. Individual pins are awarded every April to docents who

reach specific benchmarks (for example, 100 tours, 100 exhibit interpretation

shifts, 150 outreach presentations, and so forth). All zoo volunteers, includ-

ing docents, who have contributed more than twenty hours in a year are

invited to attend the Volunteer Recognition Ball.

Trigger Event
One day, the Wizard of Oz, who serves as chair of the Emerald City Zoo

Advisory Council, calls the zoo’s director and says, “The advisory council

would like to know whether the munchkins who volunteer as docents like

the current docent training program. Does it make them good docents?”

The zoo’s director talks to the training director; the training director talks

to the volunteer services director; the training staff meet with the volunteer

services staff and representatives from the Docents Association; and three

months and several meetings later the training director delivers a proposal to

the advisory council:

On the basis of stakeholder input, the training department has decided

to conduct a confirmative evaluation of the Docent Training Program

to determine whether the program is effective and has a positive impact

on the docents. The evaluation will answer four questions:

1. Did the docents accomplish the training program objectives for

effective performance as a docent?

2. How did the trainees feel about the content of the training

program?

3. Were the trainees satisfied with the instructor’s delivery?

4. Were the trainees satisfied with the training program?

The advisory council says, “This seems to meet our needs just fine.”

C a s e  S t u d y 1 7 9

Dessinger.c08  10/30/03  11:22 AM  Page 179



Stakeholder Input
The stakeholders who provide the input are a diverse group with equally

diverse needs. They include internal stakeholders such as docents and zoo staff

and external stakeholders such as visitors, funding agencies, and others. Train-

ing department staff conduct informal individual and group interviews to

gather most of the information.

Docents. More than 100 munchkins volunteer as docents at the zoo. The mission

of the docent volunteers is to act as front-line educators, generate interest and

enthusiasm about animals and the environment, and motivate visitors to help

preserve nature. Docents perform a variety of jobs, among them leading tours,

interacting with visitors at animal exhibits, and delivering presentations in

the community. Representatives from the Docent Association meet monthly

with zoo staff from volunteer services and the training department to help

develop and maintain docent recruitment, training, retention, and recogni-

tion programs.

Docents come from a variety of backgrounds—housewives, plumbers,

dentists, and teachers, to mention just a few. More than half are retired from

a formal career. Most docents have had at least two to four years of college;

however, they vary significantly in their background knowledge of zoology.

Some docents may have a degree in the field; others may not have any formal

exposure, with the possible exception of high school. Docents are usually self-

motivated to learn more about animals and the zoo, and they tend to be good

readers. Docents also tend to have outgoing personalities and a desire to inter-

act with others. An informal survey of both prospective and active docents

indicates that despite their wide variety of backgrounds, docents expect that

the Docent Training Program will help them function as competent and con-

fident docents and enjoy their volunteer experience at the Emerald City Zoo.

Staff. Internal stakeholders include the zoo’s administration and administrative

staff, volunteer services, and the training department. The administrative staff

does not deal directly with the docents; however, they need to verify that the

training program produces docents who are positive and competent ambas-

sadors of the zoo.
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Volunteer services is responsible for recruiting prospective zoo volunteers,

introducing them to various volunteer opportunities at the zoo, and retain-

ing volunteers. Volunteer services also hosts update meetings to share with all

new volunteers information on the zoo and emergency preparedness, tabu-

lates and documents volunteer hours, and is responsible for the annual Vol-

unteer Recognition Ball. Volunteer services also works with the training staff

to develop and maintain the training program. The volunteer services staff

needs input to help them build a strong volunteer program by successfully

recruiting and retaining a group of diverse docents.

The training department consists of the zoo curator, the associate cura-

tor of education, and two education assistants. The training department is

responsible for all the Emerald City Zoo’s education and training programs,

including those for zoo administration, staff, visitors, volunteers, and the

community of Oz. In turn, the training department relies on docents to edu-

cate zoo visitors, participate in community outreach programs, and coach

novice docents. The training department needs to know whether the train-

ing program meets its performance objectives and whether the trainees like

the program.

External Stakeholders. External stakeholders include parents, children, school per-

sonnel, city officials, zoo personnel, animal activists, zoo advocates, taxpayers

in general, and other interested zoo patrons who share an interest in and con-

cern for the general well-being of animals and their survival in natural, humane

settings. External stakeholders in general rely on the docents to positively influ-

ence the zoo experience for all visitors and encourage the visitors to return to

the zoo  regularly. Taxpayers and granting organizations who help fund the zoo

also rely on the munchkin docents for good return on investment by compe-

tently, effectively, and efficiently implementing their job activities.

Confirmative Evaluation Activities
An evaluation team from the training department conducts the confirmative

evaluation. The activities include benchmarking other zoos, collecting and

analyzing data, and communicating the results to the advisory council.
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Benchmarking. The evaluation team selects a well-known zoo in their sister city

in Kansas, as well as other zoos that are comparable in size to the Emerald

City Zoo. Team members communicate with zoo officials and use their

knowledge and expertise to help the team focus the confirmative evaluation.

As a result of the benchmarking activities, the evaluation team looks at four

foci for evaluating the effectiveness of the Docent Training Program:

1. Training objectives

2. Student progress

3. Training content

4. Docent satisfaction

Given the current situation at the Emerald City Zoo (existing formative and

summative evaluation activities, time, resources), the evaluation team decides

to remain focused on the training objectives and docent satisfaction with the

training program (content, instructor delivery, and overall satisfaction) as the

basis for confirming the effectiveness of the Docent Training Program.

Data Collection. The evaluation team then identifies multiple potential data

sources for collecting data to answer the confirmative evaluation questions:

instructor surveys, reflective surveys, class content quizzes, final written exam

scores, final walking-tour rating results, and the report from an outside ven-

dor’s summative evaluation of one of the exhibits.

Instructor Surveys. Docent trainees traditionally critique the instructor’s

delivery of each training session content. Surveys are collected before trainees

leave the class and are given to the instructor.

Reflective Surveys. Docent trainees complete this survey after they leave a ses-

sion. The survey allows the trainees to reflect on their own feelings about the

lesson and also helps the instructor identify topics in which students need help.

Quizzes. Docent trainees take several quizzes throughout the course, and

there is a written examination at the completion of the thirteen-week train-
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ing program. The essay exam tests key zoological concepts presented through-

out the course. The trainees cannot use books or notes to write this exam.

Walking Tour. After completing the written exam, docent trainees shadow

seasoned docents as they lead walking tours of the zoo. After two shadowing

events, each docent trainee conducts two stationary tours with the aid of his

or her mentor, to gauge the trainee’s interpretive and interpersonal skills.

Trainees are given precisely defined criteria in advance. Groups of four or five

trainees tour the zoo with education staff to make their presentations. The

staff rates the students on these criteria: age appropriateness of content and

delivery, audience involvement through questioning, use of teachable mo-

ments, knowledge of information and facts, use of visual aids such as graph-

ics and signage, staying topic-focused, adherence to time constraints, eye

contact, voice clarity, and effective use of transition time between animal

exhibits.

Summative Evaluation. An external evaluator is conducting a summative

evaluation of the new tiger exhibit. The plan includes an evaluation of docent

effectiveness from the perspective of zoo patrons.

Docent Survey. The training department evaluation team has created a

docent survey to measure docent satisfaction with the training program.

Data Analysis Interpretation and Recommendations. Usable, quantitative data

from the instructor and reflective surveys, the class content quizzes, the essay

tests, and the walking tour rating forms are reviewed by the trainers and then

returned to the docents for their use as a continuous improvement feedback

mechanism. The only existing data are a pass-fail designation in individual

trainee records for the final essay exam and the walking tour. However, the stu-

dent records are not coded to indicate who needs to retake the essay exam or

the walking tour in order to pass the course, and only the most recent student

records are computerized. Trainers estimate that “60–75 percent of the

trainees pass the course the first time.”
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The evaluation team is also unable to collect data from the summative

evaluation of the tiger exhibit. The vendor delivers the results in the form of

a PowerPoint presentation during a meeting at the wizard’s palace. There are

technical problems with the wizard’s equipment, and the data are lost. The

vendor has not kept a backup copy.

The evaluation team is able to pilot the Docent Satisfaction Survey with

fifteen recent graduates of the training program. The team plans to tabulate

and graph the quantitative data and summarize the qualitative data in narra-

tive form; however, at this point the entire zoo staff becomes involved in the

major spring fundraiser and work on the confirmative evaluation is tabled.

The evaluation team does, though, issue an interim memo to the advisory

council that is based on a review of the Docent Satisfaction Survey pilot

results, and the problems that have occurred during data collection. The team

makes four recommendations:

1. Provide additional support to docents to help lessen their reported

anxiety level over the vast amount of information they need to learn

and interpret.

2. Measure docent anxiety level throughout the training program,

graph the results, and show how expert docents handle the informa-

tion load as they progress through the training.

3. Examine how the Emerald City Zoo, in concert with the commu-

nity at large, can further recognize the tremendous efforts of the

volunteer docents.

4. Document and archive all evaluation records so that future evalua-

tion teams can review data generated from previous evaluations.

Table 8.1 summarizes the Docent Training Program confirmative evaluation.
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Meta Evaluation
Meta evaluation—evaluating the evaluation itself—is at the heart of the Con-

firmative Evaluation Model. Conducting a meta evaluation is the final step

in any confirmative evaluation process (including the one used here in our

case study). In Chapter One and Table 1.1, we addressed the definition and

scope of meta evaluation. It completes the full-scope evaluation landscape. It

is a quality control process that provides feedback on the reliability and valid-

ity of the evaluation processes, products, and results.

The Joint Committee on Standards for Educational Evaluation (1994)

issued and revised a set of thirty standards for quality evaluation that apply

to both education and training programs. The standards furnish a common

language and a set of rules and guiding principles that serve as a basis for judg-

ing accountability and credibility. They address issues such as utility, feasi-

bility, propriety, and accuracy and are helpful for any practitioner who

conducts a meta evaluation of a confirmative evaluation.

The zoo case study illustrates the potential usefulness of confirmative eval-

uation outcomes in guiding decision making—for example, the potential for

using evaluation data to improve docent training and retention. It also illus-

trates how important it is to train HPT or training practitioners to conduct

confirmative evaluation using a sound systematic and systemic process, and

how it is equally important to inform the decision makers about the process

and potential of confirmative evaluation.

Table 8.2 summarizes the strengths and weaknesses of the Docent Train-

ing Program confirmative evaluation. The major strength of the confirma-

tive evaluation is that it raises two major issues that affect program

effectiveness: information overload and the critical need to document and

archive evaluation data. The major limitation is the maximum disruption

that occurs when the evaluation team attempts to collect the data vital to the

success of the evaluation.
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C a s e  S t u d y 1 8 7

Table 8.2. Strengths and Limitations of Docent 
Training Program Confirmative Evaluation.

Strengths Limitations

The Emerald City Zoo Advisory
Council recognized the basic need to
confirm the merit and worth of long-
term training.

The evaluation team identified all 
the stakeholders and asked the right
question: What do the individual
stakeholder groups need to know
about the zoo’s docent program?

Cooperation and collaboration efforts
are stressed among the Emerald City
Zoo staff and volunteers.

The stakeholders gathered infor-
mation on effectiveness from the
docents.

The evaluation team identified
potential data sources.

The evaluation team developed and
piloted an instrument to collect data
on docent reaction to the training.

The pilot survey uncovered program
weaknesses that can be addressed to
improve performance.

The evaluation team issued an
interim report once work on the
confirmative evaluation was halted.

• The evaluation team needed to educate 
the advisory council regarding the resources
required to perform an effective confirmative
evaluation.

• The evaluation team did not suggest looking
beyond immediate docent accomplishments
and reaction to training.

• The collaborators did not communicate about
the availability of required evaluation data.

• The confirmative evaluation was limited to eval-
uating the effectiveness of the training program
from the viewpoint of the docents.

• There were no data on how zoo patrons (one 
of the major stakeholder groups) evaluate their
interaction with trained docents.

• The evaluation team did not determine whether
the data were actually available to them.

• It is impossible to conduct a meaningful confir-
mative evaluation if records and data are
unavailable.

• The survey addressed only docent satisfaction
with content, delivery, and the overall program.

• The pilot population did not include input from
trainees who left the program or docents who
left the zoo.

• The evaluation team did not report any positive
results from the pilot.

• The evaluation team made recommendations
based on the responses from a small, nonran-
domized sampling of the population.

• The report did not include the pass-fail esti-
mates reported by the trainers or the problems
with data collection.
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Final Thoughts
In the preceding chapter we urged you to “Behold the turtle, making no

progress without sticking its neck out!” If we are sincerely committed to the

confirmative evaluation process, we must take appropriate risks to make it

happen and report our results whether they are positive or negative. The eval-

uation team members were not trained as evaluators, but essentially they stuck

their necks out, followed the basic confirmative evaluation process we have

presented in this book, and planned a confirmative evaluation according to

what they believed was the best-case scenario given the current constraints at

the zoo. They took a risk, and hopefully that will be recognized in the future

when the dust settles on fundraising and the turtle is once more on the move

toward continuous improvement.
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  E I G H T

Before continuing to the final chapter, take a few minutes to review some

lessons learned here:

1. Reactive planning is real; proactive planning is ideal.

2. It is useful to document and archive formative and summative evaluation

data—just in case.

3. Behold the turtle!

4. Personal lessons learned: 

N E X T  S T E P S

In the final chapter, we follow Dorothy and her friends as they prepare to

leave the land of Oz.
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JUST AS DOROTHY JOURNEYS back from the land of Oz only

to find a new landscape, evaluation, training, and HPT practitioners find

a new landscape every time they embark on a confirmative evaluation jour-

ney. The landscape is different now from what it used to be. Today’s landscape

is cluttered with the latest three Rs (restructuring, reengineering, rightsizing)

plus mergers, acquisitions, joint ventures, partnerships, reputation, networks

and alliances, focusing and mobilizing organizations, valuing and leveraging

cultural differences, innovation, technology, intellectual and social capital,

and so on. An effective practitioner knows the landscape and works with the

diverse audiences that color it. Evaluation, training, and HPT practitioners

must learn about the landscape from the eyes of multiple audiences, from

voices that share diverse opinions, and from unique perspectives that may, in

fact, be contrary to their own. They must situate themselves in the organiza-

tion’s culture and see the landscape for the first time.

This final chapter looks at future directions for supporting, maintaining,

and valuing confirmative evaluation as an enabler in an organization’s quest

9
Conclusion:
We’re Not in Oz Anymore
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for continuous improvement. We want to emphasize that practitioners can-

not click their sequined red slippers together to trigger continuous improve-

ment; instead, they must actively facilitate change and take whatever risks are

required to help improve performance and quality.

After reading this chapter you will be able to:

1. Identify trends that have an impact on the role of confirmative eval-

uation in training and development

2. Appreciate the complexity of the confirmative evaluation process

3. Appreciate the challenges imposed by confirmative evaluation

4. List some qualities of a stellar confirmative evaluator

5. Determine the qualities you possess that will make you a stellar con-

firmative evaluator

Issues That Challenge Confirmative Evaluators
There are still, though, a variety of issues that practitioners face in carrying out

their confirmative evaluation activities. The issues may stem from one-time

events or ongoing trends; they influence an organization’s quest for continuous

improvement, and they challenge the practitioner. Here are some of the chal-

lenging issues encountered before, during, and after confirmative evaluation:

• Growing respect for the confirmative evaluation process

• Need for a more sophisticated evaluation workforce

• Need to form partnerships with stakeholders

• Increase in evaluation-driven improvement and decision making

• Challenge of permanent change

• Commitment to advocacy evaluation

• Knowing the territory

• Confirmative evaluation as a quality kaleidoscope

• Emphasis on ethics and ethical standards
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Growing Respect for the Confirmative Evaluation Process
Organizations are moving beyond measurement of reaction, learning, and

even transfer; there is considered interest and need for measuring long-term

training program effectiveness, efficiency, impact, and value. As the confir-

mative evaluation process continues to gain respect and enthusiasm from

organizations, the evaluation, training, or HPT practitioner must go beyond

formative and summative evaluation and learn to walk the talk of confir-

mative evaluation.

Need for a More Sophisticated Evaluation Workforce
The trend toward more and better evaluation practices may call for formally

prepared training or HPT practitioners who possess the evaluation skills of

a well-trained evaluator. In addition to stellar technical expertise, the evalu-

ation, training, or HPT practitioner has to possess managerial and supervi-

sory skills and conceptual skills that allow him or her to develop options.

The wisdom of Solomon, the patience of Job, good practical sense, and cred-

ibility surely help in this area. In addition, the practitioner must mix sound

ethical practices with a modicum of political savvy, and the ability to think

critically. Finally, the preparation must be rounded out with on-the-job

internships, fully sponsored and supported by organizations and mentored

by seasoned evaluators.

Forming Partnerships with Stakeholders
Today’s organizations face numerous challenges brought on by the three Rs.

Organizations that once operated with the Lone Ranger spirit now are

involved in partnerships with multiple stakeholders who have diverse needs

and interests. Practitioners need to work with stakeholders by involving them

early in the evaluation process, keeping them informed about major deci-

sions and pivotal issues, and seeking their advice on multiple levels. This

partnership buy-in goes beyond good business practice; it becomes the

lifeblood of the evaluation process.
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Evaluation-Driven Improvement and Decision Making
To promote evaluation as a tool for improvement, practitioners must be sit-

uated in the right place at the right time to effect organizational change. They

need to be fully aware of how decisions are made in the organization; how

data are gathered, stored, and assimilated; and where the lines of authority

lie. In the words of Sonnichsen (1994), “. . . the evaluation approach can be

structured to complement the decision-making process. . . . Evaluators can

contribute . . . only if evaluation results come to the attention of the decision

makers in a format congruent with other data available at the appropriate

time” (pp. 535, 541).

The Challenge of Permanent Change
The only constant in life is permanent change. Institutions in the future will

experience large-scale changes. Numerous challenges will spin off current and

future change efforts: mergers, acquisitions, joint ventures, rightsizing, reengi-

neering, restructuring, e-learning, quality standards, strategic planning, cul-

tural dimensions, and others. Sonnichsen writes: “Change in organizations

requires a confluence of ideas, timing, support of top management, an orga-

nizational tolerance for risk, and individuals prepared to confront uncertainty

in order to examine alternative ways to conduct organization business” (1994,

p. 536). The practitioner who commits to confirmative evaluation must

become a master of change.

Commitment to Advocacy Evaluation
If we believe that confirmative evaluation will influence organizational change

and bottom-line results, then the practitioner’s practice of submitting the eval-

uation report and ending involvement will give way to advocacy evaluation,

which “. . . blends independent, scientific evaluation practices with an eval-

uator change-agent perspective. . . . [It] is defined as the active involvement

of both evaluators and their supervisors in the organizational process of dis-

cussion, approval, and implementation of recommendations” (Sonnichsen,

1994, pp. 541–542).
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Evaluation reports, no matter how sophisticated and well written, cannot

speak for themselves. They need champions and advocates who can report

their recommendations and conclusions to senior management and other top-

ranking officials. To be viewed as influential players in the corporate board-

room, practitioners should assume the advocacy evaluation approach. They

must be totally committed to the organization, have a solid understanding of

the business of the organization and how it competes in the global market,

and be objective in negotiations. Only then will practitioners be considered

viable members of the organization’s strategic planning team.

Knowing the Territory
In the Broadway musical Music Man, Prof. Harold Hill says, “You’ve got to

know the territory.” The evaluation, training, or HPT practitioner must learn

the territory of the business world and how it influences performance. Iden-

tifying and understanding business drivers and barriers helps the professional

frame appropriate questions during evaluability and planning; select useful

tools and techniques in the do stage; and give direction and focus to the analy-

sis, interpretation, and communicating activities of the analyze stage of con-

firmative evaluation. Knowing the territory and the context in which the

organizational climate and culture flourish also helps to set the stage for mean-

ingful, relevant, customer-driven improvements that are based on sound con-

firmative evaluation outcomes.

Confirmative Evaluation as a Quality Kaleidoscope
Quality assurance is continuous; it is vitally important if confirmative evalu-

ation is to be sustained and maintained in an organization. Quality assurance

is all about assessing the quality of products or services or both. The services

provided during confirmative evaluation by evaluators, training profession-

als, data collectors, analysts, and others, and the confirmative evaluation out-

puts, reports, and other documents, should be carefully scrutinized for quality.

In addition to offering input for the confirmative evaluation, the services

provided by the practitioner and others involved in the evaluation process

C o n c l u s i o n 1 9 5

Dessinger.c09  10/30/03  11:22 AM  Page 195



should be reviewed periodically. External evaluators and people who possess

technical evaluation skills and knowledge and who are unrelated to the eval-

uation project could make these oversight services available. They would

review the contract and the resulting deliverables; the evaluability plan,

including the purpose and scope of the confirmative evaluation; the logs

maintained during the evaluation process; the project management details,

including the beginning and ending dates; and whatever other pertinent infor-

mation is available for addressing performance issues.

Quality assurance also involves determining the quality of the final report.

Peers and staff members who are familiar with both confirmative evaluation

and the training program should review the confirmative evaluation plan and

compare it with the final report. They should look for consistency with the

selected design, appropriate statistics for accuracy, and the relevance of analy-

sis and interpretation findings. This type of quality assurance is actually a type

of meta evaluation.

Emphasis on Ethics and Ethical Standards
Evaluation, training, and HPT practitioners, as well as the confirmative eval-

uation’s sponsors and stakeholders, must always maintain high ethical stan-

dards for conducting the evaluation and accepting its recommendations and

conclusions. The commitment to maintain standards is embodied in the

Golden Rule: “Do unto others as you would have them do unto you.” This

rule respects the rights and interests of individuals and society, and it protects

the integrity of the confirmative evaluation process. There are professionally

written ethical standards that guide evaluation practice; they are found in

business, industry, government, health care, education, and so forth. Evalu-

ation standards that apply to education and training were also developed by

The Joint Committee on Standards for Educational Evaluation (1994). Fol-

lowing professional, ethical standards helps confirmative evaluation planners

and implementers maintain the ethical integrity of the confirmative evalua-

tion process. By maintaining an ethical stance, the organization, its person-

nel, and its external contractors demonstrate corporate integrity and increase

the effectiveness of its public relations activities.

C o n f i r m a t i v e  E v a l u a t i o n1 9 6

Dessinger.c09  10/30/03  11:22 AM  Page 196



Evaluation as an Emerging Discipline
Some authors and professional writers treat evaluation as a field of study. We

believe that evaluation is fast becoming a distinct discipline, forging ahead

with new insight and direction. Professionals are writing evaluation books.

Monographs treating performance topics now contain discussions and whole

chapters on evaluation. The federal government requires evaluation as a con-

dition for securing grant dollars. The enhanced human performance tech-

nology (HPT) model from the International Society for Performance

Improvement (ISPI) elaborates on evaluation in human performance settings

(Van Tiem, Moseley, and Dessinger, 2000). Evaluation as a distinct discipline

has four aspects:

• Epistemological dimensions: a distinct subject matter, a methodology,

and paradigms that delineate what knowledge is relevant, what the bound-

aries of the field are, and what the core problems are

• Sociological dimensions: professional organizations that support eval-

uation practice and their unique roles, the discipline in academia, govern-

mental, and societal support for the discipline, communication patterns

among practitioners in evaluation, and so forth

• Historical dimensions: when, where, why, and how the discipline

emerged, its evolutionary stages, key action centers that support the disci-

pline, and the impact the discipline of evaluation has on society

• Bibliographical dimensions: quantity of evaluation literature; its com-

plexity and diversification; its chief organs of dissemination; how well the dis-

cipline is equipped with bibliographic and reference tools that embody,

organize, package, and retrieve vital information and core knowledge perti-

nent to the discipline (M. Keresztesi, personal communication, Fall 1976).

Within evaluation, new areas are constantly being identified. This is espe-

cially true of confirmative evaluation. The term was first coined in 1978, and

it is now worthy of consideration as a fully developed partner with its for-

mative, summative, and meta evaluation siblings. As organizations struggle

to maintain their corporate image and bottom-line results, and as they define

their global presence and need for improving customer service by trying
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harder, empirical research and solid practice will further define the discipline

of confirmative evaluation.

Improving the Process
Many opportunities exist for improving the confirmative evaluation process

and for making it a permanent part of evaluation practice. Here are some sug-

gestions for improvement:

• The discipline lacks empirical research in confirmative evaluation. New

research studies must focus on application in practice.

• The literature on confirmative evaluation desperately needs well-written

case studies reporting successes and failures. All professionals can learn if they

are able to grasp what works and what does not work.

• Practitioners must take educated risks and remember the turtle (it

makes no progress unless its neck is out).

• Practitioners need to develop a corporate-quality mind-set that perme-

ates everything they do in confirmative evaluation; continuous quality

improvement of products and services is required.

• The discipline needs practitioners who are technically trained in eval-

uation and who possess practical, political, and ethical savvy to guide us in

conducting confirmative evaluation. Evaluators should also be keen listeners,

solid diagnosticians, and effective problem solvers.

• Evaluation practitioners should view confirmative evaluation as a life-

long learning initiative. It takes time to learn the technical skills; it takes a

lifetime to practice those skills with diverse groups of people who possess spe-

cial interests and unique needs.

• Evaluation practitioners need to form partnerships with organizations

that are committed to the confirmative evaluation process. A synergistic rela-

tionship can be converted to benchmarking practices and give organizations

a unique competitive edge.

• Evaluators, training, and HPT practitioners, sponsors, and stakehold-

ers must be held accountable for what they do and do not do.
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• When practitioners do a stellar job in overseeing a confirmative evalu-

ation, budget monies can be justified. Although a budget for the evaluation

is negotiated up front, it can be adjusted as time and deliverables prove a con-

tinuing need. The evaluator or training professional can conduct neither

proactive nor reactive confirmative evaluation without a healthy budget.

• Practitioners need to become adept at doing more with less, especially

in poor economic times when budget cuts and financial scrutiny are legion.

• Practitioners—and even stakeholders and sponsors—must begin to cel-

ebrate their successes in conducting a confirmative evaluation. A positive res-

olution can turn a negative outcome into a win-win situation for all.

• Practitioners should “use evaluation data only for continuous improve-

ment and never for blaming” (Kaufman and Unger, 2003, p. 7).

Put Yourself in the Picture
Figure 9.1 presents some of the qualities that characterize a successful confir-

mative evaluator. The list is not all-inclusive; for example, the planner also

has to be an organizer, the doer needs technical savvy, the analyzer requires

perseverance, the improver should have the ability to facilitate relationships,

and the meta evaluator must be a keen listener. PST 9.1 is a self-assessment

to help you identify the personal qualities that make you a stellar confirma-

tive evaluator.
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Figure 9.1. Sample Qualities of a Stellar Confirmative Evaluator.

Confirmative Evaluation: Practical Strategies for Valuing Continuous Improvement. Copyright © 2004 by John
Wiley & Sons, Inc. Reproduced by permission of Pfeiffer, an Imprint of Wiley. www.pfeiffer.com
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PST 9.1. Self-Assessment: Qualities of a Stellar Confirmative Evaluator.

Confirmative Evaluation: Practical Strategies for Valuing Continuous Improvement. Copyright © 2004 by John
Wiley & Sons, Inc. Reproduced by permission of Pfeiffer, an Imprint of Wiley. www.pfeiffer.com
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S U M M A R Y:  L E S S O N S  L E A R N E D  I N  C H A P T E R  N I N E

1. There is an increased need for confirmative evaluation efforts.

2. The evaluation, training, or HPT practitioner is a change agent operating

in the milieu of an emerging discipline.

3. Success in confirmative evaluation means knowing the territory and work-

ing with all audiences to make it relevant, realistic, and practical so that

planned change can occur.

4. Confirmative evaluation is a lifelong learning process.

5. Personal lessons learned:

N E X T  S T E P S

This chapter ends the discussion on confirmative evaluation; however, we

believe it is just the beginning of new challenges for evaluation, training, or

HPT practitioners and the organizations they represent. Customer satisfac-

tion, total quality, and continuous improvement will continue to make a dif-

ference for those who believe in confirmative evaluation and who risk doing

it—and doing it well!
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Although these terms are defined according to how they apply to training pro-

grams, they also apply to judging the merit, worth, or value of noninstructional

performance-improvement interventions such as mentoring, reward and incen-

tive programs, knowledge management systems, and others. Selected words

within definitions are italicized to denote cross-reference to another entry.

Accountability Responsibility for results

ADDIE Traditional process model for instructional system design (ISD);

stands for analyze, design, develop, implement, and evaluate

ADDI/E Variation of ADDIE process model for ISD, illustrating the inte-

gration of full-scope evaluation (E) throughout the ISD process

Alignment Degree to which training program goals and objectives and

intended confirmative evaluation outputs and outcomes are in line with or

synchronized with organizational mission, goals, and values

Analyze The confirmative evaluation event that involves studying the find-

ings, discovering the meaning of the findings, and interpreting and reporting

the results
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Bottom line A reference to the emphasis on cost-effective rather than performance-

effective training programs

Communication Sharing the progress and results of the confirmative evalua-

tion with the stakeholders and the multiple audiences who need the infor-

mation to improve performance

Communication technology Systematically applying knowledge gained from

research into auditory, visual, and kinesthetic thinking, learning, and com-

munication or message transmission

Confirmative evaluation Goes beyond formative and summative evaluation to

judge the continued merit, value, or worth of a long-term training program

Confirmative evaluation plan Document that constitutes a blueprint for the

evaluation, training, or HPT practitioner who conducts the confirmative eval-

uation and sells the evaluation to the stakeholders; includes an executive sum-

mary, an introduction, and a detailed plan for implementing the confirmative

evaluation

Confirmative evaluation reports Documents that detail confirmative evalua-

tion process, progress, and results; examples are announcements and releases,

progress reports, interim or preliminary reports, final report

Consultant One role of the practitioner during confirmative evaluation; in-

volves providing professional expertise as well as support for problem identi-

fication and problem solving

Context factors Past, current, or future situations within an organization that

have a positive or negative effect on the successful initiation and completion

of evaluation activities

Continuous improvement or continuous quality improvement (CQI) Ongoing,

conscious efforts by an organization and its stakeholders to monitor, evalu-

ate, maintain, or improve all performance-related activities; may include qual-

ity control of input and process and quality assurance of outputs and

outcomes
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Cost analysis Umbrella term for a set of analysis techniques that compare pro-

gram costs with program benefits (cost-benefit analysis or CBA), effective-

ness (cost-effectiveness analysis), usefulness (cost-utility analysis), or feasibility

(cost-feasibility analysis)

Decision maker Person who charts the course of action or must approve imple-

mentation of a direction, process, product, commitment, and so forth, and may

or may not supervise the process; one role of the evaluation, training, or HPT

practitioner during confirmative evaluation

Descriptive design Describes or characterizes evaluand in basic terms (for

example, frequency counts, time studies, cross-section designs)

Direct inputs Outputs or outcomes from a previous process or activity that are

required by the system to initiate a process event; as an example, a statement

of purpose is required to implement a successful confirmative evaluation

Do The confirmative evaluation event that involves collecting the data and

documenting the findings

Education Instructional performance support system that develops knowl-

edge, skills, and attitudes in individuals or groups; generally associated with

K-12 and higher education

Effectiveness Degree to which a training program meets or exceeds the pro-

gram goals and objectives and improves performance as much as possible

Efficiency Degree to which the productivity of a program exceeds its resource

requirements; a program that is economical to deliver, uses as little off-the-

job time as possible, and produces valuable results is considered efficient

Enabler One role of the practitioner during confirmative evaluation; helps

and supports confirmative evaluation planning and implementation team

Enforcer One role of the practitioner during confirmative evaluation; actively

monitors implementation of action plans
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Evaluability assessment Identifying, recording, and rating the various evalua-

bility factors or criteria that help determine whether it is possible and poten-

tially valuable to conduct a confirmative evaluation of a specific training

program

Evaluand Person, place, or thing that is being evaluated

Evaluation The process of judging the merit, value, or worth of a training

program

Event An activity-based component of a process

Experimental design Formal approach to evaluation that validates the cause

of the observed effect; includes random assignment of participants to train-

ing groups, and controls (equalizes) as many group factors as possible

Extant data analysis Technique of identifying and reviewing existing printed

or electronic documents to retrieve information that is required to validate

one or more intended evaluation outcomes

Feasibility Term used to describe whether a program or course of action is

worth pursuing on the basis of an analysis of such factors as costs, benefits,

resource capabilities, and risk

Formal evaluation Approach to evaluation that uses prescribed and system-

atic evaluation procedures and practices; for example, experimental or quasi-

experimental evaluation designs

Formative evaluation Focuses on judging the merit, worth, or value of the

processes used during the analysis, design, and development phases of instruc-

tional system design (ISD)

Full-scope evaluation A process that uses four types of evaluation (formative,

summative, confirmative, and meta evaluation), if appropriate, to judge the

merit, value, or worth of a training program or other performance improve-

ment intervention

Gatekeeper for transfer Role of practitioner during training program plan-

ning and implementation; makes sure that the training program planners
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and implementers stay focused on both enablers and barriers to on-the-job

transfer

Goodness Term used by the military and others to qualify the degree to which

people, places, situations, or things meet stated or implicit standards for excel-

lence and integrity

Impact Degree to which a training program has a positive or negative effect

on individual, group, program, or organizational performance

Improve The confirmative evaluation event that focuses on making action

decisions for continuous quality improvement on the basis of the results of

the confirmative evaluation

Indirect inputs Inputs that are not the direct, tangible outputs of another

process or process event; examples are commitment from stakeholders, or soft

technologies, that support the success of the process, outputs, and outcomes

of a system

Inferential statistics Statistical methods that validate whether a training

program has the postulated or assumed effect on the individual, group, or

organization

Informal evaluation Approach to evaluation that requires little preliminary

planning; focuses on gathering anecdotal or self-reported information from

people and documents; and results in few planned, long-range consequences

(for example, naturalistic evaluation design)

Input Human and other resources required to initiate and complete a process

Instructional performance support systems Performance improvement support

systems that are based on the transfer of knowledge, skills, and attitudes

through education and training

Instructional system design or development (ISD) A process involving the sys-

tematic design and development of instruction (see ADDIE and ADDI/E)

Interpretation Discovering significance and implications from the analysis 

of data
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Iterative model Illustration of a process that repeats itself as needed over time

Long-term effects In the case of confirmative evaluation, long-term effects of

a training program are considered after the program is in operation for one

or more years

Management by walking around (MBWA) A communication technique made

famous by Tom Peters (with coauthors Robert H. Waterman, Jr., in In Search

of Excellence and Nancy Austin in A Passion for Excellence); managers interact

directly with workers to exchange information 

Meta evaluation Judging the merit, worth, or value of an evaluation; type one

meta evaluation is conducted concurrently with evaluation planning and

implementation, and type two is conducted after formative, summative, and

at least one cycle of confirmative evaluation are completed

Model Visual representation of a concept or process

Naturalistic evaluation design Informal approach to evaluation that assesses

the value of a training program or other object by focusing on stakeholder

perceptions, including but not limited to participant reactions, without

manipulating or controlling the responses

Noninstructional performance support systems Performance improvement sup-

port systems that go beyond the transfer of knowledge, skills, and attitudes;

examples are compensation plans, reward and incentive programs, mentor-

ing, ergonomics, and others

Outcome The results or impact of a completed process

Output The products of a process; may or may not positively affect an outcome

Performance intervention Conscious, deliberate, planned change effort

designed to improve human performance and solve workplace problems; the

intervention may be a single effort (training) or a blended effort (for instance,

combination of training, mentoring, and an incentive program)

Performance support tools Planned change efforts that sustain knowledge and

skill transfer to the performer and from the performer to the job (for exam-

ple, job aids, coaching programs, and so forth)
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Plan The confirmative evaluation event that focuses on preparing a flexible blue-

print for the confirmative evaluation: why, who, what, where, when, and how

Process What goes on (procedures) in a system between inputs and outputs

to create the outputs and outcomes

Qualitative analysis Technique for examining and interpreting subjective data

that are expressed primarily in written or spoken words; focuses on trends or

patterns; presented as opinions, conclusions, ideas, and so forth

Quantitative analysis Techniques for examining and interpreting objective

data that are expressed primarily in numbers (counts, ranks, percentages, and

so forth)

Quasi-experimental design Formal approach to evaluation that is similar in

form and function to experimental design but does not use random assign-

ment to control for participant experience, entry-level knowledge, or other

factors that affect the results of the intervention (training program)

Return on investment (ROI) analysis Analysis technique that places a tangi-

ble, monetary value on each program output and outcome (participant sat-

isfaction, organizational benefits, and so forth) and compares the values with

the cost of developing and implementing the program

Stakeholders Internal and external customers who have a vested interest

(expressed as needs or expectations) in the process, outputs, and outcomes of

a training program

Success syndrome Tendency of organizations or individuals to accept early pos-

itive reactions or results as a reason for not continuing with further evalua-

tion plans

Summative evaluation Focuses on judging the merit, worth, or value of the

immediate outputs of the implementation phase of ISD; may include evalu-

ation of instructor and participant reactions; changes in participant knowl-

edge, skills, or attitudes; and short-term transfer to the job

Technique Method used to perform an activity; examples are data-collection

methods and data-analysis methods
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Technology Systematically applying knowledge to improve performance;

instructional technology (IT) and human performance technology (HPT) are

commonly referred to as soft technologies; hard technology includes com-

puters, telecommunications, and other man-machine interfaces

Tool Instrument such as a guide, script, form, questionnaire, and so forth,

used to perform a technique

Total quality management (TQM) Umbrella term used to describe a process

that views and manages quality from a variety of perspectives (quality assur-

ance, continuous quality improvement, and so on)

Training Instructional performance support system that develops knowledge,

skills, and attitudes in individuals or groups; provided to employees by

employers

Transfer (on-the-job) Continuing application to the workplace reality of

knowledge, skills, and attitudes learned during training

Utilization (utilitarian) evaluation Judging a training program on the basis

of the merit, worth, and value of its utility (actual usefulness and impact);

forms basis for decision making

Value Degree to which a training program increases the merit or worth of an

individual, work group, or organization

Value-added A customer-focused perspective on quality (“Does this activity

matter or have additional value for the customer?”)

W 5H Organizational aid that prompts the user to identify and analyze who,

what, where, when, why, and how before conducting an activity such as con-

firmative evaluation
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nology at Utah State University. He is also the owner and president of Ascape,

Tennsion & Sulphur Gulch RR. Recognized as a leader in instructional design,
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David is listed among the most productive educational psy-

chologists (Educational Researcher, 1984), the most frequently

cited authors in the computer-based instruction literature

( Journal of Computer-Based Instruction, 1987), and the most

influential people in the field of instructional technology

(Performance & Instruction, 1988.) As a major contributor in

his field, David was the recipient of the Association for Edu-

cational Communications and Technology’s 2001 Distin-

guished Service Award for advancing the field of instructional

technology through scholarship, teaching, and leadership. His

current work involves the identification of First Principles of

Instruction.

Allison Rossett, Ed.D., is professor of educational technol-

ogy at San Diego State University, with academic focus on

workforce development, e-learning, and needs assessment.

Allison received the American Society for Training and

Development’s award for Workplace Learning and Perfor-

mance for 2002 and will join its International Board in Jan-

uary 2004. She is also a member of Training magazine’s HRD

Hall of Fame, the editor of the ASTD E-Learning Handbook:

Best Practices, Strategies, and Case Studies for an Emerging

Field, and co-author of Beyond the Podium: Delivering Train-

ing and Performance to a Digital World. Allison has worked with a who’s who

of international organizations, including IBM, Microsoft, MetLife, the Inter-

nal Revenue Service, Hewlett-Packard, SQL Star International, Ford Motor

Company, SBC, and Fidelity Investments.
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Pfeiffer Publications Guide
This guide is designed to familiarize you with the various types of Pfeiffer publications. The
formats section describes the various types of products that we publish; the methodologies
section describes the many different ways that content might be provided within a product.
We also provide a list of the topic areas in which we publish.

FORMATS
In addition to its extensive book-publishing program, Pfeiffer offers content in an array of
formats, from fieldbooks for the practitioner to complete, ready-to-use training packages that
support group learning.

FIELDBOOK Designed to provide information and guidance to practitioners in the midst of
action. Most fieldbooks are companions to another, sometimes earlier, work, from which its ideas
are derived; the fieldbook makes practical what was theoretical in the original text. Fieldbooks can
certainly be read from cover to cover. More likely, though, you’ll find yourself bouncing around
following a particular theme, or dipping in as the mood, and the situation, dictate.

HANDBOOK A contributed volume of work on a single topic, comprising an eclectic mix of
ideas, case studies, and best practices sourced by practitioners and experts in the field.

An editor or team of editors usually is appointed to seek out contributors and to evaluate
content for relevance to the topic. Think of a handbook not as a ready-to-eat meal, but as a
cookbook of ingredients that enables you to create the most fitting experience for the occasion.

RESOURCE Materials designed to support group learning. They come in many forms: a com-
plete, ready-to-use exercise (such as a game); a comprehensive resource on one topic (such as
conflict management) containing a variety of methods and approaches; or a collection of like-
minded activities (such as icebreakers) on multiple subjects and situations.

TRAINING PACKAGE An entire, ready-to-use learning program that focuses on a par-
ticular topic or skill. All packages comprise a guide for the facilitator/trainer and a workbook
for the participants. Some packages are supported with additional media—such as video—or
learning aids, instruments, or other devices to help participants understand concepts or practice
and develop skills.

• Facilitator/trainer’s guide Contains an introduction to the program, advice on how to
organize and facilitate the learning event, and step-by-step instructor notes. The guide also
contains copies of presentation materials—handouts, presentations, and overhead designs,
for example—used in the program. 
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• Participant’s workbook Contains exercises and reading materials that support the learn-
ing goal and serves as a valuable reference and support guide for participants in the weeks
and months that follow the learning event. Typically, each participant will require his or
her own workbook.

ELECTRONIC CD-ROMs and web-based products transform static Pfeiffer content into
dynamic, interactive experiences. Designed to take advantage of the searchability, automation,
and ease-of-use that technology provides, our e-products bring convenience and immediate
accessibility to your workspace.

METHODOLOGIES

CASE STUDY A presentation, in narrative form, of an actual event that has occurred inside
an organization. Case studies are not prescriptive, nor are they used to prove a point; they are
designed to develop critical analysis and decision-making skills. A case study has a specific time
frame, specifies a sequence of events, is narrative in structure, and contains a plot structure—
an issue (what should be/have been done?). Use case studies when the goal is to enable partic-
ipants to apply previously learned theories to the circumstances in the case, decide what is
pertinent, identify the real issues, decide what should have been done, and develop a plan of
action.

ENERGIZER A short activity that develops readiness for the next session or learning event.
Energizers are most commonly used after a break or lunch to stimulate or refocus the group.
Many involve some form of physical activity, so they are a useful way to counter post-lunch
lethargy. Other uses include transitioning from one topic to another, where “mental” distancing
is important.

EXPERIENTIAL LEARNING ACTIVITY (ELA) A facilitator-led intervention that moves
participants through the learning cycle from experience to application (also known as a Structured
Experience). ELAs are carefully thought-out designs in which there is a definite learning pur-
pose and intended outcome. Each step—everything that participants do during the activity—
facilitates the accomplishment of the stated goal. Each ELA includes complete instructions for
facilitating the intervention and a clear statement of goals, suggested group size and timing,
materials required, an explanation of the process, and, where appropriate, possible variations to
the activity. (For more detail on Experiential Learning Activities, see the Introduction to the
Reference Guide to Handbooks and Annuals, 1999 edition, Pfeiffer, San Francisco.)
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GAME A group activity that has the purpose of fostering team spirit and togetherness in addi-
tion to the achievement of a pre-stated goal. Usually contrived—undertaking a desert expedition,
for example—this type of learning method offers an engaging means for participants to demon-
strate and practice business and interpersonal skills. Games are effective for team building and
personal development mainly because the goal is subordinate to the process—the means through
which participants reach decisions, collaborate, communicate, and generate trust and under-
standing. Games often engage teams in “friendly” competition.

ICEBREAKER A (usually) short activity designed to help participants overcome initial
anxiety in a training session and/or to acquaint the participants with one another. An icebreaker
can be a fun activity or can be tied to specific topics or training goals. While a useful tool in
itself, the icebreaker comes into its own in situations where tension or resistance exists within
a group.

INSTRUMENT A device used to assess, appraise, evaluate, describe, classify, and summarize
various aspects of human behavior. The term used to describe an instrument depends primarily
on its format and purpose. These terms include survey, questionnaire, inventory, diagnostic,
survey, and poll. Some uses of instruments include providing instrumental feedback to group
members, studying here-and-now processes or functioning within a group, manipulating group
composition, and evaluating outcomes of training and other interventions. 

Instruments are popular in the training and HR field because, in general, more growth can
occur if an individual is provided with a method for focusing specifically on his or her own behav-
ior. Instruments also are used to obtain information that will serve as a basis for change and to
assist in workforce planning efforts. 

Paper-and-pencil tests still dominate the instrument landscape with a typical package com-
prising a facilitator’s guide, which offers advice on administering the instrument and interpreting
the collected data, and an initial set of instruments. Additional instruments are available
separately. Pfeiffer, though, is investing heavily in e-instruments. Electronic instrumentation
provides effortless distribution and, for larger groups particularly, offers advantages over paper-
and-pencil tests in the time it takes to analyze data and provide feedback.

LECTURETTE A short talk that provides an explanation of a principle, model, or process
that is pertinent to the participants’ current learning needs. A lecturette is intended to estab-
lish a common language bond between the trainer and the participants by providing a mutual
frame of reference. Use a lecturette as an introduction to a group activity or event, as an
interjection during an event, or as a handout.
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MODEL A graphic depiction of a system or process and the relationship among its elements.
Models provide a frame of reference and something more tangible, and more easily remembered,
than a verbal explanation. They also give participants something to “go on,” enabling them to
track their own progress as they experience the dynamics, processes, and relationships being
depicted in the model.

ROLE PLAY A technique in which people assume a role in a situation/scenario: a customer
service rep in an angry-customer exchange, for example. The way in which the role is approached
is then discussed and feedback is offered. The role play is often repeated using a different
approach and/or incorporating changes made based on feedback received. In other words, role
playing is a spontaneous interaction involving realistic behavior under artificial (and safe)
conditions.

SIMULATION A methodology for understanding the interrelationships among components
of a system or process. Simulations differ from games in that they test or use a model that
depicts or mirrors some aspect of reality in form, if not necessarily in content. Learning occurs
by studying the effects of change on one or more factors of the model. Simulations are com-
monly used to test hypotheses about what happens in a system—often referred to as “what if?”
analysis—or to examine best-case/worst-case scenarios. 

THEORY A presentation of an idea from a conjectural perspective. Theories are useful because
they encourage us to examine behavior and phenomena through a different lens.

TOPICS
The twin goals of providing effective and practical solutions for workforce training and orga-
nization development and meeting the educational needs of training and human resource
professionals shape Pfeiffer’s publishing program. Core topics include the following:

Leadership & Management

Communication & Presentation

Coaching & Mentoring

Training & Development

E-Learning

Teams & Collaboration

OD & Strategic Planning

Human Resources

Consulting
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What will you find on pfeiffer.com?

• The best in workplace performance solutions for training and HR professionals 

• Downloadable training tools, exercises, and content

• Web-exclusive offers

• Training tips, articles, and news

• Seamless on-line ordering

• Author guidelines, information on becoming a Pfeiffer Affiliate, and much more

Discover more at www.pfeiffer.com
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Customer Care
Have a question, comment, or suggestion? Contact us! We value your feedback and we want
to hear from you.

For questions about this or other Pfeiffer products, you may contact us by:

E-mail: customer@wiley.com

Mail: Customer Care Wiley/Pfeiffer
10475 Crosspoint Blvd.
Indianapolis, IN 46256

Phone: (US)  800-274-4434 (Outside the US: 317-572-3985)

Fax: (US)  800-569-0443 (Outside the US: 317-572-4002)

To order additional copies of this title or to browse other Pfeiffer products, visit us online at
www.pfeiffer.com. 

For Technical Support questions, call (800) 274-4434.

For authors guidelines, log on to www.pfeiffer.com and click on “Resources for Authors.”

If you are . . .

A college bookstore, a professor, an instructor, or work in higher education and you’d
like to place an order or request an exam copy, please contact jbreview@wiley.com.

A general retail bookseller and you’d like to establish an account or speak to a local sales
representative, contact Melissa Grecco at 201-748-6267 or mgrecco@wiley.com.

An exclusively on-line bookseller, contact Amy Blanchard at 530-756-9456 or 
ablanchard@wiley.com or Jennifer Johnson at 206-568-3883 or jjohnson@wiley.com, 
both of our Online Sales department.

A librarian or library representative, contact John Chambers in our Library Sales department
at 201-748-6291 or jchamber@wiley.com.

A reseller, training company/consultant, or corporate trainer, contact Charles Regan in our
Special Sales department at 201-748-6553 or cregan@wiley.com.

A specialty retail distributor (includes specialty gift stores, museum shops, and corporate
bulk sales), contact Kim Hendrickson in our Special Sales department at 201-748-6037 or
khendric@wiley.com.

Purchasing for the Federal government, contact Ron Cunningham in our Special Sales
department at 317-572-3053 or rcunning@wiley.com. 

Purchasing for a State or Local government, contact Charles Regan in our Special Sales
department at 201-748-6553 or cregan@wiley.com.
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