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## Preface

Chihayaburu
Kami no igaki ni
Hau kuzu mo
Aki ni wa aezu
Utsuroinikeri

Mighty they are
The gods within this sacred shrineYet even the vines
Creeping in the precincts could not hold Against the autumn's tingeing of their leaves.

- Ki no Tsurayaki (Kokinshu, V : 262).

This little book is intended for graduate students and the non-expert in Iwasawa theory. Its aim is to present in full detail the simplest proof of the important theorem on cyclotomic fields, which is often called "the main conjecture". We have thought it worthwhile to write such a book, not only because this theorem is arguably the deepest and most beautiful known result about the arithmetic of cyclotomic fields, but also because it is the simplest example of a vast array of subsequent, unproven "main conjectures" in modern arithmetic geometry involving the arithmetic behaviour of motives over $p$-adic Lie extensions of number fields (see [CFKSV]). These main conjectures are concerned with what one might loosely call the exact formulae of number theory which conjecturally link the special values of zeta and $L$-functions to purely arithmetic expressions (the most celebrated example being the conjecture of Birch and Swinnerton-Dyer for elliptic curves).

The first complete proof of the cyclotomic main conjecture was given by Mazur-Wiles, but it should not be forgotten that Iwasawa himself not only discovered the main conjecture but proved an important theorem which implies it in all known numerical cases. In this book, we follow this approach to the main conjecture via Iwasawa's theorem, and complete its proof by the ingenious arguments using Euler systems, due
to Kolyvagin, Rubin and Thaine. Not only does this treatment have the advantage of using less machinery, but it also gives for example, a very simple proof of the existence of the $p$-adic analogue of the Riemann zeta function.

If one looks at the past evolution of algebraic number theory, there has been a tendency to discover that the ideas which initially seem special to cyclotomic fields do, in the end, turn out to have very general counterparts. To quote Iwasawa [Iw1]:
"The theory of cyclotomic fields is in a unique position in algebraic number theory. On the one hand, it has provided us with a typical example of algebraic number fields from which we have been able to develop the theory of algebraic number fields in general; and on the other hand, it has also revealed to us many beautiful properties of the cyclotomic fields which are proper to these fields and which give us deep insights into important arithmetic results in elementary number theory."

Already, it is known that the ideas discussed in this book work in some measure for elliptic curves over certain abelian $p$-adic Lie extensions, both for curves with complex multiplication ([CW2], [Ru], [Y]) and without complex multiplication ([Ka2], [SU]). It does not seem unreasonable to hope that this may turn out to be true in much greater generality, perhaps even in the direction of the non-abelian main conjecture made in [CFKSV].

Finally, we thank Karl Rubin for his very helpful comments on the manuscript.
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## Notation

## General Notations

The symbols $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$ and $\mathbb{C}$ will denote the ring of integers, and the fields of rational numbers, real numbers and complex numbers, respectively. For a prime number $p$, we write $\mathbb{Q}_{p}$ for the completion of $\mathbb{Q}$ with respect to the $p$-adic valuation, normalized so that $|p|_{p}=p^{-1}$, and $\mathbb{C}_{p}$ for the completion of some fixed algebraic closure of $\mathbb{Q}_{p}$. As usual, $\mathbb{Z}_{p}$ will denote the ring of $p$-adic integers in $\mathbb{Q}_{p}$.

If $L / F$ is a Galois extension of fields, we write $\operatorname{Gal}(L / F)$ for the Galois group of $L$ over $F$.

If $m$ is an integer $\geq 1, \mu_{m}$ will denote the group of $m$-th roots of unity lying in some fixed algebraic closure of $\mathbb{Q}$ or $\mathbb{Q}_{p}$.

If $R$ is a ring, $R^{\times}$will denote the multiplicative group of units of $R$. If $\Delta$ is a group, and $R$ is a commutative ring, we write $R[\Delta]$ for the group ring of $\Delta$ with coefficients in $R$.

## Specific Notations

It may help the reader to bear in mind the following notational convention. In general, we shall use script capital Latin symbols (e.g. $\mathcal{F}, \mathcal{K}, \mathcal{U}, \cdots)$ to denote objects associated with the field which is generated over $\mathbb{Q}$ by all $p$-power roots of unity, while plain capital Latin symbols (e.g. $F, K, U, \cdots$ ) will denote the analogous objects attached to the corresponding maximal real subfield.

We now list some of the most commonly used symbols in the text. Let $n$ be either an integer $\geq 0$ or $\infty$.

$$
\begin{array}{ll}
\mathcal{F}_{n}=\mathbb{Q}\left(\mu_{p^{n+1}}\right), & F_{n}=\mathbb{Q}\left(\mu_{p^{n+1}}\right)^{+} \\
\mathcal{K}_{n}=\mathbb{Q}_{p}\left(\mu_{p^{n+1}}\right), & K_{n}=\mathbb{Q}_{p}\left(\mu_{p^{n+1}}\right)^{+} \\
\mathcal{G}=\operatorname{Gal}\left(\mathcal{F}_{\infty} / \mathbb{Q}\right), & G=\operatorname{Gal}\left(F_{\infty} / \mathbb{Q}\right)
\end{array}
$$

$\mathcal{L}_{n}=$ maximal abelian $p-$ extension of $\mathcal{F}_{\mathrm{n}}$ unramified everywhere
$L_{n}=$ maximal abelian $p$ - extension of $F_{n}$ unramified everywhere
$\mathcal{M}_{n}=$ maximal abelian $p$ - extension of $\mathcal{F}_{\mathrm{n}}$ unramified outside $p$
$M_{n}=$ maximal abelian $p$ - extension of $F_{n}$ unramified outside $p$

$$
\begin{aligned}
& \mathcal{X}_{\infty}=\operatorname{Gal}\left(\mathcal{M}_{\infty} / \mathcal{F}_{\infty}\right), X_{\infty}=\operatorname{Gal}\left(M_{\infty} / F_{\infty}\right) \\
& \mathcal{Y}_{\infty}=\operatorname{Gal}\left(\mathcal{L}_{\infty} / \mathcal{F}_{\infty}\right), \quad Y_{\infty}=\operatorname{Gal}\left(L_{\infty} / F_{\infty}\right) .
\end{aligned}
$$

For integers $n$ with $0 \leq n<\infty$, we define

$$
\begin{aligned}
& \mathcal{U}_{n}=\text { group of units of } \mathcal{K}_{n} \\
& U_{n}=\text { group of units of } K_{n} \\
& D_{n}=\text { group of cyclotomic units of } F_{n} \\
& V_{n}=\text { group of units of } F_{n} \\
& C_{n}=\text { closure of } D_{n} \text { in } U_{n} \\
& E_{n}=\text { closure of } V_{n} \text { in } U_{n} .
\end{aligned}
$$

In the following definitions, the projective limits are taken with respect to the norm maps:-

$$
\begin{aligned}
\mathcal{U}_{\infty} & =\overleftarrow{\lim \mathcal{U}_{n}} \\
U_{\infty} & =\overleftarrow{\lim } U_{n} \\
C_{\infty} & =\overleftarrow{\lim } C_{n} \\
E_{\infty} & =\overleftarrow{\lim _{m}} E_{n} .
\end{aligned}
$$

Finally, a superscript 1 on any of these objects indicates that it has been formed with the subgroup consisting of those elements which are congruent to 1 modulo the unique prime ideal above $p$.

## Cyclotomic Fields

### 1.1 Introduction

Let $p$ be an odd prime number. We owe to Kummer the remarkable discovery that there is a connexion between the arithmetic of the field generated over $\mathbb{Q}$ by the $p$-th roots of unity and the values of the Riemann zeta function at the odd negative integers. This arose out of his work on Fermat's last theorem. Almost a hundred years later, Iwasawa made the equally major discovery that the $p$-adic analogue of the Riemann zeta function is deeply intertwined with the arithmetic of the field generated over $\mathbb{Q}$ by all $p$-power roots of unity. The main conjecture, which is now a theorem (first completely proved by Mazur and Wiles [MW]), is the natural final outcome of these ideas. This main conjecture is the deepest result we know about the arithmetic of cyclotomic fields. In this first chapter, we explain more fully this background, and also give the precise statement of the main conjecture towards the end of the chapter. However, all proofs will be postponed until the later chapters.

Let $\mu_{p}$ denote the group of $p$-th roots of unity, and put

$$
\begin{equation*}
\mathcal{F}=\mathbb{Q}\left(\mu_{p}\right), \varpi=\operatorname{Gal}(\mathcal{F} / \mathbb{Q}) . \tag{1.1}
\end{equation*}
$$

Now $\varpi$ acts on $\mu_{p}$, and thus gives an injective homomorphism

$$
\begin{equation*}
\theta: \varpi \hookrightarrow \operatorname{Aut}\left(\mu_{p}\right)=(\mathbb{Z} / p \mathbb{Z})^{\times} \tag{1.2}
\end{equation*}
$$

In fact, $\theta$ is an isomorphism by the irreducibility of the $p$-th cyclotomic polynomial. Thus the powers $\theta^{n}$ for $n=1, \ldots, p-1$ give all the characters of $\varpi$ with values in $\mathbb{F}_{p}$. Let $\mathfrak{C}$ denote the ideal class group of $\mathcal{F}$. We stress that $\mathfrak{C}$ becomes impossible to compute numerically by naive methods once $p$ is at all large. However, as is explained below,
we owe to Kummer the discovery of a miraculous connexion between the $p$-primary subgroup of $\mathfrak{C}$ and the values

$$
\begin{equation*}
\zeta(s) \text { for } s=-1,-3,-5, \ldots, \tag{1.3}
\end{equation*}
$$

where $\boldsymbol{\zeta}(s)$ is the classical complex Riemann zeta function. We recall that $\boldsymbol{\zeta}(s)$ is defined by the Euler product

$$
\begin{equation*}
\boldsymbol{\zeta}(s)=\Pi_{l}\left(1-l^{-s}\right)^{-1} \tag{1.4}
\end{equation*}
$$

for complex $s$ with real part greater than 1, and has an analytic continuation over the whole complex plane, apart from a simple pole at $s=1$. It has been known since Euler that the values (1.3) are rational numbers. In fact,

$$
\begin{equation*}
\boldsymbol{\zeta}(-n)=-\mathcal{B}_{n+1} /(n+1) \quad(n=1,3,5, \cdots) \tag{1.5}
\end{equation*}
$$

where the Bernoulli numbers $\mathcal{B}_{n}$ are defined by the expansion

$$
\begin{equation*}
t /\left(e^{t}-1\right)=\sum_{n=0}^{\infty} \mathcal{B}_{n} t^{n} / n! \tag{1.6}
\end{equation*}
$$

One computes easily from these equations that

$$
\boldsymbol{\zeta}(-1)=-\frac{1}{12}, \quad \zeta(-3)=\frac{1}{120}, \quad \zeta(-5)=-\frac{1}{252}, \cdots
$$

Definition 1.1.1. We say that the prime number $p$ is irregular if $p$ divides the order of $\mathfrak{C}$.

The first few irregular primes are $p=37,59,67,101,103, \cdots$. It would be very difficult numerically to test whether a prime number $p$ is irregular if we did not have the following remarkable criterion for irregularity due to Kummer.

Theorem 1.1.2. The prime $p$ is irregular if and only if $p$ divides the numerator of at least one of $\boldsymbol{\zeta}(-1), \boldsymbol{\zeta}(-3), \cdots, \boldsymbol{\zeta}(4-p)$.

For example, we have

$$
\boldsymbol{\zeta}(-11)=\frac{691}{32760}, \quad \boldsymbol{\zeta}(-15)=\frac{3617}{8160}
$$

and thus, thanks to Kummer's theorem, we conclude that both 691 and 3617 are irregular primes. The irregularity of 37 follows from the fact that

$$
\zeta(-31)=\frac{37 \times 208360028141}{16320}
$$

We point out that the numerators and denominators of these zeta values tend to grow very rapidly. For example, the numerator of $\boldsymbol{\zeta}(-179)$ has 199 digits. However, fortunately Kummer's theorem basically reduces the problem of deciding whether a prime $p$ is irregular to a question of arithmetic modulo $p$, and is numerically very powerful. Indeed, using computational techniques derived from Kummer's theorem, all irregular primes up to $12,000,000$ have been determined [BCEMS]. One finds that, up to this limit, the percentage of regular primes is approximately 60.61 percent, which fits remarkably well with the distribution which would occur if the numerators of the zeta values occurring in Theorem 1.1.2 were random modulo $p$ (see the discussion after Theorem 5.17 in [Wa]).

This mysterious link given in Theorem 1.1.2 between two totally different mathematical objects, namely the ideal class group of $\mathcal{F}$ on the one hand, and the special values of the Riemann zeta function on the other, is unquestionably one of the great discoveries in number theory, whose generalization to other arithmetic situations is a major theme of modern arithmetic geometry.

We end this introduction by recalling the following remarkable congruences, which were first discovered by Kummer as part of his proof of Theorem 1.1.2, and which provide the first evidence for the existence of the $p$-adic analogue of $\boldsymbol{\zeta}(s)$.

Theorem 1.1.3. Let $n$ and $m$ be odd positive integers such that $n \equiv$ $m \not \equiv-1 \bmod (p-1)$. Then the rational numbers $\boldsymbol{\zeta}(-n)$ and $\boldsymbol{\zeta}(-m)$ are p-integral, and

$$
\boldsymbol{\zeta}(-n) \equiv \boldsymbol{\zeta}(-m) \bmod p
$$

### 1.2 Herbrand-Ribet Theorem

The beginning of the deeper understanding of Kummer's criterion for irregularity comes from considering the action of the Galois group $\varpi$ on $\mathfrak{C}$. After some work in this direction by both Kummer and Stickelberger, Herbrand considered the following specific refinement of Kummer's criterion. Let $\mathfrak{V}=\mathfrak{C} / \mathfrak{C}^{p}$, which is a finite dimensional vector space over the field $\mathbb{F}_{p}$, on which the Galois group $\varpi$ acts in a natural fashion. This action is semi-simple, because the order of $\varpi$ is prime to p. It is therefore natural to ask which of the characters $\theta^{n}$, where $n=1, \ldots, p-1$, occur in $\mathfrak{V}$, and what is their multiplicity when they do occur? The theorem below, first established by Herbrand in one direction [He], and by Ribet [ Ri ] in the other, is today one of the important consequences of the main conjecture for the field $\mathcal{F}$.

Theorem 1.2.1. Assume that $n$ is an odd integer with $3 \leq n \leq p-2$. Then $\theta^{n}$ occurs in $\mathfrak{V}=\mathfrak{C} / \mathfrak{C}^{p}$ if and only if $p$ divides the numerator of $\boldsymbol{\zeta}(n+1-p)$.
Note that Theorem 1.2 .1 says nothing about the occurrence in $\mathfrak{V}$ of $\theta^{n}$ for even integers $n$. In fact, no prime number $p$ has ever been found for which an even power of $\theta$ does occur in $\mathfrak{V}$, and Vandiver's conjecture asserts that no such $p$ exists. As we shall explain later, the main conjecture itself would be an easy consequence of a theorem of Iwasawa if Vandiver's conjecture were true. However, as far as we know, the main conjecture itself implies nothing in the direction of Vandiver's conjecture. Thus it is perhaps fair to say that Vandiver's conjecture seems inaccessible in our present state of knowledge, although it has been verified for all $p$ less than $12,000,000$ in [BCEMS].

Here are some numerical examples of Theorem 1.2.1. For the irregular primes $p=37,59,67,101,103,131,149, \mathfrak{V}$ has dimension 1 over $\mathbb{F}_{p}$. For the next irregular prime, namely $p=157, \mathfrak{V}$ has dimension 2 over $\mathbb{F}_{p}$, with two distinct powers of $\theta$ occurring in it. A much more exotic example is given by $p=12613$. In this example, $\mathfrak{V}$ has dimension 4 over $\mathbb{F}_{p}$, and 4 distinct powers of $\theta$ occur, namely

$$
\begin{equation*}
\theta^{n}, \text { with } n \equiv 2077,3213,12111,12305 \bmod 12612 . \tag{1.7}
\end{equation*}
$$

In fact, the decomposition of $\mathfrak{V}$ into eigenspaces for the action of $\varpi$ is completely determined for all $p$ less than 12,000,000 in [BCEMS]. For such $p$, the characters which occur always have multiplicity 1 , and the largest dimension of $\mathfrak{V}$ is 7 .

### 1.3 The Cyclotomic Tower

Iwasawa's great insight was that one could go much further in explaining the above links by undertaking a seemingly more complicated study of the infinite tower of fields generated over $\mathbb{Q}$ by all $p$-power roots of unity. Although on the face of it, this will lead us to more elaborate and inaccessible arithmetic objects, the great benefit is that these objects are endowed with a natural action of the Galois group of the field generated over $\mathbb{Q}$ by all $p$-power roots of unity, which in the end can explain more easily and completely their relationship to the $p$-adic analogue of $\boldsymbol{\zeta}(s)$.

Let $n$ be a natural number, and write $\mu_{p^{n+1}}$ (respectively, $\mu_{p^{\infty}}$ ) for the group of all $p^{n+1}$-th (resp. all $p$-power) roots of unity in some fixed algebraic closure of $\mathbb{Q}$. We define

$$
\begin{equation*}
\mathcal{F}_{n}=\mathbb{Q}\left(\mu_{p^{n+1}}\right), \quad \mathcal{F}_{\infty}=\mathbb{Q}\left(\mu_{p^{\infty}}\right), \tag{1.8}
\end{equation*}
$$

and let

$$
\begin{equation*}
F_{n}=\mathbb{Q}\left(\mu_{p^{n+1}}\right)^{+}, \quad F_{\infty}=\mathbb{Q}\left(\mu_{p^{\infty}}\right)^{+} \tag{1.9}
\end{equation*}
$$

be their respective maximal totally real subfields (i.e. the fixed fields of the element induced by complex conjugation in their respective Galois groups over $\mathbb{Q}$ ). We write

$$
\begin{equation*}
\mathcal{G}=\operatorname{Gal}\left(\mathcal{F}_{\infty} / \mathbb{Q}\right), \quad G=\operatorname{Gal}\left(F_{\infty} / \mathbb{Q}\right) \tag{1.10}
\end{equation*}
$$

for the corresponding Galois groups over $\mathbb{Q}$. The action of $\mathcal{G}$ on $\mu_{p \infty}$ defines an injection

$$
\begin{equation*}
\chi: \mathcal{G} \longrightarrow \mathbb{Z}_{p}^{\times}=\operatorname{Aut}\left(\mu_{p^{\infty}}\right) \tag{1.11}
\end{equation*}
$$

which is an isomorphism by the irreducibility of the cyclotomic equation. In particular, both $\mathcal{G}$ and $G$ are abelian. Let $\mathcal{L}_{\infty}\left(\right.$ resp. $\left.L_{\infty}\right)$ be the maximal abelian $p$-extension of $\mathcal{F}_{\infty}$ (resp. $F_{\infty}$ ) which is unramified everywhere. Note that, since $p$ is always assumed to be odd, there is never any ramification of the primes at infinity in a $p$-extension. Put

$$
\begin{equation*}
\mathcal{Y}_{\infty}=\operatorname{Gal}\left(\mathcal{L}_{\infty} / \mathcal{F}_{\infty}\right), \quad Y_{\infty}=\operatorname{Gal}\left(L_{\infty} / F_{\infty}\right) \tag{1.12}
\end{equation*}
$$

Since $\mathcal{Y}_{\infty}\left(\right.$ resp. $\left.Y_{\infty}\right)$ is abelian, the Galois group $\mathcal{G}$ (resp. $G$ ) acts on it by inner automorphisms as follows. If $\sigma$ is an element of $\mathcal{G}$ (resp. $G)$, pick any lifting $\tilde{\sigma}$ to the Galois group of $\mathcal{L}_{\infty}\left(\right.$ resp. $\left.L_{\infty}\right)$ over $\mathbb{Q}$, and define $\sigma . y=\tilde{\sigma} y \tilde{\sigma}^{-1}$ for $y$ in $\mathcal{Y}_{\infty}\left(\right.$ resp. $\left.Y_{\infty}\right)$. We remark that this is a very typical example of such a Galois action occurring in Iwasawa theory, and below we shall encounter another example of this kind.

The Iwasawa algebras of $\mathcal{G}$ and $G$ (see Appendix) are defined by

$$
\Lambda(\mathcal{G})=\lim _{\longleftarrow} \mathbb{Z}_{p}[\mathcal{G} / \mathcal{H}], \quad \Lambda(G)=\lim _{\leftrightarrows} \mathbb{Z}_{p}[G / H],
$$

where $\mathcal{H}$ (resp. $H$ ) runs over the open subgroups of $\mathcal{G}$ (resp. $G$ ). Since $\mathcal{Y}_{\infty}\left(\right.$ resp. $\left.Y_{\infty}\right)$ is by construction a compact $\mathbb{Z}_{p}$-module, the $\mathcal{G}$-action (resp. $G$-action) on it extends by continuity and linearity to an action of the whole Iwasawa algebra $\Lambda(\mathcal{G})$ (resp. $\Lambda(G)$ ) (see Appendix). Standard arguments in Iwasawa theory show that $\mathcal{Y}_{\infty}\left(\right.$ resp. $\left.Y_{\infty}\right)$ is a finitely generated torsion module over $\Lambda(\mathcal{G})($ resp. $\Lambda(G))$.

We digress briefly here to point out that the two Iwasawa modules $\mathcal{Y}_{\infty}$ and $Y_{\infty}$ have a very different nature arithmetically. In fact, $Y_{\infty}=0$ if Vandiver's conjecture is true for $p$ (and hence, in particular, for all $p<12,000,000)$. However, $\mathcal{Y}_{\infty}$ has positive $\mathbb{Z}_{p}$-rank precisely when
the prime $p$ is irregular. In addition, an important theorem of FerreroWashington [Fe-W] shows that both $\mathcal{Y}_{\infty}$ and $Y_{\infty}$ are always finitely generated $\mathbb{Z}_{p}$-modules. Let $\mathcal{J}=\{1, \iota\}$ be the subgroup of $\mathcal{G}$ fixing $F_{\infty}$. Since $p$ is odd, there is a decomposition

$$
\begin{equation*}
\mathcal{Y}_{\infty}=\mathcal{Y}_{\infty}^{+} \oplus \mathcal{Y}_{\infty}^{-} \tag{1.13}
\end{equation*}
$$

as $\Lambda(\mathcal{G})$-modules, where the complex conjugation $\iota$ acts on the first direct summand by +1 and on the second by -1 . In fact, it is easily seen that the natural surjection from $\mathcal{Y}_{\infty}$ onto $Y_{\infty}$ induces an isomorphism from $\mathcal{Y}_{\infty}^{+}$onto $Y_{\infty}$. Even after taking this decomposition, the discrepancies between these two modules continue. For example, it is known that $\mathcal{Y}_{\infty}^{-}$is a free finitely generated $\mathbb{Z}_{p}$-module. On the other hand, it is an important unsolved problem about the tower of fields $\mathcal{F}_{\infty}$, whether or not $Y_{\infty}$ has any non-zero finite submodule which is stable under the action of $G$. In fact, as we shall see in Chapters 4 and 6 , the maximal finite $G$-submodule of $Y_{\infty}$ plays an important role in the completion of the proof of the main conjecture using Euler systems. One of the beauties of the main conjecture is that it can be proven for all $p$, irrespective of knowing the answers to these finer questions.

### 1.4 The Main Conjecture

The main conjecture could in fact be stated in terms of the $\Lambda(\mathcal{G})$-module $\mathcal{Y}_{\infty}^{-}$of the previous section. However, because of the method of proof that we shall follow, it is more natural to work with an equivalent version in terms of a different Iwasawa module. For this reason, we consider larger abelian extensions of the fields $\mathcal{F}_{\infty}$ and $F_{\infty}$. Let $\mathcal{M}_{\infty}$ (resp. $M_{\infty}$ ) be the maximal abelian $p$-extension of $\mathcal{F}_{\infty}$ (resp. $F_{\infty}$ ) which is unramified outside the unique prime above $p$ in $\mathcal{F}_{\infty}\left(\right.$ resp. $\left.F_{\infty}\right)$. We write

$$
\begin{equation*}
\mathcal{X}_{\infty}=\operatorname{Gal}\left(\mathcal{M}_{\infty} / \mathcal{F}_{\infty}\right), \quad X_{\infty}=\operatorname{Gal}\left(M_{\infty} / F_{\infty}\right) \tag{1.14}
\end{equation*}
$$

In an entirely similar manner to that described earlier, $\mathcal{G}$ (resp. $G$ ) acts on $\mathcal{X}_{\infty}$ (resp. $X_{\infty}$ ) via inner automorphisms, making it a module over $\Lambda(\mathcal{G})$ (resp. over $\Lambda(G)$ ). While both these modules are finitely generated over the respective Iwasawa algebras, the module $\mathcal{X}_{\infty}$ is not $\Lambda(\mathcal{G})$-torsion whereas $X_{\infty}$ is $\Lambda(G)$-torsion by the following important theorem due to Iwasawa [Iw4].

Theorem 1.4.1. The module $X_{\infty}$ is a finitely generated torsion $\Lambda(G)$ module.

Before stating the Main Conjecture, whose formulation requires some results from the structure theory of $\Lambda(G)$-modules, it is perhaps interesting to again digress and note (although neither fact is needed for the version given below), that the theorem of Ferrero-Washington [Fe-W] implies that $X_{\infty}$ is a finitely generated $\mathbb{Z}_{p}$-module, and that a theorem of Iwasawa [Iw4] implies that $X_{\infty}$ has no non-zero $\mathbb{Z}_{p}$-torsion (see Proposition 4.7.2). Thus $X_{\infty}$ is a free finitely generated $\mathbb{Z}_{p}$-module, on which the group $G$, which is topologically generated by one element, is acting continuously. One could then take the characteristic polynomial of some topological generator of $G$ acting on $X_{\infty}$ as a generator of the characteristic ideal of $X_{\infty}$. However, we shall work without assuming these stronger results, and simply recall that the structure theory of finitely generated torsion $\Lambda(G)$-modules (see Appendix) implies that for each such module $N$, there is an exact sequence of $\Lambda(G)$-modules

$$
0 \longrightarrow \bigoplus_{i=1}^{r} \frac{\Lambda(G)}{\Lambda(G) f_{i}} \longrightarrow N \longrightarrow D \longrightarrow 0
$$

where $f_{i}(i=1, \cdots, r)$ is a non-zero divisor, and $D$ is finite. Then the characteristic ideal of $N$, which we denote by $\operatorname{ch}_{G}(N)$, is defined to be the ideal of $\Lambda(G)$ generated by the product $f_{1} \ldots f_{r}$.

It is at first utterly surprising that, as we now explain, there is a generator of $\operatorname{ch}_{G}\left(X_{\infty}\right)$ which is intimately related to the Riemann zeta function. We owe to Kubota-Leopoldt [KL] the first proof that a $p$ adic analogue of $\boldsymbol{\zeta}(s)$ exists. Iwasawa then discovered [Iw3] that this $p$-adic analogue, which we denote by $\boldsymbol{\zeta}_{p}$, has a natural interpretation in terms of the Iwasawa algebra $\Lambda(G)$. As will be shown in Chapter 3, the elements of $\Lambda(G)$ can be viewed as $\mathbb{Z}_{p}$-valued measures on the Galois group $G$. To take account of the fact that $\boldsymbol{\zeta}_{p}$ has, like the Riemann zeta function, a simple pole, one defines a pseudo-measure on $G$ to be any element $\mu$ of the ring of fractions of $\Lambda(G)$ such that $(g-1) \mu$ belongs to $\Lambda(G)$ for all $g$ in $G$ (see $\S 3.2$ ). The integral

$$
\int_{G} \nu d \mu
$$

of any non-trivial continuous homomorphism $\nu: G \longrightarrow \mathbb{Z}_{p}^{\times}$against a pseudo-measure $\mu$ is then well-defined.

Theorem 1.4.2. There exists a unique pseudo-measure $\boldsymbol{\zeta}_{p}$ on $G$ such that

$$
\int_{G} \chi(g)^{k} d \boldsymbol{\zeta}_{p}=\left(1-p^{k-1}\right) \boldsymbol{\zeta}(1-k)
$$

for all even integers $k \geq 2$.

As hinted at above, $\boldsymbol{\zeta}_{p}$ has a simple pole at the trivial character, with residue $1-p^{-1}$, in the following sense. Write $\kappa$ for the composition of the cyclotomic character $\chi$ with the natural projection from $\mathbb{Z}_{p}^{\times}$to the multiplicative group $1+p \mathbb{Z}_{p}$. It is clear that $\kappa$ factors through $G$, and that it makes sense to raise it to any power in $\mathbb{Z}_{p}$. Then it can be shown that, if $s$ is an element of $\mathbb{Z}_{p}$ distinct from 1 , we have an expansion of the form

$$
\int_{G} \kappa^{1-s} d \boldsymbol{\zeta}_{p}=\left(1-p^{-1}\right)(s-1)^{-1}+a_{0}+a_{1}(s-1)+\cdots,
$$

where $a_{0}, a_{1}, \cdots$ are elements of $\mathbb{Z}_{p}$. This is closely related to the classical von-Staudt-Clausen theorem on Bernoulli numbers.

Let $I(G)$ denote the kernel of the augmentation homomorphism from $\Lambda(G)$ to $\mathbb{Z}_{p}$. As $\boldsymbol{\zeta}_{p}$ is a pseudo-measure, $I(G) \boldsymbol{\zeta}_{p}$ is an ideal of $\Lambda(G)$.

Theorem 1.4.3. (Main Conjecture) We have

$$
\operatorname{ch}_{G}\left(X_{\infty}\right)=I(G) \zeta_{p} .
$$

The first complete proof was given by Mazur-Wiles [MW] using the arithmetic of modular curves. A second proof, based on the generalization of Ribet's proof of Theorem 1.2.1, was given by Wiles [W]. The goal of this book is to give what is probably the simplest proof of this theorem, which proceeds along the following lines. We first establish Iwasawa's theorem (see the next section) for a $\Lambda(G)$-module closely related to $X_{\infty}$, and then use arguments from Euler systems due to Kolyvagin, Rubin and Thaine [Ko], [Ru3], [Th], to show that the discrepancy between these two modules does not alter their characteristic ideals. In fact, this discrepancy is zero for all known numerical examples, including all $p<12,000,000$.

### 1.5 Iwasawa's Theorem

The genesis of the main conjecture is Iwasawa's paper [Iw2], and his important theorem below arises from combining the results of this paper with his construction of $\boldsymbol{\zeta}_{p}$ in [Iw3]. For each $n \geq 0$, consider now the local field

$$
\begin{equation*}
K_{n}=\mathbb{Q}_{p}\left(\mu_{p^{n+1}}\right)^{+} . \tag{1.15}
\end{equation*}
$$

We write $U_{n}^{1}$ for the group of units of $K_{n}$, which are $\equiv 1 \bmod \mathfrak{p}_{n}$, where $\mathfrak{p}_{n}$ is the maximal ideal of the ring of integers of $K_{n}$. Let $D_{n}$ be the group of cyclotomic units of $F_{n}$. Thus $D_{n}$ is generated by all Galois conjugates of

$$
\pm \frac{\zeta_{n}^{-e / 2}-\zeta_{n}^{e / 2}}{\zeta_{n}^{-1 / 2}-\zeta_{n}^{1 / 2}}
$$

where $\zeta_{n}$ denotes a primitive $p^{n+1}$-th root of unity, and $e$ is a primitive root modulo $p$ such that $e^{p-1} \not \equiv 1 \bmod p^{2}$. We define $D_{n}^{1}$ to be the subgroup of all elements of $D_{n}$ which are $\equiv 1 \bmod \mathfrak{p}_{n}$. Finally, let

$$
C_{n}^{1}=\bar{D}_{n}^{1}
$$

be the closure of $D_{n}^{1}$ in $U_{n}^{1}$ with respect to the $\mathfrak{p}_{n}$-adic topology. Define

$$
\begin{equation*}
U_{\infty}^{1}=\lim _{\leftrightarrows} U_{n}^{1}, \quad C_{\infty}^{1}=\lim _{\leftrightarrows} C_{n}^{1}, \tag{1.16}
\end{equation*}
$$

where the projective limits are taken with respect to the norm maps. Of course, the group $G$ acts continuously on both these $\mathbb{Z}_{p}$-modules, endowing them with an action of $\Lambda(G)$. Iwasawa's theorem is the following:-

Theorem 1.5.1. The $\Lambda(G)$-module $U_{\infty}^{1} / C_{\infty}^{1}$ is canonically isomorphic to $\Lambda(G) / I(G) \cdot \boldsymbol{\zeta}_{p}$, where $\boldsymbol{\zeta}_{p}$ is the p-adic zeta function, and $I(G)$ is the augmentation ideal.

We shall give a very elementary proof of this theorem, different from Iwasawa's (see Theorem 4.4.1), which does not even use local class field theory. This proof was discovered by Wiles and one of us [CW2] when studying the analogous theorem for elliptic curves with complex multiplication. However, we follow Coleman's beautiful proof [Co] of the existence of the interpolating power series lying behind this approach, rather than using the ad hoc method of [CW2].

The comparison between the Galois group $X_{\infty}$ and the module $U_{\infty}^{1} / C_{\infty}^{1}$ is provided by class field theory. Let $V_{n}^{1}$ be the group of units of the ring of integers of $F_{n}$ which are $\equiv 1 \bmod \mathfrak{p}_{n}$, and define

$$
\begin{equation*}
E_{n}^{1}=\bar{V}_{n}^{1}, \quad E_{\infty}^{1}=\underset{\rightleftarrows}{\lim } E_{n}^{1} \tag{1.17}
\end{equation*}
$$

where the closure in $U_{n}^{1}$ is again taken with respect to the $p$-adic topology and the projective limit is taken with respect to the norm maps. As we explain in more detail in $\S 4.5$, the Artin map of global class field theory gives a canonical $\Lambda(G)$-isomorphism

$$
\operatorname{Gal}\left(M_{\infty} / L_{\infty}\right) \simeq U_{\infty}^{1} / E_{\infty}^{1}
$$

Thus we have the four term exact sequence of $\Lambda(G)$-modules

$$
\begin{equation*}
0 \longrightarrow E_{\infty}^{1} / C_{\infty}^{1} \longrightarrow U_{\infty}^{1} / C_{\infty}^{1} \longrightarrow X_{\infty} \longrightarrow Y_{\infty} \longrightarrow 0 \tag{1.18}
\end{equation*}
$$

all of which are finitely generated torsion modules. But the characteristic ideal is multiplicative in exact sequences (see Appendix). Hence, granted Iwasawa's theorem, we have the following result.

Proposition 1.5.2. The main conjecture is true if and only if $\operatorname{ch}_{G}\left(Y_{\infty}\right)=\operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)$.

Of course, this last proposition does not involve the $p$-adic zeta function $\zeta_{p}$, and is only of real interest when combined with Iwasawa's theorem via the exact sequence (1.18). The proof of Proposition 1.5.2 using Euler systems is given in Chapters 4 and 5, and broadly follows Rubin's generalization of the method discovered by Kolyvagin and Thaine. It is striking that this proof largely uses ideas already known to Kummer, combined with global class field theory.

We end this chapter by making some brief remarks about applications of the main conjecture. However, we omit detailed proofs in this book because these applications are dealt with rather fully in the literature, and also because some of them involve higher $K$-theory.

We first explain why Kummer's criterion for irregularity is a consequence of the main conjecture. Using an important result of Iwasawa (see Proposition 4.7.2), which asserts that $X_{\infty}$ has no non-zero finite $\Lambda(G)$-submodule, it follows easily from the main conjecture and the structure theory of finitely generated torsion $\Lambda(G)$-modules (see Appendix), that

$$
\begin{equation*}
I(G) \zeta_{p}=\Lambda(G) \tag{1.19}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
X_{\infty}=0 . \tag{1.20}
\end{equation*}
$$

However, we claim that (1.19) is equivalent to the assertion that all of the values

$$
\begin{equation*}
\boldsymbol{\zeta}(-1), \boldsymbol{\zeta}(-3), \cdots, \boldsymbol{\zeta}(4-p) \tag{1.21}
\end{equation*}
$$

are $p$-adic units. Indeed, as is explained in the Appendix (see (A2)), for any finitely generated torsion $\Lambda(G)$-module $M$, we have a decomposition

$$
M=\bigoplus_{i \bmod \frac{p-1}{2}} M^{(i)}
$$

where $M^{(i)}$ denotes the submodule of $M$ on which $G\left(F_{0} / \mathbb{Q}\right)$ acts via $\theta^{2 i}$. As was mentioned earlier (see the discussion after Theorem 1.4.2), $\zeta_{p}$ has a simple pole with residue $1-p^{-1}$ at the trivial character, from which it follows easily that

$$
\left(I(G) \zeta_{p}\right)^{(0)}=\Lambda(G)^{(0)} .
$$

On the other hand, taking $i$ to be any of $1, \cdots,(p-3) / 2$, and combining Theorem 1.4.2 with Lemma 3.6.2, we see that

$$
\left(I(G) \boldsymbol{\zeta}_{p}\right)^{(i)}=\Lambda(G)^{(i)}
$$

if and only if $p$ does not divide the numerator of $\boldsymbol{\zeta}(1-2 i)$. In particular, it follows that (1.19) is valid if and only if all the values in (1.21) are $p$-adic units.

Next, we must relate (1.20) to the ideal class group of the field $\mathcal{F}_{0}=\mathbb{Q}\left(\mu_{p}\right)$. For each $n \geq 0$, let $\mathcal{A}_{n}$ denote the $p$-primary part of the ideal class group of $\mathcal{F}_{n}$ and define

$$
\mathcal{A}_{\infty}=\underset{\longrightarrow}{\lim } \mathcal{A}_{n},
$$

where the inductive limit is taken with respect to the natural maps coming from the inclusion of fields. As always, we write $\mathcal{A}_{\infty}^{-}$for the submodule of $\mathcal{A}_{\infty}$ on which complex conjugation acts by -1 . To relate $X_{\infty}$ to $\mathcal{A}_{\infty}^{-}$, we invoke the following isomorphism coming from multiplicative Kummer theory (see, for example, [C1]). There is a canonical $\mathcal{G}$-isomorphism

$$
\begin{equation*}
\mathcal{A}_{\infty}^{-}=\operatorname{Hom}\left(X_{\infty}, \mu_{p^{\infty}}\right) . \tag{1.22}
\end{equation*}
$$

Moreover, it is known that the natural map from $\mathcal{A}_{n}^{-}$to $\mathcal{A}_{\infty}^{-}$is injective and induces an isomorphism

$$
\mathcal{A}_{n}^{-} \simeq\left(\mathcal{A}_{\infty}^{-}\right)^{\Gamma_{n}}
$$

for all $n \geq 0$, where $\Gamma_{n}=\operatorname{Gal}\left(\mathcal{F}_{\infty} / \mathcal{F}_{n}\right)$ [Iw1]. But, for any discrete $p$-primary $\Gamma_{0}$-module $N, N^{\Gamma_{0}}=0$ if and only if $N=0$. In view of these remarks, we see that

$$
\begin{equation*}
\mathcal{A}_{0}^{-} \neq 0 \text { if and only if } X_{\infty} \neq 0 \tag{1.23}
\end{equation*}
$$

To complete the proof of Kummer's criterion given in Theorem 1.2.1, one has to prove the stronger statement that $\mathcal{A}_{0} \neq 0$ if and only if
$X_{\infty} \neq 0$. One direction is proved by (1.23). Conversely, assume that $\mathcal{A}_{0}^{+} \neq 0$, or equivalently that $p$ divides the class number of $F_{0}$. Thus, writing $L_{0}$ for the $p$-Hilbert class field of $F_{0}$, we have $L_{0} \neq F_{0}$, and so $L_{0} F_{\infty} \neq F_{\infty}$ because $F_{\infty} / F_{0}$ is totally ramified at the unique prime above $p$. But clearly, $L_{0} F_{\infty}$ is contained in $M_{\infty}$, and so $X_{\infty} \neq 0$ as required. A slight refinement of this argument, in which one considers eigenspaces for the action of the subgroup $\varpi$ of $\mathcal{G}$ of order $p-1$ on these modules, enables one to prove the Herbrand-Ribet Theorem 1.2.1.

Finally, the applications to $K$-theory arise from the fact that the higher $K$-groups of the rings of integers of finite extensions of $\mathbb{Q}$ contained in $F_{\infty}$ can be related to the module $\mathcal{A}_{\infty}^{-}$twisted by positive powers of the cyclotomic character $\chi$ of $\mathcal{G}$.

## Local Units

### 2.1 Introduction

The aim of this chapter will be to study various aspects of the local units at the prime above $p$ of the cyclotomic tower $\mathcal{F}_{\infty}=\mathbb{Q}\left(\mu_{p^{\infty}}\right)$, with a view to preparing the ground for the proof of Iwasawa's theorem (Theorem 4.4.1) in Chapter 4. In fact, these local results are interesting in their own right, and have connexions with the theory of Fontaine and the $K$-theory of group rings, see for example $[\mathrm{F}],[\mathrm{O}]$, $[\mathrm{BM}]$. Our basic tool will be the construction of canonical interpolation series for norm compatible systems of elements in the tower $\mathcal{F}_{\infty}$. These interpolation series were discovered in the course of the work [CW] by Wiles and one of us, the original proof there being rather ad hoc. Almost immediately, Coleman [Co] found a beautiful conceptual proof, which is valid for arbitrary Lubin-Tate groups. We will give Coleman's proof for the formal multiplicative group in this chapter. We will also discuss the $p$-adic logarithmic derivatives of these norm compatible systems, which are also defined in [CW] but have their antecedents in the work of Kummer and Takagi (see [H] for a brief account), and which are important for the construction of the $p$-adic zeta function.

Let $n$ be a natural number, and define $\mathcal{K}_{n}=\mathbb{Q}_{p}\left(\mu_{p^{n+1}}\right)$, where we recall that $\mu_{p^{n+1}}$ denotes the group of $p^{n+1}$-th roots of unity. Write $\mathcal{U}_{n}$ for the multiplicative group of units of the ring of integers of $\mathcal{K}_{n}$. We fix for the rest of this chapter a generator $\zeta_{n}$ of $\mu_{p^{n+1}}$, with the property that $\zeta_{n+1}^{p}=\zeta_{n}$ for all $n \geq 0$, and put

$$
\pi_{n}=\zeta_{n}-1 .
$$

Thus $\left(\zeta_{n}\right)$ is a generator of the free $\mathbb{Z}_{p}$-module of rank 1 defined by

$$
T_{p}(\mu)=\lim _{\longleftarrow} \mu_{p^{n+1}},
$$

where the transition maps are given by raising to the $p$-th power. Moreover, $\pi_{n}$ is a local parameter for $\mathcal{K}_{n}$. Given any $z$ in $\mathcal{U}_{n}$, there is therefore a power series $f(T)$ in the ring $R=\mathbb{Z}_{p}[[T]]$ of formal power series in the variable $T$ with coefficients in $\mathbb{Z}_{p}$ such that $f\left(\pi_{n}\right)=z$. From the very early days of the theory of cyclotomic fields, mathematicians tried to exploit this fact to define a derivative of $z$ by differentiating the formal power series $f(T)$ with respect to $T$. The problem is that $f(T)$ is in no way uniquely determined by $z$, and one only obtains a weak notion of the derivative because of this lack of uniqueness. It was realized in [CW] that this difficulty could be overcome by considering all $n$ simultaneously.

Denote the norm map from the multiplicative group of $\mathcal{K}_{n}$ to $\mathcal{K}_{m}$ by $\mathrm{N}_{n, m}$ when $n \geq m$; plainly $\mathrm{N}_{n, n-1}$ maps $\mathcal{U}_{n}$ into $\mathcal{U}_{n-1}$.

Definition 2.1.1. We define $\mathcal{U}_{\infty}=\lim _{\longleftarrow} \mathcal{U}_{n}$, where the projective limit is taken with respect to the norm maps.

The goal of this chapter is to prove the following theorem.
Theorem 2.1.2. For each $\mathbf{u}=\left(u_{n}\right)$ in $\mathcal{U}_{\infty}$, there exists a unique $\mathrm{f}_{\mathbf{u}}(T)$ in $R$ such that $\mathrm{f}_{\mathbf{u}}\left(\pi_{n}\right)=u_{n}$ for all $n \geq 0$.

The following classical example originally suggested the above general theorem. Let $a$ and $b$ be non-zero integers which are relatively prime to $p$, and define

$$
\mathbf{u}=\left(u_{n}\right), \quad \text { where } u_{n}=\frac{\zeta_{n}^{-a / 2}-\zeta_{n}^{a / 2}}{\zeta_{n}^{-b / 2}-\zeta_{n}^{b / 2}}
$$

It is an easy classical exercise to see that $u_{n}$ is a unit in $\mathcal{F}_{n}$ such that $\mathrm{N}_{n, m}\left(u_{n}\right)=u_{m}$ for all $n \geq m$. Moreover, the power series

$$
w_{k}(T)=\frac{(1+T)^{-k / 2}-(1+T)^{k / 2}}{T}
$$

is a unit in $R$ whenever $(k, p)=1$. Hence the power series

$$
\mathrm{f}_{\mathbf{u}}(T)=w_{a}(T) / w_{b}(T)
$$

belongs to $R$, and satisfies $\mathrm{f}_{\mathbf{u}}\left(\pi_{n}\right)=u_{n}$, proving in this special case the existence of the power series as in the above theorem.

In fact, the uniqueness of the power series $\mathrm{f}_{\mathbf{u}}(T)$ in Theorem 2.1.2 is immediate from the Weierstrass preparation theorem [Bou, Chapter VII], which we now recall. A polynomial $g(T)$ in $\mathbb{Z}_{p}[T]$ is defined to be distinguished if it is monic and all its lower coefficients belong to $p \mathbb{Z}_{p}$.

Theorem 2.1.3. Each $f(T)$ in $R$ can be written uniquely in the form $f(T)=p^{m} g(T) w(T)$, where $m$ is a non-negative integer, $g(T)$ is a distinguished polynomial, and $w(T)$ is a unit in $R$.

Note that a power series $f(T)$ in $R$ converges on the maximal ideal of the ring of integers of the algebraic closure of $\mathbb{Q}_{p}$. As a unit in $R$ clearly has no zeroes, it follows from the Weierstrass preparation theorem that each power series in $R$ has only a finite number of zeroes in the maximal ideal of the ring of integers of the algebraic closure of $\mathbb{Q}_{p}$.

### 2.2 Norm and Trace Operators

In his proof of Theorem 2.1.2, Coleman introduced some interesting new operators on the ring $R$, which we now explain. We remark that these operators have subsequently been vastly generalized in Fontaine's theory of $(\varphi, \Gamma)$-modules $[\mathrm{F}]$. From now on, the $\operatorname{ring} R$ is endowed with the topology defined by the powers of the maximal ideal $\mathfrak{m}=(p, T)$.

Definition 2.2.1. For $f$ in $R$, we define $\varphi(f)(T)=f\left((1+T)^{p}-1\right)$.
Clearly $\varphi$ is a $\mathbb{Z}_{p}$-algebra endomorphism of $R$.
Lemma 2.2.2. The map $\varphi$ is injective.
Proof. We need only remark that if $h(T)=a_{n} T^{n}+\cdots$ with $a_{n} \neq 0$, then $\varphi(h)(T)=p^{n} a_{n} T^{n}+\cdots$, which is clearly non-zero.

We note that if $\xi$ belongs to $\mu_{p}$ and $f(T)=\sum_{n=0}^{\infty} a_{n} T^{n}$, it is easily seen that $f(\xi(1+T)-1)=\sum_{n=0}^{\infty} a_{n}(\xi(1+T)-1)^{n}$ converges to an element of $\mathcal{O}[[T]]$, where $\mathcal{O}$ is the ring of integers of $\mathbb{Q}_{p}\left(\mu_{p}\right)$. Recall that $R^{\times}$is the group of units of $R$.

Proposition 2.2.3. There exist unique continuous maps

$$
\mathcal{N}: R \longrightarrow R, \quad \psi: R \longrightarrow R
$$

such that

$$
\begin{align*}
(\varphi \circ \mathcal{N})(f)(T) & =\prod_{\xi \in \mu_{p}} f(\xi(1+T)-1)  \tag{2.1}\\
(\varphi \circ \psi)(f)(T) & =\frac{1}{p} \cdot \sum_{\xi \in \mu_{p}} f(\xi(1+T)-1) \tag{2.2}
\end{align*}
$$

Moreover, $\psi$ is a $\mathbb{Z}_{p}$-module homomorphism, $\psi \circ \varphi=1_{R}$, and $\mathcal{N}$ preserves products. In particular, $\mathcal{N}$ maps $R^{\times}$to itself.

In fact, the uniqueness of $\mathcal{N}$ and $\psi$ is plain from the injectivity of $\varphi$. To prove the existence, we shall need the following lemma.

Lemma 2.2.4. The image of $\varphi$ consists of all power series $h(T)$ in $R$ satisfying

$$
\begin{equation*}
h(\xi(1+T)-1)=h(T) \text { for all } \xi \text { in } \mu_{p} . \tag{2.3}
\end{equation*}
$$

Proof. It is clear that every power series in $\varphi(R)$ satisfies (2.3). Conversely, let $h(T)$ be any element of $R$ satisfying (2.3). Since $h(\xi-1)-$ $h(0)=0$ for all $\xi$ in $\mu_{p}$, the Weierstrass preparation theorem shows that

$$
h(T)-h(0)=\varphi(T) h_{1}(T)
$$

for some $h_{1}(T)$ in $R$. Let $n$ be any integer $\geq 1$. Assume that we have already found $a_{0}, \cdots, a_{n-1}$ in $\mathbb{Z}_{p}$ such that

$$
\begin{equation*}
h(T)=\sum_{i=0}^{n-1} a_{i} \varphi(T)^{i}+\varphi(T)^{n} h_{n}(T) \tag{2.4}
\end{equation*}
$$

with $h_{n}(T)$ in $R$. Clearly, we again have that $h_{n}(\xi(1+T)-1)=h_{n}(T)$, whence, applying the earlier observation with $h(T)$ replaced by $h_{n}(T)$, it follows that assertion (2.4) also holds for $n+1$. By induction, the proof of the lemma is complete.

Let us first use this lemma to prove the existence of the operator $\mathcal{N}$. Given $f$ in $R$, define $h(T)=\prod_{\xi \in \mu_{p}} f(\xi(1+T)-1)$, which is clearly also in $R$. Clearly $h(T)=h(\xi(1+T)-1)$ for all $\xi$ in $\mu_{p}$, and so by the above lemma $h(T)=\varphi(g(T))$ for some $g(T)$ in $R$. Thus we can take $\mathcal{N}(f)=g$. The existence of the operator $\psi$ is a little more complicated because of the factor $1 / p$. We define

$$
r(T)=\sum_{\xi \in \mu_{p}} f(\xi(1+T)-1) .
$$

It is clear that $r(T)$ belongs to $R$, and we must show that

$$
r(T)=p \cdot s(T)
$$

for some $s(T)$ in $R$. Let $\mathfrak{p}_{0}$ be the maximal ideal of the ring of integers of $\mathbb{Q}_{p}\left(\mu_{p}\right)$. Since for each $\xi$ in $\mu_{p}$, we have

$$
\xi(1+T)-1 \equiv T \bmod \mathfrak{p}_{0} R,
$$

it follows that $r(T)$ must indeed belong to $p R$, as claimed above. Again, it is then clear that $s(\xi(1+T)-1)=s(T)$ for all $\xi$ in $\mu_{p}$ and so
$s(T)=\varphi(q(T))$ for some $q(T)$ in $R$. We can therefore define $\psi(f)=q$. It is clear that $\psi \circ \varphi=1_{R}$. The final assertions of the proposition are then clear and hence the proof of the proposition is complete.

Lemma 2.2.5. We have $\mathcal{N}(T)=T$. For all integers $n \geq 1$, we have

$$
\psi\left(\varphi(T)^{n} \cdot\left(\frac{1+T}{T}\right)\right)=T^{n} \cdot\left(\frac{1+T}{T}\right) .
$$

Proof. The first assertion is clear from the injectivity of $\varphi$ and the identity

$$
\varphi(T)=\prod_{\xi \in \mu_{p}}(\xi(1+T)-1)
$$

Taking the logarithmic derivative with respect to $T$ of both sides of this identity, and then multiplying both sides by $(1+T) \varphi(T)^{n}$, we obtain the new identity

$$
\varphi\left(T^{n} \cdot\left(\frac{1+T}{T}\right)\right)=\frac{1}{p} \sum_{\xi \in \mu_{p}} h(\xi(1+T)-1)
$$

where

$$
h(T)=\frac{1+T}{T} \cdot \varphi(T)^{n} .
$$

Since $\varphi$ is injective, the second assertion of the lemma is now clear from Proposition 2.2.3.

### 2.3 Interpolating Power Series

The aim of this section is to give Coleman's proof of Theorem 2.1.2. The essential idea is to look for units $f$ in $R$ with $\mathcal{N}(f)=f$. Indeed, if $f$ is in $R^{\times}$, then it is plain that $f\left(\pi_{n}\right)$ belongs to $\mathcal{U}_{n}$ for all $n \geq 0$. In addition, as $\mathcal{N}(f)=f$, these values are norm compatible, for the following reason. The minimal equation of $\zeta_{n}$ over $\mathcal{K}_{n-1}$ is $X^{p}-\zeta_{n-1}=0$, and thus

$$
\begin{equation*}
\mathrm{N}_{n, n-1} f\left(\zeta_{n}-1\right)=\prod_{\xi \in \mu_{p}} f\left(\xi \zeta_{n}-1\right) . \tag{2.5}
\end{equation*}
$$

On the other hand, the equation $\mathcal{N}(f)=f$ can be rewritten, by virtue of (2.1) as

$$
\varphi(f)(T)=\prod_{\xi \in \mu_{p}} f(\xi(1+T)-1)
$$

Since, by definition, $\varphi(f)\left(\pi_{n}\right)=f\left(\pi_{n-1}\right)$, it follows from the above displayed formula that the right hand side of (2.5) is indeed equal to
$f\left(\pi_{n-1}\right)$. We now turn to the harder part of the proof, which is to show that all elements of $\mathcal{U}_{\infty}$ are obtained in this manner.

The natural way to find fixed points of the operator $\mathcal{N}$ acting on the group $R^{\times}$of units of $R$ is to show that, for any unit $f$ in $R$, the limit of the sequence of $\mathcal{N}^{k}(f)$ always exists in $R$ as $k$ tends to infinity. This will be shown now via a sequence of lemmas.

Lemma 2.3.1. Assume $f$ is in $R$ and let $k \geq 0$ be an integer. If $\varphi(f)(T) \equiv 1 \bmod p^{k} R$, then $f(T) \equiv 1 \bmod p^{k} R$.

Proof. Write

$$
f(T)-1=\left(\sum_{n=0}^{\infty} a_{n} T^{n}\right) p^{m}
$$

where not all of the $a_{n}$ are divisible by $p$ and $m \geq 0$ is an integer. Let $r$ be the smallest integer such that $p \nmid a_{r}$. We have

$$
\varphi(f)(T)-1=p^{m} h(T), \text { where } h(T)=\sum_{n=0}^{\infty} a_{n} \varphi(T)^{n} .
$$

Now $\varphi(T) \equiv T^{p} \bmod p R$, and so we have

$$
h(T) \equiv a_{r} T^{p r}+\cdots \bmod p R .
$$

Hence, as $p \nmid a_{r}, h(T)$ is not in $p R$, and so our hypothesis implies that $m \geq k$.

Lemma 2.3.2. Assume $f \in R^{\times}$. Then $\mathcal{N}(f) \equiv f \bmod p R$. If we assume further that $f \equiv 1 \bmod p^{m} R$ for some integer $m \geq 1$, then $\mathcal{N}(f) \equiv 1 \quad \bmod \quad p^{m+1} R$.

Proof. Let $\mathfrak{p}_{0}$ be the maximal ideal of the ring of integers of $\mathbb{Q}_{p}\left(\mu_{p}\right)$. Suppose that $f \equiv 1 \bmod p^{k} R$, for some integer $k \geq 0$. In other words, if $f(T)=\sum_{n=0}^{\infty} a_{n} T^{n}$, we have $a_{0} \equiv 1 \bmod p^{k}$ and $a_{n} \equiv 0 \bmod p^{k}$ for $n \geq 1$. Since for each $\xi$ in $\mu_{p}$, we have

$$
\xi(1+T)-1 \equiv T \bmod \mathfrak{p}_{0} R,
$$

it follows that

$$
f(\xi(1+T)-1) \equiv f(T) \bmod \mathfrak{p}_{0} p^{k} R .
$$

Thus

$$
\begin{equation*}
\varphi(\mathcal{N}(f))=\prod_{\xi \in \mu_{p}} f(\xi(1+T)-1) \equiv f(T)^{p} \bmod p^{k+1} R \tag{2.6}
\end{equation*}
$$

Assume first that $k \geq 1$. Then plainly, $f(T)^{p} \equiv 1 \bmod p^{k+1} R$ and the assertion of the lemma follows from Lemma 2.3.1. If $k=0$, we note that

$$
f(T)^{p} \equiv f\left(T^{p}\right) \equiv \varphi(f)(T) \quad \bmod p R
$$

Thus again the conclusion of the lemma follows from Lemma 2.3.1.
Corollary 2.3.3. Assume $f$ is in $R^{\times}$, and let $k_{2} \geq k_{1} \geq 0$. Then $\mathcal{N}^{k_{2}}(f) \equiv \mathcal{N}^{k_{1}}(f) \bmod p^{k_{1}+1} R$.

Proof. To establish the Corollary, note that $\mathcal{N}^{k_{2}-k_{1}}(f) / f \equiv 1 \bmod p R$ by Lemma 2.3.2. Applying $\mathcal{N}^{k_{1}}$ to both sides, the corollary follows from the second assertion of the same lemma.

Corollary 2.3.4. If $f$ is any element of $R^{\times}$, then $g=\lim _{k \longrightarrow \infty} \mathcal{N}^{k}(f)$ exists in $R^{\times}$and $\mathcal{N}(g)=g$.

Proof. The ring $R$ is complete in the topology defined by the powers of the maximal ideal $\mathfrak{m}=(p, T)$, whence the assertion is clear from the previous corollary.

Now we can at last prove Theorem 2.1.2. Let $\mathbf{u}$ be any element of $\mathcal{U}_{\infty}$. For each $n \geq 0$, choose $f_{n}$ in $R^{\times}$such that $f_{n}\left(\pi_{n}\right)=u_{n}$, and consider the sequence $\left\{g_{n}\right\}$ in $R$ where $g_{n}(T)=\mathcal{N}^{n} f_{2 n}(T)$. Since $R$ is compact with respect to its topology, this sequence has at least one limit point which we denote by $h(T)$. The following lemma shows that $h(T)$ satisfies $h\left(\pi_{n}\right)=u_{n}$ for all $n \geq 0$, whence $h(T)$ can be taken to be $f_{\mathbf{u}}(T)$, thereby completing the proof of Theorem 2.1.2.

Lemma 2.3.5. For all $n \geq 0$, and all $m \geq n$, we have $g_{m}\left(\pi_{n}\right) \equiv u_{n} \bmod p^{m+1}$. In particular, $\lim _{m} g_{m}\left(\pi_{n}\right)=u_{n}$.

Proof. Since $u_{n-1}=\mathrm{N}_{n, n-1}\left(u_{n}\right)$, we conclude that $u_{n-1}=\left(\mathcal{N} f_{n}\right)\left(\pi_{n-1}\right)$. Repeating this $k$ times for $1 \leq k \leq n$, we find

$$
u_{n-k}=\mathrm{N}_{n, n-k}\left(f_{n}\left(\pi_{n}\right)\right)=\left(\mathcal{N}^{k} f_{n}\right)\left(\pi_{n-k}\right)
$$

Suppose now that $m \geq n$. We obtain

$$
u_{n}=\left(\mathcal{N}^{2 m-n} f_{2 m}\right)\left(\pi_{n}\right)
$$

But by Corollary 2.3.3, we have

$$
\mathcal{N}^{2 m-n} f_{2 m} \equiv \mathcal{N}^{m} f_{2 m} \bmod p^{m+1} R .
$$

Evaluating both sides of this congruence at $\pi_{n}$, we therefore conclude that $u_{n} \equiv g_{m}\left(\pi_{n}\right) \bmod p^{m+1} R$.

We end this section by introducing an action of $\mathcal{G}=\operatorname{Gal}\left(\mathcal{K}_{\infty} / \mathbb{Q}_{p}\right)$ where $\mathcal{K}_{\infty}=\mathbb{Q}_{p}\left(\mu_{p^{\infty}}\right)$, on the ring $R$. Recall that

$$
\chi: \mathcal{G} \longrightarrow \mathbb{Z}_{p}^{\times}
$$

is the cyclotomic character defined by $\sigma(\zeta)=\zeta^{\chi(\sigma)}$ for all $\sigma \in \mathcal{G}$ and $\zeta$ in $\mu_{p \infty}$. For $\sigma$ in $\mathcal{G}$, define

$$
\begin{equation*}
(\sigma f)(T)=f\left((1+T)^{\chi(\sigma)}-1\right) \quad(f \in R) . \tag{2.7}
\end{equation*}
$$

This gives a group action of $\mathcal{G}$ on the ring $R$ which maps $R^{\times}$to itself. Further, it is clear that $\varphi(\sigma f)=\sigma(\varphi f)$ for all $\sigma$ in $\mathcal{G}$ and $f$ in $R$, and that this action of $\mathcal{G}$ commutes with the operator $\mathcal{N}$ and $\psi$.

Definition 2.3.6. We define $W$ to be the set of all elements $f$ in $R^{\times}$ such that $\mathcal{N}(f)=f$.

The following corollary is immediate from our proof of Theorem 2.1.2.

Corollary 2.3.7. The map $\mathbf{u} \mapsto f_{\mathbf{u}}(T)$ defines $a \mathcal{G}$-isomorphism from $\mathcal{U}_{\infty}$ onto $W$.

### 2.4 The Logarithmic Derivative

The aim of this section is to study some delicate properties of logarithmic differentiation, which relates the multiplicative unit group $R^{\times}$to the additive group of $R$.

Lemma 2.4.1. We have $(1-\varphi) R=T R$.
Proof. The inclusion of $(1-\varphi) R$ in $T R$ is plain. Conversely, if $h$ is any element of $T R$, let us show that it lies in $(1-\varphi) R$. For each $n \geq 0$, we define $\omega_{n}(T)=(1+T)^{p^{n}}-1$. As this is a distinguished polynomial of degree $p^{n}$, the division lemma part of the Weierstrass preparation theorem [Bou] shows that we can write

$$
h=h_{n}+\omega_{n} r_{n},
$$

where $h_{n}$ is a polynomial in $\mathbb{Z}_{p}[T]$ of degree less than $p^{n}$, and $r_{n}$ is an element of $R$. Define

$$
l_{n}=\sum_{i=0}^{n-1} \varphi^{i}\left(h_{n-i}\right) .
$$

Clearly, we have

$$
l_{n+1}-\varphi\left(l_{n}\right)=h_{n+1} .
$$

Since $h_{n+1}$ converges to $h$ in $R$, it suffices to show that $l_{n}$ converges to some $l$ in $R$, because then we would have $h=(1-\varphi) l$. Now, for $k=1, \cdots, n$, we have

$$
\varphi^{n-k}(h)=\varphi^{n-k}\left(h_{k}\right)+\omega_{n} \varphi^{n-k}\left(r_{k}\right) .
$$

Adding these equations for $k=1, \cdots, n$, we obtain the identity

$$
\sum_{i=0}^{n} \varphi^{i}(h)=l_{n}+\omega_{n} s_{n}
$$

for some $s_{n}$ in $R$. As $h$ is in $T R$, it is clear that the sum on the left hand side converges, as $n$ tends to infinity. This completes the proof of the lemma.

Definition 2.4.2. We define the following subsets of $R$ :-

$$
R^{\psi=1}=\{f \in R: \psi(f)=f\} ; \quad R^{\psi=0}=\{f \in R: \psi(f)=0\} .
$$

Lemma 2.4.3. There exists an exact sequence

$$
\begin{equation*}
0 \longrightarrow \mathbb{Z}_{p} \longrightarrow R^{\psi=1} \xrightarrow{\theta} R^{\psi=0} \longrightarrow \mathbb{Z}_{p} \longrightarrow 0 \tag{2.8}
\end{equation*}
$$

where $\theta(f)=(1-\varphi)(f)$, and where the map on the left is the natural inclusion, while the map on the right is evaluation at $T=0$.

Proof. Note first that $\theta$ maps $R^{\psi=1}$ to $R^{\psi=0}$ because $\psi \circ \varphi$ is the identity map on $R$. It is also clear that the image of $\mathbb{Z}_{p}$ is contained in the kernel of $\theta$, and that the image of $\theta$ is contained in the kernel of the map on the right. Also, the map on the right is surjective, since, for example, $1+T$ belongs to $R^{\psi=0}$ (as follows easily, for example, from Proposition 2.2.3). By Lemma 2.4.1, the ideal $T R$ is the image of $\theta$. Hence we need only show exactness at $R^{\psi=1}$, and, as remarked earlier, $\mathbb{Z}_{p}$ lies in the kernel of $\theta$. If $f(T)$ is not in $\mathbb{Z}_{p}$, it will be of the form

$$
f(T)=b_{0}+b_{r} T^{r}+\cdots, \text { where } b_{r} \neq 0
$$

But then

$$
\varphi(f(T))=b_{0}+p^{r} b_{r} T^{r}+\cdots
$$

and so clearly $\varphi(f) \neq f$, and the proof of the lemma is complete.
Recall that $W$ denotes the subset of $R^{\times}$consisting of all units $f$ such that $\mathcal{N}(f)=f$. We now discuss the relationship between $W$ and the subset $R^{\psi=1}$ of the additive group of $R$. Denote the formal derivative with respect to $T$ of any $f(T)$ in $R$ by $f^{\prime}(T)$.

Definition 2.4.4. For $f$ in $R^{\times}$, define

$$
\Delta(f)=(1+T) \frac{f^{\prime}(T)}{f(T)}
$$

It is clear that $\Delta$ is a group homomorphism from $R^{\times}$to the additive group of $R$.

Lemma 2.4.5. We have $\Delta(W) \subset R^{\psi=1}$. Further, the kernel of $\Delta$ on $W$ is the group $\mu_{p-1}$ of the $(p-1)$-th roots of unity.

Proof. Let $f$ be in $W$. Recalling that $\varphi(f)(T)=f\left((1+T)^{p}-1\right)$ and applying $\Delta$ to the equation

$$
\varphi(f)=\prod_{\xi \in \mu_{p}} f(\xi(1+T)-1)
$$

we obtain immediately that $\psi(\Delta(f))=\Delta(f)$. The final assertion of the lemma is obvious.

In fact, the following stronger result is true, but its proof is subtle and non-trivial.

Theorem 2.4.6. We have $\Delta(W)=R^{\psi=1}$.
The strategy of the proof is to use reduction modulo $p$. Let

$$
\begin{equation*}
\Omega=R / p R=\mathbb{F}_{p}[[T]] \tag{2.9}
\end{equation*}
$$

and let $x \mapsto \widetilde{x}$ be the reduction map. If $Y$ is any subset of $R$, then we denote by $\tilde{Y}$ its image in $\Omega$ under the reduction map.

Lemma 2.4.7. If $\widetilde{\Delta(W)}=\widetilde{R^{\psi=1}}$, then $\Delta(W)=R^{\psi=1}$.

Proof. Assume that the reductions of $\Delta(W)$ and $R^{\psi=1}$ do coincide, and take any $g$ in $R^{\psi=1}$. Hence there exists $h_{1}$ in $W$ such that $\widetilde{\Delta\left(h_{1}\right)}=\widetilde{g}$. This implies that $\Delta\left(h_{1}\right)-g=p g_{2}$ for some $g_{2}$ in $R$, and again we have that $\psi\left(g_{2}\right)=g_{2}$. Repeating this argument, we conclude that there exists $h_{2}$ in $W$ such that $\Delta\left(h_{2}\right)-g_{2}=p g_{3}$, with $g_{3}$ in $W$. Note that since $\Delta(a)=0$ for all $a$ in $\mathbb{Z}_{p}^{\times}$, it can be assumed, by multiplying by an appropriate $(p-1)$-th root of unity, that $h_{1}, h_{2}, \cdots$, all have constant term which is congruent to 1 modulo $p$. But clearly,

$$
\Delta\left(\frac{h_{1}}{h_{2}^{p}}\right)=g-p^{2} g_{3}
$$

and, continuing in this manner, we get a sequence of elements $h_{1}, h_{1} /$ $h_{2}^{p}, \cdots$. of $W$ which converges to $h$ in $W$ with $\Delta(h)=g$.

Lemma 2.4.8. We have $\widetilde{W}=\Omega^{\times}$.
Proof. If $x$ is any element of $\Omega^{\times}$, we can find $f$ in $R^{\times}$such that $\tilde{f}=x$. But by Corollary 2.3.4, $g=\lim _{k \longrightarrow \infty} \mathcal{N}^{k}(f)$ exists in $R^{\times}$, and $\mathcal{N}(g)=g$. On the other hand, by Corollary 2.3.3, $\mathcal{N}^{k}(f) \equiv f \bmod p R$ for all $k \geq 1$, and hence $\widetilde{g}=\widetilde{f}$, thereby proving the lemma.

The delicate part of the proof of Theorem 2.4.6 is to determine $\widetilde{R^{\psi=1}}$. To this end, consider the map

$$
\partial: \Omega^{\times} \longrightarrow \Omega
$$

defined by $\partial(g)=T \cdot g^{\prime}(T) / g(T)$.
Lemma 2.4.9. We have $\widetilde{R^{\psi=1}}=\left(\frac{1+T}{T}\right) \partial\left(\Omega^{\times}\right)$.
Let us first remark that Theorem 2.4.6 plainly follows from the above three lemmas on noting that for $f$ in $R^{\times}$, we have $\widetilde{\Delta(f)}=(1+T) / T \cdot \partial \widetilde{f}$.

We begin the proof of Lemma 2.4.9. We first need the following result:-

Lemma 2.4.10. We have $\partial\left(\Omega^{\times}\right)=\Phi$, where $\Phi=\left\{f=\sum_{n=1}^{\infty} a_{n} T^{n}\right.$ : $\left.a_{n}=a_{n p}\right\}$ for all $n \geq 1$.

Let $\Theta$ be the subset of $\Omega$ consisting of all series of the form $f=$ $\sum_{n=1}^{\infty} a_{n} T^{n}$ with $a_{n}=0$ for all $n$ with $(n, p)=1$.

Corollary 2.4.11. We have $T \Omega=\partial\left(\Omega^{\times}\right)+\Theta$.
To deduce the corollary, take any power series $g=\sum_{n=1}^{\infty} b_{n} T^{n}$ in $T \Omega$, and define

$$
h=\sum_{\substack{m=1 \\(m, p)=1}}^{\infty} b_{m} \sum_{k=0}^{\infty} T^{m p^{k}}
$$

It is plain that $g-h$ belongs to $\Theta$, and by the above lemma, $h$ is in $\Phi$.
Proof of Lemma 2.4.10. Let us first note that every element $f(T)$ in $\Omega^{\times}$can be written as a convergent infinite product

$$
f(T)=a \prod_{n=1}^{\infty}\left(1-a_{n} T^{n}\right)
$$

where $a$ is non-zero, and all $a_{n}$ are in $\mathbb{F}_{p}$. Recall that this is proven by the usual inductive argument as follows. We can assume that $a=1$, and that $f(T)$ is of the form

$$
f(T)=1+c_{r} T^{r}+\cdots
$$

Then one sees that

$$
f(T)\left(1+c_{r} T^{r}\right)^{-1}=1+d_{r+1} T^{r+1}+\cdots,
$$

for some $d_{r+1}$ in $\mathbb{F}_{p}$, and we continue in this manner. In view of this infinite product expansion, to prove that $\partial\left(\Omega^{\times}\right)$is contained in $\Phi$, it suffices to show that $\partial\left(1-a_{k} T^{k}\right)$ is contained in $\Phi$ for all $k \geq 1$. But this is easily seen to be true from the explicit formula

$$
\partial\left(1-a_{k} T^{k}\right)=-k \sum_{m=1}^{\infty} a_{k}^{m} T^{m k}
$$

Conversely, suppose that $h=\sum_{n=1}^{\infty} d_{n} T^{n}$ is any element of $\Phi$. We claim that, for each integer $m \geq 1$, there exist elements $e_{1}, \cdots, e_{m-1}$ in $\mathbb{F}_{p}$ such that

$$
h_{m}=h-\partial\left(1-e_{1} T\right)-\cdots-\partial\left(1-e_{m-1} T^{m-1}\right)
$$

belongs to $T^{m} \Omega$. We prove this by induction, it being trivially true for $m=1$. Assume it is true for $m$, and write

$$
h_{m}=d_{m} T^{m}+\cdots .
$$

If $d_{m}=0$, we simply take $e_{m}=0$. Suppose now that $d_{m} \neq 0$. As $h_{m}$ belongs to $\Phi$ (because $h$ does), it follows that necessarily ( $m, p$ ) $=1$. Thus we can solve in $\mathbb{F}_{p}$ the linear equation

$$
m e_{m}=-d_{m} .
$$

Since

$$
\partial\left(1-e_{m} T^{m}\right)=d_{m} T^{m}+\cdots,
$$

our inductive hypothesis for $m+1$ has been proven. Hence, defining

$$
g=\prod_{n=1}^{\infty}\left(1-e_{n} T^{n}\right)
$$

we have $\partial(g)=h$. This completes the proof of Lemma 2.4.10.
Proof of Lemma 2.4.9. As $\Delta(W) \subset R^{\psi=1}$, it follows from Lemma 2.4.8 that $((1+T) / T) \cdot \partial\left(\Omega^{\times}\right)$is contained in $\widetilde{R^{\psi=1}}$. Conversely, take any $f$ in $R^{\psi=1}$ and let

$$
g=\widetilde{f}, \quad s=\left(\frac{T}{T+1}\right) g
$$

Thus we must show that $s$ belongs to $\partial\left(\Omega^{\times}\right)$. Now $s$ belongs to $T \Omega$, and so by the above Corollary, we have

$$
s=\partial(w)+h
$$

where $w$ is in $\Omega^{\times}$and $h=\sum_{m=1}^{\infty} d_{m} T^{m p}$ is in $\Theta$. Rewrite this equation as

$$
g=\left(\frac{T+1}{T}\right) \partial(w)+k
$$

where

$$
k=\sum_{m=1}^{\infty} d_{m}\left(\frac{T+1}{T}\right) T^{m p}
$$

Since $\psi$ is $\mathbb{Z}_{p}$-linear, it induces a map $\tilde{\psi}: \Omega \longrightarrow \Omega$. Now $\tilde{\psi}$ fixes $g$ by hypothesis and $\tilde{\psi}$ fixes $((T+1) / T) \partial(w)$ by Lemma 2.4.8. Hence by the above equation $\widetilde{\psi}(k)=k$. On the other hand, for all $n \geq 1$,

$$
\widetilde{\varphi(T)^{n}}=T^{p n}
$$

Therefore Lemma 2.2.5 shows that

$$
\tilde{\psi}\left(T^{p n}\left(\frac{1+T}{T}\right)\right)=T^{n}\left(\frac{1+T}{T}\right)
$$

Since $\widetilde{\psi}(k)=k$, it follows that $h=\sum_{m=1}^{\infty} d_{m} T^{m}$. But, if $h$ is non-zero, this clearly contradicts the fact that $h$ lies in $\Theta$. Indeed, if $d_{m}$ is nonzero for some integer $\geq 1$, then, writing $m=p^{r} m^{\prime}$, where $r \geq 0$, and $m^{\prime}$ is primes to $p$, it follows that $d_{m^{\prime}}=d_{m}$ is also non-zero, which is impossible because $h$ lies in $\Theta$. Hence $\mathrm{h}=0$, and thus the proof of the lemma, and so also Theorem 2.4.6, is complete.

### 2.5 An Exact Sequence

Our goal in this section is to study a canonical map, which was first introduced in [CW2], but which has its origin in Leopoldt's theory of the $\Gamma$-transform [L]. This canonical map will be the key to proving Iwasawa's theorem.

We define straightaway the canonical map in question.
Lemma 2.5.1. For all $f$ in $R^{\times}$, the series

$$
\begin{equation*}
\mathcal{L}(f):=\frac{1}{p} \log \left(\frac{f(T)^{p}}{\varphi(f)(T)}\right) \tag{2.10}
\end{equation*}
$$

lies in $R$. If $f$ lies in $W$, then $\mathcal{L}(f)$ lies in $R^{\psi=0}$. The map $\mathcal{L}: W \longrightarrow R^{\psi=0}$ thus defined is a $\mathcal{G}$-homomorphism with $\mathcal{G}$ acting on $W$ and on $R^{\psi=0}$ by (2.7).

Proof. For any $f$ in $R^{\times}$, we clearly have

$$
\varphi(f) \equiv f(T)^{p} \bmod p R
$$

Hence, writing $g(T)=\frac{f(T)^{p}}{\varphi(f)(T)}$, it follows that

$$
g(T)=1+p h(T)
$$

for some $h(T)$ in $R$. Now $p^{n-1} / n$ lies in $\mathbb{Z}_{p}$ for all $n=1, \cdots$, and thus

$$
\log (g(T))=\sum_{n=1}^{\infty} \frac{(-1)^{n-1} p^{n} h(T)^{n}}{n}
$$

converges to an element of $p R$, proving that $\mathcal{L}(f)$ lies in $R$. It is clear that $\mathcal{L}$ is a $\mathcal{G}$-homomorphism.

We now show that $\mathcal{L}(f)$ lies in $R^{\psi=0}$ when $f$ is in $W$. Since every element of $R$ can be written as a product of an element in $\mu_{p-1}$ and a power series whose constant term is congruent to 1 modulo $p$, we may clearly assume that the constant term of $f$ is congruent to 1 modulo $p$.

Hence the series $\log (f(T))$ is a well-defined element of $\mathbb{Q}_{p}[[T]]$. Since $f$ is in $W$, we have the equation

$$
\varphi(f(T))=\prod_{\xi \in \mu_{p}} f(\xi(1+T)-1) .
$$

Taking logarithms of both sides of this equation we deduce that

$$
\log \varphi(f)(T)=\sum_{\xi \in \mu_{p}} \log f(\xi(1+T)-1)
$$

Hence we obtain that

$$
\sum_{\xi \in \mu_{p}} \mathcal{L}(f)(\xi(1+T)-1)=0,
$$

which shows by (2.2) that $\mathcal{L}(f)$ does indeed belong to $R^{\psi=0}$. This completes the proof of the lemma.

Let $A$ be the subset of $R^{\times}$defined by

$$
A=\left\{\xi(1+T)^{a}: \xi \in \mu_{p-1}, a \in \mathbb{Z}_{p}\right\} .
$$

Let $D$ be the differential operator on $R$ given by $D(f)=(1+T) f^{\prime}(T)$.
Theorem 2.5.2. There is a canonical exact sequence of $\mathcal{G}$-modules

$$
\begin{equation*}
0 \longrightarrow A \longrightarrow W \xrightarrow{\mathcal{L}} R^{\psi=0} \xrightarrow{\alpha} \mathbb{Z}_{p} \longrightarrow 0 \tag{2.11}
\end{equation*}
$$

where $\alpha$ is given by $\alpha(f)=(D f)(0)$.
Proof. It is clear that $A \subset \operatorname{ker}(\mathcal{L})$. To prove the converse, let us note that if $f(T)$ is an element of $R$ with $f(0) \equiv 1 \bmod p$ and $\log f(T)=0$, then $f(T)=1$. Indeed, we can write $f(T)=b g(T)$ with $b \equiv 1 \bmod p$ and $g(T)$ of the form

$$
g(T)=1+c_{r} T^{r}+\cdots
$$

where $r \geq 1$ and $c_{r} \neq 0$. Hence

$$
\log g(T)=c_{r} T^{r}+\cdots .
$$

But $\log f(T)=0$ gives

$$
0=\log b+\log g(T),
$$

whence it is easily seen that $b=1$ and $\log g(T)=0$, which contradicts our hypothesis that $c_{r} \neq 0$.

Suppose now that $f(T)$ is any element of ker $\mathcal{L}$. Multiplying it by a suitable element of $\mu_{p-1}$, we may suppose that $f(0) \equiv 1 \bmod p$, and thus the same is true for $h(T)=f(T)^{p} / \varphi(f(T))$. But then, the above remark shows that $\mathcal{L}(f)=0$ yields $h(T)=1$. By Corollary 2.3.7, there exists a unique $\mathbf{u}=\left(u_{n}\right)$ in $\mathcal{U}_{\infty}$ such that $f=f_{\mathbf{u}}$ and hence we have

$$
f_{\mathbf{u}}\left((1+T)^{p}-1\right)=f_{\mathbf{u}}(T)^{p} .
$$

This implies that $u_{n}^{p}=u_{n-1}$ for all $n \geq 1$ and that $f_{\mathbf{u}}(0)$ is in $\mu_{p-1}$. But then $f_{\mathbf{u}}(0)=1$ since $f_{\mathbf{u}} \equiv 1 \bmod p$ and so $\left(u_{n}\right) \in T_{p}(\mu)$. Thus there exists $a$ in $\mathbb{Z}_{p}$ such that $\mathbf{u}=\left(\zeta_{n}\right)^{a}$, whence $f(T)=(1+T)^{a}$. This proves that $\operatorname{ker}(\mathcal{L})=A$.

It is clear that $\alpha \circ \mathcal{L}=0$, and the surjectivity of $\alpha$ follows from noting that $\psi(1+T)=0$ and that $\alpha(1+T)=1$. Hence it only remains to prove that $\operatorname{ker}(\alpha) \subset \operatorname{Im}(\mathcal{L})$, which is the delicate part of the proof of the theorem. We have the commutative diagram

recalling that $\theta(f)=(1-\varphi)(f)$.
Note that $D$ is clearly injective on $R^{\psi=0}$. Suppose $f$ is any element of $R^{\psi=0}$ with $\alpha(f)=0$. Define $g=D f$ so that $g$ is in $T R$ by the definition of $\alpha$. Then Lemma 2.4.1 shows that there exists $h$ in $R^{\psi=1}$ with $\theta(h)=g$. We now invoke the key fact that $\Delta$ is surjective (cf. Theorem 2.4.6), to conclude that there exists $w$ in $W$ with $\Delta(w)=h$. By construction and the commutativity of the diagram, we have

$$
g=D(f)=D \mathcal{L}(w) .
$$

Hence $f=\mathcal{L}(w)$ by the injectivity of $D$. Thus $f$ belongs to the image of $\mathcal{L}$ and the proof of the theorem is complete.

### 2.6 The Higher Logarithmic Derivative Maps

In this section, we use Theorem 2.1.2 to define the higher logarithmic derivatives of elements of $\mathcal{U}_{\infty}$. We study these maps and show by a mysterious, but elementary, calculation going back to Kummer, that the values of the Riemann zeta function at the odd negative integers arise as the higher logarithmic derivatives of cyclotomic units.

Definition 2.6.1. For each integer $k \geq 1$, define the logarithmic derivative homomorphism $\delta_{k}: \mathcal{U}_{\infty} \longrightarrow \mathbb{Z}_{p}$ by

$$
\begin{equation*}
\delta_{k}(\mathbf{u})=\left(D^{k-1}\left(\frac{(1+T) \mathrm{f}_{\mathbf{u}}^{\prime}(T)}{\mathrm{f}_{\mathbf{u}}(T)}\right)\right)_{T=0} \tag{2.12}
\end{equation*}
$$

where $\mathbf{u}$ is any element of $\mathcal{U}_{\infty}, \mathrm{f}_{\mathbf{u}}(T)$ is the associated power series in Theorem 2.1.2, and the subscript $T=0$ means evaluation at 0 .

We remark that $\delta_{k}$ takes values in $\mathbb{Z}_{p}$ because $\mathrm{f}_{\mathbf{u}}$ is a unit in $R$. Also, recall that the Galois group $\mathcal{G}$ of $\mathcal{K}_{\infty}$ acts on $\mathcal{U}_{\infty}$ in the natural fashion, and on $R$ by (2.7).

Lemma 2.6.2. For all $k \geq 1$, the map $\delta_{k}$ is a group homomorphism satisfying

$$
\delta_{k}(\sigma(\mathbf{u}))=\chi(\sigma)^{k} \delta_{k}(\mathbf{u})
$$

for all $\mathbf{u}$ in $\mathcal{U}_{\infty}$, and all $\sigma$ in $\mathcal{G}$.
Proof. The first assertion is plain, and the second follows from the observation that

$$
f_{\sigma(\mathbf{u})}(T)=\mathrm{f}_{\mathbf{u}}\left((1+T)^{\chi(\sigma)}-1\right),
$$

and the following elementary identity

$$
\begin{equation*}
D^{k}\left(g\left((1+T)^{a}-1\right)\right)=a^{k}\left(D^{k} g\right)\left((1+T)^{a}-1\right) \tag{2.13}
\end{equation*}
$$

for all $k \geq 0, a$ in $\mathbb{Z}_{p}$, and $g$ in $R$.
We now carry out the crucial calculation of $\delta_{k}$ on cyclotomic units, stressing that it is via this calculation that the values of the Riemannzeta function at the odd negative integers appear first in our approach to the main conjecture. Let $a$ and $b$ be integers which are prime to $p$ and define $\mathbf{c}(a, b)=\left(c_{n}(a, b)\right)$ by

$$
\begin{equation*}
c_{n}(a, b)=\frac{\zeta_{n}^{-a / 2}-\zeta_{n}^{a / 2}}{\zeta_{n}^{-b / 2}-\zeta_{n}^{b / 2}} . \tag{2.14}
\end{equation*}
$$

We have already remarked that $\mathbf{c}(a, b)$ belong to $\mathcal{U}_{\infty}$. Let $\boldsymbol{\zeta}(s)$ denote the complex Riemann zeta function.

Proposition 2.6.3. We have
(i) $\delta_{k}(\mathbf{c}(a, b))=0$ for $k=1,3,5 \cdots$,
(ii) $\delta_{k}(\mathbf{c}(a, b))=\left(b^{k}-a^{k}\right) \boldsymbol{\zeta}(1-k)$ for $k=2,4,6, \cdots$.

Proof. Put

$$
f(T)=\frac{(1+T)^{-a / 2}-(1+T)^{a / 2}}{(1+T)^{-b / 2}-(1+T)^{b / 2}}
$$

so that $f\left(\pi_{n}\right)=c_{n}(a, b)$ for all $n \geq 0$. We make the change of variable $T=e^{z}-1$ so that $D=\frac{\mathrm{d}}{\mathrm{dz}}$. Hence we have

$$
\delta_{k}(\mathbf{c}(a, b))=\left(\left(\frac{\mathrm{d}}{\mathrm{dz}}\right)^{k-1} g(z)\right)_{z=0}
$$

where

$$
g(z)=\frac{\mathrm{d}}{\mathrm{dz}} \log f\left(e^{z}-1\right) .
$$

But

$$
2 g(z)=b\left(\frac{1}{e^{-b z}-1}-\frac{1}{e^{b z}-1}\right)-a\left(\frac{1}{e^{-a z}-1}-\frac{1}{e^{a z}-1}\right)
$$

By definition, we have

$$
\frac{1}{e^{t}-1}=\sum_{n=0}^{\infty} \frac{\mathcal{B}_{n}}{n!} \cdot t^{n-1}
$$

where $\mathcal{B}_{n}$ is the $n$-th Bernoulli number. Hence, as $\mathcal{B}_{m}=0$ when $m$ is odd with $m>1$, we obtain easily that

$$
g(z)=\sum_{\substack{k=2 \\ k \text { even }}}^{\infty} \frac{\mathcal{B}_{k} z^{k-1}}{k!}\left(a^{k}-b^{k}\right) .
$$

But now the proposition follows from the well-known fact that

$$
\zeta(1-k)=-\frac{\mathcal{B}_{k}}{k} \quad(k=2,4,6 \cdots) .
$$

This completes the proof of the proposition.
We end this chapter by proving a result about the image of the $\delta_{k}$ for $k=1, \cdots, p-1$, which is closely related to the original proof of Theorem 2.1.2 given in [CW]. We refer the reader to Theorem 3.6.1 of the next chapter for a determination of the image of the $\delta_{k}$ for all $k \geq 1$, which curiously does not seem easy to prove by the methods given here.

Theorem 2.6.4. For $k=1, \cdots, p-1$, we have $\delta_{k}\left(\mathcal{U}_{\infty}\right)=\mathbb{Z}_{p}$.

Proof. Since, by the first lemma in this section, the image of $\delta_{k}$ is an ideal in $\mathbb{Z}_{p}$, it suffices to prove that there exists $\mathbf{u}$ in $\mathcal{U}_{\infty}$ such that $\delta_{k}(\mathbf{u})$ is a unit in $\mathbb{Z}_{p}^{\times}$for $k=1, \cdots, p-1$. We can clearly view $D$ as an operator on $\Omega$, and thus we must find a $\mathbf{u}$ in $\mathcal{U}_{\infty}$ such that

$$
D^{k-1}\left(\widetilde{\Delta \mathrm{f}_{\mathbf{u}}(T)}\right)
$$

has non-zero constant term for $k=1, \cdots, p-1$. By the proof of Theorem 2.4.6 (see Lemmas 2.4.8, 2.4.9, 2.4.10), there exists $\mathbf{u}$ in $\mathcal{U}_{\infty}$ such that

$$
\left.\widetilde{\Delta\left(\mathrm{f}_{\mathbf{u}}(T)\right.}\right)=(1+T) \alpha_{1}(T), \text { where } \alpha_{1}(T)=\sum_{m=0}^{\infty} T^{p^{m}-1}
$$

We proceed to show that this $\mathbf{u}$ has the desired properties. Clearly, the series $(1+T) \alpha_{1}(T)$ has a non-zero constant term, proving the assertion for $k=1$. For $k>1$, define

$$
\alpha_{k}(T)=\sum_{m=1}^{\infty} T^{p^{m}-k} .
$$

Recalling that these series lie in $\Omega$, one verifies immediately that

$$
\alpha_{k}^{\prime}(T)=-k \alpha_{k+1}(T) \quad(k=1, \cdots, p-1) .
$$

It follows that

$$
D\left((1+T)^{k} \alpha_{k}(T)\right)=k\left((1+T)^{k} \alpha_{k}(T)-(1+T)^{k+1} \alpha_{k+1}(T)\right),
$$

whence a simple inductive argument shows that

$$
D^{k-1}\left((1+T) \alpha_{1}(T)\right)=(1+T) \alpha_{1}(T)+\sum_{j=2}^{k} c_{j}(1+T)^{j} \alpha_{j}(T)
$$

for $k=1, \cdots, p-1$, where the $c_{j}$ are elements of $\mathbb{F}_{p}$. The proof now follows on noting that $\alpha_{j}(0)=0$ for $j=2, \cdots, p-1$.

## Iwasawa Algebras and $\boldsymbol{p}$-adic Measures

### 3.1 Introduction

In this chapter, we interpret the results on power series proven in the previous chapter in terms of $p$-adic measures on the Galois group $\mathcal{G}=\operatorname{Gal}\left(\mathbb{Q}\left(\mu_{p^{\infty}}\right) / \mathbb{Q}\right)$. We remark that the language of $p$-adic measures was first introduced in the paper [MSD]. A key tool in our reinterpretation will be Mahler's well known theorem on continuous $p$-adic functions on $\mathbb{Z}_{p}$. This leads us to an entirely equivalent reformulation of the canonical map $\mathcal{L}$ appearing in Theorem 2.5.2, and also the exact sequence there. As a consequence, we shall obtain in the next chapter both a simple construction of the $p$-adic analogue of the complex Riemann zeta function, and a proof of Iwasawa's Theorem 4.4.1.

The Iwasawa algebra of both $\mathcal{G}$ and the additive group of $\mathbb{Z}_{p}$ will play a fundamental role in all that follows, and we briefly recall their definition now. More generally, let $\mathfrak{G}$ be any profinite abelian group, and let $\mathcal{T}_{\mathfrak{E}}$ be the set of open subgroups of $\mathfrak{G}$. We define the Iwasawa algebra $\Lambda(\mathfrak{G})$ by

$$
\underset{\leftarrow}{\lim } \mathbb{Z}_{p}[\mathfrak{G} / \mathfrak{H}]
$$

where $\mathfrak{H}$ runs over $\mathcal{T}_{\mathfrak{E}}$, and $\mathbb{Z}_{p}[\mathfrak{G} / \mathfrak{H}]$ denotes the ordinary group ring over $\mathbb{Z}_{p}$. It is a compact topological $\mathbb{Z}_{p}$-algebra, the topology being the natural one on the projective limit coming from the $p$-adic topology on the group rings of the finite quotients of $\mathfrak{G}$.

## $3.2 p$-adic Measures

As above, let $\mathfrak{G}$ be any profinite abelian group. We now sketch the proof that the elements of the Iwasawa algebra $\Lambda(\mathfrak{G})$ define integral p-adic measures on $\mathfrak{G}$.

Let $\mathbb{C}_{p}$ be the completion of the algebraic closure of the field of $p$-adic numbers $\mathbb{Q}_{p}$, and write $\left|\left.\right|_{p}\right.$ for its $p$-adic valuation. Let $C\left(\mathfrak{G}, \mathbb{C}_{p}\right)$ be the $\mathbb{C}_{p}$-algebra of all continuous functions from $\mathfrak{G}$ to $\mathbb{C}_{p}$. As usual, we can define a norm on $C\left(\mathfrak{G}, \mathbb{C}_{p}\right)$ by

$$
\|f\|=\sup _{g \in \mathfrak{G}}|f(g)|_{p},
$$

and this makes $C\left(\mathfrak{G}, \mathbb{C}_{p}\right)$ into a $\mathbb{C}_{p}$-Banach space. We recall that a function $f$ in $C\left(\mathfrak{G}, \mathbb{C}_{p}\right)$ is defined to be locally constant if there exists an open subgroup $\mathfrak{H}$ of $\mathfrak{G}$ such that $f$ is constant modulo $\mathfrak{H}$, i.e. gives a function from $\mathfrak{G} / \mathfrak{H}$ to $\mathbb{C}_{p}$. Write $\operatorname{Step}(\mathfrak{G})$ for the sub-algebra of locally constant functions, which is easily seen to be everywhere dense.

We now explain how to integrate any continuous $\mathbb{C}_{p}$-valued function on $\mathfrak{G}$ against an element $\lambda$ of $\Lambda(\mathfrak{G})$. We begin with locally constant functions. Suppose that $f$ in $\operatorname{Step}(\mathfrak{G})$ is locally constant modulo the subgroup $\mathfrak{H}$ of $\mathfrak{G}$. Write $\lambda_{\mathfrak{H}}$ for the image of $\lambda$ in $\mathbb{Z}_{p}[\mathfrak{G} / \mathfrak{H}]$, say

$$
\begin{equation*}
\lambda_{\mathfrak{H}}=\sum_{x \in \mathfrak{G} / \mathfrak{H}} c_{\mathfrak{H}}(x) x, \tag{3.1}
\end{equation*}
$$

where the $c_{\mathfrak{H}}(x)$ lie in $\mathbb{Z}_{p}$. We then define

$$
\int_{\mathfrak{G}} f d \lambda=\sum_{x \in \mathfrak{G} / \mathfrak{H}} c_{\mathfrak{H}}(x) f(x) .
$$

One sees easily that this is independent of the choice of $\mathfrak{H}$. Since the $c_{\mathfrak{H}}(x)$ lie in $\mathbb{Z}_{p}$, we have

$$
\begin{equation*}
\left|\int_{\mathfrak{G}} f d \lambda\right|_{p} \leq\|f\| . \tag{3.2}
\end{equation*}
$$

We further note that, if $\varepsilon_{x}$ denotes the characteristic function of the coset $x$ in $\mathfrak{G} / \mathfrak{H}$, then we have

$$
\begin{equation*}
\int_{\mathfrak{G}} \varepsilon_{x} d \lambda=c_{\mathfrak{H}}(x) . \tag{3.3}
\end{equation*}
$$

Let $f$ be any continuous $\mathbb{C}_{p}$-valued function $f$ on $\mathfrak{G}$. We can choose a sequence $\left\{f_{n}\right\}$ in $\operatorname{Step}(\mathfrak{G})$ which converges to $f$. It is plain from(3.2) that the sequence of integrals $\left\{\int_{\mathfrak{G}} f_{n} d \lambda\right\}$ is a Cauchy sequence, and hence converges in $\mathbb{C}_{p}$. We can therefore define the integral as

$$
\int_{\mathfrak{G}} f d \lambda=\lim _{n \longrightarrow \infty} \int_{\mathfrak{G}} f_{n} d \lambda .
$$

Writing $M_{\lambda}(f)=\int_{\mathfrak{G}} f d \lambda$, we get a linear functional on $C\left(\mathfrak{G}, \mathbb{C}_{p}\right)$ satisfying

$$
\begin{equation*}
\left|M_{\lambda}(f)\right|_{p} \leq\|f\| . \tag{3.4}
\end{equation*}
$$

It is clear from (3.3) that if $M_{\lambda_{1}}=M_{\lambda_{2}}$, then $\lambda_{1}=\lambda_{2}$. Finally, $M_{\lambda}(f)$ belongs to $\mathbb{Q}_{p}$ when $f$ takes values in $\mathbb{Q}_{p}$. Conversely, we note that every linear functional $L$ on $C\left(\mathfrak{G}, \mathbb{C}_{p}\right)$ satisfying $|L(f)|_{p} \leq\|f\|$ for all continuous $f$ and $L(f)$ belongs to $\mathbb{Q}_{p}$ when $f$ takes values in $\mathbb{Q}_{p}$, must be of the form $L=M_{\lambda}$ for a unique $\lambda$ in $\Lambda(\mathfrak{G})$. Indeed, the element $\lambda$ can be obtained as follows. For each open subgroup $\mathfrak{H}$ of $\mathfrak{G}$, and each coset $x$ of $\mathfrak{G} / \mathfrak{H}$, we put $c_{\mathfrak{H}}(x)=L\left(\varepsilon_{x}\right)$ where $\varepsilon_{x}$ is the characteristic function of $x$, and then define $\lambda_{\mathfrak{H}}$ by the formula (3.1). These elements $\lambda_{\mathfrak{H}}$ are clearly compatible and so give an element in $\Lambda_{\mathfrak{G}}$,

The following remarks whose proofs we omit are also useful. If $\lambda=g$ in $\mathfrak{G}$, then $d g$ is the Dirac measure given by

$$
\int_{\mathfrak{G}} f d g=f(g) .
$$

Secondly, the product in $\Lambda(\mathfrak{G})$ corresponds to the convolution $*$ of measures which we recall is defined by

$$
\int_{\mathfrak{G}} f(x) d\left(\lambda_{1} * \lambda_{2}\right)(x)=\int_{\mathfrak{G}}\left(\int_{\mathfrak{G}} f(x+y) d \lambda_{1}(x)\right) d \lambda_{2}(y) .
$$

Thirdly, if $\nu: \mathfrak{G} \longrightarrow \mathbb{C}_{p}^{\times}$is a continuous group homomorphism. then one sees easily that we can extend $\nu$ to a continuous algebra homomorphism,

$$
\nu: \Lambda(\mathfrak{G}) \longrightarrow \mathbb{C}_{p}
$$

by the formula $\nu(\lambda)=\int_{\mathfrak{G}} \nu d \lambda$.
Finally, to take account of the fact that the $p$-adic analogue of the complex Riemann zeta function also has a pole, we now introduce the notion of a $p$-adic pseudo-measure on $\mathfrak{G}[\mathrm{Se}]$. Let $Q(\mathfrak{G})$ be the total ring of fractions of $\Lambda(\mathfrak{G})$, i.e. the set of all quotients $\alpha / \beta$ with $\alpha, \beta$ in $\Lambda(\mathfrak{G})$ and $\beta$ a non-zero divisor. We say that an element $\lambda$ of $Q(\mathfrak{G})$ is a pseudo-measure on $\mathfrak{G}$ if $(g-1) \lambda$ is in $\Lambda(\mathfrak{G})$ for all $g$ in $\mathfrak{G}$. Suppose that $\lambda$ is a pseudo-measure on $\mathfrak{G}$ and let $\nu$ be a homomorphism from $\mathfrak{G}$ to $\mathbb{C}_{p}^{\times}$which is not identically one. We can then define

$$
\int_{\mathfrak{G}} \nu d \lambda=\frac{\int_{\mathfrak{G}} \nu d((g-1) \lambda)}{\nu(g)-1},
$$

where $g$ is any element of $\mathfrak{G}$ with $\nu(g) \neq 1$. This is independent of the choice of $g$ because, as remarked earlier $\nu$ extends to a ring homomorphism from $\Lambda(\mathfrak{G})$ to $\mathbb{C}_{p}$.

### 3.3 The Mahler Transform

The key tool for relating the ring $R=\mathbb{Z}_{p}[[T]]$ of formal power series studied in the previous chapter, to the Iwasawa algebra of the Galois group $\mathcal{G}=\operatorname{Gal}\left(\mathcal{K}_{\infty} / \mathbb{Q}_{p}\right)$ is provided by the following remarkable theorem of Mahler [M], whose proof we omit. As usual we define $\binom{x}{n}$ to be 1 if $n=0$, and

$$
\binom{x}{n}=\frac{x(x-1) \cdots(x-n+1)}{n!} \quad(n \geq 1) .
$$

Theorem 3.3.1. Let $f: \mathbb{Z}_{p} \longrightarrow \mathbb{C}_{p}$ be any continuous function. Then $f$ can be written uniquely in the form

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n}\binom{x}{n}, \tag{3.5}
\end{equation*}
$$

where $a_{n} \in \mathbb{C}_{p}$ tends to zero as $n \longrightarrow \infty$.
Note that the coefficients $a_{n}$ are given by $a_{n}=\left(\nabla^{n} f\right)(0)$ where $\nabla f(x)=$ $f(x+1)-f(x)$. Since $\left|\binom{x}{n}\right|_{p} \leq 1$ for all $x$ in $\mathbb{Z}_{p}$, it follows that $\|f\|=$ $\sup \left|a_{n}\right|_{p}$. If $\lambda$ is any element of $\Lambda\left(\mathbb{Z}_{p}\right)$, it follows from (3.4) that

$$
\begin{equation*}
c_{n}(\lambda)=\int_{\mathbb{Z}_{p}}\binom{x}{n} d \lambda \quad(n \geq 0) \tag{3.6}
\end{equation*}
$$

lies in $\mathbb{Z}_{p}$. This leads to the following definition.
Definition 3.3.2. We define the Mahler transform $\mathcal{M}: \Lambda\left(\mathbb{Z}_{p}\right) \longrightarrow R$ by

$$
\mathcal{M}(\lambda)=\sum_{n=0}^{\infty} c_{n}(\lambda) T^{n}
$$

where $c_{n}(\lambda)$ is given by (3.6) for $\lambda$ in $\Lambda\left(\mathbb{Z}_{p}\right)$.
Theorem 3.3.3. The Mahler transform is an isomorphism of $\mathbb{Z}_{p^{-}}$algebras.

Proof. It is clear from Theorem 3.3.1 that $\mathcal{M}$ is injective, and is a $\mathbb{Z}_{p}$-module homomorphism. To see that it is bijective, we construct an inverse $\Upsilon: R \longrightarrow \Lambda\left(\mathbb{Z}_{p}\right)$ as follows. Let $g(T)=\sum_{n=0}^{\infty} c_{n} T^{n}$ be any element of $R$. We can then define a linear functional $L$ on $C\left(\mathbb{Z}_{p}, \mathbb{C}_{p}\right)$ by

$$
L(f)=\sum_{n=0}^{\infty} a_{n} c_{n}
$$

where $f$ has Mahler expansion as in (3.5) above. Of course, the series on the right converges because $a_{n}$ tends to zero as $n \longrightarrow \infty$. Since the $c_{n}$ lie in $\mathbb{Z}_{p}$, it is clear that $|L(f)|_{p} \leq\|f\|$ for all $f$. Hence there exists $\lambda$ in $\Lambda\left(\mathbb{Z}_{p}\right)$ such that $L=M_{\lambda}$, and we define $\Upsilon(g(T))=\lambda$. It is plain that $\Upsilon$ is an inverse of $\mathcal{M}$. In fact, it can also be shown that $\mathcal{M}$ preserves products, although we omit the proof here.

Lemma 3.3.4. We have $\mathcal{M}\left(1_{\mathbb{Z}_{p}}\right)=1+T$, and thus $\mathcal{M}: \Lambda\left(\mathbb{Z}_{p}\right) \longrightarrow R$ is the unique isomorphism of topological $\mathbb{Z}_{p}$-algebras which sends the topological generator $\mathbb{1}_{\mathbb{Z}_{p}}$ of $\mathbb{Z}_{p}$ to $(1+T)$.

Proof. Take $\lambda=1_{\mathbb{Z}_{p}}$. By definition,

$$
\mathcal{M}(\lambda)=\sum_{n=0}^{\infty} c_{n}(\lambda) T^{n}
$$

where

$$
c_{n}(\lambda)=\int_{\mathbb{Z}_{p}}\binom{x}{n} d \lambda=\binom{1}{n}
$$

whence the first assertion is clear. For the second assertion, we note that it is well-known (see for example, [Se1]), that for each choice of a topological generator $\gamma$ of $\mathbb{Z}_{p}$, there is a unique topological isomorphism of $\mathbb{Z}_{p}$-algebras, which maps $\gamma$ to $(1+T)$.

Lemma 3.3.5. For all $g$ in $R$, and all integers $k \geq 0$, we have the integral

$$
\int_{\mathbb{Z}_{p}} x^{k} d(\Upsilon(g(T)))=\left(D^{k} g(T)\right)_{T=0}
$$

where $D=(1+T) \frac{\mathrm{d}}{\mathrm{d} T}$.
Proof. For fixed $g(T)=\sum_{n=0}^{\infty} c_{n} T^{n}$ in $R$, consider the linear functional $L$ on $C\left(\mathbb{Z}_{p}, \mathbb{C}_{p}\right)$ defined by

$$
L(f)=\int_{\mathbb{Z}_{p}} x f(x) d \Upsilon(g(T)) .
$$

Clearly, we have $|L(f)|_{p} \leq\|f\|$, and so $L=M_{\lambda}$ for some $\lambda$ in $\Lambda\left(\mathbb{Z}_{p}\right)$, whence we obtain

$$
\begin{equation*}
\int_{\mathbb{Z}_{p}} x f(x) d \Upsilon(g(T))=\int_{\mathbb{Z}_{p}} f(x) d \lambda . \tag{3.7}
\end{equation*}
$$

We first claim that

$$
\begin{equation*}
\mathcal{M}(\lambda)=D g(T) . \tag{3.8}
\end{equation*}
$$

To prove this, we note that

$$
D g(T)=\sum_{n=0}^{\infty}\left(n c_{n}+(n+1) c_{n+1}\right) T^{n}
$$

On the other hand, by definition, $\mathcal{M}(\lambda)=\sum_{n=0}^{\infty} e_{n} T^{n}$, where

$$
e_{n}=\int_{\mathbb{Z}_{p}} x\binom{x}{n} d \Upsilon(g(T)) .
$$

But we have the identity

$$
x\binom{x}{n}=(n+1)\binom{x}{n+1}+n\binom{x}{n} \quad(n \geq 0)
$$

whence we get $e_{n}=n c_{n}+(n+1) c_{n+1}$ for all $n \geq 0$, thereby proving (3.8). But, for all $h(T)$ in $R$, we have

$$
\int_{\mathbb{Z}_{p}} d \Upsilon(h(T))=h(0) .
$$

So the assertion of the lemma is equivalent to

$$
\int_{\mathbb{Z}_{p}} x^{k} d \Upsilon(g(T))=\int_{\mathbb{Z}_{p}} d \Upsilon\left(D^{k} g(T)\right) \quad(k \geq 0)
$$

By an induction argument, we have

$$
\int_{\mathbb{Z}_{p}} d \Upsilon\left(D^{k} g(T)\right)=\int_{\mathbb{Z}_{p}} x^{k-1} d(\Upsilon(D g(T))) .
$$

It is now plain by (3.8) and (3.7) that this is equal to

$$
\int_{\mathbb{Z}_{p}} x^{k} d \Upsilon(g(T))
$$

and the proof of the lemma is complete.

### 3.4 Restriction of Measures

As the multiplicative group $\mathbb{Z}_{p}^{\times}$is not a subgroup of the additive group $\mathbb{Z}_{p}$, it is intuitively surprising that we can nevertheless canonically identify $\Lambda\left(\mathbb{Z}_{p}^{\times}\right)$with a subset of $\Lambda\left(\mathbb{Z}_{p}\right)$. The aim of this section is to explain this identification and its interpretation in terms of power series.

Let $\varepsilon$ be the characteristic function of $\mathbb{Z}_{p}^{\times}$in $\mathbb{Z}_{p}$. It is continuous because $\mathbb{Z}_{p}^{\times}$is open and closed in $\mathbb{Z}_{p}$. Given $\lambda$ in $\Lambda\left(\mathbb{Z}_{p}\right)$, we can define a functional $L$ on $C\left(\mathbb{Z}_{p}, \mathbb{C}_{p}\right)$ by

$$
L(f)=\int_{\mathbb{Z}_{p}} f \varepsilon d \lambda,
$$

and clearly $|L(f)|_{p} \leq\|f\|$. Hence $L=M_{\#(\lambda)}$ for a unique $\#(\lambda)$ in $\Lambda\left(\mathbb{Z}_{p}\right)$. In order to interpret this operation in terms of power series, we define the operator $\mathcal{S}: R \longrightarrow R$ by

$$
\left.\mathcal{S}(g(T))=g(T)-\frac{1}{p} \sum_{\xi \in \mu_{p}} g(\xi(1+T)-1)\right) .
$$

We recall that the operator $\psi: R \longrightarrow R$ is defined in Proposition 2.2.3 of Chapter 2.

Lemma 3.4.1. For all $\lambda$ in $\Lambda\left(\mathbb{Z}_{p}\right)$, we have $\mathcal{S}(\mathcal{M}(\lambda))=\mathcal{M}(\#(\lambda))$. In particular, $\#(\lambda)=\lambda$ if and only if $\mathcal{S}(\mathcal{M}(\lambda))=\mathcal{M}(\lambda)$, or equivalently if and only if $\mathcal{M}(\lambda)$ belongs to $R^{\psi=0}$.

Proof. For each $n \geq 0$, let

$$
\operatorname{pr}_{n}: \Lambda\left(\mathbb{Z}_{p}\right) \longrightarrow \mathbb{Z}_{p}\left[\mathbb{Z}_{p} / p^{n} \mathbb{Z}_{p}\right]
$$

be the natural map. Suppose

$$
\begin{equation*}
\operatorname{pr}_{n}(\lambda)=\sum_{k=0}^{p^{n}-1} e_{n}(k)\left(k+p^{n} \mathbb{Z}_{p}\right) \tag{3.9}
\end{equation*}
$$

with the $e_{n}(k)$ in $\mathbb{Z}_{p}$. Thus, by (3.3),

$$
e_{n}(k)=\int_{\mathbb{Z}_{p}} \varepsilon_{k+p^{n} \mathbb{Z}_{p}} d \lambda,
$$

where $\varepsilon_{k+p^{n} \mathbb{Z}_{p}}$ denotes the characteristic function of the subset $k+p^{n} \mathbb{Z}_{p}$ of $\mathbb{Z}_{p}$. It is then clear that $\#(\lambda)$ is the unique element of $\Lambda\left(\mathbb{Z}_{p}\right)$ defined by

$$
\operatorname{pr}_{n}(\#(\lambda))=\sum_{\substack{k=0 \\(k, p)=1}}^{p^{n}-1} e_{n}(k)\left(k+p^{n} \mathbb{Z}_{p}\right) \quad(n \geq 1)
$$

Recall that the Weierstrass preparation theorem shows that

$$
\mathbb{Z}_{p}[T] / \omega_{n} \mathbb{Z}_{p}[T] \simeq R / \omega_{n} R
$$

where $\omega_{n}(T)=(1+T)^{p^{n}}-1$. Hence, as $R=\lim R / \omega_{n} R$, we obtain natural maps

$$
\operatorname{pr}_{n}^{\prime}: R \longrightarrow \mathbb{Z}_{p}[T] / \omega_{n} \mathbb{Z}_{p}[T] .
$$

Since $\mathcal{M}\left(1_{\mathbb{Z}_{p}}\right)=1+T$, it follows that

$$
\operatorname{pr}_{n}^{\prime}(\mathcal{M}(\lambda))=\sum_{k=0}^{p^{n}-1} e_{n}(k)(1+T)^{k} \bmod \omega_{n} \mathbb{Z}_{p}[T]
$$

and that

$$
\operatorname{pr}_{n}^{\prime}(\mathcal{M}(\# \lambda))=\sum_{\substack{k=0 \\(k, p)=1}}^{p^{n}-1} e_{n}(k)(1+T)^{k} \bmod \omega_{n} \mathbb{Z}_{p}[T]
$$

for all $n \geq 0$. But

$$
\mathcal{S}\left(\sum_{k=0}^{p^{n}-1} e_{n}(k)(1+T)^{k}\right)=\sum_{\substack{k=0 \\(k, p)=1}}^{p^{n}-1} e_{n}(k)(1+T)^{k} \quad(n \geq 1)
$$

whence it is plain that $\mathcal{S}(\mathcal{M}(\lambda)=\mathcal{M}(\#(\lambda))$. The final assertion is clear from (2.2) and this completes the proof.

We can define a natural inclusion

$$
i: \Lambda\left(\mathbb{Z}_{p}^{\times}\right) \longrightarrow \Lambda\left(\mathbb{Z}_{p}\right)
$$

by the formula

$$
\int_{\mathbb{Z}_{p}} f d(i(\eta))=\left.\int_{\mathbb{Z}_{p}^{\times}} f\right|_{\mathbb{Z}_{p}^{\times}} d \eta,
$$

where $f$ runs over all continuous $\mathbb{C}_{p}$-valued functions on $\mathbb{Z}_{p}$, and $\left.f\right|_{\mathbb{Z}_{p}^{\times}}$ denotes the restriction to $\mathbb{Z}_{p}^{\times}$.
Lemma 3.4.2. We have $i\left(\Lambda\left(\mathbb{Z}_{p}^{\times}\right)\right)=\left\{\lambda \in \Lambda\left(\mathbb{Z}_{p}\right): \#(\lambda)=\lambda\right\}$. In particular, we have $\mathcal{M}\left(i\left(\Lambda\left(\mathbb{Z}_{p}^{\times}\right)\right)=R^{\psi=0}\right.$.
Proof. It is clear that the image of $i$ is contained in the set on the right. Conversely, if we have a $\lambda$ in $\Lambda\left(\mathbb{Z}_{p}\right)$ with $\#(\lambda)=\lambda$, we obtain an element $\eta$ in $\Lambda\left(\mathbb{Z}_{p}^{\times}\right)$by specifying that

$$
\int_{\mathbb{Z}_{p}^{\times}} h d \eta=\int_{\mathbb{Z}_{p}} \tilde{h} d \lambda,
$$

where $h$ is any continuous $\mathbb{C}_{p}$-valued function on $\mathbb{Z}_{p}^{\times}$, and $\tilde{h}$ denotes its extension by zero to $\mathbb{Z}_{p}$. Clearly $i(\eta)=\lambda$ because $\#(\lambda)=\lambda$, and the proof is complete.

In what follows, we suppress the map $i$ and identify $\Lambda\left(\mathbb{Z}_{p}^{\times}\right)$with the subset of $\Lambda\left(\mathbb{Z}_{p}\right)$ consisting of all elements $\lambda$ with $\#(\lambda)=\lambda$.

### 3.5 The Fundamental Exact Sequence

Our goal now is to combine the above interpretation of $\Lambda\left(\mathbb{Z}_{p}^{\times}\right)$with Theorem 2.5.2 of Chapter 2, to obtain the fundamental exact sequence needed for the proof of Iwasawa's theorem.

We consider the action of $\mathcal{G}$ on $\Lambda\left(\mathbb{Z}_{p}\right)$ defined by

$$
g \cdot\left(a_{\mathbb{Z}_{p}}\right)=(\chi(g) \cdot a)_{\mathbb{Z}_{p}} \quad\left(a \in \mathbb{Z}_{p}\right),
$$

where we write $a_{\mathbb{Z}_{p}}$ to stress that we are viewing $a$ as an element of the group $\mathbb{Z}_{p}$ in the Iwasawa algebra $\Lambda\left(\mathbb{Z}_{p}\right)$. By linearity and continuity, this extends to an action of $\mathcal{G}$ on $\Lambda\left(\mathbb{Z}_{p}\right)$, and $\Lambda\left(\mathbb{Z}_{p}^{\times}\right)$is then a $\mathcal{G}$-submodule. Moreover, since $\mathcal{M}\left(1_{\mathbb{Z}_{p}}\right)=1+T$, it is clear that $\mathcal{M}$ is a $\mathcal{G}$-isomorphism from $\Lambda\left(\mathbb{Z}_{p}\right)$ to $R$ when $R$ is endowed with the $\mathcal{G}$-action given by (2.7). Finally, we note that there is a canonical $\mathcal{G}$-isomorphism

$$
\begin{equation*}
\tilde{\chi}: \Lambda(\mathcal{G}) \simeq \Lambda\left(\mathbb{Z}_{p}^{\times}\right) \tag{3.10}
\end{equation*}
$$

induced by the isomorphism $\chi: \mathcal{G} \simeq \mathbb{Z}_{p}^{\times}$given by the cyclotomic character. Let

$$
\widetilde{\mathcal{M}}: \Lambda(\mathcal{G}) \simeq R^{\psi=0}
$$

be the $\mathcal{G}$-isomorphism defined by $\widetilde{\mathcal{M}}=\mathcal{M} \circ \tilde{\chi}$. Recall that $\mathcal{U}_{\infty}$ denotes the projective limit of the local units with respect to the norm maps in the cyclotomic tower, endowed with its natural action of $\mathcal{G}$. Define

$$
\tilde{\mathcal{L}}: \mathcal{U}_{\infty} \longrightarrow \Lambda(\mathcal{G})
$$

by

$$
\tilde{\mathcal{L}}(\mathbf{u})=\widetilde{\mathcal{M}}^{-1}\left(\mathcal{L}\left(\mathrm{f}_{\mathbf{u}}\right)\right),
$$

where $f_{\mathbf{u}}$ denotes the Coleman power series of $\mathbf{u}$ and $\mathcal{L}$ is given by (2.10). It is a $\mathcal{G}$-homomorphism, and clearly

$$
\mathcal{L}\left(\mathrm{f}_{\mathbf{u}}\right)=\sum_{n=0}^{\infty} T^{n} \int_{\mathcal{G}}\binom{\chi(g)}{n} d \tilde{\mathcal{L}}(\mathbf{u})
$$

The following theorem was first proven in [Co2] (see also [Sa], and $[\mathrm{O}]$ for closely related sequences).
Theorem 3.5.1. We have an exact sequence of $\mathcal{G}$-modules

$$
\begin{equation*}
0 \longrightarrow \mu_{p-1} \times T_{p}(\mu) \longrightarrow \mathcal{U}_{\infty} \xrightarrow{\tilde{\mathcal{L}}} \Lambda(\mathcal{G}) \xrightarrow{\beta} T_{p}(\mu) \longrightarrow 0 \tag{3.11}
\end{equation*}
$$

where the kernel on the left is the natural inclusion, and the map $\beta$ on the right is given by $\beta(\lambda)=\left(\zeta_{n}\right) \int_{\mathcal{G}} \chi d \lambda$.

Proof. This is none other than a reinterpretation of the exact sequence (2.11) of Theorem 2.5.2. Specifically, by construction, we have the commutative diagram

where the left vertical arrow is the $\mathcal{G}$-isomorphism $\mathbf{u} \mapsto \mathrm{f}_{\mathbf{u}}(T)$, and as noted above, $\widetilde{\mathcal{M}}$ is also a $\mathcal{G}$-isomorphism. If $x$ is any element of $\mu_{p-1}$, and $a$ is any element of $\mathbb{Z}_{p}$, then $\mathbf{u}=\left(x \zeta_{n}^{a}\right)$ is in $\mathcal{U}_{\infty}$, and $\mathbf{u}(T)=x(1+T)^{a}$. Finally the maps $\alpha$ and $\beta$ are compared by using Lemma 3.3.5 and the isomorphism (3.10). This completes the proof.

We recall the logarithmic derivative homomorphims $\delta_{k}$ defined by (2.12).

Proposition 3.5.2. For all $k \geq 1$, and all $\mathbf{u}$ in $\mathcal{U}_{\infty}$, we have

$$
\begin{equation*}
\int_{\mathcal{G}} \chi(g)^{k} d \tilde{\mathcal{L}}(\mathbf{u})=\left(1-p^{k-1}\right) \delta_{k}(\mathbf{u}) . \tag{3.12}
\end{equation*}
$$

Proof. We first note that, for any $\lambda$ in $\Lambda(\mathcal{G})$, the isomorphism $\tilde{\chi}$ given by (3.10) gives

$$
\int_{\mathcal{G}} \chi(g)^{k} d \lambda=\int_{\mathbb{Z}_{p}^{\times}} x^{k} d(\tilde{\chi}(\lambda)) .
$$

Also, via our identification of $\Lambda\left(\mathbb{Z}_{p}^{\times}\right)$with a subset of $\Lambda\left(\mathbb{Z}_{p}\right)$, the integral above on the right has the same value if we integrate over the whole of $\mathbb{Z}_{p}$. Now take $\lambda=\tilde{\mathcal{L}}(\mathbf{u})$, so that, by definition, we have $\tilde{\chi}(\tilde{\mathcal{L}}(\mathbf{u}))=$ $\Upsilon\left(\mathcal{L}\left(f_{\mathbf{u}}\right)\right)$, where we recall that

$$
\mathcal{L}\left(\mathrm{f}_{\mathbf{u}}\right)(T)=\frac{1}{p} \log \left(\frac{\mathrm{f}_{\mathbf{u}}(T)^{p}}{\varphi(f)(T)}\right) .
$$

Thus, by Lemma 3.3.5, the integral on the left of (3.12) is equal to

$$
\left(D^{k-1}\left(h_{\mathbf{u}}(T)-\varphi\left(h_{\mathbf{u}}\right)(T)\right)\right)_{T=0},
$$

where

$$
h_{\mathbf{u}}(T)=(1+T) \frac{\mathrm{f}_{\mathbf{u}}^{\prime}(T)}{\mathrm{f}_{\mathbf{u}}(T)}
$$

Using (2.13), it follows that this expression is equal to the right hand side of (3.12), and the proof of the proposition is complete.

### 3.6 Image of $\delta_{\boldsymbol{k}}$

As an interesting digression, we now determine the image of all the logarithmic derivative homomorphisms $\delta_{k}$ using the fundamental exact sequence (3.11), and (3.12). We recall that Theorem 2.6.4 of the previous chapter determines the image of $\delta_{k}$ for $k=1, \cdots, p-1$.
Proposition 3.6.1. Let $k \geq 1$ be any integer. If $k=1$ or $k \not \equiv 1 \bmod (p-1)$, then $\delta_{k}\left(\mathcal{U}_{\infty}\right)=\mathbb{Z}_{p}$. If $k$ is greater than 1 and $k \equiv 1 \bmod (p-1)$, then $\delta_{k}\left(\mathcal{U}_{\infty}\right)=p^{m} \mathbb{Z}_{p}$, where $m=1+\operatorname{ord}_{p}(k-1)$.

To prove this proposition, we need an algebraic description of $\Lambda(\mathcal{G})$ as $p-1$ copies of the ring $R$. We stress that this second description is of a totally different nature to that given in sections 3.4 and 3.5 , which is based on Mahler's theorem.

We have

$$
\begin{equation*}
\mathcal{G}=\varpi \times \Gamma \tag{3.13}
\end{equation*}
$$

where $\varpi$ is the cyclic group of order $p-1$, and $\Gamma$ is isomorphic to $\mathbb{Z}_{p}$. Write $\chi_{\varpi}$ for the restriction of $\chi$ to $\varpi$, so that the characters of $\varpi$ are given by the $\chi_{\varpi}^{i}$ for $i$ running over a complete set of residues modulo $p-1$. Fix a topological generator $\gamma$ of $\Gamma$. Let $\mathcal{A}$ denote the group ring $\mathbb{Z}_{p}[\varpi]$. It is easily seen that $\Lambda(\mathcal{G})$ can be identified with the Iwasawa algebra of $\Gamma$ over $\mathcal{A}$ and hence that there is a unique topological isomorphism

$$
\Lambda(\mathcal{G}) \simeq \mathcal{A}[[T]]
$$

which is the identity on $\mathcal{A}$ and maps $\gamma$ to $1+T$. On the other hand, we have a canonical isomorphism

$$
\mathcal{A}[[T]] \simeq \bigoplus_{i \bmod (p-1)} R
$$

defined by mapping a power series $f=\sum_{n=0}^{\infty} a_{n} T^{n}$ in $\mathcal{A}[[T]]$ to the tuple

$$
\left(\sum_{n=0}^{\infty} \chi_{\varpi}^{i}\left(a_{n}\right) T^{n}\right)_{i}
$$

The composition of these two isomorphisms yields an isomorphism

$$
\vartheta: \Lambda(\mathcal{G}) \xrightarrow{\sim} \bigoplus_{i \bmod (p-1)} R
$$

and we write $\vartheta(\lambda)_{i}$ for the components of $\vartheta(\lambda)$.

Lemma 3.6.2. For all $\lambda$ in $\Lambda(\mathcal{G})$ and all integers $k \geq 1$, we have

$$
\int_{\mathcal{G}} \chi(g)^{k} d \lambda=\vartheta(\lambda)_{i}\left(\chi(\gamma)^{k}-1\right)
$$

where $i=k \bmod (p-1)$.
Corollary 3.6.3. $\vartheta(\operatorname{Im}(\tilde{\mathcal{L}}))$ is the subset of $\oplus \quad R$ which consists $i \bmod (p-1)$
of all tuples $\left(\alpha_{i}\right)$ where $\alpha_{i}$ runs over $R$ when $i \not \equiv 1 \bmod (p-1)$, and $\alpha_{1}$ runs over $((1+T)-\chi(\gamma)) R$.

Proof. The corollary follows immediately since the lemma shows that

$$
\int \chi(g) d \lambda=0
$$

if and only if $\vartheta(\lambda)_{1}(T)$ vanishes at $T=\chi(\gamma)-1$.
We remark that it is in no way clear arithmetically how one constructs a unit $\mathbf{u}$ in $\mathcal{U}_{\infty}$ such that, for example

$$
\vartheta(\tilde{\mathcal{L}}(\mathbf{u}))_{i}=1 \text { for } i \not \equiv 1 \bmod (p-1), \text { and } \vartheta(\tilde{\mathcal{L}}(\mathbf{u}))_{1}=1+T-\chi(\gamma) .
$$

However the above corollary shows that such $\mathbf{u}$ must exist.
Proof of Lemma 3.6.2. We recall that

$$
\chi^{k}(\lambda)=\int_{\mathcal{G}} \chi^{k}(g) d \lambda .
$$

On the other hand, writing $\lambda=\sum_{n=0}^{\infty} a_{n} T^{n}$, with $a_{n} \in \mathbb{Z}_{p}[\varpi]$, it is clear by linearity and continuity that

$$
\chi^{k}(\lambda)=\sum_{n=0}^{\infty} \chi^{k}\left(a_{n}\right)\left(\chi(\gamma)^{k}-1\right)^{n}=\vartheta(\lambda)_{i}\left(\chi(\gamma)^{k}-1\right) .
$$

Proof of Proposition 3.6.1. We combine Lemma 3.6.2 and Proposition 3.5.2. Also, we must assume that $k>1$, since (3.12) tells us nothing about the image of $\delta_{1}$ (but the image of $\delta_{1}$ is determined by Theorem 2.6.4 of the previous chapter). Noting $\left(1-p^{k-1}\right)$ is a $p$-adic unit since $k>1$, it follows that the image of $\delta_{k}$ is equal to the subset of $\mathbb{Z}_{p}$ given by

$$
J= \begin{cases}\{h(\chi(\gamma)-1): h \in R\} & \text { if } k \not \equiv 1 \bmod (p-1) \\ \left\{\left(\chi(\gamma)^{k}-\chi(\gamma)\right) \cdot h(\chi(\gamma)-1): h \in R\right\} & \text { if } k \equiv 1 \bmod (p-1) .\end{cases}
$$

When $k \not \equiv 1 \bmod (p-1)$, it is clear that $J=\mathbb{Z}_{p}$. On the other hand, $\chi(\gamma)=1+p w$, with $w$ in $\mathbb{Z}_{p}^{\times}$, so it is plain that $J=p^{m} \mathbb{Z}_{p}$ when $k \equiv 1$ $\bmod (p-1)$, where $m=\operatorname{ord}_{p}(k-1)+1$. This completes the proof.

We end this chapter by remarking that a weak form of Proposition 3.6.1 can be used to give an alternative proof of Theorem 2.1.2 and the exact sequence 3.11 (see [Sa] and the original paper [CW]).

## Cyclotomic Units and Iwasawa's Theorem

### 4.1 Introduction

In this chapter, we use the fundamental exact sequence (3.11) of the previous chapter to prove both the existence of the $p$-adic analogue of the Riemann-zeta function, and Iwasawa's theorem. We remark that, even though Iwasawa did not explicitly use the language of $p$-adic measures on Galois groups, he was the first person to prove that the $p$-adic analogue of $\zeta(s)$ could be expressed in terms of what amounts to $p$ adic integrals on the Galois group of the field generated over $\mathbb{Q}$ by all $p$-power roots of unity. However, he used $p$-adic measures coming from the classical Stickelberger theorem rather than those here arising from cyclotomic units [Iw3]. We also remark that Iwasawa's original ingenious and difficult proof in [Iw2] of Theorem 4.4.1 is very different from the one given here. Our approach via the exact sequence (3.11) has the advantage of establishing all of these results simultaneously. We then discuss the relationship of Iwasawa's theorem to the main conjecture and end the chapter by proving some rather delicate facts about unit groups and ideal class groups of finite extensions of $\mathbb{Q}$ contained in $F_{\infty}$. Our method of proof is the classical one in Iwasawa theory of deriving assertions at finite levels from the corresponding ones for $F_{\infty}$. These final results are needed to complete the proof of the main conjecture via Euler systems in Chapter 6.

## $4.2 p$-adic Zeta Function

We first establish the existence of the $p$-adic analogue of the Riemann zeta function. Recall that $\mathcal{F}_{\infty}=\mathbb{Q}\left(\mu_{p^{\infty}}\right)$ and that $F_{\infty}=\mathcal{F}_{\infty}^{+}$is its maximal real subfield. Let

$$
\mathcal{G}=\operatorname{Gal}\left(\mathcal{F}_{\infty} / \mathbb{Q}\right), \quad G=\operatorname{Gal}\left(F_{\infty} / \mathbb{Q}\right) .
$$

We shall often need the following elementary lemma, which enables us to identify $\Lambda(G)$ with a sub-algebra of $\Lambda(\mathcal{G})$. Let

$$
\mathcal{J}=\{1, \iota\}=\operatorname{Gal}\left(\mathcal{F}_{\infty} / F_{\infty}\right) .
$$

If $M$ is any $\mathbb{Z}_{p}[\mathcal{J}]$-module, then since $p$ is odd, there is the decomposition

$$
M=M^{+} \oplus M^{-}, \text {where } M^{+}=\frac{1+\iota}{2} M, M^{-}=\frac{1-\iota}{2} M .
$$

In particular, we have

$$
\begin{equation*}
\Lambda(\mathcal{G})=\Lambda(\mathcal{G})^{+} \oplus \Lambda(\mathcal{G})^{-} \tag{4.1}
\end{equation*}
$$

Lemma 4.2.1. The restriction to $\Lambda(\mathcal{G})^{+}$of the natural surjection from $\Lambda(\mathcal{G})$ onto $\Lambda(G)$ induces an isomorphism

$$
\begin{equation*}
\Lambda(\mathcal{G})^{+} \simeq \Lambda(G) \tag{4.2}
\end{equation*}
$$

Proof. Recall that

$$
\begin{equation*}
\mathcal{F}_{n}=\mathbb{Q}\left(\mu_{p^{n+1}}\right), \quad F_{n}=\mathbb{Q}\left(\mu_{p^{n+1}}\right)^{+}, \tag{4.3}
\end{equation*}
$$

and write $\mathcal{G}_{n}=\operatorname{Gal}\left(\mathcal{F}_{n} / \mathbb{Q}\right), G_{n}=\operatorname{Gal}\left(F_{n} / \mathbb{Q}\right)$. Let

$$
\pi_{n}: \mathbb{Z}_{p}\left[\mathcal{G}_{n}\right] \longrightarrow \mathbb{Z}_{p}\left[G_{n}\right]
$$

denote the natural surjection. We claim that $\pi_{n}$ induces an isomorphism from $\mathbb{Z}_{p}\left[\mathcal{G}_{n}\right]^{+}$onto $\mathbb{Z}_{p}\left[G_{n}\right]$. Indeed, it is clear that $\pi_{n}$ is surjective, and that it maps $\mathbb{Z}_{p}\left[\mathcal{G}_{n}\right]^{-}$to zero. To complete the proof, we note that the $\mathbb{Z}_{p}$-rank of $\mathbb{Z}_{p}\left[\mathcal{G}_{n}\right]^{+}$is equal to $((p-1) / 2) p^{n}$, because

$$
\mathbb{Z}_{p}\left[\mathcal{G}_{n}\right]^{+}=\bigoplus_{\substack{i \text { even } \\ i \bmod p-1}} \mathbb{Z}_{p}\left[\mathcal{G}_{n}\right]^{(i)}
$$

where the sum on the right is taken over the eigenspaces for the even powers modulo $(p-1)$ of the character giving the action of $\mathcal{G}_{0}$ on $\mu_{p}$. The assertion of the lemma now follows on passing to the projective limit.

From now on, we shall identify $\Lambda(G)$ with the subalgebra $\Lambda(\mathcal{G})^{+}$of $\Lambda(\mathcal{G})$.

Lemma 4.2.2. Assume that $\lambda$ is any element of $\Lambda(\mathcal{G})$ such that $\chi^{k}(\lambda)=0$ for all $k>0$. Then $\lambda=0$. The analogous assertion is also valid for pseudo-measures on $\mathcal{G}$.

Proof. Recall from section 3.5 the isomorphism

$$
\widetilde{\mathcal{M}}: \Lambda(\mathcal{G}) \simeq R^{\psi=0}
$$

arising from Mahler's theorem. Hence

$$
\widetilde{\mathcal{M}}(\lambda)=g(T)
$$

where

$$
g(T)=\sum_{n=0}^{\infty} T^{n} \int_{\mathcal{G}}\binom{\chi(g)}{n} d \lambda
$$

But when $n>0$, the binomial coefficient $\binom{x}{n}$ is a polynomial in $x$ with constant term equal to zero. Hence by the hypothesis of the lemma, we have

$$
\int_{\mathcal{G}}\binom{\chi(g)}{n} d \lambda=0 \quad(n>0)
$$

Thus $g(T)$ is a constant and therefore must be identically zero since it belongs to $R^{\psi=0}$. This completes the proof of the lemma for elements of $\Lambda(\mathcal{G})$.

A consequence is that if $\lambda$ is any element of $\Lambda(\mathcal{G})$ such that $\chi^{k}(\lambda) \neq 0$ for all integers $k>0$, then $\lambda$ is not a zero divisor. Indeed, if $\lambda^{\prime} \cdot \lambda=0$, then since $\chi^{k}$ is a ring homomorphism of $\Lambda(\mathcal{G})$, it follows that $\chi^{k}\left(\lambda^{\prime}\right)=0$ for all $k>0$, whence $\lambda^{\prime}=0$.

Suppose now that $\xi$ is a pseudo-measure on $\mathcal{G}$ with $\chi^{k}(\xi)=0$ for all $k>0$. For each $u \in \mathbb{Z}_{p}^{\times}$, let $\sigma_{u}$ denote the unique element of $\mathcal{G}$ with $\chi\left(\sigma_{u}\right)=u$. Now choose $u=1+p$. Then

$$
\chi^{k}\left(\sigma_{u}-1\right)=(1+p)^{k}-1 \neq 0
$$

for all $k>0$, so that $\sigma_{u}-1$ is not a zero divisor in $\Lambda(\mathcal{G})$ by the remark above. But the hypothesis $\chi^{k}(\xi)=0$ implies that

$$
\chi^{k}\left(\left(\sigma_{u}-1\right) \xi\right)=0
$$

for all $k>0$. As $\sigma_{u}-1$ is not a zero divisor, the remark at the end of the previous paragraph shows that $\xi=0$.

Let $Q(\mathcal{G})$ be the total ring of quotients of $\Lambda(\mathcal{G})$. Parallel to (4.1), we have a decomposition

$$
Q(\mathcal{G})=Q(\mathcal{G})^{+} \oplus Q(\mathcal{G})^{-}
$$

and it is then easy to see that one can identify pseudo-measures on $G$ with pesudo-measures on $\mathcal{G}$ which lie in $Q(\mathcal{G})^{+}$.

Corollary 4.2.3. Let $\lambda$ be an element of $\Lambda(\mathcal{G})$. If $\int_{\mathcal{G}} \chi^{k} d \lambda=0$ for $k=1,3,5, \cdots$, then $\lambda \in \Lambda(\mathcal{G})^{+}$, and if $\int_{\mathcal{G}} \chi^{k} d \lambda=0$ for $k=2,4,6, \cdots$, then $\lambda \in \Lambda(\mathcal{G})^{-}$. The analogous assertion holds for pseudo-measures on $\mathcal{G}$.

Proof. Assume $\lambda$ is in $\Lambda(\mathcal{G})$, and let $\lambda=\lambda^{+}+\lambda^{-}$be its decomposition as in (4.1). Since $\chi(\iota)=-1$, it is then clear that $\chi^{k}(1+\iota)=0$ for all odd integers $k$, and $\chi^{k}(1-\iota)=0$ for all even integers $k$. The assertion is then clear from the preceding lemma. A similar argument holds for pseudo-measures.

The following proposition is the crucial one in proving the existence of the $p$-adic zeta function.
Proposition 4.2.4. There exists a unique pseudo-measure $\tilde{\boldsymbol{\zeta}_{p}}$ on $\mathcal{G}$ such that

$$
\int_{\mathcal{G}} \chi(g)^{k} d \tilde{\boldsymbol{\zeta}}_{p}= \begin{cases}\left(1-p^{k-1}\right) \boldsymbol{\zeta}(1-k) & \text { if } k=2,4, \cdots  \tag{4.4}\\ 0 & \text { if } k=1,3, \cdots\end{cases}
$$

Proof. The uniqueness is clear from the preceding lemmas, and the subtle part of the proof is the existence. Let $a$ and $b$ be integers which are prime to $p$ and such that $b \neq \pm a$. As before, define $\mathbf{c}(a, b)=\left\{c_{n}(a, b)\right\}$ where

$$
c_{n}(a, b)=\frac{\zeta_{n}^{-a / 2}-\zeta_{n}^{a / 2}}{\zeta_{n}^{-b / 2}-\zeta_{n}^{b / 2}} .
$$

As remarked earlier, $\mathbf{c}(a, b)$ is in $\mathcal{U}_{\infty}$. Define $\lambda(a, b)$ in $\Lambda(\mathcal{G})$ by

$$
\begin{equation*}
\lambda(a, b)=\tilde{\mathcal{L}}(\mathbf{c}(a, b)) . \tag{4.5}
\end{equation*}
$$

By Propositions 2.6.3 and 3.5.2, we have

$$
\int_{\mathcal{G}} \chi^{k} d \lambda(a, b)= \begin{cases}\left(b^{k}-a^{k}\right)\left(1-p^{k-1}\right) \boldsymbol{\zeta}(1-k) & \text { if } k=2,4, \cdots  \tag{4.6}\\ 0 & \text { if } k=1,3, \cdots\end{cases}
$$

Define the following element in $\Lambda(\mathcal{G})$

$$
\begin{equation*}
\theta(a, b)=\sigma_{b}-\sigma_{a}, \tag{4.7}
\end{equation*}
$$

where, as before, $\sigma_{u}$ denotes the unique element of $\mathcal{G}$ with $\chi\left(\sigma_{u}\right)=u$ for each $u$ in $\mathbb{Z}_{p}^{\times}$. Thus, for each integer $k>0$, we have

$$
\chi^{k}(\theta(a, b))=b^{k}-a^{k} \neq 0
$$

because $b \neq \pm a$. Hence $\theta(a, b)$ is not a zero divisor in $\Lambda(\mathcal{G})$, and so

$$
\tilde{\zeta}_{p}=\frac{\lambda(a, b)}{\theta(a, b)}
$$

lies in $Q(\mathcal{G})$. We claim that $\tilde{\boldsymbol{\zeta}_{p}}$ is independent of the pair $(a, b)$. Indeed, if $\left(a^{\prime}, b^{\prime}\right)$ is a second choice, then it is clear from (4.6) that

$$
\chi^{k}\left(\theta\left(a^{\prime}, b^{\prime}\right) \lambda(a, b)\right)=\chi^{k}\left(\theta(a, b) \lambda\left(a^{\prime}, b^{\prime}\right)\right)
$$

for all integers $k>0$, whence it follows from Lemma 4.2.2 that

$$
\theta\left(a^{\prime}, b^{\prime}\right) \lambda(a, b)=\theta(a, b) \lambda\left(a^{\prime}, b^{\prime}\right) .
$$

This establishes the independence. To show that $\tilde{\zeta_{p}}$ is a pseudomeasure, we use Lemma 4.2.5 below. We take $a=e, b=1$, where $e$ is a primitive root modulo $p$ with $e^{p-1} \not \equiv 1 \bmod p^{2}$. By Lemma 4.2.5, the augmentation ideal $I(\mathcal{G})$ of $\Lambda(\mathcal{G})$ is generated by $\theta(e, 1)$. But if $\sigma$ is any element of $\mathcal{G}$, then $\sigma-1$ belongs to $I(\mathcal{G})$ and so $\sigma-1=\theta(e, 1) \lambda$ for some $\lambda$ in $\Lambda(\mathcal{G})$. Therefore it is clear that $(\sigma-1) \tilde{\zeta}_{p}$ belongs to $\Lambda(\mathcal{G})$ as required. This completes the proof of the proposition.

Lemma 4.2.5. Let e be a primitive root modulo $p$ such that $e^{p-1} \not \equiv 1$ $\bmod p^{2}$. Let $I(\mathcal{G})$ be the augmentation ideal of $\Lambda(\mathcal{G})$. Then

$$
I(\mathcal{G})=\left(\sigma_{e}-1\right) \Lambda(\mathcal{G})=\Lambda(\mathcal{G}) \theta(e, 1) .
$$

Proof. All is clear on noting that $\sigma_{e}$ is a topological generator of $\mathcal{G}$, and if $K$ is any finite cyclic group, then the augmentation ideal of $\mathbb{Z}_{p}[K]$ is $(\tau-1) \mathbb{Z}_{p}[K]$ where $\tau$ is any generator of $K$.

The following theorem is an immediate consequence of (4.4) and Corollary 4.2.3.

Theorem 4.2.6. There exists a unique pseudo-measure $\boldsymbol{\zeta}_{p}$ on $G$ such that

$$
\begin{equation*}
\int_{G} \chi(g)^{k} d \boldsymbol{\zeta}_{p}=\left(1-p^{k-1}\right) \boldsymbol{\zeta}(1-k) \tag{4.8}
\end{equation*}
$$

for all even integers $k \geq 2$.

The pseudo-measure $\boldsymbol{\zeta}_{p}$ occurring in this theorem is of course our desired $p$-adic analogue of the complex Riemann zeta function.

### 4.3 Cyclotomic Units

In this section, we recall the classical definition of the cyclotomic units for the fields $\mathcal{F}_{n}$ and $F_{n}$, and several basic results about them. For detailed proofs of these assertions, see [Iw2] and [Si]. As always, we let $\pi_{n}=\zeta_{n}-1$.

Definition 4.3.1. For each $n \geq 0$, we define $\mathcal{D}_{n}$ to be the intersection of the group of global units of $\mathcal{F}_{n}$ with the subgroup of $\mathcal{F}_{n}^{\times}$generated by the $\sigma\left(\pi_{n}\right)$ where $\sigma$ runs over the elements of $\operatorname{Gal}\left(\mathcal{F}_{n} / \mathbb{Q}\right)$. We also define $D_{n}=\mathcal{D}_{n} \cap F_{n}$.

In fact, it is well known and easily seen that $D_{n}$ is generated by all the Galois conjugates of $\pm c_{n}(e, 1)$, where we recall that

$$
c_{n}(e, 1)=\frac{\zeta_{n}^{-e / 2}-\zeta_{n}^{e / 2}}{\zeta_{n}^{-1 / 2}-\zeta_{n}^{1 / 2}},
$$

and the integer $e$ is a primitive root modulo $p$ and $e^{p-1} \not \equiv 1 \bmod p^{2}$. Although it will not be needed for the proof of Iwasawa's theorem given in the next section, we recall the classical result that $D_{n}$ has finite index in the group of all units of $F_{n}$, and that this index is equal to the class number of $F_{n}$.

Recall that we have the local fields

$$
\mathcal{K}_{n}=\mathbb{Q}_{p}\left(\mu_{p^{n+1}}\right), \quad K_{n}=\mathbb{Q}_{p}\left(\mu_{p^{n+1}}\right)^{+} .
$$

If $A$ is any subset of these fields, then $\bar{A}$ will denote its closure in the $p$-adic topology.

Definition 4.3.2. We define $\mathcal{C}_{n}=\overline{\mathcal{D}_{n}}$ and $C_{n}=\overline{D_{n}}$.
Recall that $\mathcal{U}_{n}$ denotes the group of units of $\mathcal{K}_{n}$ and denote by $\mathfrak{p}_{n}$ the maximal ideal of the ring of integers of $\mathcal{K}_{n}$. Similarly, denote by $U_{n}$ the group of units of $K_{n}$.

Definition 4.3.3. We denote by $\mathcal{U}_{n}^{1}$ the subgroup $\left\{x \in \mathcal{U}_{n}: x \equiv 1 \bmod \mathfrak{p}_{n}\right\}$. More generally, if $Z$ is any subgroup of $\mathcal{U}_{n}$, we write $Z^{1}=Z \cap \mathcal{U}_{n}^{1}$.

Note that the index of $Z^{1}$ in $Z$ always divides $p-1$, because $Z^{1}$ is the kernel of the reduction map from $Z$ into $\mathbb{F}_{p}^{\times}$. In particular, this index is prime to $p$. Also, note that $\mathcal{U}_{n}^{1}$ and $U_{n}^{1}$ are now $\mathbb{Z}_{p}$-modules, whereas this is plainly not true for $\mathcal{U}_{n}$ and $U_{n}$ themselves.

We shall be particularly interested in the groups $U_{n}^{1}$ and $C_{n}^{1}$ and their projective limits

$$
\begin{equation*}
U_{\infty}^{1}=\lim _{\leftarrow} U_{n}^{1}, \quad C_{\infty}^{1}=\lim _{\leftarrow} C_{n}^{1}, \tag{4.9}
\end{equation*}
$$

taken with respect to the norm maps. Since $U_{n}^{1}$ and $C_{n}^{1}$ are compact $\mathbb{Z}_{p}$-modules, so are $U_{\infty}^{1}$ and $C_{\infty}^{1}$. Moreover, they are endowed with a natural continuous action of $G=\operatorname{Gal}\left(F_{\infty} / \mathbb{Q}\right)$. Hence they become modules over the Iwasawa algebra $\Lambda(G)$. As before, let $e$ be a fixed primitive root modulo $p$ such that $e^{p-1} \not \equiv 1 \bmod p^{2}$.

Lemma 4.3.4. We have $C_{\infty}^{1}=\Lambda(G) \mathbf{b}$ where $\mathbf{b}=\left(b_{n}\right)$ is given by

$$
b_{n}=u c_{n}(e, 1) \quad(n \geq 0),
$$

and $u$ is the unique $(p-1)$-th root of unity in $\mathbb{Q}_{p}$ such that eu $\equiv 1 \bmod p$.
Proof. Since $u^{p}=u$, it is clear that $\mathbf{b}=\left(b_{n}\right)$ belongs to $U_{\infty}$. Moreover, we claim that $b_{n} \equiv 1 \bmod \mathfrak{p}_{n}$ for all $n \geq 0$. Indeed, if $f_{\mathbf{c}}(T)$ is the Coleman power series of $\mathbf{c}=\left(c_{n}(e, 1)\right)$, then $f_{\mathbf{c}}(0)=e$. Hence $c_{n}(e, 1) \equiv$ $e \bmod \mathfrak{p}_{n}$ and our assertion is clear. Also, we must show that $b_{n}$ lies in the closure of $D_{n}^{1}$. But this is clear because $b_{n}^{p-1}$ certainly does lie in $D_{n}^{1}$, and $p-1$ is a $p$-adic unit. Now put $\mathfrak{b}=\Lambda(G) \mathbf{b}$ and let $h_{n}: C_{\infty}^{1} \longrightarrow C_{n}^{1}$ be the natural projection. To show that $\mathfrak{b}=C_{\infty}^{1}$, it suffices to prove that

$$
h_{n}(\mathfrak{b})=C_{n}^{1} \quad \text { for all } n \geq 0
$$

But $h_{n}(\mathfrak{b})$ is clearly the $\mathbb{Z}_{p}$-submodule generated by the $\sigma\left(b_{n}\right)$ for all $\sigma$ in $\operatorname{Gal}\left(F_{n} / \mathbb{Q}\right)$. The assertion now follows easily from the fact that the $\pm \sigma\left(c_{n}(e, 1)\right)$ generate $D_{n}$ as a $\mathbb{Z}$-module. This completes the proof.

### 4.4 Iwasawa's Theorem

As stressed already in Chapter 1, the following theorem of Iwasawa is of great importance both because historically its proof led to the discovery of the Main Conjecture, and it remains today a crucial step in the proof of the Main Conjecture by our methods. Recall that $\boldsymbol{\zeta}_{p}$ is the $p$-adic zeta function whose existence is given by Theorem 4.2.6.

Theorem 4.4.1. The $\Lambda(G)$-module $U_{\infty}^{1} / C_{\infty}^{1}$ is canonically isomorphic to $\Lambda(G) / I(G) \cdot \boldsymbol{\zeta}_{p}$ where $\boldsymbol{\zeta}_{p}$ is the p-adic zeta function, and $I(G)$ denotes the augmentation ideal of $\Lambda(G)$.

Proof. We note that, since the norm map from $K_{n}$ to $K_{n-1}$ induces the identity map on the residue fields, we have

$$
\mathcal{U}_{\infty}=\mu_{p-1} \times \mathcal{U}_{\infty}^{1}, \quad U_{\infty}=\mu_{p-1} \times U_{\infty}^{1}
$$

Hence (3.11) can be rewritten as an exact sequence

$$
0 \longrightarrow T_{p}(\mu) \longrightarrow \mathcal{U}_{\infty}^{1} \xrightarrow{\mathcal{L}^{1}} \Lambda(\mathcal{G}) \longrightarrow T_{p}(\mu) \longrightarrow 0
$$

with $\mathcal{L}^{1}$ being the restriction of $\widetilde{\mathcal{L}}$ to $\mathcal{U}_{\infty}^{1}$. As $p$ is odd, the above sequence remains exact after taking invariants under $J=\{1, \iota\}$. Since $T_{p}(\mu)^{J}=$ 0 , there is a canonical $\Lambda(G)$-isomorphism

$$
\begin{equation*}
\mathcal{L}^{1}: U_{\infty}^{1} \simeq \Lambda(G) . \tag{4.10}
\end{equation*}
$$

But by Lemma 4.3.4, we have

$$
C_{\infty}^{1}=\Lambda(G) \cdot \mathbf{b},
$$

so that

$$
\mathcal{L}^{1}\left(C_{\infty}^{1}\right)=\Lambda(G) \mathcal{L}^{1}(\mathbf{b}) .
$$

But the proof of Proposition 4.2.4 shows that $\mathcal{L}^{1}(\mathbf{b})=\boldsymbol{\zeta}_{p} \theta^{+}(e, 1)$ where $\theta^{+}(e, 1)$ denotes the image of $\theta(e, 1)$ in $\Lambda(G)$. However, the analogue of Lemma 4.2.5 for $G$ shows that $\Lambda(G) \theta^{+}(e, 1)=I(G)$. This completes the proof of the theorem.

### 4.5 Relation to the Main Conjecture

The $\Lambda(G)$-module $U_{\infty}^{1} / C_{\infty}^{1}$ is of interest largely because it is closely related to another $\Lambda(G)$-module of greater intrinsic arithmetic importance. We now introduce this second module, which is denoted by $X_{\infty}$. In fact, as is explained below, these two modules coincide in all known numerical examples, but it remains unknown whether this is true for all primes $p$. We also remark that in our proof of Iwasawa's theorem, we have made no use of local or global class field theory. However, the description of $X_{\infty}$ below rests crucially on global class field theory.

Recall that $F_{\infty}=\mathbb{Q}\left(\mu_{p^{\infty}}\right)^{+}$, and define $M_{\infty}$ to be the maximal abelian $p$-extension of $F_{\infty}$, which is unramified outside of the unique prime above $p$. Put

$$
\begin{equation*}
X_{\infty}=\operatorname{Gal}\left(M_{\infty} / F_{\infty}\right) . \tag{4.11}
\end{equation*}
$$

As always in Iwasawa theory (see Appendix), there is a natural continuous action of $G$ on $X_{\infty}$ as follows. By maximality, $F_{\infty}$ is clearly Galois over $\mathbb{Q}$. Given any $g$ in $G$, and any $x$ in $X_{\infty}$, we define

$$
g \cdot x=\tilde{g} x \tilde{g}^{-1},
$$

where $\tilde{g}$ denotes any lifting of $g$ to the Galois group of $M_{\infty}$ over $\mathbb{Q}$. As $X_{\infty}$ is a compact $\mathbb{Z}_{p}$-module, this action extends by linearity and continuity to an action of the whole Iwasawa algebra $\Lambda(G)$ on $X_{\infty}$. Similarly, we define $L_{\infty}$ to be the maximal abelian $p$-extension of $F_{\infty}$, which is everywhere unramified, and put

$$
\begin{equation*}
Y_{\infty}=\operatorname{Gal}\left(L_{\infty} / F_{\infty}\right) \tag{4.12}
\end{equation*}
$$

Again it is clear that $L_{\infty}$ is Galois over $\mathbb{Q}$, and then $Y_{\infty}$ has a continuous action of $G$ in an entirely similar manner to the above, and becomes a $\Lambda(G)$-module. To relate these modules to $U_{\infty}^{1} / C_{\infty}^{1}$, we need the following description of $\operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)$, obtained by using the full force of class field theory.

Definition 4.5.1. We define $V_{n}$ to be the group of global units of $F_{n}$, and let $E_{n}=\overline{V_{n}}$.
As before, let $E_{n}^{1}=E_{n} \cap U_{n}^{1}$ and put

$$
\begin{equation*}
E_{\infty}^{1}=\underset{\leftarrow}{\lim } E_{n}^{1}, \tag{4.13}
\end{equation*}
$$

the projective limit being taken with respect to the norm maps as before.

Theorem 4.5.2. We have an exact sequence of $\Lambda(G)$-modules

$$
0 \longrightarrow E_{\infty}^{1} \longrightarrow U_{\infty}^{1} \longrightarrow \operatorname{Gal}\left(M_{\infty} / L_{\infty}\right) \longrightarrow 0
$$

Proof. For each $n \geq 0$, let $M_{n}$ (resp. $L_{n}$ ) denote the maximal abelian $p$-extension of $F_{n}$ which is unramified outside $p$ (resp. unramified everywhere). A standard exercise in the fundamental theorem of global class field theory (see [Wa, Chapter 13, §13.1, Corollary 13.6]) shows that the Artin map induces a $G_{n}$-isomorphism

$$
\begin{equation*}
U_{n}^{1} / E_{n}^{1} \simeq \operatorname{Gal}\left(M_{n} / L_{n}\right) \tag{4.14}
\end{equation*}
$$

Since

$$
M_{\infty}=\bigcup_{n \geq 0} M_{n}, \quad L_{\infty}=\bigcup_{n \geq 0} L_{n},
$$

we obtain the exact sequence of the theorem by passing to the projective limit over $n$ in (4.14), and noting that $\lim$ is an exact functor here because all are finitely generated $\mathbb{Z}_{p}$-modules.

In view of Theorem 4.5.2, we obtain the following four term exact sequence of $\Lambda(G)$-modules

$$
\begin{equation*}
0 \longrightarrow E_{\infty}^{1} / C_{\infty}^{1} \longrightarrow U_{\infty}^{1} / C_{\infty}^{1} \longrightarrow X_{\infty} \longrightarrow Y_{\infty} \longrightarrow 0 \tag{4.15}
\end{equation*}
$$

which we shall henceforth call the fundamental exact sequence.
Iwasawa's theorem (Theorem 4.4.1) gives a precise analytic descriptiom of the $\Lambda(G)$-module $U_{\infty}^{1} / C_{\infty}^{1}$ in terms of the $p$-adic zeta function, while the modules $E_{\infty}^{1} / C_{\infty}^{1}$ and $Y_{\infty}$ occuring in (4.15) measure the discrepancy between $U_{\infty}^{1} / C_{\infty}^{1}$ and $X_{\infty}$. In fact, the following proposition, first observed by Iwasawa, shows that the two middle terms in (4.15) are isomorphic whenever the class number of $F_{0}=\mathbb{Q}\left(\mu_{p}\right)^{+}$is prime to $p$, which covers all known numerical examples.

Proposition 4.5.3. Assume that the class number of $F_{0}=\mathbb{Q}\left(\mu_{p}\right)^{+}$is prime to $p$. Then

$$
E_{\infty}^{1} / C_{\infty}^{1}=Y_{\infty}=0
$$

Proof. Put $\Gamma_{n}=\operatorname{Gal}\left(F_{\infty} / F_{n}\right)$. and let $\Gamma=\Gamma_{0}$. Since there is a unique prime of $F_{\infty}$ above $p$ and this prime is totally ramified, it is a well known general fact in Iwasawa theory (see Appendix and [Wa, Chapter 13, Proposition 13.22]) that

$$
\begin{equation*}
\left(Y_{\infty}\right)_{\Gamma_{n}} \simeq \operatorname{Gal}\left(L_{n} / F_{n}\right) \tag{4.16}
\end{equation*}
$$

for all $n \geq 0$; here if $W$ is any $\Gamma$-module, $(W)_{\Gamma_{n}}$ will denote its $\Gamma_{n^{-}}$ coinvariants, and as above $L_{n}$ denotes the $p$-Hilbert class field of $F_{n}$. Hence our hypothesis that $L_{0}=F_{0}$ implies that $\left(Y_{\infty}\right)_{\Gamma_{0}}=0$ and hence $Y_{\infty}=0$ by Nakayama's lemma. We then conclude from (4.16) that the class number of $F_{n}$ is prime to $p$ for all $n \geq 0$. To complete the proof, we now show that $E_{n}^{1}=C_{n}^{1}$ for all $n \geq 0$. Indeed, since the classical class number formula asserts that the index of $D_{n}$ in $V_{n}$ is the class number of $F_{n}$, we have an exact sequence

$$
0 \longrightarrow D_{n}^{1} \longrightarrow V_{n}^{1} \longrightarrow W_{n} \longrightarrow 0
$$

where $W_{n}$ is a finite group whose order is prime to $p$ since the class number of $F_{n}$ is prime to $p$. Thus the natural map from $D_{n}^{1} \otimes \mathbb{Z}_{p}$ to $V_{n}^{1} \otimes \mathbb{Z}_{p}$ is an isomorphism. It now follows from the commutative diagram

in which the vertical arrows are clearly surjective, that the inclusion of $C_{n}^{1}$ in $E_{n}^{1}$ is in fact an equality for all $n \geq 0$. Hence $E_{\infty}^{1}=C_{\infty}^{1}$ and the proof is complete.

Corollary 4.5.4. Assume that the class number of $F_{0}=\mathbb{Q}\left(\mu_{p}\right)^{+}$is prime to $p$. Then

$$
X_{\infty} \simeq \Lambda(G) / I(G) \zeta_{p}
$$

In particular, the main conjecture is true.
We refer the reader to the Appendix for a brief discussion of the general facts about finitely generated modules over $\Lambda(G)$ which will be used in the remainder of this chapter. In particular, we recall that a finitely generated $\Lambda(G)$-module is said to be torsion if it is annihilated by an element of $\Lambda(G)$, which is not a divisor of zero.

Proposition 4.5.5. All $\Lambda(G)$-modules appearing in the fundamental exact sequence (4.15) are finitely generated and torsion.

Proof. The finite generation of these modules is easy. Indeed, it is clear from Theorem 4.4.1 that $U_{\infty}^{1} / C_{\infty}^{1}$ is finitely generated, and even cyclic as a $\Lambda(G)$-module, whence it is plain that $E_{\infty}^{1} / C_{\infty}^{1}$ is also finitely generated. The finite generation of both $X_{\infty}$ and $Y_{\infty}$ over $\Lambda(G)$ are also special cases of very general results in Iwasawa theory (see [Wa, Chapter 13]).

The proof that these modules are torsion lies deeper. For the module $U_{\infty}^{1} / C_{\infty}^{1}$, this amounts, thanks to Iwasawa's theorem, to showing that $\zeta_{p} \theta^{+}(e, 1)$ is not a zero divisor in $\Lambda(G)$ (see the proof of Theorem 4.4.1). But this follows from the remark about non-zero divisors made in the proof of Lemma 4.2.2, and the fact that $\boldsymbol{\zeta}(1-k)$ is non-zero for all even integers $k \geq 2$. For the remaining modules, we note that it is a well known general fact in Iwasawa theory (see [Wa, Chapter 13 , Theorem 13.31$]$ ) that the analogue of $X_{\infty}$ for the cyclotomic $\mathbb{Z}_{p^{-}}$ extension of any totally real field is a torsion module over the Iwasawa algebra of the Galois group of the $\mathbb{Z}_{p}$-extension. However, in our case, this assertion follows easily from the fact that $U_{\infty}^{1} / C_{\infty}^{1}$ is torsion and that $Y_{\infty}$ is torsion. The latter assertion follows from (4.16), and the well known fact that the finiteness of the $\Gamma_{0}$-invariants of a compact
$\Gamma_{0}$-module implies that it is torsion over the Iwasawa algebra of $\Gamma_{0}$. This completes the proof.

We can now state the main conjecture (we recall that it is actually a theorem, whose proof will be completed in the later chapters). If $N$ is any finitely generated torsion $\Lambda(G)$-module, the structure theory (see Appendix) shows that we have an exact sequence of $\Lambda(G)$-modules

$$
0 \longrightarrow \bigoplus_{i=1}^{r} \frac{\Lambda(G)}{\Lambda(G) f_{i}} \longrightarrow N \longrightarrow Q \longrightarrow 0
$$

where $f_{i}(i=1, \cdots, r)$ is a non-zero divisor, and $Q$ is finite. Then the $G$-characteristic ideal of $N$, which we denote by $\operatorname{ch}_{G}(N)$, is defined to be the ideal of $\Lambda(G)$ generated by the product $f_{1} \cdots f_{r}$.

Theorem 4.5.6. (Main Conjecture) We have

$$
\operatorname{ch}_{G}\left(X_{\infty}\right)=I(G) \zeta_{p} .
$$

The completion of the proof of the Main Conjecture will occupy the next two chapters. However, in view of Iwasawa's theorem, and the multiplicativity of the characteristic ideal in exact sequences (see the Appendix), we deduce the following proposition immediately from the exact sequence (4.15).

Proposition 4.5.7. The main conjecture is true if and only if $\operatorname{ch}_{G}\left(Y_{\infty}\right)=\operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)$.

We stress that this last proposition is of theoretical interest rather than practical importance, because in view of Proposition 4.5.3, it amounts to the trivial assertion that $\Lambda(G)=\Lambda(G)$ in all known numerical cases.

### 4.6 Another Property of Cyclotomic Units

The aim of this section is to establish a further important property of the module $U_{\infty}^{1} / C_{\infty}^{1}$. This will help us to prove some additional results about the global units of the fields $F_{n}$ which will be needed in the arguments involving Euler systems in Chapter 6.

Henceforth, we shall use a deep result about the fields $F_{n},(n \geq 0)$, which is due to Brumer $[\mathrm{Br}]$ and which is a special case of Leopoldt's conjecture. We remind the reader that Leopoldt's conjecture is unknown for arbitrary finite extensions of $\mathbb{Q}$.

Theorem 4.6.1. Let $n$ be an integer $\geq 0$, and let $M_{n}$ denote the maximal abelian $p$-extension of $F_{n}$ which is unramified outside $p$. Then $M_{n}$ is a finite extension of $F_{\infty}$.

We remark that the isomorphism (4.14) easily shows that the Galois group $\operatorname{Gal}\left(M_{n} / F_{\infty}\right)$ is finite if and only if the $\mathbb{Z}_{p}$-rank of $E_{n}^{1}$ is $\left[F_{n}: \mathbb{Q}\right]-1$, where as in Definition 4.5.1, $E_{n}^{1}$ denotes the closure in $U_{n}^{1}$ of the global units of $F_{n}$ which are $\equiv 1 \bmod \mathfrak{p}_{n}$. This latter assertion is the more familiar form of Leopoldt's conjecture. In addition, it can be shown (see the appendix of [C1]) that the order of $\operatorname{Gal}\left(M_{n} / F_{\infty}\right)$ is given by a simple analytic formula which is essentially the inverse of the p -adic valuation of the residue at $s=1$ of the $p$-adic zeta function of $F_{n}$. However, as we shall not use this formula in the rest of the proof, we do not enter into further details here.

Definition 4.6.2. For each $m \geq 0$, we define

$$
\mathrm{N}_{\infty}\left(U_{m}^{1}\right)=\bigcap_{n \geq m} \mathrm{~N}_{n, m}\left(U_{n}^{1}\right), \quad \mathrm{N}_{\infty}\left(K_{m}^{\times}\right)=\bigcap_{n \geq m} \mathrm{~N}_{n, m}\left(K_{n}^{\times}\right)
$$

to be the subgroups of universal norms respectively of $U_{m}^{1}$ and $K_{m}^{\times}$.
It is an easy exercise from local class field theory (see for example, [Iw2, Proposition 9]) that $\mathrm{N}_{\infty}\left(U_{m}^{1}\right)$ is the submodule of $U_{m}^{1}$ consisting of all elements whose norm to $\mathbb{Q}_{p}$ is equal to 1 . Clearly, the natural projection from $U_{\infty}^{1}$ to $U_{n}^{1}$ induces a surjection

$$
\begin{equation*}
\alpha_{n, U}:\left(U_{\infty}^{1}\right)_{\Gamma_{n}} \longrightarrow \mathrm{~N}_{\infty}\left(U_{n}^{1}\right) \tag{4.17}
\end{equation*}
$$

where, as earlier, $\Gamma_{n}=\operatorname{Gal}\left(K_{\infty} / K_{n}\right)$. Further, since every element of $C_{n}^{1}$ is a universal norm, the natural projection from $C_{\infty}^{1}$ on $C_{n}^{1}$ induces a surjection

$$
\begin{equation*}
\alpha_{n, C}:\left(C_{\infty}^{1}\right)_{\Gamma_{n}} \longrightarrow C_{n}^{1} \tag{4.18}
\end{equation*}
$$

Theorem 4.6.3. For all integers $n \geq 0$, we have (i) $\left(U_{\infty}^{1} / C_{\infty}^{1}\right)^{\Gamma_{n}}=0$, (ii) $\left(U_{\infty}^{1} / C_{\infty}^{1}\right)_{\Gamma_{n}}=\mathrm{N}_{\infty}\left(U_{n}^{1}\right) / C_{n}^{1}$, and (iii) The natural map

$$
\left(C_{\infty}^{1}\right)_{\Gamma_{n}} \longrightarrow\left(U_{\infty}^{1}\right)_{\Gamma_{n}}
$$

maps $\operatorname{Ker}\left(\alpha_{n, C}\right)$ isomorphically to $\operatorname{Ker}\left(\alpha_{n, U}\right)$, both being isomorphic to $\mathbb{Z}_{p}$ with the trivial action of $G$.

Proof. The proof, which is essentially due to Iwasawa [Iw2, Proposition 11], hinges on the following elementary observation. Let $\Phi_{\infty}$ denote the
maximal abelian $p$-extension of $K_{\infty}$, and $\Phi_{n}$ the maximal abelian $p$ extension of $K_{n}$. Again, $G$ acts on $\operatorname{Gal}\left(\Phi_{\infty} / K_{\infty}\right)$ in the usual manner by inner automorphisms (see the analogous discussion for the global case in the previous section). Since $\Phi_{n}$ is plainly the maximal abelian extension of $K_{n}$ contained in $\Phi_{\infty}$, we have (see Lemma 3 of the Appendix)

$$
\begin{equation*}
\left(\operatorname{Gal}\left(\Phi_{\infty} / K_{\infty}\right)\right)_{\Gamma_{n}}=\operatorname{Gal}\left(\Phi_{n} / K_{\infty}\right) \tag{4.19}
\end{equation*}
$$

We can interpret this equation via local class field theory as follows. If $W$ is an abelian group, recall that its $p$-adic completion $\widehat{W}$ is defined by

$$
\widehat{W}=\lim _{\leftrightarrows} W / p^{m} W
$$

where the projective limit is taken with respect to the natural maps. Consider the $p$-adic completion $\widehat{K_{n}^{\times}}$of $K_{n}^{\times}$, and define

$$
Z_{\infty}=\lim _{\leftrightarrows} \widehat{K_{n}^{\times}},
$$

where this projective limit is taken with respect to the homomorphisms induced by the norm maps. We can also consider the $p$-adic completion $\widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)}$of $\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)$. Then the Artin map of local class field theory gives canonical $\Lambda(G)$-isomorphisms

$$
Z_{\infty} \simeq \operatorname{Gal}\left(\Phi_{\infty} / K_{\infty}\right), \quad \widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)} \simeq \operatorname{Gal}\left(\Phi_{n} / K_{\infty}\right)
$$

Thus (4.19) shows that the projection from $Z_{\infty}$ to $\widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)}$induces a natural isomorphism

$$
\begin{equation*}
\left(Z_{\infty}\right)_{\Gamma_{n}}=\widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)} . \tag{4.20}
\end{equation*}
$$

Put $\tau_{n}=\gamma^{p^{n}}-1$, where $\gamma$ is any fixed topological generator of $\Gamma_{0}$. Then (4.20) is equivalent to the assertion that the kernel of the natural surjection

$$
\begin{equation*}
\operatorname{pr}_{n, Z}: Z_{\infty} \longrightarrow \widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)} \tag{4.21}
\end{equation*}
$$

is precisely $\tau_{n} Z_{\infty}$. Let $W_{n}$ be the subgroup of $F_{n}^{\times}$which is generated by all conjugates of $\pm v_{n}$ where $v_{n}=\zeta_{n}^{-1 / 2}-\zeta_{n}^{1 / 2}$. Clearly, $W_{n}$ is contained in $\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)$, and since $v_{n}$ is a local parameter of $K_{n}$, the order valuation at $\mathfrak{p}_{n}$ gives an exact sequence of $G$-modules

$$
0 \longrightarrow D_{n} \longrightarrow W_{n} \longrightarrow \mathbb{Z} \longrightarrow 0,
$$

where $D_{n}$ is as in Definition 4.3.1. Passing to the $p$-adic completion, and recalling that the index of $D_{n}^{1}$ in $D_{n}$ is prime to $p$, we obtain the exact sequence of $G$-modules

$$
\begin{equation*}
0 \longrightarrow D_{n}^{1} \otimes \mathbb{Z}_{p} \longrightarrow \widehat{W_{n}} \longrightarrow \mathbb{Z}_{p} \longrightarrow 0 \tag{4.22}
\end{equation*}
$$

Similarly, we have an exact sequence of $G$-modules

$$
\begin{equation*}
0 \longrightarrow \mathrm{~N}_{\infty}\left(U_{n}^{1}\right) \longrightarrow \widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)} \longrightarrow \mathbb{Z}_{p} \longrightarrow 0 . \tag{4.23}
\end{equation*}
$$

As Leopoldt's conjecture is valid for $F_{n}$, we can identify $D_{n}^{1} \otimes \mathbb{Z}_{p}$ with its image $C_{n}^{1}$ inside $\mathrm{N}_{\infty}\left(U_{n}^{1}\right)$. Hence the natural map from $\widehat{W_{n}}$ to $\widehat{\mathrm{N}_{\infty}\left(K_{n}^{\rtimes}\right)}$ is injective, and it follows from the exact sequences (4.22) and (4.23) that

$$
\begin{equation*}
\widehat{\mathrm{N}_{\infty}\left(K_{n}^{\times}\right)} / \widehat{W_{n}}=\mathrm{N}_{\infty}\left(U_{n}^{1}\right) / C_{n}^{1}, \quad Z_{\infty} / W_{\infty}=U_{\infty}^{1} / C_{\infty}^{1}, \tag{4.24}
\end{equation*}
$$

where we have written $W_{\infty}=\lim _{\longleftarrow} \widehat{W_{n}}$, the projective limit being taken with respect to the norm maps.

Since the natural projection from $W_{\infty}$ to $\widehat{W_{n}}$ is plainly surjective, it follows from (4.20) that the kernel of the surjection

$$
Z_{\infty} \xrightarrow{\mathrm{pr}_{n, z}} \widehat{\mathrm{~N}_{\infty}\left(K_{n}^{\chi}\right)} \longrightarrow \widehat{\mathrm{N}_{\infty}\left(K_{n}^{\chi}\right)} / \widehat{W_{n}}
$$

is precisely $W_{\infty} \tau_{n} Z_{\infty}$. As

$$
Z_{\infty} / W_{\infty} \tau_{n} Z_{\infty}=\left(Z_{\infty} / W_{\infty}\right)_{\Gamma_{n}},
$$

assertion (ii) of Theorem 4.6.3 follows from the above remark and (4.24). But $U_{\infty}^{1} / C_{\infty}^{1}$ is a torsion $\Lambda(G)$-module by Theorem 4.4.1 and the fact that $\theta^{+}(e, 1) \boldsymbol{\zeta}_{p}$ is not a zero divisor in $\Lambda(G)$. Moreover, (ii) implies that

$$
\left(U_{\infty}^{1} / C_{\infty}^{1}\right)_{\Gamma_{n}}
$$

is finite because the validity of Leopoldt's conjecture shows that $\mathrm{N}_{\infty}\left(U_{n}^{1}\right)$ and $C_{n}^{1}$ have the same $\mathbb{Z}_{p}$-rank (of course we are using here the fact that $D_{n}$ has finite index in $V_{n}$ by the analytic class number formula). Hence, by a basic property of torsion $\Lambda(G)$-modules (see Appendix), we conclude that

$$
\left(U_{\infty}^{1} / C_{\infty}^{1}\right)^{\Gamma_{n}}
$$

is finite. But Iwasawa's theorem shows that $U_{\infty}^{1} / C_{\infty}^{1}$ is an elementary $\Lambda(G)$-module, and so it has no non-zero finite $\Lambda(G)$-submodules (see Appendix), whence assertion (i) follows.

To establish assertion (iii), we note that, thanks to the validity of (i) and (ii), we have the following commutative diagram with exact rows, where the right vertical arrow is an isomorphism:


This immediately proves that the inclusion map in the top row induces an equality

$$
\operatorname{Ker}\left(\alpha_{n, U}\right)=\operatorname{Ker}\left(\alpha_{n, C}\right) .
$$

On the other hand, applying the snake lemma to the following commutative diagram with exact rows

we obtain an exact sequence

$$
\begin{equation*}
\mathbb{Z}_{p} \longrightarrow\left(U_{\infty}^{1}\right)_{\Gamma_{n}} \longrightarrow\left(Z_{\infty}\right)_{\Gamma_{n}} \longrightarrow \mathbb{Z}_{p} \longrightarrow 0 . \tag{4.25}
\end{equation*}
$$

where it is understood that the action of $G$ on both copies of $\mathbb{Z}_{p}$ in this sequence is the trivial action. Using (4.20) and (4.23), it is clear that we can rewrite this as the exact sequence

$$
\mathbb{Z}_{p} \longrightarrow\left(U_{\infty}^{1}\right)_{\Gamma_{n}} \xrightarrow{\alpha_{n, U}} \mathrm{~N}_{\infty}\left(U_{n}^{1}\right) \longrightarrow 0 .
$$

Hence the proof of (iii) will be complete provided we can show that the map on the left is injective. But, since clearly $(\Lambda(G))_{\Gamma_{n}}$ is a free $\mathbb{Z}_{p}$-module of rank $(p-1) p^{n} / 2$, it follows from (4.10) that $\left(U_{\infty}^{1}\right)_{\Gamma_{n}}$ is also a free $\mathbb{Z}_{p}$-module of $\operatorname{rank}(p-1) p^{n} / 2$. On the other hand, as we have remarked earlier, local class field theory shows that $\mathrm{N}_{\infty}\left(U_{n}^{1}\right)$ has $\mathbb{Z}_{p}$-rank $(p-1) p^{n} / 2-1$. Hence the map on the left above has to be injective, and the proof of Theorem 4.6.3 is now complete.

### 4.7 Global Units

The aim of this section and the next one is to establish results for the finite extensions $F_{n}$ of $\mathbb{Q}$ which will be needed in Chapter 6 to carry
out the proof of Proposition 4.5.7 using Euler systems. We begin with the results for global units, which are more delicate to prove than the ones for ideal class groups, and our proofs will mainly be inspired by those in Iwasawa's celebrated paper [Iw2].

Recall the canonical isomorphism (4.10)

$$
\mathcal{L}^{1}: U_{\infty}^{1} \simeq \Lambda(G)
$$

derived from the exact sequence (3.11). It is essentially clear from the definition of the cyclotomic units (see Lemma 4.3.4) that $C_{\infty}^{1}$ is cyclic over $\Lambda(G)$. It is a remarkable fact, whose proof requires deeper results about the arithmetic of $F_{\infty}$, that the same is true for the module $E_{\infty}^{1}$ defined by (4.13).

Theorem 4.7.1. The ideal $\mathcal{L}^{1}\left(E_{\infty}^{1}\right)$ is principal in $\Lambda(G)$.
To establish this theorem and a related one at finite levels, we shall use without proof, the following result due to Iwasawa (see [Iw4, Theorem 18]). In fact, it is valid for the analogue of $X_{\infty}$ over the cyclotomic $\mathbb{Z}_{p}$-extension of an arbitrary finite extension of $\mathbb{Q}$.

Proposition 4.7.2. $X_{\infty}$ has no non-zero finite $\Lambda\left(\Gamma_{0}\right)$-submodule, where $\Gamma_{0}=\operatorname{Gal}\left(F_{\infty} / F_{0}\right)$.

We can now prove Theorem 4.7.1. Since $\mathcal{L}^{1}$ is a $\Lambda(G)$-homomorphism, it suffices to show that $E_{\infty}^{1}$ is isomorphic to $\Lambda(G)$. Since $E_{\infty}^{1}$ is a submodule of a module isomorphic to $\Lambda(G)$, its torsion submodule is clearly zero. Further, as $U_{\infty}^{1} / E_{\infty}^{1}$ is $\Lambda(G)$-torsion (see for example, Proposition 4.5.5), and $U_{\infty}^{1}$ is isomorphic to $\Lambda(G)$, it is clear that $E_{\infty}^{1}$ has welldefined $\Lambda(G)$-rank equal to 1 (see Appendix). Hence by Theorem 1 of the Appendix, there is an exact sequence of $\Lambda(G)$-modules

$$
0 \longrightarrow E_{\infty}^{1} \longrightarrow \Lambda(G) \longrightarrow Q \longrightarrow 0
$$

where $Q$ is finite. Thus we must show that $Q=0$. But since $\Gamma_{0}=$ $\operatorname{Gal}\left(F_{\infty} / F_{0}\right)$ is pro- $p$, and $Q$ is finite, it suffices by Nakayama's lemma, to prove that

$$
\begin{equation*}
Q^{\Gamma_{0}}=0 . \tag{4.26}
\end{equation*}
$$

Taking $\Gamma_{0}$-invariants of the above exact sequence, we see immediately that $Q^{\Gamma_{0}}$ must be the $\mathbb{Z}_{p}$-torsion submodule of $\left(E_{\infty}^{1}\right)_{\Gamma_{0}}$, since $\Lambda(G)_{\Gamma_{0}}=$ $\mathbb{Z}_{p}\left[\operatorname{Gal}\left(F_{0} / \mathbb{Q}\right)\right]$ is a free $\mathbb{Z}_{p}$-module. On the other hand, we have the exact sequence

$$
0 \longrightarrow E_{\infty}^{1} \longrightarrow U_{\infty}^{1} \longrightarrow \operatorname{Gal}\left(M_{\infty} / L_{\infty}\right) \longrightarrow 0
$$

given by Theorem 4.5.2. Taking $\Gamma_{0}$-invariants of this sequence, we obtain the exact sequence

$$
0 \longrightarrow \operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)^{\Gamma_{0}} \longrightarrow\left(E_{\infty}^{1}\right)_{\Gamma_{0}} \longrightarrow\left(U_{\infty}^{1}\right)_{\Gamma_{0}}
$$

and again the group on the right is isomorphic to $\mathbb{Z}_{p}\left[\operatorname{Gal}\left(F_{0} / \mathbb{Q}\right)\right]$ since $U_{\infty}^{1}$ is isomorphic to $\Lambda(G)$. Thus $\left(E_{\infty}^{1}\right)_{\Gamma_{0}}$ will be a free $\mathbb{Z}_{p}$-module, thereby proving (4.26), provided we can show that

$$
\begin{equation*}
\operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)^{\Gamma_{0}}=0 . \tag{4.27}
\end{equation*}
$$

To prove this, it suffices to show that

$$
\begin{equation*}
X_{\infty}^{\Gamma_{0}}=0, \tag{4.28}
\end{equation*}
$$

Thus, since $X_{\infty}$ has no non-zero finite $\Lambda\left(\Gamma_{0}\right)$-submodule by Proposition 4.7.2, to establish (4.28), we only need show that $X_{\infty}^{\Gamma_{0}}$ is finite. But, as $X_{\infty}$ is a torsion $\Lambda\left(\Gamma_{0}\right)$-module, $X_{\infty}^{\Gamma_{0}}$ is finite if and only if $\left(X_{\infty}\right)_{\Gamma_{0}}$ is finite (see Appendix). For any $n \geq 0$, recall that $M_{n}$ denotes the maximal abelian $p$-extension of $F_{n}$ which is unramified outside $p$. Clearly, $M_{n}$ is the maximal abelian $p$-extension of $F_{n}$ contained in $M_{\infty}$, whence it follows easily that (see Lemma 3 of the Appendix) that

$$
\begin{equation*}
\left(X_{\infty}\right)_{\Gamma_{n}}=\operatorname{Gal}\left(M_{n} / F_{\infty}\right) . \tag{4.29}
\end{equation*}
$$

Taking $n=0$, we see that the validity of Leopoldt's conjecture for $F_{0}$ shows that $\left(X_{\infty}\right)_{\Gamma_{0}}$ is finite. This completes the proof of the theorem.

To see what Theorem 4.7.1 implies for the fields $F_{n}$, we must introduce the corresponding universal norm subgroups.
Definition 4.7.3. We define

$$
\mathrm{N}_{\infty}\left(V_{m}\right)=\bigcap_{n \geq m} \mathrm{~N}_{n, m}\left(V_{n}\right), \quad \mathrm{N}_{\infty}\left(E_{m}^{1}\right)=\bigcap_{n \geq m} \mathrm{~N}_{n, m}\left(E_{n}^{1}\right) .
$$

It is clear that $\mathrm{N}_{\infty}\left(E_{m}^{1}\right)=\overline{\mathrm{N}_{\infty}\left(V_{m}^{1}\right)}$. The following result is essentially due to Iwasawa [Iw2, Proposition 8], although our method of proof is different.

Theorem 4.7.4. For each $n \geq 0$, let $R_{n}=\mathbb{Z}_{p}\left[\operatorname{Gal}\left(F_{n} / \mathbb{Q}\right)\right]$. Then there is an $R_{n}$-isomorphism

$$
\mathrm{N}_{\infty}\left(E_{n}^{1}\right) \simeq R_{n} / \mathfrak{j}_{n},
$$

where $\mathfrak{j}_{n}$ is isomorphic to $\mathbb{Z}_{p}$ with the trivial action of $\operatorname{Gal}\left(F_{n} / \mathbb{Q}\right)$.
Proof. We note first that by Theorem 4.7.1, $E_{\infty}^{1}$ is isomorphic to $\Lambda(G)$. Hence $\left(E_{\infty}^{1}\right)_{\Gamma_{n}}$ is isomorphic to $R_{n}$. Let

$$
\alpha_{n, E}:\left(E_{\infty}^{1}\right)_{\Gamma_{n}} \longrightarrow \mathrm{~N}_{\infty}\left(E_{n}^{1}\right)
$$

be the surjection arising from the natural projection of $E_{\infty}^{1}$ on $E_{n}^{1}$. Thus, we must show that the kernel of $\alpha_{n, E}$ is isomorphic to $\mathbb{Z}_{p}$ with the trivial action of $G$. We have the commutative diagram in which the horizontal maps in the top row are induced from the inclusions $C_{\infty}^{1} \subset E_{\infty}^{1} \subset U_{\infty}^{1}:$

$$
\begin{aligned}
\left(C_{\infty}^{1}\right)_{\Gamma_{n}} & \longrightarrow\left(E_{\infty}^{1}\right)_{\Gamma_{n}} \longrightarrow\left(U_{\infty}^{1}\right)_{\Gamma_{n}} \\
\alpha_{n, C} \downarrow & \alpha_{n, E} \downarrow
\end{aligned}
$$

By (iii) of Theorem 4.6.3, the composition of the two horizontal arrows in the top row is injective and induces an isomorphism from $\operatorname{Ker}\left(\alpha_{n, C}\right)$ to $\operatorname{Ker}\left(\alpha_{n, U}\right)$, both being isomorphic to $\mathbb{Z}_{p}$ with the trivial action. But Leopoldt's conjecture also implies that

$$
\left(U_{\infty}^{1} / E_{\infty}^{1}\right)^{\Gamma_{n}}=0
$$

(cf. the proof of Theorem 4.7.1). Hence the top horizontal map on the right in the above diagram is also injective. It follows therefore that the kernels of all three vertical arrows are isomorphic under the induced maps and equal to $\mathbb{Z}_{p}$ with $\operatorname{Gal}\left(F_{n} / \mathbb{Q}\right)$ acting trivially. This completes the proof of the theorem.

Proposition 4.7.5. For all $n \geq 0$, we have an $R_{n}$-isomorphism

$$
\begin{equation*}
\left(E_{\infty}^{1} / C_{\infty}^{1}\right)_{\Gamma_{n}} \simeq \mathrm{~N}_{\infty}\left(E_{n}^{1}\right) / C_{n}^{1} . \tag{4.30}
\end{equation*}
$$

Proof. Note first that $\left(E_{\infty}^{1} / C_{\infty}^{1}\right)^{\Gamma_{n}}=0$ by (i) of Theorem 4.6.3. Hence, we have the following commutative diagram with exact rows

where we recall that $\alpha_{n, C}$ and $\alpha_{n, E}$ are surjective. But it was shown at the end of the proof of Theorem 4.7.4 that the kernels of the first two vertical arrows coincide. Hence the last vertical arrow is an isomorphism and the proof of the proposition is complete.

Theorem 4.7.6. For all $n \geq 0$, we have an $R_{n}$-isomorphism

$$
Y_{\infty}^{\Gamma_{n}} \simeq E_{n}^{1} / \mathrm{N}_{\infty}\left(E_{n}^{1}\right),
$$

where we recall that $Y_{\infty}=\operatorname{Gal}\left(L_{\infty} / F_{\infty}\right)$. In particular, the group on the right is finite and of order independent of $n$ when $n$ is sufficiently large.
Proof. We first note that, since $\operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)^{\Gamma_{n}}=0$ by the validity of Leopoldt's conjecture, we have the commutative diagram of $R_{n^{-}}$ modules where the rows are exact,


The first two vertical arrows are surjective, and have equal kernels by the argument at the end of the proof of Theorem 4.7.4. Hence we conclude that we have an $R_{n}$-isomorphism

$$
\begin{equation*}
\operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)_{\Gamma_{n}} \simeq \mathrm{~N}_{\infty}\left(U_{n}^{1}\right) / \mathrm{N}_{\infty}\left(E_{n}^{1}\right) \tag{4.33}
\end{equation*}
$$

On the other hand, taking $\Gamma_{n}$-homology of the exact sequence

$$
0 \longrightarrow \operatorname{Gal}\left(M_{\infty} / L_{\infty}\right) \longrightarrow X_{\infty} \longrightarrow Y_{\infty} \longrightarrow 0,
$$

and recalling that $X_{\infty}^{\Gamma_{n}}=0$, we obtain the exact sequence of $R_{n^{-}}$ modules

$$
\begin{equation*}
0 \longrightarrow Y_{\infty}^{\Gamma_{n}} \longrightarrow \operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)_{\Gamma_{n}} \longrightarrow\left(X_{\infty}\right)_{\Gamma_{n}} \longrightarrow\left(Y_{\infty}\right)_{\Gamma_{n}} \longrightarrow 0 . \tag{4.34}
\end{equation*}
$$

As (see (4.29))

$$
\begin{equation*}
\operatorname{Gal}\left(M_{n} / F_{\infty}\right)=\left(X_{\infty}\right)_{\Gamma_{n}}, \quad \operatorname{Gal}\left(L_{n} F_{\infty} / F_{\infty}\right)=\left(Y_{\infty}\right)_{\Gamma_{n}}, \tag{4.35}
\end{equation*}
$$

it follows that we have the exact sequence

$$
\begin{equation*}
0 \longrightarrow Y_{\infty}^{\Gamma_{n}} \longrightarrow \operatorname{Gal}\left(M_{\infty} / L_{\infty}\right)_{\Gamma_{n}} \longrightarrow \operatorname{Gal}\left(M_{n} / L_{n} F_{\infty}\right) \longrightarrow 0 \tag{4.36}
\end{equation*}
$$

But the Artin map of global class field theory gives an $R_{n}$-isomorphism

$$
\begin{equation*}
\operatorname{Gal}\left(M_{n} / L_{n} F_{\infty}\right) \simeq \mathrm{N}_{\infty}\left(U_{n}^{1}\right) / E_{n}^{1} \tag{4.37}
\end{equation*}
$$

Combining (4.33), (4.36), and (4.37), we conclude that

$$
Y_{\infty}^{\Gamma_{n}} \simeq E_{n}^{1} / \mathrm{N}_{\infty}\left(E_{n}^{1}\right),
$$

as required. But $Y_{\infty}^{\Gamma_{n}}$ is finite because $\left(Y_{\infty}\right)_{\Gamma_{n}}=\operatorname{Gal}\left(L_{n} / F_{n}\right)$ is finite. Hence $Y_{\infty}^{\Gamma_{n}}$ is contained in the maximal finite $\Lambda\left(\Gamma_{0}\right)$-submodule of $Y_{\infty}$ for all $n$, and it is, in fact equal to this module when $n$ is sufficiently
large. Indeed, any finite $\Lambda\left(\Gamma_{0}\right)$-module is annihilated by a sufficiently large power of the maximal ideal of $\Lambda\left(\Gamma_{0}\right)$. This completes the proof of the theorem.

Theorem 4.7.1 shows that $\mathcal{L}^{1}\left(E_{\infty}^{1}\right)=\alpha \Lambda(G)$ for some $\alpha$ in $\Lambda(G)$. Since $E_{\infty}^{1}$ contains $C_{\infty}^{1}$, Theorem 4.4.1 proves that $\alpha$ must be a divisor of $\boldsymbol{\zeta}_{p} \theta^{+}(e, 1)$, say

$$
\alpha \beta=\zeta_{p} \theta^{+}(e, 1),
$$

with $\beta$ in $\Lambda(G)$. But we have already remarked that $\boldsymbol{\zeta}_{p} \theta^{+}(e, 1)$ is not a divisor of zero in $\Lambda(G)$, whence the same is true for both $\alpha$ and $\beta$. We then clearly have a canonical isomorphism of $\Lambda(G)$-modules

$$
\begin{equation*}
\mathcal{T}: E_{\infty}^{1} / C_{\infty}^{1} \simeq \Lambda(G) / \beta \Lambda(G) \tag{4.38}
\end{equation*}
$$

We write $\operatorname{pr}_{n}: \Lambda(G) \longrightarrow R_{n}$ for the natural surjection.
Theorem 4.7.7. For all $n \geq 0$, we have an $R_{n}$-isomorphism

$$
\mathcal{T}_{n}: \mathrm{N}_{\infty}\left(E_{n}^{1}\right) / C_{n}^{1} \simeq R_{n} / \operatorname{pr}_{n}(\beta) R_{n}
$$

where $\beta$ is the element occuring in (4.38).
Proof. Indeed, the isomorphism in (4.38) clearly induces an isomorphism of $R_{n}$-modules

$$
\begin{equation*}
\left(E_{\infty}^{1} / C_{\infty}^{1}\right)_{\Gamma_{n}} \simeq(\Lambda(G) / \beta \Lambda(G))_{\Gamma_{n}} . \tag{4.39}
\end{equation*}
$$

Since $(\Lambda(G))_{\Gamma_{n}}=R_{n}$, we have the exact sequence

$$
\begin{equation*}
R_{n} \xrightarrow{\times \mathrm{pr}_{n}(\beta)} R_{n} \longrightarrow(\Lambda(G) / \beta \Lambda(G))_{\Gamma_{n}} \longrightarrow 0, \tag{4.40}
\end{equation*}
$$

and hence

$$
(\Lambda(G) / \beta \Lambda(G))_{\Gamma_{n}}=R_{n} / \operatorname{pr}_{n}(\beta) R_{n},
$$

thereby completing the proof of the theorem, granted Proposition 4.7.5.
Even though we shall not use it in the subsequent arguments, it may be worth pointing out a curious consequence of Proposition 4.7.5 and Theorem 4.7.6. Let $A_{n}$ denote the $p$-primary subgroup of the ideal class group of $F_{n}$. Combining the classical analytic class number formula with the validity of Leopoldt's conjecture for the field $F_{n}$, we have

$$
\#\left(A_{n}\right)=\#\left(E_{n}^{1} / C_{n}^{1}\right) \quad(n=0,1, \cdots)
$$

Then we claim that $\#\left(A_{n}\right)$ is bounded as $n \longrightarrow \infty$ if and only if $\mathrm{N}_{\infty}\left(E_{0}^{1}\right)=C_{0}^{1}$. To prove this, put $P=E_{\infty}^{1} / C_{\infty}^{1}$. Assume first that $\mathrm{N}_{\infty}\left(E_{0}^{1}\right)=C_{0}^{1}$, whence by Proposition 4.7.5, $(P)_{\Gamma_{0}}=0$, and so
$P=0$ by Nakayama's lemma. Thus, again applying Proposition 4.7.5, it follows that $\mathrm{N}_{\infty}\left(E_{n}^{1}\right)=C_{n}^{1}$ for all $n \geq 0$. We then conclude from the analytic class number formula above and Theorem 4.7.6 that \# $\left(A_{n}\right)$ is bounded as $n \longrightarrow \infty$. Conversely, assume that the cardinality of $A_{n}$ is bounded as $n \longrightarrow \infty$. By the analytic class number formula and Proposition 4.7.5, it follows that $\#\left((P)_{\Gamma_{n}}\right)$ is bounded as $n \longrightarrow \infty$, whence we see easily from the structure theory that $P$ must be finite. But $P$ is a $\Lambda(G)$-submodule of $U_{\infty}^{1} / C_{\infty}^{1}$, and, as remarked earlier, Theorem 4.4.1 shows that $U_{\infty}^{1} / C_{\infty}^{1}$ has no non-zero finite $\Lambda(G)$-submodule. Hence $P=0$, and so by Proposition 4.7.5, we have $\mathrm{N}_{\infty}\left(E_{0}^{1}\right)=C_{0}^{1}$, as required. Finally, we point out that Greenberg [Gr] has indeed conjectured that $\#\left(A_{n}\right)$ is bounded as $n \longrightarrow \infty$. More generally, he makes the same conjecture for the cyclotomic $\mathbb{Z}_{p}$-extension of any totally real number field.

### 4.8 Ideal Class Groups

We end this chapter by establishing a rather weak result about the structure of the $p$-primary subgroup of the ideal class group of $F_{m}$ as a module over the group ring $R_{m}=\mathbb{Z}_{p}\left[\operatorname{Gal}\left(F_{m} / \mathbb{Q}\right)\right]$. The method of proof is to use the structure theory for finitely generated torsion $\Lambda(G)$-modules (see Appendix), and to deduce the result for $F_{m}$ from this. Thus, as an inevitable consequence of the structure theory, there is a certain unknown finite $\Lambda(G)$-module appearing in the final result, which complicates the argument somewhat. However, it is interesting to note (see Theorem 4.8.2) that the same finite module occurs in the study of the quotient $E_{n}^{1} / \mathrm{N}_{\infty}\left(E_{n}^{1}\right)$.

Recall that $L_{\infty}$ denotes the maximal abelian $p$-extension of $F_{\infty}$ which is everywhere unramified, and that $Y_{\infty}=\operatorname{Gal}\left(L_{\infty} / F_{\infty}\right)$, endowed with its natural structure as a $\Lambda(G)$-module. As explained in the proof of Proposition 4.5.5, $Y_{\infty}$ is a finitely generated torsion $\Lambda(G)$-module, and hence the structure theory (see Appendix) tells us that there is an exact sequence

$$
\begin{equation*}
0 \longrightarrow \bigoplus_{i=1}^{h} \frac{\Lambda(G)}{\Lambda(G) f_{i}} \longrightarrow Y_{\infty} \longrightarrow Q \longrightarrow 0 \tag{4.41}
\end{equation*}
$$

with $Q$ an unknown finite $\Lambda(G)$-module. Write $A_{m}$ for the $p$-primary subgroup of the ideal class group of $F_{m}$. Let $\operatorname{ann}(Q)$ be the annihilator ideal of $Q$ in $\Lambda(G)$.

Theorem 4.8.1. For all sufficiently large $m$, there is an increasing filtration $\left\{\mathrm{Fil}^{i}\left(A_{m}\right): i=0, \cdots, h\right\}$ of $A_{m}$ by $R_{m}$-submodules with $\operatorname{Fil}^{0}\left(A_{m}\right)=0$ and satisfying:-
(i) For $i=1, \cdots, h$, we have an exact sequence of $R_{m}$-modules

$$
\begin{equation*}
0 \longrightarrow Q_{i, m} \longrightarrow R_{m} / \operatorname{pr}_{m}\left(f_{i}\right) R_{m} \longrightarrow \operatorname{Fil}^{i}\left(A_{m}\right) / \operatorname{Fil}^{i-1}\left(A_{m}\right) \longrightarrow 0 \tag{4.42}
\end{equation*}
$$

where $Q_{i, m}$ is a finite $R_{m}$-module which is annihilated by $\operatorname{ann}(Q)$;
(ii) $A_{m} / \operatorname{Fil}^{h}\left(A_{m}\right)$ is a finite $R_{m}$-module which is annihilated by $\operatorname{ann}(Q)$.

Before beginning the proof, we note the following general algebraic facts about the category of all finitely generated torsion $\Lambda(G)$-modules. We refer the reader the Appendix for a more detailed discussion. Firstly, every finitely generated torsion $\Lambda(G)$-module has a maximal finite $\Lambda(G)$-submodule. Secondly, any elementary $\Lambda(G)$-module has no nonzero finite $\Lambda(G)$-submodule. Finally, given any finite $\Lambda(G)$-module $B$, the groups $\Gamma_{m}$ acts trivially on $B$ for all sufficiently large $m$.

Turning to the proof of the theorem, we let

$$
W=\bigoplus_{i=1}^{h} \frac{\Lambda(G)}{\Lambda(G) f_{i}}
$$

be the elementary module appearing in the exact sequence (4.41). Let $m \geq 0$ be any integer. Taking $\Gamma_{m}$-homology of the exact sequence (4.41), we obtain the long exact sequence

$$
\begin{equation*}
0 \longrightarrow W^{\Gamma_{m}} \longrightarrow Y_{\infty}^{\Gamma_{m}} \longrightarrow Q^{\Gamma_{m}} \longrightarrow W_{\Gamma_{m}} \xrightarrow{\varkappa_{m}}\left(Y_{\infty}\right)_{\Gamma_{m}} \longrightarrow Q_{\Gamma_{m}} \longrightarrow 0 \tag{4.43}
\end{equation*}
$$

where $\varkappa_{m}$ is the natural map. But by (4.16) and class field theory, we have

$$
\left(Y_{\infty}\right)_{\Gamma_{m}}=\operatorname{Gal}\left(L_{m} / F_{m}\right)=A_{m} .
$$

Hence in particular, $\left(Y_{\infty}\right)_{\Gamma_{m}}$ is finite. This in turn implies that $\left(Y_{\infty}\right)^{\Gamma_{m}}$ is finite (see Appendix). Thus $W^{\Gamma_{m}}$ is a finite $\Lambda(G)$-submodule of the elementary module $W$, and so $W^{\Gamma_{m}}=0$ by the remarks in the previous paragraph. Moreover, there exists an integer $m_{0}$ such that for all $m \geq m_{0}$, we have $Q^{\Gamma_{m}}=Q$ and $Y_{\infty}{ }^{\Gamma_{m}}=Q^{\prime}$ where $Q^{\prime}$ is the maximal finite $\Lambda(G)$-submodule of $Y_{\infty}$. We assume from now on that $m \geq m_{0}$. But clearly (compare with (4.40)),

$$
\begin{equation*}
W_{\Gamma_{m}}=\bigoplus_{i=1}^{h} \frac{R_{m}}{\operatorname{pr}_{m}\left(f_{i}\right) R_{m}} \tag{4.44}
\end{equation*}
$$

Thus the sequence (4.43) can be rewritten as the exact sequence

$$
0 \longrightarrow Q^{\prime \prime} \longrightarrow \bigoplus_{i=1}^{h} \frac{R_{m}}{\operatorname{pr}_{m}\left(f_{i}\right) R_{m}} \stackrel{\varkappa_{m}}{\longrightarrow} A_{m} \longrightarrow Q \longrightarrow 0
$$

where $Q^{\prime \prime}=Q / Q^{\prime}$. For $i=1, \cdots, h$ we define $\operatorname{Fil}^{i}\left(A_{m}\right)$ to be the image in $A_{m}$ of the restriction of $\varkappa_{m}$ to the submodule of $W_{\Gamma_{m}}$ defined by

$$
W_{i, m}:=\bigoplus_{k=1}^{i} \frac{R_{m}}{\operatorname{pr}_{m}\left(f_{k}\right) R_{m}}
$$

Also, writing

$$
Q_{i, m}^{\prime \prime}:=Q^{\prime \prime} \cap W_{i, m},
$$

we then clearly have the exact sequence

$$
0 \longrightarrow Q_{i, m}^{\prime \prime} \longrightarrow W_{i, m} \longrightarrow \operatorname{Fil}^{i}\left(A_{m}\right) \longrightarrow 0
$$

for $i=1, \cdots, h$. The theorem now follows on defining $\operatorname{Fil}^{0}\left(A_{m}\right)=0, Q_{i, m}=$ $Q_{i, m}^{\prime \prime} / Q_{i-1, m}^{\prime \prime}$ for $i=1, \cdots, h$ and noting that $A_{m} / \operatorname{Fil}^{h}\left(A_{m}\right)=Q$.
Theorem 4.8.2. For all $m \geq 0$, the module $E_{m}^{1} / \mathrm{N}_{\infty}\left(E_{m}^{1}\right)$ is annihilated by $\operatorname{ann}(Q)$ where $Q$ is the finite module appearing in the exact sequence (4.41).

Proof. This is immediate from the exact sequence (4.43), on recalling Theorem 4.7.6 and the fact that $W^{\Gamma_{m}}=0$. This completes the proof.

Finally, we note the following well-known lemma, which will also be used in the Euler system proof of Chapter 6.

Lemma 4.8.3. For all $m \geq 0$, we have

$$
A_{m}^{\operatorname{Gal}\left(F_{m} / \mathbb{Q}\right)}=0 .
$$

Proof. Let $\varpi^{\prime}=\operatorname{Gal}\left(F_{0} / \mathbb{Q}\right)$ so that $\varpi^{\prime}$ is a cyclic group of order $(p-1) / 2$. Then we can identify $\operatorname{Gal}\left(F_{m} / \mathbb{Q}\right)$ with the direct product of $\varpi^{\prime}$ and the Galois group $\operatorname{Gal}\left(P_{m} / \mathbb{Q}\right)$, where $P_{m}$ is the $m$-th layer of the cyclotomic $\mathbb{Z}_{p}$-extension of $\mathbb{Q}$. Since the degree of $F_{m} / P_{m}$ is prime to $p$, we see that the natural map induces an isomorphism

$$
B_{m} \simeq A_{m}^{\varpi^{\prime}}
$$

where $B_{m}$ denotes the $p$-primary subgroup of the ideal class group of $P_{m}$. But, as is well-known $B_{m}=0$ for all $m \geq 0$. To prove this last assertion, let $L_{\infty}^{\prime}$ denote the maximal unramified abelian $p$-extension of

$$
P_{\infty}=\bigcup_{n \geq 0} P_{n} .
$$

Then, as $P_{m} / \mathbb{Q}$ is totally ramified at $p$, we have

$$
\operatorname{Gal}\left(L_{\infty}^{\prime} / P_{\infty}\right)_{\Gamma_{m}}=B_{m},
$$

where $\Gamma_{m}=\operatorname{Gal}\left(P_{\infty} / P_{m}\right)$. But clearly $B_{0}=0$ and so $L_{\infty}^{\prime}=P_{\infty}$ by Nakayama's lemma. Hence $B_{m}=0$ for all $m$ as asserted. This completes the proof of the lemma.

## Euler Systems

### 5.1 Introduction

The aim of this chapter is to axiomatically define and study Euler systems for the tower $F_{\infty}$. This remarkable new method was discovered simultaneously and independently by Kolyvagin [Ko] and Thaine [Th], and thus, in comparison with most of the other basic tools used in the arithmetic of cyclotomic fields, is relatively recent. The notion of a general Euler system grew out of this work and has been extensively studied in, for example, [Ru2], [PR], [Ka]. We do not enter into a general discussion of Euler systems here, but work with the simplest notion needed for the proof of the main conjecture. In the final part of the chapter, we first establish the Factorization Theorem which goes back to Kolyvagin and Thaine, and then a variant of the Cebotarev Theorem due to Rubin. We stress that the Factorization Theorem is intuitively very surprising for the following reason. Fix an integer $m \geq 0$ and the field $F_{m}=\mathbb{Q}\left(\mu_{p^{m+1}}\right)^{+}$. By an ingenious use of Kummer theory, it establishes relations in the ideal class group of $F_{m}$ by employing units (cyclotomic, or more generally the values of abstract Euler systems), which lie in tamely ramified cyclotomic extensions of $F_{m}$. It will then be shown in Chapter 6 that these new relations, when combined with Rubin's Cebotarev Theorem, enable one to prove that

$$
\operatorname{ch}_{G}\left(Y_{\infty}\right) \text { divides } \operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)
$$

whence it is easy to complete the proof of the main conjecture.

### 5.2 Euler Systems

For motivation, we begin by introducing what is in fact, the only known concrete example of the abstract definition of an Euler system to be given at the end of this section.

Let $r \geq 2$ be an integer and let $a_{1}, \cdots, a_{r}$ be non-zero integers and $n_{1}, \cdots, n_{r}$ be integers with $\sum_{j=1}^{r} n_{j}=0$.

Definition 5.2.1. We define

$$
\alpha(T)=\prod_{j=1}^{r}\left(T^{-a_{j} / 2}-T^{a_{j} / 2}\right)^{n_{j}}
$$

The alert reader will notice that this is just an avatar of the rational function studied in the earlier chapters, and which gives the Coleman power series of cyclotomic units. Formally, it should be viewed here as a rational function in the variable $T^{1 / 2}$.

Definition 5.2.2. Let $S$ denote the finite set of primes consisting of 2 and all prime divisors of $a_{1}, \cdots, a_{r}$. We define the group

$$
W_{S}=\left\{\zeta \in \overline{\mathbb{Q}}: \zeta^{m}=1 \text { for some integer } m \geq 1 \text { with }(m, S)=1\right\}
$$

In other words, the group $W_{S}$ is the direct sum of all the $\mu_{q}$ with $q$ running over all primes not in $S$. Since 2 belongs to $S, W_{S}$ is uniquely divisible by 2 , i.e. every $\zeta$ in $W_{S}$ has a unique square root lying in $W_{S}$, which we denote by $\zeta^{1 / 2}$. Using $\alpha(T)$, one can define a map

$$
\begin{equation*}
\phi_{\alpha}: W_{S} \longrightarrow \overline{\mathbb{Q}}^{\times} \tag{5.1}
\end{equation*}
$$

by

$$
\phi_{\alpha}(\zeta)=\alpha(\zeta) \text { for } \zeta \neq 1, \phi_{\alpha}(1)=\prod_{j=1}^{r} a_{j}^{n_{j}}
$$

Note that every cyclotomic unit of $F_{n}$ is of the form $\alpha\left(\zeta_{n}\right)$ for a primitive $p^{n+1}$-th root of unity $\zeta$, and a function $\alpha$ as above with the integers $a_{1}, \cdots, a_{r}$ prime to $p$. Hence we can view every cyclotomic unit of $F_{n}$ as giving rise to an Euler system.

Lemma 5.2.3. For all $\zeta$ in $W_{S}$, the following assertions hold:-
(i) We have $\phi_{\alpha}\left(\zeta^{-1}\right)=\phi_{\alpha}(\zeta)$ and $\phi_{\alpha}\left(\zeta^{\sigma}\right)=\phi_{\alpha}(\zeta)^{\sigma}$ for all $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$;
(ii) If $q$ is a prime not in $S$, we have

$$
\prod_{\rho \in \mu_{q}} \phi_{\alpha}(\rho \zeta)=\phi_{\alpha}\left(\zeta^{q}\right)
$$

(iii) If $q$ is a prime not in $S$, then, provided $\zeta$ has order prime to $q$, we have the congruence

$$
\phi_{\alpha}(\rho \zeta) \equiv \phi_{\alpha}(\zeta) \bmod \mathfrak{q}
$$

for all $\rho$ in $\mu_{q}$ and all primes $\mathfrak{q}$ lying over $q$.
Proof. The first part of assertion (i) is clear and the rest follows on noting that by the uniqueness of square roots in $W_{S}$, we have for all $\sigma$ in $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$,

$$
\sigma\left(\zeta^{1 / 2}\right)=(\sigma(\zeta))^{1 / 2}
$$

The proof of (ii) breaks up into two cases. Suppose first that $\zeta$ belongs to $\mu_{q}$. Then we must show that

$$
\prod_{\substack{\rho \in \mu_{q} \\ \rho \neq 1}} \phi_{\alpha}(\rho)=1
$$

But since the product of all elements in a cyclic group of odd order is equal to the identity, we have

$$
\prod_{\substack{\rho \in \mu_{q} \\ \rho \neq 1}} \phi_{\alpha}(\rho)=\prod_{j=1}^{r}\left(\prod_{\substack{\rho \in \mu_{q} \\ \rho \neq 1}}\left(1-\rho^{a_{j}}\right)\right)^{n_{j}}
$$

But, as $\left(q, a_{j}\right)=1$ for $j=1, \cdots r$, we see that the right hand side of this last equation is equal to $\prod_{j=1}^{r} q^{n_{j}}=1$ since $\sum_{j=1}^{r} n_{j}=0$. Suppose next that $\zeta$ does not belong to $\mu_{q}$. Again, using the above remark on cyclic groups of odd order, we see that

$$
\prod_{\rho \in \mu_{q}} \phi_{\alpha}(\zeta \rho)=\prod_{j=1}^{r} \prod_{\rho \in \mu_{q}}\left(\zeta^{-a_{j} / 2}-\rho^{a_{j}} \zeta^{a_{j} / 2}\right)^{n_{j}} .
$$

But the right hand side of this expression is clearly equal to $\phi_{\alpha}\left(\zeta^{q}\right)$ completing the proof of (ii).

To establish (iii), first assume that $\zeta=1$. Since $\alpha(1)=\phi_{\alpha}(1)$, and $\alpha(T)$ is a power series in $T-1$ with coefficients in $\mathbb{Z}_{q}$, it is plain that $\phi_{\alpha}(\rho) \equiv \phi_{\alpha}(1) \bmod \mathfrak{q}$. Suppose now that $\zeta \neq 1$ has order prime to $q$. Then we have an expansion of the form

$$
\begin{equation*}
\phi_{\alpha}(\zeta T)=\sum_{n=0}^{\infty} c_{n}(T-1)^{n} \tag{5.2}
\end{equation*}
$$

where the $c_{n}$ belong to $\mathbb{Z}_{q}[\zeta]$ for all $n \geq 0$. To prove this, we simply note that

$$
(\zeta T)^{-a_{j} / 2}-(\zeta T)^{a_{j} / 2}=\sum_{n=0}^{\infty} d_{n}(T-1)^{n}
$$

where the $d_{n},(n \geq 0)$ lie in $\mathbb{Z}_{q}[\zeta]$ and $d_{0}=\zeta^{-a_{j} / 2}\left(1-\zeta^{a_{j}}\right)$. But $d_{0}$ is a unit in the ring $\mathbb{Z}_{q}[\zeta]$ because $\zeta^{a_{j}}$ is a root of unity of order prime to $q$, and distinct from 1 . Thus the above power series is a unit in the ring of formal power series in $T-1$ with coefficients in $\mathbb{Z}_{q}[\zeta]$ and (5.2) follows. To finish the proof of (iii), we simply note that the expansion (5.2) converges for $T=\rho$ in $\mu_{q}$, and shows that $\phi_{\alpha}(\zeta \rho)-\phi_{\alpha}(\zeta)$ belongs to the proper ideal generated by $(\rho-1)$ in $\mathbb{Z}_{q}[\zeta, \rho]$. This completes the proof of (iii).

In fact, we could continue with the proof of the main conjecture using only the functions $\phi_{\alpha}$ given in (5.1) in terms of $\alpha(T)$. However, the subsequent arguments will only use the properties (i)-(iii) of Lemma 5.2.3 and we therefore axiomatise the situation by making the following definition. Let $S$ be any finite set of prime numbers containing the prime 2. As earlier, take $W_{S}$ to be the set of all roots of unity in $\overline{\mathbb{Q}}^{\times}$whose order is prime to $S$.

Definition 5.2.4. An Euler system is a map $\phi: W_{S} \longrightarrow \overline{\mathbb{Q}}^{\times}$such that the following axioms hold, where $\zeta$ denotes any element of $W_{S}$ :-
E1. We have $\phi\left(\zeta^{-1}\right)=\phi(\zeta)$ and $\phi\left(\zeta^{\sigma}\right)=\phi(\zeta)^{\sigma}$ for all $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$; E2. If $q$ is a prime not in $S$, we have

$$
\prod_{\rho \in \mu_{q}} \phi(\rho \zeta)=\phi\left(\zeta^{q}\right) ;
$$

E3. If $q$ is a prime not in $S$, then, provided $\zeta$ has order prime to $q$, we have the congruence

$$
\phi(\rho \zeta) \equiv \phi(\zeta) \bmod \mathfrak{q}
$$

for all $\rho$ in $\mu_{q}$ and all primes $\mathfrak{q}$ dividing $q$.
We now study some basic properties of these Euler systems.

We shall need the following notation. For each odd integer $m \geq 1$, we put

$$
\begin{equation*}
\mathcal{H}_{m}=\mathbb{Q}\left(\mu_{m}\right), \quad H_{m}=\mathbb{Q}\left(\mu_{m}\right)^{+} . \tag{5.3}
\end{equation*}
$$

For finite field extensions $L_{1} / L_{2}$, we write $\mathrm{N}_{L_{1} / L_{2}}$ for the norm map from $L_{1}$ to $L_{2}$. If $q$ is a prime with $(q, m)=1$, we shall write $\operatorname{Fr}_{q}$ for the Frobenius element of $\operatorname{Gal}\left(\mathcal{H}_{m} / \mathbb{Q}\right)$ and its restriction to $H_{m}$; i.e. $\operatorname{Fr}_{q}$ is the field automorphism which acts on $\mu_{m}$ by $\zeta \mapsto \zeta^{q}$.

For the rest of this chapter, $\phi$ will denote an arbitrary Euler system as defined above. Note that if $m$ is any integer prime to $S$, axiom E1 shows that $\phi(\zeta)$ belongs to $H_{m}$ for $\zeta \in \mu_{m}$.

Lemma 5.2.5. Let $m \geq 1$ be any integer prime to $S$, and let $q$ be a prime number which does not divide $m$ and which does not lie in $S$. Then for all $\zeta$ in $\mu_{m}$ and all $\rho \neq 1$ in $\mu_{q}$, we have

$$
\begin{equation*}
\mathrm{N}_{H_{m q} / H_{m}} \phi(\rho \zeta)=\frac{\phi(\zeta)^{\mathrm{Fr}_{q}}}{\phi(\zeta)} \tag{5.4}
\end{equation*}
$$

Proof. We first note that $m>2$ since $m$ is prime to $S$. Hence $\operatorname{Gal}\left(\mathcal{H}_{m q} / \mathcal{H}_{m}\right)$ is isomorphic to $\operatorname{Gal}\left(H_{m q} / H_{m}\right)$, and both are of order $q-1$ since $(m, q)=1$. In particular, these Galois groups act transitively on $\mu_{q} \backslash\{1\}$. Thus by Axiom E1,

$$
\mathrm{N}_{H_{m q /} / H_{m}}(\phi(\rho \zeta))=\prod_{\substack{\eta \in \mu_{q} \\ \eta \neq 1}} \phi(\eta \zeta)
$$

But, by axiom E2, the right hand side is equal to $\phi\left(\zeta^{q}\right) / \phi(\zeta)$. As

$$
\phi(\zeta)^{\mathrm{Fr}_{\mathrm{q}}}=\phi\left(\zeta^{\mathrm{Fr}_{\mathrm{q}}}\right)=\phi\left(\zeta^{q}\right),
$$

the proof of the lemma is complete.
Lemma 5.2.6. Let $m \geq 1$ be any integer prime to $S$ Suppose that $q$ is a prime number which does not divide $m$ and does not lie in $S$. Let $n$ be any integer $\geq 1$. Then, for all $\zeta$ in $\mu_{m}$, and all primitive $q^{n+1}-t h$ roots of unity $\eta$, we have

$$
\mathrm{N}_{H_{m q^{n+1} / H_{m} q^{n}}} \phi(\eta \zeta)=\phi\left(\eta^{q} \zeta^{\mathrm{Fr}_{q}}\right) .
$$

Proof. Since $n \geq 1$, the group $\operatorname{Gal}\left(\mathcal{H}_{m q^{n+1}} / \mathcal{H}_{m q^{n}}\right)$ is again isomorphic to $\operatorname{Gal}\left(H_{m q^{n+1}} / H_{m q^{n}}\right)$, and both are of order $q$. Hence the orbit of $\eta$
under the action of these Galois groups consists of the set $\eta \rho$ such that $\rho$ is in $\mu_{q}$. Hence

$$
\mathrm{N}_{H_{m q^{n+1} / H_{m} q^{n}}} \phi(\eta \zeta)=\prod_{\rho \in \mu_{q}} \phi(\eta \rho \zeta)=\phi\left(\eta^{q} \zeta^{q}\right)=\phi\left(\eta^{q} \zeta^{\mathrm{Fr}_{q}}\right)
$$

by axiom E2 and this completes the proof.
For each $n \geq 0$, let $\eta_{n}$ denote a primitive $q^{n+1}$-th root of unity with $\eta_{n}^{q}=\eta_{n-1}$ for all $n \geq 1$. We immediately obtain the following corollary.

Corollary 5.2.7. Under the same hypotheses as Lemma 5.2.6, define $v_{n}=\phi\left(\eta_{n-1} \tau_{n-1}\right)$, where $\tau_{n}=\operatorname{Fr}_{q}^{-n}(\zeta)$. Then

$$
\mathrm{N}_{H_{m q^{n+1} / H_{m} q^{n}}}\left(v_{n+1}\right)=v_{n} \quad(n=1,2, \cdots) .
$$

### 5.3 Values of Euler Systems

The following theorem seems to suggest that Euler systems are not useful for studying ideal class groups for cyclotomic fields. Nevertheless, as we shall see later, an ingenious idea due to Kolyvagin and Thaine shows that this judgment is too hasty.

Theorem 5.3.1. For any Euler system $\phi: W_{S} \longrightarrow \overline{\mathbb{Q}}^{\times}$, the value $\phi(\eta)$ is a unit in $\mathbb{Q}(\eta)^{+}$for all $\eta \neq 1$ in $W_{S}$.

We start with the following well known lemma. Let $\mathbb{Q}^{\text {cyc }}$ be the unique Galois extension of $\mathbb{Q}$ with Galois group isomorphic to $\mathbb{Z}_{q}$, which is contained in the field $\mathbb{Q}\left(\mu_{q^{\infty}}\right)$. If $L$ is an arbitrary finite extension of $\mathbb{Q}$, we define the cyclotomic $\mathbb{Z}_{q}$-extension $L^{\text {cyc }}$ of $L$ to be the compositum $L \mathbb{Q}^{\text {cyc }}$. For each $n \geq 0$, write $L_{n}$ for the unique extension of $L$ contained in $L^{\text {cyc }}$ which is cyclic of degree $q^{n}$ over $L$.

Lemma 5.3.2. Let $q$ be any prime number, and let $L$ be any finite extension of $\mathbb{Q}$. Let $z$ in $L^{\times}$be a norm from $L_{n}$ for all $n \geq 0$. Then $\operatorname{ord}_{\mathfrak{r}}(z)=0$ for all finite primes $\mathfrak{r}$ of $L$ which do not lie over $q$.

Proof. By the theory of cyclotomic fields, there are only finitely many primes of $\mathbb{Q}^{\text {cyc }}$ lying above each rational prime, and it follows easily that the same is then true for $L^{\text {cyc }}$. Moreover. the only primes which ramify in the extension $L^{\text {cyc }} / L$ are the primes dividing $q$. Let $\mathfrak{r}$ be a prime of $L$ which does not divide $q$, and fix a compatible system of primes
$\mathfrak{r}_{n}$ of $L_{n}$ above $\mathfrak{r}$. Since $\mathfrak{r}$ is unramified in $L^{c y c}$ and its decomposition group has finite index in the Galois group of $L^{c y c}$ over $L$, it follows that $f_{n}=\left[k_{n}: k\right] \rightarrow \infty$ as $n \rightarrow \infty$, where $k_{n}$ and $k$ are the respective residue fields of $\mathfrak{r}_{n}$ and $\mathfrak{r}$. But we have $\mathrm{N}_{L_{n} / L}\left(\mathfrak{r}_{n}\right)=\mathfrak{r}^{f_{n}}$. Thus the fact that $z$ is a norm from $L_{n}$ for every $n$ implies that $\operatorname{ord}_{\mathfrak{r}}(z)$ is divisible by $f_{n}$ for all $n \geq 1$, and so it follows that $\operatorname{ord}_{\mathfrak{r}}(z)=0$. This completes the proof.

We can now prove the above theorem. Let $t$ be the exact order of $\eta$, so that $t \neq 1$. Take $q$ to be any prime dividing $t$, say $t=t_{1} q^{m+1}$, where $m \geq 0$ and $t_{1}$ is prime to $q$. Clearly there exists a $\zeta$ in $\mu_{t_{1}}$ and a primitive $q^{m+1}$-th root of unity $\rho_{m}$ such that

$$
\eta=\rho_{m} \cdot \operatorname{Fr}_{q}^{-m}(\zeta) .
$$

But by Corollary 5.2.7, $\phi(\eta)$ is a norm from $H_{t_{1} q^{n+1}}$ for all $n \geq m$. Applying the above lemma with $L=H_{t_{1} q^{n+1}}$, we conclude that any prime occurring in the factorization of $\phi(\eta)$ must divide $q$. Clearly if there is a second prime dividing $t$, we can carry out the same argument with this other prime and thereby deduce that no prime can occur in the factorization of $\phi(\eta)$, and so $\phi(\eta)$ is a unit. Thus we are left with the case in which $t_{1}=1$ and $t=q^{m+1}$. Now by Lemma 5.2.6. the norm from $H_{q^{m+1}}$ to $H_{q}$ of $\phi(\eta)$ is $\phi\left(\rho_{0}\right)$, where $\rho_{0}=\rho_{m}^{q^{m}}$. Since the unique prime above $q$ is totally ramified in this extension, $\phi(\eta)$ is a unit if and only if $\phi\left(\rho_{0}\right)$ is a unit. But in fact $\phi\left(\rho_{0}\right)$ is a unit because, by axiom E2, we have

$$
\mathrm{N}_{H_{q} / \mathbb{Q}}\left(\phi\left(\rho_{0}\right)\right)^{2}=\prod_{\substack{\zeta \in \mu_{q} \\ \zeta \neq \rho_{0}^{-1}}} \phi\left(\rho_{0} \zeta\right)=1
$$

This completes the proof of the theorem.

### 5.4 The Factorization Theorem

In this section, we discuss the ingenious idea of Kolyvagin and Thaine for using Euler systems to obtain relations in ideal class groups. The key to this is the Factorization Theorem, which is only discussed in the generality required for the proof of the main conjecture, rather than for an arbitrary abelian extension of $\mathbb{Q}$. With this in mind, we fix for the rest of this section the following data:-
(i) An odd prime number $p$
(ii) The field $F=F_{m}=\mathbb{Q}\left(\mu_{p^{m+1}}\right)^{+}$for some integer $m \geq 0$
(iii) An integer $t=p^{a}$ for some integer $a \geq m+1$
(iv) A finite set $S$ of prime numbers such that always $2 \in S$ and $p \notin S$.

We shall also adopt the following notation. For each integer $r \geq 1$, we write

$$
\begin{equation*}
J_{r}=F\left(\mu_{r}\right)^{+}=\mathbb{Q}\left(\mu_{p^{m+1}}, \mu_{r}\right)^{+} \text {and } \Delta_{r}=\operatorname{Gal}\left(J_{r} / F\right) . \tag{5.5}
\end{equation*}
$$

We write $I$ for the free abelian group on the non-zero prime ideals of $F$ written additively, and for each rational prime $q$, we write $I_{q}$ for the free abelian group on the primes of $F$ dividing $q$. Thus $I=\underset{q}{\oplus} I_{q}$. We define $Z_{S}$ to be the set of all square free positive integers which are prime to both $S$ and $p$. In addition, we write $Z_{S}^{1}$ for the subset of $Z_{S}$ consisting of all integers $n$ in $Z_{S}$ such that $n=q_{1} \ldots q_{k}$ in $Z_{S}$ such that $q_{i}$ is a prime number with $q_{i} \equiv 1 \bmod t$, for $i=1, \cdots k$.

Lemma 5.4.1. For all integers $n \geq 1$, the natural map

$$
\begin{equation*}
F^{\times} / F^{\times^{t}} \longrightarrow\left(J_{n}^{\times} / J_{n}^{\times^{t}}\right)^{\Delta_{n}} \tag{5.6}
\end{equation*}
$$

is an isomorphism.
Proof. By Kummer theory, the kernel and the cokernel of the map in (5.6) are $H^{1}\left(\Delta_{n}, \mu_{t}\left(J_{n}\right)\right)$ and $H^{2}\left(\Delta_{n}, \mu_{t}\left(J_{n}\right)\right)$, where $\mu_{t}\left(J_{n}\right)=\mu_{t} \cap J_{n}$. But $\mu_{t}\left(J_{n}\right)=1$ since $J_{n}$ is totally real and $t$ is odd.

Lemma 5.4.2. Assume $n \in Z_{S}$. Then, for each prime $q$ dividing $n$, we have

$$
J_{q} \cap J_{n / q}=F, \quad J_{n}=J_{q} J_{n / q} .
$$

Moreover, each prime of $F$ dividing $q$ has ramification index equal to $q-1$ in $J_{n}$.

As an immediate corollary, we have the following:-
Corollary 5.4.3. Assume $n \in Z_{S}$ is given by $n=q_{1} \ldots q_{k}$, where the $q_{i}$ are distinct primes. Then

$$
\Delta_{n} \simeq \Delta_{q_{1}} \times \ldots \times \Delta_{q_{k}} .
$$

We now prove the lemma. Put $k=p^{m+1} \cdot n / q$ so that $(k, q)=1$. By the theory of cyclotomic fields, each prime of $F$ above $q$ is unramified in $J_{n / q}$, and totally ramified in $J_{q}$. Hence $J_{q} \cap J_{n / q}=F$. Also, we have that the compositum $J_{q} J_{n / q}$ must have degree $q-1$ over $J_{n / q}$. But $\left[J_{n}: J_{n / q}\right]=q-1$ and so $J_{q} J_{n / q}=J_{n}$. This completes the proof of the lemma.

We now explain how we can operate on the values of Euler systems by canonical elements of the group rings $\mathbb{Z}\left[\Delta_{r}\right]$ to ensure that their images in $J_{r}^{\times} / J_{r}^{\times^{t}}$ are fixed by $\Delta_{r}=\operatorname{Gal}\left(J_{r} / F\right)$. By Lemma 5.4.1, this will then be the key to constructing elements in $F^{\times} / F^{\times^{t}}$ with interesting factorizations. Let $q$ be a prime number in $Z_{S}$. Recall that $\Delta_{q}=G\left(J_{q} / F\right)$ is a cyclic group of order $q-1$. We now fix for the rest of this section a generator $\tau_{q}$ of $\Delta_{q}$, and define the elements

$$
\begin{equation*}
\mathcal{N}(q)=\sum_{\sigma \in \Delta_{q}} \sigma, \quad \mathcal{D}(q)=\sum_{k=0}^{q-2} k \tau_{q}^{k}, \tag{5.7}
\end{equation*}
$$

of the integral group ring $\mathbb{Z}\left[\Delta_{q}\right]$, noting that $\mathcal{D}(q)$ depends on the choice of $\tau_{q}$. The proof of the following lemma is an evident calculation.

Lemma 5.4.4. For each prime $q$ in $Z_{S}$, we have

$$
\left(\tau_{q}-1\right) \mathcal{D}(q)=q-1-\mathcal{N}(q) .
$$

If $n=q_{1} \ldots q_{k}$ is a prime factorisation of $n$ in $Z_{S}$, we identify $\Delta_{q_{i}}$ with the subgroup of $\Delta_{n}$ given by $\operatorname{Gal}\left(\mathcal{H}_{n} / \mathcal{H}_{n / q_{i}}\right)$. We then define the product

$$
\mathcal{D}(n)=\mathcal{D}\left(q_{1}\right) \ldots \mathcal{D}\left(q_{k}\right)
$$

which we view as an element of $\Delta_{n}$. Now let

$$
\begin{equation*}
\phi: W_{S} \longrightarrow \overline{\mathbb{Q}}^{\times} \tag{5.8}
\end{equation*}
$$

be an arbitrary Euler system. If $z$ is in $\mathcal{H}_{n}^{\times}$and $\lambda$ is any element of $\mathbb{Z}\left[\Delta_{n}\right], z^{\lambda}$ will denote $z$ acted on by $\lambda$.

Proposition 5.4.5. Let $\rho$ be a primitive $p^{m+1}$-th root of unity. For each $n$ in $Z_{S}^{1}$, let $\xi_{n}$ be a primitive $n$-th root of unity. Then the class of $\phi\left(\rho \xi_{n}\right)^{\mathcal{D}(n)}$ in $J_{n}^{\times} / J_{n}^{\times^{t}}$ is fixed by $\Delta_{n}$.

Proof. To lighten notation we define

$$
\kappa_{n, q}=\mathcal{D}(n)\left(\tau_{q}-1\right),
$$

where $q$ denotes any prime in $Z_{S}^{1}$. The proof of the proposition is by induction on the number $k$ of prime factors of $n$, all of which are automatically distinct from $p$. Assume first that $n=q$ where $q$ is a prime
with $q \equiv 1 \bmod t$. As a result of this latter congruence and Lemma 5.4.4, we have

$$
\phi\left(\rho \xi_{q}\right)^{\kappa_{q, q}}=\phi\left(\rho \xi_{q}\right)^{-\mathcal{N}(q)} \bmod J_{q}^{\times^{t}} .
$$

But, as $q$ is prime to $S$ and $p$, Lemma 5.2.5 shows that

$$
\phi\left(\rho \xi_{q}\right)^{\mathcal{N}(q)}=\phi(\rho)^{\mathrm{Fr}_{q}-1} .
$$

However, $\operatorname{Fr}_{q}=1$ because $t=p^{a}$ where $a \geq m+1$. This proves the propostion when $k=1$.

Now assume that $k>1$, and take $n=q_{1} \ldots q_{k}$. We suppose the proposition is true for all elements of $Z_{S}^{1}$ with less than $k$ prime factors. We can plainly write $\xi_{n}=\xi_{q_{1}} \ldots \xi_{q_{k}}$, where $\xi_{q_{i}}$ is some primitive $q_{i}$-th root of unity. As $\tau_{q_{1}}, \cdots, \tau_{q_{k}}$ generate $\Delta_{n}$, it suffices to prove that

$$
\begin{equation*}
\phi\left(\rho \xi_{n}\right)^{\kappa_{n, q_{i}}} \in J_{n}^{\times^{t}}, \tag{5.9}
\end{equation*}
$$

for all prime factors $q_{i}$ of $n$. Put

$$
\mathcal{D}_{i}(n)=\prod_{\substack{j=1 \\ j \neq i}}^{k} \mathcal{D}\left(q_{j}\right)
$$

By Lemma 5.4.4, and since $q_{i} \equiv 1 \bmod t$, we have

$$
\begin{equation*}
\phi\left(\rho \xi_{n}\right)^{\kappa_{n, q_{i}}}=\left(\phi\left(\rho \xi_{n}\right)^{\mathcal{D}_{i}(n)}\right)^{q_{i}-1-\mathcal{N}\left(q_{i}\right)}=\phi\left(\rho \xi_{n}\right)^{-\mathcal{D}_{i}(n) \mathcal{N}\left(q_{i}\right)} \bmod {J_{n}{ }^{t}} . \tag{5.10}
\end{equation*}
$$

But applying Lemma 5.2 .5 to the extension $J_{n} / J_{n / q_{i}}$, we have

$$
\phi\left(\rho \xi_{n}\right)^{\mathcal{N}\left(q_{i}\right)}=\phi\left(\rho \xi_{n} / \xi_{q_{i}}\right)^{\mathrm{Fr}_{q_{i}}-1} .
$$

Substituting this equality in the right hand side of (5.10), and using our inductive hypothesis, we conclude that (5.9) is valid for $i=1, \cdots, k$. This completes the proof of the proposition.

The next lemma depends crucially on the fact that the primes above $q$ are tamely ramified in the extension $J_{q} / F$. Note that the map $l_{q}^{\prime}$ of the lemma below depends on the choice of the generator $\tau_{q}$ of $\Delta_{q}$.

Lemma 5.4.6. Assume that $q$ is a prime in $Z_{S}^{1}$. There is a natural homomorphism

$$
\begin{equation*}
l_{q}^{\prime}:\left(\mathcal{O}_{F} / q \mathcal{O}_{F}\right)^{\times} \longrightarrow I_{q} / t I_{q}, \tag{5.11}
\end{equation*}
$$

which commutes with the action of $\operatorname{Gal}(F / \mathbb{Q})$ and whose kernel is precisely the group of $t$-th powers in $\left(\mathcal{O}_{F} / q \mathcal{O}_{F}\right)^{\times}$.

Proof. Since $q \in Z_{S}^{1}$, we have $q \equiv 1 \bmod t$. Further, as we have assumed that $t=p^{a}$ with $a \geq m+1$, it follows that $q$ splits completely in $F$. Hence $I_{q}$ is a free $\mathbb{Z}[\operatorname{Gal}(F / \mathbb{Q})]$-module of rank 1 . Now the extension $J_{q} / F$ has degree $q-1$, and each prime of $F$ above $q$ is totally and tamely ramified in this extension. Hence if $\mathfrak{q}$ denotes a prime of $F$ above $q$, the residue field of both $\mathfrak{q}$ and the unique prime of $J_{q}$ lying above $\mathfrak{q}$ is $\mathbb{F}_{q}$. Let $\pi_{\mathfrak{q}}$ denote some local parameter at the unique prime of $J_{q}$ above $\mathfrak{q}$. Since $\mathfrak{q}$ is totally and tamely ramified in $J_{q}$, elementary ramification theory shows that the map

$$
\sigma \mapsto \pi_{\mathfrak{q}} / \sigma\left(\pi_{\mathfrak{q}}\right)
$$

denotes an isomorphism from $\Delta_{q}$ to $\mathbb{F}_{q}^{\times}$which does not depend on the choice of the local parameter $\pi_{\mathfrak{q}}$. Thus our fixed generator $\tau_{q}$ of $\Delta_{q}$ maps under this isomorphism to a primitive root modulo $q$, which we denote by $\gamma_{\mathfrak{q}}=\pi_{\mathfrak{q}}^{1-\tau_{q}}$. We can now define the map $l_{q}^{\prime}$. If $\alpha$ is an element of $\mathcal{O}_{F}$ with $(\alpha, q)=1$, we have

$$
\alpha \bmod \mathfrak{q}=\gamma_{\mathfrak{q}}^{a_{\mathfrak{q}}(\alpha)}, \text { where } a_{\mathfrak{q}}(\alpha) \in \mathbb{Z} /(q-1) \mathbb{Z}
$$

We can then define

$$
l_{q}^{\prime}\left(\alpha \bmod q \mathcal{O}_{F}\right)=\sum_{\mathfrak{q} \mid q}\left(a_{\mathfrak{q}}(\alpha) \bmod t\right) \mathfrak{q} .
$$

The right hand side makes sense since $q \equiv 1 \bmod t$ by hypothesis. One checks immediately that $l_{q}^{\prime}$ has all the desired properties.

We introduce the following notation. If $x$ belongs to $F^{\times} / F^{\times^{t}}$, we write

$$
\begin{equation*}
(x)=\sum_{\mathfrak{r}} \operatorname{ord}_{\mathfrak{r}}(x) \mathfrak{r} \bmod t I \tag{5.12}
\end{equation*}
$$

where $\mathfrak{r}$ runs over all finite primes of $F$, and

$$
\begin{equation*}
(x)_{q}=\sum_{\mathfrak{q} \mid q} \operatorname{ord}_{\mathfrak{q}}(x) \mathfrak{q} \bmod t I_{q} . \tag{5.13}
\end{equation*}
$$

Definition 5.4.7. We define the subgroup $S_{q}$ of $F^{\times} / F^{\times^{t}}$ by

$$
\mathcal{S}_{q}=\left\{x \in F^{\times} / F^{\times^{t}}:(x)_{q}=0\right\} .
$$

Suppose that $q$ is a prime such that $q \equiv 1 \bmod t$. We get a well-defined homomorphism

$$
\begin{equation*}
j_{q}: \mathcal{S}_{q} \longrightarrow \mathcal{B} / \mathcal{B}^{t}, \quad \text { where } \mathcal{B}=\left(\mathcal{O}_{F} / q \mathcal{O}_{F}\right)^{\times} . \tag{5.14}
\end{equation*}
$$

by defining $j_{q}(x)$ to be the class in $\mathcal{B}$ of any integral representative of $x$ which has order valuation zero at all primes of $F$ dividing $q$. Thus finally we define the map

$$
\begin{equation*}
l_{q}: S_{q} \longrightarrow I_{q} / t I_{q} \tag{5.15}
\end{equation*}
$$

to be the composite $l_{q}^{\prime} \circ j_{q}$.
We now give one of the crucial definitions associated with Euler systems. From now on, fix a primitive $p^{m+1}$-th root of unity $\rho$. We shall suppress reference to $\rho$ in the notation when there is no danger of confusion. In the definition that follows, we are using of course Proposition 5.4.5. Recall that $Z_{S}^{1}$ is the set of all positive integers $n$ which are prime to $S$ and of the form $n=q_{1} \ldots q_{k}$ such that the $q_{i}$ are distinct prime numbers with $q_{i} \equiv 1 \bmod t$ for $i=1, \cdots, k$.

Definition 5.4.8. Let $\phi$ be an Euler system as in (5.2.4). For each $n$ in $Z_{S}^{1}$, and each primitive $n$-th root of unity $\xi_{n}$, we define $\mathrm{R}_{\phi}\left(\xi_{n}\right)$ to be the unique element of $F^{\times} / F^{\times^{t}}$ such that its image under the isomorphism (5.6) is $\phi\left(\rho \xi_{n}\right)^{\mathcal{D}(n)} \bmod J_{n}^{\times^{t}}$.

Note that, because $\phi\left(\rho \xi_{n}\right)^{\mathcal{D}(n)}$ is a unit in $J_{n}$, the ideal it generates is trivial. However, because there is ramification in the extension $J_{n} / F$, this does not imply that the ideal of $\mathrm{R}_{\phi}\left(\xi_{n}\right)$ in $I / I^{t}$ is zero. The next theorem, whose proof for the first time makes use of Axiom E3 for Euler systems, determines this ideal. Recall that if $x \in F^{\times} / F^{\times^{t}}$ and $q$ is any prime number, then $(x)_{q}$ given by (5.13) is its associated ideal in $I_{q} / t I_{q}$.
Theorem 5.4.9. Let $\phi$ be any Euler system as in (5.2.4). Let $n=$ $q_{1} \ldots q_{k}$ be any element of $Z_{S}^{1}$, where the $q_{i}$ are prime numbers. Let $\xi_{n}$ be a primitive n-th root of unity and let $\xi_{q_{i}}$ be the component of $\xi_{n}$ in the group $\mu_{q_{i}}$ of $q_{i}$-th roots of unity. If $q$ is any prime number distinct from $q_{1}, \cdots, q_{k}$, then the ideal $\left(\mathrm{R}_{\phi}\left(\xi_{n}\right)\right)_{q}=0$. If $q=q_{i}$ for some $i=1, \cdots, k$, then we have

$$
\begin{equation*}
\left(\mathrm{R}_{\phi}\left(\xi_{n}\right)\right)_{q_{i}}=l_{q_{i}}\left(\mathrm{R}_{\phi}\left(\frac{\xi_{n}}{\xi_{q_{i}}}\right)\right), \tag{5.16}
\end{equation*}
$$

where $l_{q_{i}}$ is the homomorphism given by (5.15).
Proof. Since $\rho \neq 1$, Theorem 5.3.1 implies that $\phi\left(\rho \xi_{n}\right)^{\mathcal{D}(n)}$ is a unit in $J_{n}$. If $q$ is a prime distinct from $q_{1}, \cdots, q_{r}$, then each prime of $F$ above $q$ is unramified in the extension $J_{n} / F$, and hence $\left(\mathrm{R}_{\phi}\left(\xi_{n}\right)\right)_{q}=0$. Assume therefore that $q=q_{i}$ is one of the prime divisors of $n$. Then $q$ is unramified in the extension $J_{n / q} / \mathbb{Q}$ and we let $\operatorname{Fr}_{q}$ be the Frobenius
element of $q$ in $\operatorname{Gal}\left(J_{n / q} / \mathbb{Q}\right)$. Since $q \equiv 1 \bmod t$ and $t \geq m+1, \operatorname{Fr}_{q}$ belongs in fact to $\operatorname{Gal}\left(J_{n / q} / F\right)$. Let $z$ be any representative of $\mathrm{R}_{\phi}\left(\xi_{n}\right)$ in $F^{\times}$. Thus there exists $\beta$ in $J_{n}^{\times}$such that

$$
\begin{equation*}
z=\frac{\phi\left(\rho \xi_{n}\right)^{\mathcal{D}(n)}}{\beta^{t}} \in F^{\times} . \tag{5.17}
\end{equation*}
$$

To compute the $q$-part of the ideal of $z$, we write $\mathfrak{q}$ for any prime of $F$ above $q$, and choose some prime $\mathfrak{q}^{\prime}$ of $J_{n}$ lying above $\mathfrak{q}$. Since $\mathfrak{q}^{\prime} / \mathfrak{q}$ has ramification index $q-1$, and $\phi\left(\rho \xi_{n}\right)$ is a unit, it follows that

$$
\begin{equation*}
\left(\mathrm{R}_{\phi}\left(\xi_{n}\right)\right)_{q}=\left(\sum_{\mathfrak{q} \mid q} \frac{t}{1-q} c_{\mathfrak{q}^{\prime} \cdot \mathfrak{q}}\right) \bmod t I_{q}, \tag{5.18}
\end{equation*}
$$

where $c_{\mathfrak{q}^{\prime}}=\operatorname{ord}_{\mathfrak{q}^{\prime}}(\beta)$. Let $\pi_{\mathfrak{q}}$ denote a fixed local parameter at the unique prime of $J_{q}$ above $\mathfrak{q}$. Thus $\pi_{\mathfrak{q}}$ is a local parameter also at $\mathfrak{q}^{\prime}$ since $J_{n} / J_{q}$ is unramified at the primes above $q$. Hence we can write

$$
\beta=\pi_{\mathfrak{q}}^{c_{\mathfrak{q}^{\prime}}} \alpha_{\mathfrak{q}},
$$

where $\alpha_{\mathfrak{q}}$ is a unit at $\mathfrak{q}^{\prime}$. Recall that $\tau_{q}$ is our fixed generator of $\operatorname{Gal}\left(J_{n} / J_{n / q}\right)$. Since $\mathfrak{q}^{\prime}$ is totally ramified in the extension $J_{n} / J_{n / q}$, we have

$$
\alpha_{\mathfrak{q}}^{1-\tau_{q}} \equiv 1 \bmod \mathfrak{q}^{\prime} .
$$

Put $\gamma_{\mathfrak{q}}=\pi_{\mathfrak{q}}^{1-\tau_{\mathfrak{q}}}$. Thus we obtain

$$
\begin{equation*}
\beta^{1-\tau_{q}} \equiv \gamma_{\mathfrak{q}^{\prime}}^{c_{\mathfrak{q}^{\prime}}} \bmod \mathfrak{q}^{\prime} . \tag{5.19}
\end{equation*}
$$

Hence $c_{\mathfrak{q}^{\prime}}$ can be computed modulo $q-1$ as the $\mathfrak{q}$-component of $l_{q}^{\prime}\left(\beta^{1-\tau_{q}}\right)$ and this last expression can be determined as follows. Applying ( $1-\tau_{q}$ ) to (5.17), and noting the basic identity

$$
\left(1-\tau_{q}\right) \mathcal{D}(n)=(\mathcal{N}(q)+1-q) \mathcal{D}(n / q),
$$

which follows from Lemma 5.4.4, we obtain

$$
\begin{equation*}
\beta^{\left(1-\tau_{q}\right) t}=\phi\left(\rho \xi_{n}\right)^{(\mathcal{N}(q)+1-q) \mathcal{D}(n / q)} . \tag{5.20}
\end{equation*}
$$

But by Lemma 5.2.5,

$$
\begin{equation*}
\phi\left(\rho \xi_{n}\right)^{\mathcal{N}(q)}=\phi\left(\rho \xi_{n} / \xi_{q}\right)^{\mathrm{Fr}_{q}-1} . \tag{5.21}
\end{equation*}
$$

On the other hand, we also know that there exists $\beta_{q}$ in $J_{n / q}$ such that

$$
z_{q}=\frac{\phi\left(\rho \xi_{n} / \xi_{q}\right)^{\mathcal{D}(n / q)}}{\beta_{q}^{t}} \in F^{\times}
$$

and is prime to $q$. Thus $z_{q}$ is a representative of $\mathrm{R}_{\phi}\left(\xi_{n} / \xi_{q}\right)$. Applying $\mathrm{Fr}_{q}-1$ to this element and recalling that $\mathrm{Fr}_{q}$ fixes $F$, we obtain

$$
\begin{equation*}
\left.\phi\left(\rho \xi_{n} / \xi_{q}\right)^{\mathcal{D}(n / q)\left(\mathrm{Fr}_{q}-1\right.}\right)=\beta_{q}^{t\left(\mathrm{Fr}_{q}-1\right)} . \tag{5.22}
\end{equation*}
$$

Hence substituting (5.22) and (5.21) into (5.20), it follows that

$$
\beta_{q}^{t\left(\mathrm{Fr}_{q}-1\right)}=\beta^{t\left(1-\tau_{q}\right)} \phi\left(\rho \xi_{n}\right)^{(q-1) \mathcal{D}(n / q)} .
$$

By the unqiueness of $t$-th roots in $J_{n}$, we conclude that

$$
\begin{equation*}
\beta_{q}^{\mathrm{Fr}_{q}-1}=\beta^{1-\tau_{q}} \phi\left(\rho \xi_{n}\right)^{\frac{q-1}{t}} \mathcal{D}(n / q) . \tag{5.23}
\end{equation*}
$$

But by Axiom E3, we have that

$$
\phi\left(\rho \xi_{n}\right) \equiv \phi\left(\rho \xi_{n} / \xi_{q}\right) \bmod \mathfrak{q}^{\prime} .
$$

Recalling that $\mathrm{Fr}_{q}$ acts on the residue field of $J_{n / q}$ at a prime above $q$ by raising to the $q$-th power, we conclude that

$$
\beta^{1-\tau_{q}} \equiv\left(\frac{\beta_{q}^{t}}{\phi\left(\rho \xi_{n} / \xi_{q}\right)^{\mathcal{D}(n / q)}}\right)^{\frac{q-1}{t}} \equiv z_{q^{\frac{1-q}{t}}}^{\bmod \mathfrak{q}^{\prime} .}
$$

Combining this congruence with (5.19), it follows that $c_{\mathfrak{q}^{\prime}}$ is the $\mathfrak{q}$-component of

$$
l_{q}^{\prime}\left(\beta^{1-\tau_{q}}\right)=l_{q}^{\prime}\left(z_{q}^{\frac{1-q}{t}}\right)=\left(\frac{1-q}{t}\right) l_{q}^{\prime}\left(z_{q}\right)=\left(\frac{1-q}{t}\right) l_{q}\left(\mathrm{R}_{\phi}\left(\xi_{n} / \xi_{q}\right)\right)
$$

The assertion of the theorem is now clear from (5.18).

### 5.5 An Application of the Cebotarev Theorem

In this section, we follow Rubin [Ru3] and use the classical Cebotarev density theorem to establish a result which will play a central role in the inductive arguments with Euler systems given in the next chapter. We use the same fixed data, namely (i)-(iv), as in the previous section. In particular, we recall that $F=\mathbb{Q}\left(\mu_{p^{m+1}}\right)^{+}$, and we define

$$
\begin{equation*}
A=p \text {-primary subgroup of the ideal class group of } F \text {. } \tag{5.24}
\end{equation*}
$$

We also put

$$
\begin{equation*}
\Pi=\operatorname{Gal}(F / \mathbb{Q}) . \tag{5.25}
\end{equation*}
$$

Theorem 5.5.1. Assume that we are given a class $\mathfrak{c}$ in $A$, a finite $\Pi$-submodule $W$ of $F^{\times} / F^{\times^{t}}$, and a $\Pi$-homomorphism

$$
\eta: W \longrightarrow(\mathbb{Z} / t \mathbb{Z})[\Pi] .
$$

Then there exist infinitely many primes $\mathfrak{q}$ of $F$, say with $\mathfrak{q}$ lying above the rational prime $q$, such that (i) $\mathfrak{q}$ is in $\mathfrak{c}$, (ii) $q \equiv 1 \bmod t$, (iii) $q$ is not in $S$, (iv) $W \subset \mathcal{S}_{q}$, and (v) there exists $u \in(\mathbb{Z} / t \mathbb{Z})^{\times}$such that

$$
\begin{equation*}
l_{q}(w)=u \eta(w) \mathfrak{q} \text { for all } w \in W \tag{5.26}
\end{equation*}
$$

where $l_{q}$ is the homomorphism defined in (5.15).
Proof. Let $L$ be the $p$-Hilbert class field of $F$, and put $\mathcal{F}=F\left(\mu_{t}\right)$. Then $\operatorname{Gal}(L / F)$ is isomorphic to $A$ as a $\Pi$-module by class field theory. In particular, we can view $\mathfrak{c}$ as an element of the Galois group $\operatorname{Gal}(L / F)$. Since $L / F$ is unramified, and $\mathcal{F} / F$ is totally ramified at the unique prime above $p$, we have

$$
\begin{equation*}
\mathcal{F} \cap L=F . \tag{5.27}
\end{equation*}
$$

We next observe that

$$
\begin{equation*}
H^{1}\left(\operatorname{Gal}(\mathcal{F} / F), \mu_{t}\right)=0 \tag{5.28}
\end{equation*}
$$

Indeed, as $F$ is a real field, $H^{0}\left(\operatorname{Gal}(\mathcal{F} / F), \mu_{t}\right)=0$, and so the Tate cohomology group $\widehat{H^{0}}\left(\operatorname{Gal}(\mathcal{F} / F), \mu_{t}\right)=0$. But now (5.28) follows as $\operatorname{Gal}(\mathcal{F} / F)$ is cyclic, and the Herbrand quotient of its action on $\mu_{t}$ is 1 . It follows from (5.28) that the natural map

$$
F^{\times} / F^{\times^{t}} \longrightarrow \mathcal{F}^{\times} / \mathcal{F}^{\times^{t}}
$$

is injective, and we identify $W$ with its image in the group on the right. We may therefore define

$$
\mathcal{H}=\mathcal{F}\left(w^{1 / t}: w \in W\right)
$$

We claim that

$$
\begin{equation*}
\mathcal{H} \cap L=F \tag{5.29}
\end{equation*}
$$

Indeed, by Kummer theory, we have

$$
\begin{equation*}
\operatorname{Gal}(\mathcal{H} / \mathcal{F}) \simeq \operatorname{Hom}\left(W, \mu_{t}\right) \tag{5.30}
\end{equation*}
$$

as $\Pi$-modules. Since the complex conjugation in $\Pi$ acts trivially on $W$ and on $\mu_{t}$ by -1 , it follows that complex conjugation acts by -1 on $\operatorname{Gal}(\mathcal{H} / \mathcal{F})$. On the other hand,

$$
\operatorname{Gal}(L \mathcal{F} / \mathcal{F})=\operatorname{Gal}(L / F)=A
$$

because $\mathcal{F} / F$ is totally ramified, and so complex conjugation acts like +1 on $\operatorname{Gal}(L \mathcal{F} / \mathcal{F})$ since $A$ is a subgroup of the ideal class group of the real field $F$. As $p$ is odd, it follows that

$$
\mathcal{H} \cap L \mathcal{F}=\mathcal{F} .
$$

Combining this last fact with (5.27), we conclude that (5.29) is valid.
Fix a primitive $t$-th root of unity $\zeta_{t}$ and define the $\mathbb{Z} / t \mathbb{Z}$-linear map

$$
\iota:(\mathbb{Z} / t \mathbb{Z})[\Pi] \longrightarrow \mu_{t}
$$

by $\iota(e)=\zeta_{t}$ where $e$ is the identity element of $\Pi$ and $\iota(g)=1$ for all elements $g$ of $\Pi$ with $g \neq e$. Thus $\iota \circ \eta$ is a homomorphism from $W$ to $\mu_{t}$, and we define $\gamma$ to be the corresponding element of $\operatorname{Gal}(\mathcal{H} / \mathcal{F})$ under the isomorphism (5.30). Thus, by the definition of the Kummer isomorphism, we have

$$
\begin{equation*}
\iota \circ \eta(w)=\gamma\left(w^{t}\right) / w^{1 / t} \text { for all } w \in W \text {. } \tag{5.31}
\end{equation*}
$$

In view of (5.29), we have

$$
\operatorname{Gal}(\mathcal{H} L / F)=\operatorname{Gal}(L / F) \times \operatorname{Gal}(\mathcal{H} / F) .
$$

Hence there is a unique element $\sigma$ in $\operatorname{Gal}(\mathcal{H} L / F)$ which corresponds to the pair $(\mathfrak{c}, \gamma)$. By the Cebotarev density theorem, there exists infinitely many primes $\mathfrak{q}$ of $F$, which are of degree 1 and unramified in $F / \mathbb{Q}$ such that $\mathfrak{q}$ is unramified in $\mathcal{H} L$ and $\sigma$ belongs to the conjugacy class of the Frobenius elements of $\mathfrak{q}$ for the extension $\mathcal{H} L / F$. Writing $q$ for the rational prime below $\mathfrak{q}$, we now verify that $\mathfrak{q}$ satisfies all the assertions of the theorem, provided $q$ is sufficently large. Assertions (i), (iii), and (iv) are clear because $S$ and $W$ are finite by hypothesis. Assertion (ii) follows because the restriction of $\sigma$ to $\mathcal{F}$ is the identity and the Frobenius element of $q$ for the extension $\mathcal{F} / \mathbb{Q}$ acts on $\mu_{t}$ by raising to the $q$-th power. To prove (v), we consider the homomprhisms

$$
f_{i}: W \longrightarrow \mathbb{Z} / t \mathbb{Z} \quad(i=1,2)
$$

defined by

$$
f_{1}(w)=\operatorname{ord}_{\mathfrak{q}}\left(l_{q}(w)\right), \quad f_{2}(w)=\operatorname{ord}_{\mathfrak{q}}(\eta(w) \mathfrak{q}) .
$$

We claim that

$$
\begin{equation*}
\operatorname{Ker}\left(f_{1}\right)=\operatorname{Ker}\left(f_{2}\right) . \tag{5.32}
\end{equation*}
$$

Clearly $w$ in $W$ belongs to $\operatorname{Ker}\left(f_{1}\right)$ if and only if $w$ is a $t$-th power modulo $\mathfrak{q}$. On the other hand, by the definition of the homomorphism
$\iota$, it is plain that $w$ belongs to $\operatorname{Ker}\left(f_{2}\right)$ if and only if $\iota \circ \eta(w)=1$, which is equivalent to the assertion that $\sigma$ fixes every $t$-th root of $w$. But, as $\sigma$ is a Frobenius element for $\mathfrak{q}$, this is precisely the assertion that $w$ is a $t$-th power modulo $\mathfrak{q}$. Thus (5.32) holds, and so

$$
W / \operatorname{Ker}\left(f_{1}\right)=W / \operatorname{Ker}\left(f_{2}\right)
$$

is isomorphic to the same cyclic subgroup of $\mathbb{Z} / t \mathbb{Z}$ via the homomorphisms induced by $f_{1}$ and $f_{2}$, whence these two induced maps differ by multiplication by an element $u$ in $(\mathbb{Z} / t \mathbb{Z})^{\times}$. Therefore we have $f_{1}(w)=u f_{2}(w)$ for all $w$ in $W$. Since $l_{q}$ and $\eta$ are both $\Pi$ homomorphisms, it follows that

$$
w \mapsto l_{q}(w)-u \eta(w) \mathfrak{q}
$$

gives a $\Pi$-homomorphism from $W$ into $I_{q}$, whose image is contained in the subgroup of elements of $I_{q}$ whose $\mathfrak{q}$-component is zero. But the only $\Pi$-submodule of this latter subgroup is 0 , and hence $l_{q}(w)=u \eta(w) \mathfrak{q}$, which is assertion (v). This completes the proof of the theorem.

We end by remarking that it is at first sight surprising that the above theorem holds for all $\Pi$-homomorphisms $\eta$ including the zero map since the homomorphism $l_{q}$ is never zero on the whole of $\mathcal{S}_{q}$. But there is no contradiction since assertion (v) holds only on the subgroup $W$ of $\mathcal{S}_{q}$.

## Main Conjecture

### 6.1 Introduction

The aim of this chapter is to complete the proof of the main conjecture using Euler systems. We broadly follow Rubin [Ru3], who showed how one could overcome considerable technical difficulties to use the ideas of Kolyvagin and Thaine to prove that

$$
\operatorname{ch}_{G}\left(Y_{\infty}\right) \text { divides } \operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)
$$

in the fundamental exact sequence (4.15) of Chapter 4. Unlike the arguments of the earlier chapters which make essential use of the whole tower $F_{\infty}$, the Euler system argument takes place at a fixed finite extension $F$ of $\mathbb{Q}$ in $F_{\infty}$. The inductive argument then proceeds by a suitable choice of a sequence of degree one primes in $F$, and perhaps can be thought intuitively as some form of horizontal Iwasawa theory. This inductive argument is rather delicate to explain and we have based our exposition on that given in [C] for the analogous proof for elliptic curves with complex multiplication. To start the induction, it seems to be essential to know a precise statement about the Galois module structure of the universal norms in the unit groups of finite extensions $F / \mathbb{Q}$ in $F_{\infty}$, which goes back to Iwasawa (see for example, [Iw2, Proposition 8]). We end the chapter by presenting a well known counting argument based on the classical analytic class number formula which then shows that the above two characteristic ideals must coincide.

### 6.2 The Inductive Argument

As in the latter part of the previous chapter, we fix for the rest of this section the field

$$
F=F_{m}=\mathbb{Q}\left(\mu_{p^{m+1}}\right)^{+}
$$

for some integer $m \geq 0$. We write $A=A_{m}$ for the $p$-primary subgroup of the ideal class group of $F$ and let

$$
\Pi=\operatorname{Gal}(F / \mathbb{Q}), \quad R=R_{m}=\mathbb{Z}_{p}[\Pi] .
$$

Recall the exact sequence (4.41),

$$
0 \longrightarrow \bigoplus_{i=1}^{h} \frac{\Lambda(G)}{\Lambda(G) f_{i}} \longrightarrow Y_{\infty} \longrightarrow Q \longrightarrow 0
$$

and also the isomorphism (4.38)

$$
\mathcal{T}: E_{\infty}^{1} / C_{\infty}^{1} \simeq \Lambda(G) / \beta \Lambda(G),
$$

where as always $G=\operatorname{Gal}\left(F_{\infty} / \mathbb{Q}\right)$. Fix any annihilator $\delta$ in $\Lambda(G)$ of the finite module $Q$ above, but with the additional property that $R / \operatorname{pr}(\delta) R$ is finite; here, if $x$ is any element of $\Lambda(G), \operatorname{pr}(x)$ denotes its image in $R$ under the natural map. In addition, as remarked after Theorem 4.7.7, $R / \operatorname{pr}(\beta) R$ is finite. Let $s$ be any fixed power of $p$ which annihilates both $R / \operatorname{pr}(\delta) R$ and $R / \operatorname{pr}(\beta) R$. We then define

$$
\begin{equation*}
t=\#(A) \#(Q) p^{m} s^{h+1} \tag{6.1}
\end{equation*}
$$

where $h$ is the integer occurring in the exact sequence (4.41). We now define

$$
\mathcal{R}=(\mathbb{Z} / t \mathbb{Z})[\Pi] .
$$

If $x$ is any element of $\Lambda(G)$, we write $x^{\star}$ for its image in $\mathcal{R}$ under the natural surjection from $\Lambda(G)$ onto $\mathcal{R}$. Finally, we fix a topological generator $\gamma$ of $G$. The goal of this section is to prove by induction the following divisibility assertion in $\mathcal{R}$.

Theorem 6.2.1. For $i=1, \cdots, h$, the product

$$
\begin{equation*}
f_{1}^{\star} \ldots f_{i}^{\star} \operatorname{divides}\left((\gamma-1) \beta \delta^{i+1}\right)^{\star} \tag{6.2}
\end{equation*}
$$

in $\mathcal{R}$.
Before beginning the proof of the theorem, we explain how the Euler system used in it arises. Continuing to drop the subscript $m$ when it does not lead to confusion, we put

$$
\mathrm{N}_{\infty}(V)=\mathrm{N}_{\infty}\left(V_{m}\right), \quad \mathrm{N}_{\infty}\left(E^{1}\right)=\mathrm{N}_{\infty}\left(E_{m}^{1}\right), \quad D=D_{m}
$$

reminding the reader that $D_{m}$ denotes the group of cyclotomic units of the field $F$. Recall that by Theorem 4.7.4, there is an isomorphism of $R$-modules

$$
\begin{equation*}
\mathrm{N}_{\infty}\left(E^{1}\right) \simeq R / \mathrm{j} \tag{6.3}
\end{equation*}
$$

where $\mathfrak{j}=\mathbb{Z}_{p}$ with the trivial action of $\Pi$. We stress that this isomorphism is fundamental for the inductive argument to be used in the proof of Theorem 6.2.1. Since the module on the left has no $p$-torsion, because $F$ is totally real, we conclude that

$$
\begin{equation*}
\mathrm{N}_{\infty}(V) / \mathrm{N}_{\infty}(V)^{t}=\mathrm{N}_{\infty}\left(E^{1}\right) / \mathrm{N}_{\infty}\left(E^{1}\right)^{t} \simeq \mathcal{R} / \mathfrak{n} \tag{6.4}
\end{equation*}
$$

where $\mathfrak{n}=\mathbb{Z} / t \mathbb{Z}$ with the trivial action of $\Pi$. On the other hand, we recall that Theorem 4.7.7 gives an exact sequence of $R$-modules

$$
0 \longrightarrow C^{1} \longrightarrow \mathrm{~N}_{\infty}(E)^{1} \longrightarrow R / \operatorname{pr}(\beta) R \longrightarrow 0
$$

Tensoring this sequence with $\mathbb{Z} / t \mathbb{Z}$ and noting that the index of $D^{1}$ (resp. $\left.\mathrm{N}_{\infty}(V)^{1}\right)$ in $D\left(\right.$ resp. in $\mathrm{N}_{\infty}(V)$ ), is prime to $p$, we obtain the exact sequence

$$
\begin{equation*}
D / D^{t} \longrightarrow \mathrm{~N}_{\infty}(V) / \mathrm{N}_{\infty}(V)^{t} \xrightarrow{j} \mathcal{R} / \beta^{\star} \mathcal{R} \longrightarrow 0 \tag{6.5}
\end{equation*}
$$

where $j$ is the induced map (of course, the map on the left need not be injective). We also have the exact sequence

$$
\begin{equation*}
0 \longrightarrow \Theta \longrightarrow \mathrm{~N}_{\infty}(V) / \mathrm{N}_{\infty}(V)^{t} \longrightarrow F^{\times} / F^{\times^{t}} \tag{6.6}
\end{equation*}
$$

for some finite group $\Theta$, which is induced by the inclusion of $\mathrm{N}_{\infty}(V)$ in $F^{\times}$. Since the natural map

$$
V / V^{t} \longrightarrow F^{\times} / F^{\times^{t}}
$$

is clearly injective, it follows from the exact sequence

$$
0 \longrightarrow \mathrm{~N}_{\infty}(V) \longrightarrow V \longrightarrow V / \mathrm{N}_{\infty}(V) \longrightarrow 0
$$

that

$$
\Theta=\left(V / \mathrm{N}_{\infty}(V)\right)_{t}=\left(V^{1} / \mathrm{N}_{\infty}\left(V^{1}\right)\right)_{t}
$$

where, for any abelian group $M, M_{t}$ denotes the kernel of multiplication by $t$ on $M$. Hence it follows that $\Theta$ is annihilated by any element of $\mathcal{R}$ which kills $V^{1} / \mathrm{N}_{\infty}(V)^{1}$. Therefore, by Theorem 4.8.2, $\Theta$ is annihilated by the element $\delta^{\star}$, where $\delta$ is our fixed non-zero annihilator of $Q$.

If $x$ is an element of $F^{\times}$, we write $\tilde{x}$ for its image in $F^{\times} / F^{\times^{t}}$. If, in addition, $x$ belongs to $\mathrm{N}_{\infty}(V)$, we let $[x]$ denote its image in $\mathrm{N}_{\infty}(V) / \mathrm{N}_{\infty}(V)^{t}$. We must be careful to distinguish between the two because the map on the right in (6.6) is not injective. By virtue of the isomorphism (6.4) above, we can then make the following definition.

Definition 6.2.2. Let $\varepsilon$ be any element of $\mathrm{N}_{\infty}(V)$ such that $[\varepsilon]$ is mapped to the coset of $1+\mathfrak{n}$ under the isomorphism (6.4).

Lemma 6.2.3. There exist integers $a_{1}, \cdots, a_{r}$ prime to $p$ and integers $n_{1}, \cdots, n_{r}$ with $\sum_{i=1}^{r} n_{i}=0$, such that

$$
\beta^{\star}[\varepsilon]=[\alpha(\rho)]
$$

where

$$
\alpha(T)=\prod_{j=1}^{r}\left(T^{-a_{j} / 2}-T^{a_{j} / 2}\right)^{n_{j}},
$$

and $\rho$ is a primitive $p^{m+1}$-th root of unity.
Proof. Note that $\alpha(\rho)$ is in $D^{1}$ and also recall that any element in $D^{1}$ is of this form. By the exact sequence (6.5), the lemma is then clear since $\beta^{\star} j([\varepsilon])=0$.

To simplify notation, we write $\phi=\phi_{\alpha}$ (see (5.1)) for the Euler system corresponding to $\alpha(T)$ in the above lemma. In addition, if $x$ is any element of $R$, we also write $x^{\star}$ for its image under the natural surjection from $R$ onto $\mathcal{R}$.

Lemma 6.2.4. Let $\lambda$ be any element of $R$ such that $\lambda \widetilde{\alpha(\rho)}=1$ in $F^{\times} / F^{\times^{t}}$, where $\alpha(\rho)$ is the cyclotomic unit appearing in the previous lemma. Then we have $\left(\gamma^{\star}-1\right) \delta^{\star} \beta^{\star} \lambda^{\star}=0$ in $\mathcal{R}$.

Proof. In view of the exact sequence (6.6), the hypothesis implies that

$$
\lambda[\alpha(\rho)] \in \Theta .
$$

Hence, as $\delta^{\star}$ annihilates $\Theta$, we have

$$
\delta^{\star} \lambda[\alpha(\rho)]=1 .
$$

By Lemma 6.2.3, it follows that

$$
\beta^{\star} \delta^{\star} \lambda[\varepsilon]=1 .
$$

By definition, $[\varepsilon]$ maps to the coset of $1+\mathfrak{n}$ under the isomorphism (6.4). Thus

$$
\beta^{\star} \delta^{\star} \lambda \in \mathfrak{n}
$$

and so $\left(\gamma^{\star}-1\right) \beta^{\star} \delta^{\star} \lambda=0$ because $\Pi$ acts trivially on $\mathfrak{n}$. This completes the proof of the lemma.

We now begin the proof of Theorem 6.2.1 and first establish it for $i=1$. Let $S$ be the set consisting of the prime 2 and all prime divisors of $a_{1}, \cdots, a_{r}$ where the $a_{i}$ are as in Lemma 6.2.3. Define

$$
\begin{equation*}
\mathcal{W}_{0}=\mathcal{R} \nu_{0}, \text { where } \nu_{0}=\mathrm{R}_{\phi}(1) \in F^{\times} / F^{\times^{t}}, \tag{6.7}
\end{equation*}
$$

where $\mathrm{R}_{\phi}$ is as in Definition 5.4.8; thus $\mathrm{R}_{\phi}(1)=\widetilde{\alpha(\rho)}$. Put

$$
\begin{equation*}
y_{0}=\operatorname{pr}((\gamma-1) \beta \delta) \in R . \tag{6.8}
\end{equation*}
$$

In view of Lemma 6.2.4, we can define a $\Pi$-homomorphism

$$
\eta_{0}: \mathcal{W}_{0} \longrightarrow \mathcal{R}
$$

by $\eta_{0}\left(\lambda \nu_{0}\right)=\lambda y_{0}^{\star}$. As above, $A=A_{m}$ is the $p$-primary subgroup of the ideal class group of $F$. Choose $\mathfrak{c}_{1}$ to be any $R$-generator of $\operatorname{Fil}^{1}(A)$ in the filtration of $A$ given in Theorem 4.8.1. We now apply Theorem 5.5.1 with this choice of data. We conclude that there exists a prime $\mathfrak{q}_{1}$ of $F$ of degree 1 , say with $\mathfrak{q}_{1}$ dividing $q_{1}$, such that (i) $\mathfrak{q}_{1} \in \mathfrak{c}_{1}$, (ii) $q_{1} \equiv 1 \bmod t$, (iii) $q_{1} \notin S$, (iv) $\mathcal{W}_{0} \subset \mathcal{S}_{q_{1}}$, and (v) there exists $u_{0} \in(\mathbb{Z} / t \mathbb{Z})^{\times}$such that

$$
\begin{equation*}
l_{q_{1}}\left(\nu_{0}\right)=u_{0} \eta_{0}\left(\nu_{0}\right) \mathfrak{q}_{1}=u_{0} y_{0}^{\star} \mathfrak{q}_{1} . \tag{6.9}
\end{equation*}
$$

On the other hand, applying Theorem 5.4.9 with $n=q_{1}$, we obtain

$$
l_{q_{1}}\left(\nu_{0}\right)=\left(\nu_{1}\right)_{q_{1}}=\left(\nu_{1}\right), \text { where } \nu_{1}=\mathrm{R}_{\phi}\left(\xi_{1}\right) \in F^{\times} / F^{\times^{t}}
$$

with $\xi_{1}$ a primitive $q_{1}$-th root of unity. Thus we have

$$
\begin{equation*}
u_{0} y_{0}^{\star} \mathfrak{q}_{1}=\left(\nu_{1}\right) \text { in } I / t I \tag{6.10}
\end{equation*}
$$

whence

$$
\begin{equation*}
y_{0} \mathfrak{c}_{1}=0 \text { in } A \tag{6.11}
\end{equation*}
$$

because $t A=0$. Note that we can immediately deduce the assertion of Theorem 6.2.1 for $i=1$ from this last equation. Indeed, as $\operatorname{pr}(\delta)$ anihilates $Q$, it also annihilates $Q_{1}=Q_{1, m}$ (see Theorem 4.8.1), and so it follows from (6.11) and the exact sequence (4.42) for $i=1$, that $\operatorname{pr}(\delta) y_{0}$ annihilates $R / f_{1} R$, whence

$$
\begin{equation*}
\left(\delta y_{0}\right)^{\star} \in f_{1}^{\star} \mathcal{R} \tag{6.12}
\end{equation*}
$$

We now give in full detail the general inductive proof of Theorem 6.2.1. Let us fix classes $\mathfrak{c}_{1}, \cdots, \mathfrak{c}_{h}$ in $A$ such that $\mathfrak{c}_{j}$ belongs to $\operatorname{Fil}^{j}(A)$ and the quotient $\operatorname{Fil}^{j}(A) / \mathrm{Fil}^{j-1}(A)$ is generated over $R$ by the image
of $\mathfrak{c}_{j}$, which we shall denote by $\tilde{\mathfrak{c}_{j}}$ for $j=1, \cdots, h$. Suppose now that $i$ is any integer with $1 \leq i<h$. We assume by induction that we have already found degree one primes $\mathfrak{q}_{1}, \cdots, \mathfrak{q}_{i}$ of $F$ lying above distinct rational primes $q_{1}, \cdots, q_{i}$ respectively, which do not lie in $S$, and which have the following properties. Writing

$$
\nu_{j}=\mathrm{R}_{\phi}\left(\xi_{q_{1}} \ldots \xi_{q_{j}}\right) \text { in } F^{\times} / F^{\times^{t}}
$$

in the notation of Theorem 5.4.9, we then have :-
(i) $\mathfrak{q}_{j}$ is in $\mathfrak{c}_{j}$ for $j=1, \cdots, i$
(ii) $q_{j} \equiv 1 \bmod t$ for $j=1, \cdots, i$
(iii) There exist elements $y_{j-1}$ in $R$ such that there is an $\mathcal{R}$-homomorphism

$$
\eta_{j-1}: W_{j-1}:=\mathcal{R} \nu_{j-1} \longrightarrow \mathcal{R}
$$

with $\eta_{j-1}\left(\nu_{j-1}\right)=y_{j-1}^{\star}$ for $j=1, \cdots, i$
(iv) There exist $u_{j-1} \in(\mathbb{Z} / t \mathbb{Z})^{\times}$such that

$$
\left(\nu_{j}\right)_{q_{j}}=l_{q_{j}}\left(\nu_{j-1}\right)=u_{j-1} y_{j-1}^{\star} \mathfrak{q}_{j}, \text { for } j=1, \cdots, i
$$

(v) $\delta^{\star} u_{j-1} y_{j-1}^{\star}=f_{j}^{\star} y_{j}^{\star}$ for $j=1, \cdots, i-1$.

We first note that assertions (i) to (v) imply the validity of Theorem 6.2 .1 for $i$. Indeed, the equations (v) for $j=1, \cdots, i-1$ show that

$$
\begin{equation*}
\left(\delta^{\star}\right)^{j} y_{0}^{\star} \in f_{1}^{\star} \ldots f_{j}^{\star} y_{j}^{\star} \mathcal{R} . \tag{6.13}
\end{equation*}
$$

On the other hand, assertions (i) and (iv) for $j=i$ imply that

$$
y_{i-1} \tilde{c_{i}}=0 \text { in } \operatorname{Fil}^{i}(A) / \operatorname{Fil}^{i-1}(A) .
$$

Hence, using as before the exact sequence (4.42) for $i$, we conclude that

$$
\begin{equation*}
\operatorname{pr}(\delta) y_{i-1} \in f_{i} R . \tag{6.14}
\end{equation*}
$$

Combining (6.13) and (6.14) for $j=i-1$, it is clear that the conclusion of Theorem 6.2.1 is valid for $i$.

We now proceed to show that the above assertions (i) to (v) hold for $i+1$. By the remarks above, this will establish Theorem 6.2 .1 by induction. Our first step is to prove assertion (iii). Since the argument is rather delicate, we isolate the first step in the proof as a separate lemma.

Lemma 6.2.5. Assume that the assertions (i) to (v) hold for an integer $i$ with $1 \leq i<h$. Let $\lambda$ be any element in $R$ with $\lambda \nu_{i}=1$ in $F^{\times} / F^{\times^{t}}$. Then $\lambda . A=0$.

Proof. By virtue of the equation

$$
l_{q_{i}}\left(\nu_{i-1}\right)=\left(\nu_{i}\right)_{q_{i}}=u_{i-1} y_{i-1}^{\star} \mathfrak{q}_{i},
$$

and our assumption that $\lambda \nu_{i}=1$, we have

$$
\begin{equation*}
\lambda^{\star} y_{i-1}^{\star}=0 \tag{6.15}
\end{equation*}
$$

On the other hand, the equations in (v) for $j=1, \cdots, i-1$ and the fact that $y_{0}=\operatorname{pr}((\gamma-1) \beta \delta)$ show that $y_{i-1}^{\star}$ divides $\left(\delta^{i}(\gamma-1) \beta\right)^{\star}$ in $\mathcal{R}$. But, by the definition of $s$, we have $\operatorname{pr}\left(\delta^{i}(\gamma-1) \beta\right)$ divides $\operatorname{pr}(\gamma-1) s^{i+1}$ in $R$. Moreover, by the definition of $t$, we see that $s^{i+1}$ divides $t / \#(A)$. Thus, by (6.15), we have

$$
(t / \#(A)) \lambda \operatorname{pr}(\gamma-1) \in t R .
$$

This implies that

$$
\lambda \operatorname{pr}(\gamma-1) \subset \#(A) \cdot R,
$$

whence $\lambda \operatorname{pr}(\gamma-1) A=0$. But $\operatorname{pr}(\gamma-1)$ is an automorphism of $A$, since $A^{G}=0$ (see Lemma 4.8.3), and so we have proved the lemma.

If $x$ is any element of $F^{\times}$, we write $(x)$ for its ideal in $I$, and define $\{x\}_{q_{j}} \in R$ by

$$
(x)_{q_{j}}=\{x\}_{q_{j}} \mathfrak{q}_{j} ;
$$

here $(x)_{q_{j}}$ denotes the $q_{j}$-component of the ideal $(x)$. We now explain how to find a suitable $y_{i}$ in $R$ such that (iv) holds for $j=i+1$. Pick a representative $b_{i}$ in $F^{\times}$of $\nu_{i}$. By Theorem 5.4.9, the ideal $\left(b_{i}\right)$ can be written as

$$
\left(b_{i}\right)=\sum_{j=1}^{i}\left\{b_{i}\right\}_{q_{j}} \mathfrak{q}_{j}+t \mathfrak{b}_{i}
$$

where $\mathfrak{b}_{i}$ is prime to $\mathfrak{q}_{1}, \cdots, \mathfrak{q}_{i}$. Since the class of $\mathfrak{q}_{j}$ is $\mathfrak{c}_{j},(1 \leq j \leq i)$, this equation shows that the class of $\mathfrak{b}_{i}$ belongs to $A$. Hence, as $t A=0$, we obtain

$$
\sum_{j=1}^{i}\left\{b_{i}\right\}_{q_{j}} \mathfrak{c}_{j}=0
$$

In particular, recalling that $\tilde{\boldsymbol{c}_{i}}$ denotes the image of $\mathfrak{c}_{i}$ in $\operatorname{Fil}^{i}(A) /$ $\mathrm{Fil}^{i+1}(A)$, it follows from (i) of our inductive hypothesis that

$$
\begin{equation*}
\left\{b_{i}\right\}_{q_{i}} \tilde{\tilde{c}_{i}}=0 . \tag{6.16}
\end{equation*}
$$

Since $\operatorname{pr}(\delta)$ annihilates the module $Q_{i, m}$, it follows from the exact sequence (4.42) that $\operatorname{pr}(\delta)\left\{b_{i}\right\}_{q_{i}}$ belongs to $\operatorname{pr}\left(f_{i}\right) R$, say

$$
\begin{equation*}
\operatorname{pr}(\delta)\left\{b_{i}\right\}_{q_{i}}=\operatorname{pr}\left(f_{i}\right) y_{i}, \quad\left(y_{i} \in R\right) . \tag{6.17}
\end{equation*}
$$

We fix any such $y_{i}$ and proceed to prove that

$$
\begin{equation*}
\lambda^{\star} y_{i}^{\star}=0 \text { in } \mathcal{R} \tag{6.18}
\end{equation*}
$$

for all $\lambda$ in $R$ such that $\lambda \nu_{i}=1$ in $F^{\times} / F^{\times^{t}}$. Fixing such a $\lambda$, it is clear that there exists $d_{i}$ in $F^{\times}$such that

$$
\begin{equation*}
\lambda b_{i}=d_{i}^{t} . \tag{6.19}
\end{equation*}
$$

We can write the ideal $\left(d_{i}\right)$ in the form

$$
\begin{equation*}
\left(d_{i}\right)=\sum_{j=1}^{i}\left\{d_{i}\right\}_{q_{j}} \mathfrak{q}_{j}+\mathfrak{d}_{i}, \tag{6.20}
\end{equation*}
$$

where $\mathfrak{d}_{i}$ is prime to $\mathfrak{q}_{1}, \cdots, \mathfrak{q}_{i}$. It follows immediately from (6.19) that

$$
\begin{equation*}
\lambda\left\{b_{i}\right\}_{q_{j}}=t\left\{d_{i}\right\}_{q_{j}}(1 \leq j \leq i), \quad \mathfrak{d}_{i}=\lambda \mathfrak{b}_{i} . \tag{6.21}
\end{equation*}
$$

Noting that the class of $\mathfrak{b}_{i}$ belongs to $A$, the lemma above then shows that $\mathfrak{d}_{i}$ must be principal because $\mathfrak{d}_{i}=\lambda \mathfrak{b}_{i}$. Thus we obtain

$$
\begin{equation*}
\sum_{j=1}^{i}\left\{d_{i}\right\}_{q_{j}} \mathfrak{c}_{j}=0 \tag{6.22}
\end{equation*}
$$

and an entirely similar argument to the above then shows that there exists $z_{i}$ in $R$ such that

$$
\begin{equation*}
\operatorname{pr}(\delta)\left\{d_{i}\right\}_{q_{i}}=\operatorname{pr}\left(f_{i}\right) z_{i} . \tag{6.23}
\end{equation*}
$$

As $\lambda\left\{b_{i}\right\}_{q_{i}}=t\left\{d_{i}\right\}_{q_{i}}$, we conclude from (6.17) and (6.23) that

$$
\begin{equation*}
\operatorname{pr}\left(f_{i}\right) z_{i} t=\operatorname{pr}\left(f_{i}\right) \lambda y_{i} . \tag{6.24}
\end{equation*}
$$

But multiplication by $\operatorname{pr}\left(f_{i}\right)$ is injective on $R$ because $R / \operatorname{pr}\left(f_{i}\right) R$ is finite, and hence

$$
z_{i} t=\lambda y_{i} \text { in } R,
$$

which clearly establishes (6.18). Thus the $\mathcal{R}$-homomorphism

$$
\eta_{i}: W_{i}:=\mathcal{R} \nu_{i} \longrightarrow \mathcal{R}
$$

given by $\eta_{i}\left(\lambda \nu_{i}\right)=\lambda^{\star} y_{i}^{\star}$ is well-defined, and this establishes assertion (iii) for $i+1$. Note also that assertion (v) for $j=i$ follows from the validity of (iv) for $j=i$, together with the fact that

$$
\left(\nu_{i}\right)_{q_{i}}=\left\{b_{i}\right\}_{q_{i}}^{\star} \mathfrak{q}_{i}
$$

We now apply Theorem 5.5 .1 to this homomorphism $\eta_{i}$ and the class $\mathfrak{c}_{i+1}$. We conclude that there exists a degree one prime $\mathfrak{q}_{i+1}$ of $F$ lying above a rational prime $q_{i+1}$ distinct from $q_{1}, \cdots, q_{i}$ and the elements of $S$ such that $\mathfrak{q}_{i+1} \in \mathfrak{c}_{i+1}, q_{i+1} \equiv 1 \bmod t$, and

$$
l_{q_{i+1}}\left(\nu_{i}\right)=u_{i} y_{i}^{\star} \mathfrak{q}_{i+1}
$$

for some $u_{i}$ in $(\mathbb{Z} / t \mathbb{Z})^{\star}$. By Theorem 5.4.9, we also have

$$
\left(\nu_{i+1}\right)_{q_{i}+1}=l_{q_{i}+1}\left(\nu_{i}\right)
$$

and thus we have proven (iv) for $j=i+1$. This completes the proof of the induction and hence assertions (i) to (v) hold for $i=$ $1, \cdots, h$ where we recall that $h$ is the number of direct summands appearing in the exact sequence (4.41). In particular, this establishes Theorem 6.2.1.

Corollary 6.2.6. $\operatorname{ch}_{G}\left(Y_{\infty}\right)$ divides $\operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)$.
Proof. We first claim that

$$
\begin{equation*}
f_{1} \ldots f_{h} \text { divides }(\gamma-1) \beta \delta^{h+1} \text { in } \Lambda(G) \tag{6.25}
\end{equation*}
$$

Indeed, we have

$$
\Lambda(G)=\underbrace{\lim }_{m}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\left[\operatorname{Gal}\left(F_{m} / \mathbb{Q}\right)\right] .
$$

Since $t$ is a multiple of $p^{m+1}$, Theorem 6.2.1 for $i=h$ shows that the divisiblity assertion analogous to (6.25) holds in all of the group rings

$$
\left(\mathbb{Z} / p^{m+1} \mathbb{Z}\right)\left[\operatorname{Gal}\left(F_{m} / \mathbb{Q}\right)\right]
$$

for all $m \geq 0$, whence it clearly holds in $\Lambda(G)$ by a simple compactness argument.

The following argument shows that we can remove the power of $\delta$ in the assertion (6.25) above, where we recall that $\delta$ is any element of $\Lambda(G)$ which annihilates $Q$ and has the additional property that $R_{m} / \operatorname{pr}(\delta) R_{m}$ is finite for all $m \geq 0$. We recall that $\Lambda(G)$ is a direct product of $(p-1) / 2$ copies of the unique factorization domain $\mathbb{Z}_{p}[[T]]$ and note that
it therefore makes sense to define two elements of $\Lambda(G)$ to be relatively prime if each of their $(p-1) / 2$ components are relatively prime. Since the module $Q$ appearing in (4.41) is finite, it is easy to see that we can find two relatively prime elements $\delta_{1}$ and $\delta_{2}$ which annihilate $Q$ and have the property that $R_{m} / \operatorname{pr}\left(\delta_{1}\right) R_{m}$ and $R_{m} / \operatorname{pr}\left(\delta_{2}\right) R_{m}$ are both finite for all $m \geq 0$. Indeed, $Q$ will be annihilated by the ideal of $\Lambda(G)$ given by taking the $k$-th power of the maximal ideal of $\mathbb{Z}_{p}[[T]]$ in each of the $(p-1) / 2$ components for all sufficiently large positive integers $k$. One could then choose, for example, $\delta_{1}$ and $\delta_{2}$ to be the elements of $\Lambda(G)$, with $p^{k}$ and $T^{k}+p^{k}$, respectively, in each component. Thus it follows from (6.25) that

$$
f_{1} \ldots f_{h} \text { divides }(\gamma-1) \beta
$$

in $\Lambda(G)$. However, we have already remarked that $\left(Y_{\infty}\right)_{\Gamma_{0}}$ is finite (see (4.16)), whence it follows that the product $f_{1} \ldots f_{h}$ is relatively prime to $\gamma-1$. Thus we conclude that

$$
f_{1} \ldots f_{h} \text { divides } \beta
$$

in $\Lambda(G)$ and the proof of the corollary is complete.

### 6.3 Proof of the Main Conjecture

We can finally prove
Theorem 6.3.1. We have $\operatorname{ch}_{G}\left(Y_{\infty}\right)=\operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)$.
As explained in section 4.5 (see Proposition 4.5.7), this theorem, together with Iwasawa's theorem (Theorem 4.4.1) establishes the main conjecture at last.

We prove the theorem by invoking the classical analytic class number formula (see $[\mathrm{H} 1, \S 11]$ or $[\mathrm{Si}]$ ) for the field $F_{0}$. Indeed, recalling that $A_{0}$ denotes the $p$-primary subgroup of the ideal class group, $V_{0}$ denotes the group of units, and $D_{0}$ the group of cyclotomic units of $F_{0}$, the analytic class number formula asserts that

$$
\# A_{0}=\#\left(\left(V_{0} / D_{0}\right)(p)\right),
$$

where $\left(V_{0} / D_{0}\right)(p)$ denotes the $p$-primary subgroup of $V_{0} / D_{0}$. But, since Leopoldt's conjecture is valid for $F_{0}$, we have

$$
\left(V_{0} / D_{0}\right)(p)=E_{0}^{1} / C_{0}^{1},
$$

so that we can rewrite the class number formula as

$$
\begin{equation*}
\#\left(A_{0}\right)=\#\left(E_{0}^{1} / C_{0}^{1}\right) . \tag{6.26}
\end{equation*}
$$

By (4.16) and global class field theory, we have

$$
\begin{equation*}
\#\left(\left(Y_{\infty}\right)_{\Gamma_{0}}\right)=\#\left(A_{0}\right) . \tag{6.27}
\end{equation*}
$$

On the other hand, Proposition 4.7.5 shows that

$$
\begin{equation*}
\#\left(E_{\infty}^{1} / C_{\infty}^{1}\right)_{\Gamma_{0}}=\#\left(\mathrm{~N}_{\infty}\left(E_{0}^{1}\right) / C_{0}^{1}\right) \tag{6.28}
\end{equation*}
$$

It follows from (6.26) and these last two formulae that

$$
\begin{equation*}
\#\left(\left(Y_{\infty}\right)_{\Gamma_{0}}\right) / \#\left(E_{\infty}^{1} / C_{\infty}^{1}\right)_{\Gamma_{0}}=\#\left(E_{0}^{1} / \mathrm{N}_{\infty}\left(E_{0}^{1}\right)\right) . \tag{6.29}
\end{equation*}
$$

But by Theorem 4.7.6, we have

$$
\#\left(E_{0}^{1} / \mathrm{N}_{\infty}\left(E_{0}^{1}\right)\right)=\#\left(Y_{\infty}\right)^{\Gamma_{0}}
$$

Recalling that

$$
\left(E_{\infty}^{1} / C_{\infty}^{1}\right)^{\Gamma_{0}}=0
$$

by (i) of Theorem 4.6.3, we have therefore shown that $Y_{\infty}$ and $E_{\infty}^{1} / C_{\infty}^{1}$ have finite $\Gamma_{0}$-Euler characteristics (see Appendix), and

$$
\chi\left(\Gamma, Y_{\infty}\right)=\chi\left(\Gamma, E_{\infty}^{1} / C_{\infty}^{1}\right) .
$$

However, it is easily seen from Corollary 6.2.6 that $\mathrm{ch}_{\Gamma}\left(Y_{\infty}\right)$ divides $\operatorname{ch}_{\Gamma}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)$. Hence by Corollary 2 of the Appendix, we conclude that we have

$$
\operatorname{ch}_{\Gamma}\left(Y_{\infty}\right)=\operatorname{ch}_{\Gamma}\left(E_{\infty}^{1} / C_{\infty}^{1}\right),
$$

whence again using Corollary 6.2.6, it follows that

$$
\operatorname{ch}_{G}\left(Y_{\infty}\right)=\operatorname{ch}_{G}\left(E_{\infty}^{1} / C_{\infty}^{1}\right)
$$

and this completes the proof of the main conjecture.

## Appendix

In the first part of this Appendix, we summarize for the convenience of the reader, the basic algebraic facts about modules over the Iwasawa algebras occurring in this book. In the latter parts, we recall several elementary lemmas from Iwasawa theory which are used in Chapters 4 and 6 .

## A.1. Structure Theory

We recall that the Iwasawa algebra $\Lambda(\mathcal{G})$ of any profinite group $\mathcal{G}$ is defined by

$$
\Lambda(\mathcal{G})=\lim _{\leftrightarrows} \mathbb{Z}_{p}[\mathcal{G} / \mathcal{H}]
$$

where $\mathcal{H}$ runs over all open normal subgroups of $\mathcal{G}$, and the inverse limit is taken with respect to the evident maps. It is endowed with the topology coming from the $p$-adic topology on the group rings of the finite quotients of $\mathcal{G}$. Modules over this Iwasawa algebra arise naturally in the following fashion. Let $M$ be any compact $\mathbb{Z}_{p}$-module on which $\mathcal{G}$-acts continuously on the left. Then

$$
\begin{equation*}
M=\underset{\leftrightarrows}{\lim } M_{\mathcal{H}}, \tag{A1}
\end{equation*}
$$

where $M_{\mathcal{H}}$ denotes the largest quotient of $M$ on which $\mathcal{H}$ acts trivially. This is most easily seen by passing to the Pontrjagin dual of $M$, which we denote by $M^{D}$ and is defined to be the group of all continuous homomorphisms of $M$ into the discrete module $\mathbb{Q}_{p} / \mathbb{Z}_{p}$. We then note that

$$
M^{D}=\bigcup\left(M^{D}\right)^{\mathscr{H}}
$$

because $M^{D}$ is a discrete $\mathcal{G}$-module, and the previous assertion follows because $\left(M^{D}\right)^{\mathscr{H}}$ is dual to $M_{\mathcal{H}}$, and Pontrjagin duality changes inductive limits to projective limits. The left action of $\Lambda(\mathcal{G})$ on $M$ is evident from (A1).

The classical structure theory from commutative algebra (see [Bou, Chapter VII]), is usually only given for modules over the Iwasawa algebra of a group $\mathcal{G}$ which is isomorphic to $\mathbb{Z}_{p}$, or more generally $\mathbb{Z}_{p}^{d}$ for some integer $d \geq 1$. However, we shall be concerned with the case when $\mathcal{G}$ is either the Galois group over $\mathbb{Q}$ of the field generated by all $p$-power roots of unity, or its maximal real subfield, and it avoids unnecessary notational complexities to formulate the structure theory for such groups. Henceforth, we assume that $p$ is an odd prime number, and $\mathcal{G}$ is a group of the form $\pi \times \Gamma$, where $\pi$ is a quotient of $\mathbb{F}_{p}^{\times}=(\mathbb{Z} / p \mathbb{Z})^{\times}$ of order $k$, and $\Gamma$ is topologically isomorphic to the additive group of $\mathbb{Z}_{p}$. We write

$$
\theta=\omega^{(p-1) / k}
$$

where $\omega: \mathbb{F}_{p}^{\times} \longrightarrow \mathbb{Z}_{p}^{\times}$is a Teichmüller character, i.e. $\omega(a) \equiv a \bmod p$. Thus the homomorphisms from $\pi$ to $\mathbb{Z}_{p}^{\times}$are given precisely by the $\theta^{i}$, where $i$ runs over any complete set of residues modulo $k$. Hence, if $M$ is any $\Lambda(\mathcal{G})$-module, it will have the canonical decomposition

$$
\begin{equation*}
M=\bigoplus_{i \bmod k} M^{(i)} \tag{A2}
\end{equation*}
$$

where

$$
M^{(i)}=e_{\theta^{i}} M, \quad e_{\theta^{i}}=\frac{1}{k} \sum_{\delta \in \pi} \theta^{-i}(\delta) \delta,
$$

is the $\mathbb{Z}_{p}$-submodule of $M$ on which $\pi$ acts via $\theta^{i}$. As the elements of $\pi$ and $\Gamma$ commute, each $M^{(i)}$ is a $\Lambda(\Gamma)$-module. Applying this to $\Lambda(\mathcal{G})$ itself, it is clear that $\Lambda(\mathcal{G})^{(i)}$ is always a ring, and the next lemma describes it explicitly.
Lemma 1 Let $i$ be any integer modulo $k$. Then $\Lambda(\mathcal{G})^{(i)}$ is isomorphic to the ring $\Lambda(\Gamma)$, endowed with the action of $\pi$ via $\theta^{i}$.

Proof. By definition, we have

$$
\Lambda(\mathcal{G})=\lim _{\longleftarrow} \mathbb{Z}_{p}\left[\pi \times \Gamma / \Gamma_{n}\right],
$$

where $\Gamma_{n}$ is the unique closed subgroup of $\Gamma$ of index $p^{n}$. Since $\mathbb{Z}_{p}[\pi \times$ $\left.\Gamma / \Gamma_{n}\right]=\mathbb{Z}_{p}[\pi]\left[\Gamma / \Gamma_{n}\right]$, we conclude that

$$
\Lambda(\mathcal{G})^{(i)}=\underset{\longleftarrow}{\lim } \mathbb{Z}_{p}[\pi]\left[\Gamma / \Gamma_{n}\right]^{(i)}=\underset{\longleftarrow}{\lim } \mathbb{Z}_{p}\left[\Gamma / \Gamma_{n}\right],
$$

where it is understood that $\pi$ acts on the group $\mathbb{Z}_{p}\left[\Gamma / \Gamma_{n}\right]$ via $\theta^{i}$. But

$$
\lim _{\leftrightarrows}^{\mathbb{Z}_{p}}\left[\Gamma / \Gamma_{n}\right]=\Lambda(\Gamma),
$$

and so the proof of the lemma is complete.
As a consequence of this lemma, we can essentially reduce many questions about a $\Lambda(\mathcal{G})$-module $M$ to the analogous questions for the $\Lambda(\Gamma)$-modules $M^{(i)}$ for $1 \leq i \leq k-1$, to which we can then apply the classical results of [Bou, Chapter VII]. For example, the module $M$ will be finitely generated over $\Lambda(\mathcal{G})$ if and only if each $M^{(i)}$ is finitely generated over $\Lambda(\Gamma)$. Also, defining the module $M$ to be $\Lambda(\mathcal{G})$-torsion if every element of $M$ is annihilated by a non-zero divisor in $\Lambda(\mathcal{G})$, it is clear that $M$ is $\Lambda(\mathcal{G})$-torsion if and only if each $M^{(i)}$ is $\Lambda(\Gamma)$-torsion, or equivalently $M$ itself is $\Lambda(\Gamma)$-torsion.

Let $M$ be a finitely generated $\Lambda(\mathcal{G})$-module. We shall say that $M$ has a well-defined $\Lambda(\mathcal{G})$-rank equal to $r$, if there is a $\Lambda(\mathcal{G})$-homomorphism from $M$ to $\Lambda(\mathcal{G})^{r}$ with $\Lambda(\mathcal{G})$-torsion kernel and cokernel. An equivalent definition is that each $M^{(i)}$, $(1 \leq i \leq k)$, should have $\Lambda(\Gamma)$-rank equal to $r$.

Theorem 1. Let $M$ be a finitely generated $\Lambda(\mathcal{G})$-module. Assume (i) $M$ has a well-defined $\Lambda(\mathcal{G})$-rank equal to $r$, and (ii) the $\Lambda(\mathcal{G})$-torsion submodule of $M$ is zero. Then we have an exact sequence of $\Lambda(\mathcal{G})$ modules

$$
0 \longrightarrow M \longrightarrow \Lambda(\mathcal{G})^{r} \longrightarrow Q \longrightarrow 0
$$

where $Q$ is a $\Lambda(\mathcal{G})$-module of finite cardinality.
Proof. By assumptions (i) and (ii), we conclude from [Bou, Chapter VII] that we have an exact sequence of $\Lambda(\mathcal{G})$-modules

$$
0 \longrightarrow M^{(i)} \longrightarrow \Lambda(\Gamma)^{r} \longrightarrow Q_{i} \longrightarrow 0
$$

for all integers $i$ modulo $k$. Note that $r$ is independent of $i$ by assumption (i). Define the $\mathcal{G}$-module $Q$ by

$$
Q=\bigoplus_{i \bmod k} Q_{i}
$$

with the given action of $\Gamma$ on each summand, and with $\pi$ acting on $Q_{i}$ via the character $\theta^{i}$. Since by Lemma 1, we have the analogous decomposition

$$
\Lambda(\mathcal{G})^{r}=\bigoplus_{i \bmod k} \Lambda(\Gamma)^{r}
$$

the assertion of the theorem is plain.

Theorem 2. Let $M$ be a finitely generated torsion $\Lambda(\mathcal{G})$-module. Then there exists an exact sequence of $\Lambda(\mathcal{G})$-modules

$$
0 \longrightarrow \bigoplus_{j=1}^{r} \Lambda(\mathcal{G}) / \Lambda(\mathcal{G}) f_{j} \longrightarrow M \longrightarrow Q \longrightarrow 0
$$

where $f_{1}, \cdots, f_{r}$ are non-zero divisors in $\Lambda(\mathcal{G})$, and $Q$ is $\Lambda(\mathcal{G})$-module of finite cardinality.
Proof. For each integer $i \bmod k$ [Bou, Chapter VII] shows that we have an exact sequence of $\Lambda(\Gamma)$-modules

$$
0 \longrightarrow \bigoplus_{j=1}^{r} \Lambda(\Gamma) / f_{j, i} \Lambda(\Gamma) \longrightarrow M^{(i)} \longrightarrow Q_{i} \longrightarrow 0
$$

where $f_{1, i}, \cdots, f_{r, i}$ are non-zero elements of $\Lambda(\Gamma)$, and $Q_{i}$ is a finite $\Lambda(\Gamma)$-module. Note that we can assume that $r$ is independent of $i$ simply by choosing some of the $f_{j, i}$ 's to be one. Recalling that (cf. Lemma 1)

$$
\begin{equation*}
\Lambda(\mathcal{G})=\bigoplus_{i \bmod k} \Lambda(\mathcal{G})^{(i)}, \text { with } \Lambda(\mathcal{G})^{(i)}=\Lambda(\Gamma), \tag{A3}
\end{equation*}
$$

we define

$$
f_{j}=\sum_{i \bmod k} f_{j, i}, \quad(j=1, \cdots, r)
$$

Again taking

$$
Q=\bigoplus_{i \bmod k} Q_{i}
$$

with the given action of $\Gamma$ on each summand, and with $\pi$ acting on $Q_{i}$ via the character $\theta^{i}$, the assertion of the theorem follows.

Let $M$ be a finitely generated torsion $\Lambda(\mathcal{G})$-module. In view of Theorem 2, we may define the characteristic ideal $\operatorname{ch}_{\mathcal{G}}(M)$ by

$$
\operatorname{ch}_{\mathcal{G}}(M)=f_{1} \ldots f_{m} \Lambda(\mathcal{G}) .
$$

The uniqueness results in the structure theory (cf. [Bou, Chapter VII]) show that the ideal $\operatorname{ch}_{\mathcal{G}}(M)$ depends only on $M$, and not on the particular exact sequence in Theorem 2.

Proposition 1. Let

$$
0 \longrightarrow M_{1} \longrightarrow M_{2} \longrightarrow M_{3} \longrightarrow 0
$$

be an exact sequence of finitely generated torsion $\Lambda(\mathcal{G})$-modules. Then we have

$$
\operatorname{ch}_{\mathcal{G}}\left(M_{2}\right)=\operatorname{ch}_{\mathcal{G}}\left(M_{1}\right) \operatorname{ch}_{\mathcal{G}}\left(M_{3}\right) .
$$

Proof. It is proven in [Bou, Chapter VII] that the corresponding $\Lambda(\Gamma)$ characteristic ideals are multiplicative along exact sequences. Hence, as for each integer $i \bmod k$, we have an exact sequence of $\Lambda(\Gamma)$-modules

$$
0 \longrightarrow M_{1}^{(i)} \longrightarrow M_{2}^{(i)} \longrightarrow M_{3}^{(i)} \longrightarrow 0
$$

the assertion of the propostion follows.
Lemma 2. Let $M$ be a finitely generated torsion $\Lambda(\mathcal{G})$-module, and suppose that $\operatorname{ch}_{\mathcal{G}}(M)=f_{M} \Lambda(\mathcal{G})$. Then, viewing $M$ as a $\Lambda(\Gamma)$-module via restriction of scalars, we have

$$
\operatorname{ch}_{\Gamma}(M)=f_{M, 1} \ldots f_{M, k} \Lambda(\Gamma)
$$

where the $f_{M, i}$ are the components of $f_{M}$ in the decomposition (A3).
Proof. This is immediate from the decomposition (A2) and the fact that $f_{M, i}$ is a generator of the $\Lambda(\Gamma)$-characteristic ideal of $M^{(i)}$ for $i=1, \cdots, k$.

Finally, a $\Lambda(\mathcal{G})$-module of the form

$$
N=\bigoplus_{j=1}^{r} \Lambda(\mathcal{G}) / \Lambda(\mathcal{G}) f_{j}
$$

where $f_{1}, \cdots, f_{r}$ are non-zero divisors in $\Lambda(\mathcal{G})$ is called an elementary $\Lambda(\mathcal{G})$-module. A basic property of such elementary modules is that they have no non-zero finite $\Lambda(\mathcal{G})$-submodules. We omit the proof of this last assertion, simply noting that it follows easily on applying the Weierstrass preparation theorem to the $\Lambda(\Gamma)$-components of the elementary module.

## A.2. $\Gamma$-Euler Characteristics

As in the previous section, let $\Gamma$ be isomorphic to the additive group of $\mathbb{Z}_{p}$, and let $\Gamma_{n}$ denote the unique open subgroup of $\Gamma$ of index $p^{n}$. The augmentation homomorphism from $\Lambda(\Gamma)$ to $\mathbb{Z}_{p}$ induces an isomorphism $\Lambda(\Gamma)_{\Gamma} \simeq \mathbb{Z}_{p}$. If $g$ is any element of $\Lambda(\Gamma)$, we write $g(0)$ for its image under this isomorphism.

Let $M$ be a finitely generated torsion $\Lambda(\Gamma)$-module, and consider the homology groups $H_{i}(\Gamma, M)$ for $i \geq 0$. Since $\Gamma$ has $p$-homological dimension 1 , we have

$$
H_{0}(\Gamma, M)=(M)_{\Gamma}, \quad H_{1}(\Gamma, M)=M^{\Gamma}, \quad H_{i}(\Gamma, M)=0 \quad(i \geq 2)
$$

We say that $M$ has finite $\Gamma$-Euler characteristic if the $H_{i}(\Gamma, M)(i=0,1)$ are finite and, when they are finite, we define

$$
\chi(\Gamma, M)=\#\left(H_{0}(\Gamma, M)\right) / \#\left(H_{1}(\Gamma, M)\right) .
$$

Also, we write $g_{M}$ for any element of $\Lambda(\Gamma)$ such that

$$
\operatorname{ch}_{\Gamma}(M)=g_{M} \Lambda(\Gamma)
$$

Proposition 2. Let $M$ be finitely generated torsion $\Lambda(\Gamma)$-module. Then the following assertions are equivalent:- (i) $H_{0}(\Gamma, M)$ is finite, (ii) $H_{1}(\Gamma, M)$ is finite and (iii) $g_{M}(0) \neq 0$. When these assertions hold, $\chi(\Gamma, M)$ is finite, and

$$
\begin{equation*}
\chi(\Gamma, M)=\left|g_{M}(0)\right|_{p}^{-1} \tag{A5}
\end{equation*}
$$

Proof. By the structure theory of finitely generated $\Lambda(\Gamma)$-modules, we have an exact sequence of $\Lambda(\Gamma)$-modules

$$
\begin{equation*}
0 \longrightarrow \bigoplus_{j=1}^{m} \Lambda(\Gamma) / \Lambda(\Gamma) g_{j} \longrightarrow M \longrightarrow Q \longrightarrow 0 \tag{A6}
\end{equation*}
$$

where $Q$ is finite, and $g_{1}, \cdots, g_{m}$ are non-zero elements of $\Lambda(\Gamma)$. Multiplying $g_{1}$ by a suitable unit, we can assume that $g_{M}=g_{1} \ldots g_{m}$. Taking the long exact homology sequence of (A6), it is clear that it suffices to prove assertions (i), (ii) and (iii) are equivalent for each of the modules $R_{i}=\Lambda(\Gamma) / g_{i} \Lambda(\Gamma)$. But the short exact sequence

$$
0 \longrightarrow \Lambda(\Gamma) \xrightarrow{\times g_{i}} \Lambda(\Gamma) \longrightarrow R_{i} \longrightarrow 0
$$

gives the long exact homology sequence

$$
0 \longrightarrow H_{1}\left(\Gamma, R_{i}\right) \longrightarrow \mathbb{Z}_{p} \xrightarrow{\times g_{i}(0)} \mathbb{Z}_{p} \longrightarrow H_{0}\left(\Gamma, R_{i}\right) \longrightarrow 0
$$

It is now clear from this sequence that $H_{0}\left(\Gamma, R_{i}\right)$ is finite if and only if $H_{1}\left(\Gamma, R_{i}\right)$ is finite, and that both are equivalent to $g_{i}(0) \neq 0$. This proves the equivalence of assertions (i), (ii) and (iii). Moreover, writing $R=\bigoplus_{i=1}^{m} R_{i}$, it follows immediately from this exact sequence that if $g_{M}(0) \neq 0$, then $\chi(\Gamma, R)$ is finite, and $\chi(\Gamma, R)=\left|g_{M}(0)\right|_{p}^{-1}$. But $\chi(\Gamma, Q)=1$ because $Q$ is finite. Hence by the multiplicativity of the Euler characteristic along short exact sequences, we conclude from (A6) that $\chi(\Gamma, M)=\chi(\Gamma, R)$ provided $g_{M}(0) \neq 0$. This completes the proof of the proposition.

Corollary 1. Let $M$ be a finitely generated torsion $\Lambda(\Gamma)$-module, and let $\Gamma_{n}$ be the unique subgroup of $\Gamma$ of index $p^{n}$. Then for each integer $n \geq 0,(M)_{\Gamma_{n}}$ is finite if and only if $M^{\Gamma_{n}}$ is finite.

Proof. Since $\Gamma_{n}$ has index $p^{n}$ in $\Gamma$, the ring $\Lambda(\Gamma)$ is a free $\Lambda\left(\Gamma_{n}\right)$-module of rank $p^{n}$. In particular $M$ is also a finitely generated $\Lambda\left(\Gamma_{n}\right)$-module. Recalling that both $\Lambda(\Gamma)$ and $\Lambda\left(\Gamma_{n}\right)$ are integral domains, it is also clear that $M$ has $\Lambda\left(\Gamma_{n}\right)$-rank zero because it has $\Lambda(\Gamma)$-rank zero. Hence the assertion follows on applying the above proposition with $\Gamma$ replaced by $\Gamma_{n}$.

Corollary 2. Let $M_{1}$ and $M_{2}$ be two finitely generated torsion $\Lambda(\Gamma)$ modules such that (i) $\mathrm{ch}_{\Gamma}\left(M_{1}\right) \supset \operatorname{ch}_{\Gamma}\left(M_{2}\right)$, and (ii) $M_{1}$ and $M_{2}$ have finite $\Gamma$-Euler characteristics, with $\chi\left(\Gamma, M_{1}\right)=\chi\left(\Gamma, M_{2}\right)$. Then $\operatorname{ch}_{\Gamma}\left(M_{1}\right)=\operatorname{ch}_{\Gamma}\left(M_{2}\right)$.

Proof. Let $g_{M_{i}}(i=1,2)$ be a generator of $\operatorname{ch}_{\Gamma}\left(M_{i}\right)$. Then by (i), we have $g_{M_{2}}=g_{M_{1}} h$ for some $h$ in $\Lambda(\Gamma)$. But it follows from (ii) and the last assertion of the above proposition that $h(0)$ is a unit in $\mathbb{Z}_{p}$. Hence $h$ does not belong to the unique maximal ideal of the local ring $\Lambda(\Gamma)$, and therefore $h$ is a unit in $\Lambda(\Gamma)$. This completes the proof.

## A.3. Galois Groups and Iwasawa Theory

To help the reader, we briefly delve into the beginnings of Iwasawa theory, and explain in a little more detail the action of the Galois group of a $\mathbb{Z}_{p}$-extension on certain natural Iwasawa modules, which is used repeatedly in Chapter 4 and at the end of Chapter 6. Let $F$ be a field, and let $F_{\infty}$ be a $\mathbb{Z}_{p}$-extension of $F$, i.e. a Galois extension of $F$ whose Galois group is topologically isomorphic to the additive group of $\mathbb{Z}_{p}$. We write $\Gamma=\operatorname{Gal}\left(F_{\infty} / F\right)$ and, for each $n \geq 0$, we let $\Gamma_{n}$ denote the unique open subgroup of $\Gamma$ of index $p^{n}$. As usual, $F_{n}$ will denote the fixed field of $\Gamma_{n}$, so that

$$
F_{\infty}=\bigcup_{n \geq 0} F_{n} .
$$

Suppose now that we are given a Galois extension $\mathcal{M}_{\infty}$ of $F$ such that (i) $\mathcal{M}_{\infty}$ contains $F_{\infty},($ ii $) \operatorname{Gal}\left(\mathcal{M}_{\infty} / F_{\infty}\right)$ is pro- $p$, and (iii) $\operatorname{Gal}\left(\mathcal{M}_{\infty} / F_{\infty}\right)$ is abelian. Let

$$
X=\operatorname{Gal}\left(\mathcal{M}_{\infty} / F_{\infty}\right)
$$

Lemma 3. Under the above hypotheses, there is a natural action of $\Gamma$ on $X$, which extends to an action of the whole Iwasawa algebra. Moreover, if $\mathcal{M}_{n}$ denotes the maximal abelian extension of $F_{n}$ contained in $F_{\infty}$, we have

$$
\operatorname{Gal}\left(\mathcal{M}_{\infty} / \mathcal{M}_{n}\right)=\omega_{n} X, \quad(n \geq 0)
$$

where $\omega_{n}=\gamma^{p^{n}}-1$, with $\gamma$ any fixed topological generator of $\Gamma$.
Proof. For each $\sigma$ in $\Gamma$, let $\tilde{\sigma}$ be a lifting of $\sigma$ to $\operatorname{Gal}\left(\mathcal{M}_{\infty} / F\right)$. For $x$ in $X$, we then define

$$
\sigma \cdot x=\tilde{\sigma} x \tilde{\sigma}^{-1} .
$$

The right hand side clearly only depends on $\sigma$ because $X$ is assumed to be abelian. One sees easily that this is an action of $\Gamma$, and that it is continuous when $X$ is endowed with the profinite topology. Since $X$ is a compact $\mathbb{Z}_{p}$-module, the remark made at the beginning of $\S$ A.1. shows that this action extends to an action of the whole Iwasawa algebra. To prove the final assertion of the lemma, put $\gamma_{n}=\gamma^{p^{n}}$ and let $h_{n}$ in $\operatorname{Gal}\left(\mathcal{M}_{\infty} / F_{n}\right)$ be a fixed lifting of $\gamma_{n}$. Since $\operatorname{Gal}\left(F_{\infty} / F_{n}\right)$ is topologically generated by $\gamma_{n}$, it is clear that every element of $\operatorname{Gal}\left(\mathcal{M}_{\infty} / F_{n}\right)$ is of the form $h_{n}^{a} x$ with $a$ in $\mathbb{Z}_{p}$ and $x$ in $X$. Since $\mathcal{M}_{n}$ is the maximal abelian extension of $F_{n}$ contained in $F_{\infty}$, the $\operatorname{group} \operatorname{Gal}\left(\mathcal{M}_{\infty} / \mathcal{M}_{n}\right)$ is the closure of the commutator subgroup of $\operatorname{Gal}\left(\mathcal{M}_{\infty} / F_{n}\right)$, which we denote by $H_{n}$. We claim that

$$
H_{n}=\omega_{n} X .
$$

This follows because a simple commutator calculation shows that

$$
\left[h_{n}^{a_{1}} x_{1}, h_{n}^{a_{2}} x_{2}\right]=\gamma_{n}^{a_{2}}\left(\gamma_{n}^{a_{1}}-1\right) x_{2}-\gamma_{n}^{a_{1}}\left(\gamma_{n}^{a_{2}}-1\right) x_{1},
$$

for all $a_{1}, a_{2}$ in $\mathbb{Z}_{p}$, and $x_{1}, x_{2}$ in $X$. This completes the proof of the lemma.

In the applications given in Chapter 4, the field $F$ is the real subfield of $\mathbb{Q}\left(\mu_{p}\right)$ and $F_{\infty}$ is the real subfield of $\mathbb{Q}\left(\mu_{p^{\infty}}\right)$. The field $\mathcal{M}_{\infty}$ is either the maximal abelian $p$-extension of $F_{\infty}$ which is unramified outside $p$ (denoted by $M_{\infty}$ ) or the maximal abelian $p$-extension of $F_{\infty}$ which is unramified everywhere (denoted by $L_{\infty}$ ). Writing $M_{n}$, (respectively $L_{n}$ ) for the maximal abelian $p$-extension of $F_{n}$ which is unramified outside of $p$ (resp. which is unramified everywhere), it is clear that $\mathcal{M}_{n}=M_{n}$ if $\mathcal{M}_{\infty}=M_{\infty}$. However, to prove that

$$
\mathcal{M}_{n}=L_{n} F_{\infty} \text { if } \mathcal{M}_{\infty}=L_{\infty}
$$

requires some additional arguments which are based on the fact that for our special $\mathbb{Z}_{p}$-extension $F_{\infty} / F$ of Chapter 4 , there is a unique prime of $F$ above $p$ which is totally ramified in $F_{\infty}$. We omit the details, referring the reader to [Wa, $\S 13.4]$.
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