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Preface

During the last two decades, the Chinese economy has continually
attained high rates of economic growth. As a result, the influences of
China on the global economy have increased rapidly, while the dis-
parity of regional development has become a crucial topic not only
for academic researchers but also for policy planners. In the literature
of the studies on regional disparity in China, many researchers have
been investigating not only the extent of this regional disparity, but also
whether it diverges or converges. But, it should be noted, however, that
there are very few studies from the aspects of ‘Space Economy’. More spe-
cifically, even if one region is developing with the assumption that the
development of other regions is still remained, the regional economic
system may change, and, hence, this change may also have an impact
on the economic activity of other regions through the interregional
transactions between various industries.

In order to clarify the above-stated regional development problems
in China, particularly from the spatial aspects, in 2001, the Institute
of Developing Economies (IDE), the Japan External Trade Organization
(JETRO) and the State Information Centre (SIC) in China launched a
joint research project leading to the compilation of an Interregional Input–
Output Model for China, and this result was published as Multi-regional
Input–Output Model for China 2000 from IDE–JETRO in 2003.

As an application of this input–output model, in 2003 a one-year
research project was organized by IDE to explore the regional devel-
opment problems from the spatial aspects in collaboration with SIC.
Together we discussed which regional topics we would need to consider
based on the input–output framework. This book, the result of the study,
deals with two aspects: one is an attempt to understand regional devel-
opment in China in a spatial context; and the other is to show how to
apply an input–output analysis to considering such issues. We do hope
that this book will play the role of a bridge between regional economists
and input–output analysts. In the process of our joint research project,
we held an international workshop on 26 November 2003. At this work-
shop, we presented and discussed the preliminary papers. We are grateful
to all participants for their stimulating comments and contributions on
that occasion.

x
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Finally, we would like to express our thanks to Mr Yaxiong Zhang, who
organized the special research group in China, and also to IDE, which
gave us the opportunity to carry out this research.
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1
Introduction
Nobuhiro Okamoto and Takeo Ihara

In 1999, the then Chinese President Jiang Zemin declared his policy of
‘Western Area Development’, which aimed to achieve economic develop-
ment for the western region in China. This masked a substantial change
in regional development policy in China. After the central government
of China had implemented an ‘open door’ policy, China then applied
the ‘Step Ladder policy’ for regional development. The intention of this
policy was to start by developing the coastal region, and then to move on
to the development of the interior regions. In practice, the coastal regions
of China have developed rapidly, but the interior regions have been
relatively underdeveloped. The regional disparities that have resulted
have been one of the main concerns for policy planners at both national
and regional levels as well as researchers both inside and outside China.
This is the main reason why so many regional scientists or analysts have
begun to study regional development in China.

In recent years, there have been a number of outcomes of study on
regional development in China and on the economic disparities among
Chinese regions. Earlier contributions came from Tsui (1991) and Lyons
(1991), both of which measure the disparities in regional economies,
and Tsui (1993) and Lee (2000), who decomposed the regional disparity
into inter-provincial, intra-provincial and urban–rural disparities. Ying
(1999) and Akita, Kawamura and Xie (1999) used the Theil index to
examine the contents of regional disparities. From the viewpoint of new
economic growth theory, Jian, Sachs and Warner (1996), Raiser (1998)
and Yao and Zhang (2001) attempt to identify the mechanism of con-
vergence and divergence of regional disparities. With the development
of new economic geography or spatial economics in recent years, the
concept of ‘space’ has been embraced keenly by a number of economists
and applied to China’s regional development problems. For example,

1



2 Introduction

Chen (1996), Ding (1999), Cheng and Kwan (2000) and Belderbos and
Carree (2002) have all discussed the location of foreign direct investment.
Similarly, Golley (2002) discussed regional development, based upon the
concept of ‘cumulative causation hypothesis’. Furthermore, industrial
agglomeration in a specific region has also become a focus of considerable
attention. Marukawa (2001) tried to explain why there had been a process
of industrial agglomeration in Shaoxing and Wenzhou, while Kimura
(2003) analysed the relation between agglomeration and development
as a whole, and Chen (2002) measured the extent of external economies
of agglomeration. Spatial interaction has also been an important issue in
interpreting interregional development: Zhang and Felmingham (2002)
and Brun, Combes and Renard (2002) tried to measure the spillover effect
from the coastal region to the interior region. However, this literature
has yet to produce concrete conclusions and it should also be noted that
there is a lack of acknowledgement of both inter-industrial linkages and
its spatial interactions among the regions in these literatures.

In addition, the literature on regional development in China can be
divided into the following two streams, according to the data which are
used. One involves the analysis of regional inequalities, which focuses
on the measurement of inequality by using such regional macro-data
as production accounts, GDP, employment, and so on. The other uses
regional micro-data, which can be derived from special survey on estab-
lished agency or personal levels. Among others, interregional input–
output data can be regarded as the combined data with macro and micro
data. And hence, it can be seen as perhaps the best method to use in
analysing such economic situations.

However, to date only two studies (Akita, Yue and Kawamura 1999;
Ichimura and Wang 2003) have approached the situation from an interre-
gional input–output context. Akita, Yue and Kawamura (1999) compiled
a two-region model using non-survey methods. Ichimura and Wang
(2003) constructed a seven-region model for the year 1987. It is still very
important for us to capture regional economic developments from the
viewpoint of spatial interaction. Clearly, this means that there might be
great potential in these empirical studies, in which the regional devel-
opment in China can be examined very carefully by using interregional
input–output tables.

In this book, the chapters are organized as follows.
Part I, composed of two chapters, will discuss the methodology

and data estimation of interregional input–output data, which have
become the main tools used in analysing regional development in China.
Chapter 2, entitled ‘How to Utilize Interregional Input–Output Analysis
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in China’, by Takeo Ihara, will consider the reason why the interregional
input–output approach has not yet been fully developed in China, and
will suggest the future development of application methods in this field.
In Chapter 3, ‘Non-Survey Methods for Estimating Regional and Inter-
regional Input–Output Multipliers’ by Nobuhiro Okamoto and Yaxiong
Zhang in association with Kun Zhao, the estimation method of input–
output multipliers with non-survey methods will be discussed reflecting
the present situation in which it is not always easy to access regional data
in China.

In contrast, Part II will focus on the analysis of various regional devel-
opment problems by using an interregional input–output framework,
specifically that developed as the Multi-regional Input–Output Model for
China (CMRIO) (Institute of Developing Economies 2003). Chapter 4,
‘Analysis of the Characteristics of Regional Development of the Soci-
ety and Economy in China’, by Shantong Li and Yongzhi Hou, focuses
on the region’s own characteristics or initial conditions for economic
development and identifies its regional development process, then, in
Chapter 5, ‘The Differential Factors of Regional Development in China –
a DPG Approach’, by Takaaki Kanazawa, will explore the important
factors of its economic development in each region. Spatial linkage
between regions will be examined in Chapter 6, ‘Spatial Linkages of
the Chinese Economy’, by Wenqing Pan and Qiyun Liu. According to
the present situation of inequality of regional agglomeration, Chapter 7,
‘Agglomeration, Intraregional and Interregional Linkages in China’, by
Nobuhiro Okamoto, tries to identify the linkage structures in the region
where industrial agglomeration occurred. The final two chapters dis-
cuss the spread of economic development from the developed (core)
region to the undeveloped (periphery) region based on the frame-
work set out by Hirschman (1958) and Myrdal (1957). Chapter 8, ‘The
Magnitude of Interregional Input–Output Spillover Effects in China and
its Implications for China’s Uneven Regional Growth’, by Shiro Hioki,
discusses regional development policy from the viewpoint of the ‘spread’
or ‘trickle-down’ effect, according to the spatial repercussions of final
demand, and Chapter 9, ‘The Spillover and Feedback Effects between
Coastal and Non-coastal Regions’, by Yaxiong Zhang and Kun Zhao,
measures the spillover and feedback effect between the regions. Finally
we summarize our findings and clarify the achievements of this book.

The empirical analysis in Part II makes use of the same sector classi-
fication and regional definition of CMRIO. The 17 sector classification
is used in most instances, except for Chapter 7, and eight regions are
defined, except in Chapter 9 (see Table 1.1 and Figure 1.1).
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Table 1.1 Sector classification

17 sectors Basic sector classification

1 Agriculture 1 Agriculture
2 Mining 2 Coal mining and processing

3 Crude petroleum and natural gas
products

4 Metal ore mining
5 Non-ferrous mineral mining

3 Food products 6 Manufacture of food products and
tobacco processing

4 Textile and wearing
apparel

7 Textile goods

8 Wearing apparel, leather, furs and
related products

5 Wooden products 9 Sawmills and furniture
6 Paper and printing 10 Paper and products, printing and

record medium reproduction
7 Chemical products 11 Petroleum processing and coking

12 Chemicals
8 Non-metallic mineral

products
13 Nonmetal mineral products

9 Metal products 14 Metals smelting and pressing
15 Metal products

10 Machinery 16 Machinery and equipment
11 Transport equipment 17 Transport equipment
12 Electronic products 18 Electric equipment and machinery

19 Electric and telecommunications
equipment

13 Other manufacturing
products

20 Instruments, metres, cultural and
office machinery

21 Maintenance and repair of
machinery and equipment

22 Other manufacturing products
23 Scrap and waste

14 Electricity, gas and water
supply

24 Electricity, steam and hot water
production and supply

25 Gas production and supply
26 Water production and supply

15 Construction 27 Construction
16 Trade and transport 28 Transport and warehousing

29 Wholesale and retail trade
17 Services 30 Services

Source: Institute of Developing Economies–JETRO (2003, p. 24).
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Northwest Heilongjiang
Jilin Northeast

Inner-Mongolia Liaoning
Qinghai
Xinjiang

Gansu Ningxia
Shaanxi

Beijing, Tianjin North Municipalities
Shanxi Hebei Shandong North Coast

Hubei Henan Jiangsu
Tibet Hunan Anhui Shanghai East Coast*
Sichuan Chongqing Jiangxi Zhejiang
Yunnan Guizhou Guangxi Guangdong Fujian

Hainan South Coast
Southwest

Central

Figure 1.1 Regional definition

Note: ∗ East Coast was named Central Coast in CMRIO (IDE 2003). However, we use ‘East Coast’ according to the usage of Chinese in this research.
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2
How to Utilize Interregional
Input–Output Analysis in China
Takeo Ihara

2.1 Introduction

The main aim of this chapter is to call for a full appreciation of the
strengths and limitations of interregional input–output analysis and also
to make readers familiar with how it can be used to obtain some clues
about regional development in China.

1987 saw the first publication of an input–output table for China at
the national level.1 Since then, the 1990 table was also constructed as an
extended form of the 1987 table. The 1992 table, which was based on
the System of National Accounts, consisted of 118 sectors, including the
scrap and waste sector. The 1995 table was again an extended form of
the 1992 table. The latest input–output table for China at the national
level is for the year 1997, and consists of 124 sectors.

After completing the time-consuming process of constructing national
tables, we are now at the stage of utilizing a full-scale interregional input–
output table in China for the year 2000.2 This is because in March 2003
the Institute of Developing Economies (IDE), JETRO, finally released the
Multi-Regional Input–Output Model for China 2000, a powerful ana-
lytical tool.3 Therefore, we can now refine our own analytical skill in
using input–output models and even point the way to developing a more
sophisticated interregional input–output analysis for China from this
day on.

But, in order to do so, it is extremely important for us to understand the
qualifications and limitations of the basic input–output model. Judging
from our past experience of a number of applications of interregional
input–output models in China, we aim to clarify the relative advantages
of an input–output model so as to consider some policy implications
in applying its model to more complicated spatial interactions and/or

11



12 Interregional Input–Output Analysis in China

interregional linkages. Therefore, in this chapter, we will refer to the
following four comments in turn: First, the basic structure of an input–
output model is to be explained. Secondly, the qualifications and
limitations of an input–output model are to be clarified. Thirdly, a
more sophisticated interregional input–output model is to be advanced.
And, finally, some concluding remarks will give suggestions for further
research.

2.2 Why use the input–output model?

It was Wassily W. Leontief who first compiled an input–output table for
the USA in 1941 for the purposes of economic forecasting shortly after
the Second World War.4 Since that time, many applications of input–
output models have been carried out across the world, mostly at the
national level. More recently, however, interest in economic analysis at
the regional level has led to modifications of an input–output model in
order to deal with more complicated regional issues.5

The reasons why the input–output model has been so widely used
may be due to its flexibility in handling quantitative measures. In other
words, it could be regarded as the most fundamental and useful frame-
work available to help grasp the reality of economic structures and to
draw some meaningful policy implications from them.

However, it should be noted that an input–output model must be
clearly defined, together with its underlying technical assumptions,
before empirical implementations. In this sense, let us clarify the whole
structure of an input–output model precisely, and then explain the
technical assumptions which lie behind that model.

Formally speaking, an input–output model consists of the follow-
ing three matrices: Firstly, the Input–Output Table (or the Transaction
Matrix, i.e., X = [xij] and/or Social Accounting Matrix, i.e., SAM), which
might be regarded as a descriptive device, in an input–output model. This
Input–Output Table (or the Transaction Matrix) is well characterized by
the double-entry system. Namely, any entry seen from a row-wise view
in this table shows the output (or sales) structure, while the same entry
from a column-wise view simultaneously shows the input (or purchase)
structure. Then, with the aid of this primitive Transaction Matrix, we can
readily derive the Input Coefficient Matrix, i.e., A = [aij], and also the
Leontief Inverse Matrix, i.e., B = [I −A]−1, which might be regarded as an
analytical tool. Note that aij in A (i.e., the Input Coefficient Matrix) stands
for the sector’s input coefficient i in order to produce one unit of output
in sector j. In addition, bij in B = [I − A]−1 (i.e., the Leontief Inverse
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Matrix) measures the direct and indirect requirements of sector i per
unit of final demand for the output of sector j. In this sense, the Inverse
Matrix (i.e., B) might be regarded as one of the expansions of the concept
of a single multiplier, signifying the number by which the change in one
variable must be multiplied in order to generate the resulting change in
another variable.

Therefore, in a broad sense, an input–output model can be used not
only as a descriptive device but also as an analytical tool. However, it
should be noted that in order to convert the former Transaction Matrix
(i.e., X) to the latter Leontief Inverse Matrix (i.e., B), very strong technical
assumptions are conventionally introduced. They are explicitly stated as
follows.

The first assumption is that of Constant Returns to Scale. This technical
assumption signifies that each production function has the property of
first-order homogeneity. Mathematically, it can be written as follows:

Xi = min(x1i/a1i, x2i/a2i, . . . , xni/ani, v0i/a0i); i = 1, 2, . . . , n
Xi is the gross output of sector i,

xij is the intermediate input of sector i(i = 1, 2, . . . , n)

by sector j,
aij is the input coefficient of sector i(i = 1, 2, . . . , n, 0)

in order to produce one unit of output in sector j,
Voj is the primary input of value-added (i.e., sector i = 0)

by sector j.

The second assumption is Convexity of the Isoquant Surfaces. This technical
assumption tells us that, theoretically, the generalized law of decreasing
returns always holds in an input–output model. Hence, if we denote the
elasticity of substitution between each intermediate input by σ , then this
assumption can be specified as follows:

σ = dlog(xjk/xik)/dlog(MPik/MPjk) = 0

where MPik and MPjk stand for the marginal productivity of intermediate
inputs i and j by sector k, respectively.

The third assumption is the Fixed Coefficients of Production. This technical
assumption signifies that the input coefficients of each sector, which can
be derived from the following operation, are always constant over time,
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regardless of the input scale:

A = [aij] = [xij/Xj]; i, j = 1, 2, . . . , n

where aij is the input coefficient of sector i in order to produce 1
(one) unit of output in sector j (i, j = 1, 2, . . . , n)

xij is the intermediate input of sector i by sector j
(i, j = 1, 2, . . . , n)

Xj is the gross output of sector j

Among those technical assumptions, most of the criticism so far has
centred on the third assumption, namely, the fixed coefficients of produc-
tion. Eventually, various viewpoints have emerged.

For further careful research work, let us classify the already revealed
different viewpoints as follows.

The first group consists of researchers assert that the assumption is
theoretically dubious, but that as the first approximation to analysis,
its adoption might be permissible. The second group consists of those
researchers who assert that the assumption has been empirically as well
as statistically verified, hence the assumption might be approved. Finally,
the third group consists of those economists who assert that the assump-
tion has been verified by the theorem on substitution,6 etc., hence they
argue that the assumption should be positively adopted.

2.3 Qualifications and limitations of
the input–output model

An input–output model has a great advantage as compared with other
related models,7 such as an econometric model, gravity-type model, and
so on. Among other points, it should be emphasized that an input–
output model has always offered the most fundamental and useful
framework to date, which has stemmed from the general equilibrium
theory.8 In addition, an input–output model must be also qualified for its
operation as well as manipulation with quantitative measure, although
it depends upon the above-stated technical assumptions. Therefore,
whenever we implement any empirical study by an input–output model,
it is always necessary to check the validity and reliability of those
technical assumptions. But it should be noted, however, that the intro-
duction of such strong technical assumptions into an input–output
model enables us to carry out an empirical study with its model.
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Thus, we are required to recognize the full extent of the limitations
of the input–output model, and hence, to keep on implementing posit-
ive practice and empirical studies by actively utilizing an input–output
model on one hand. On the other hand, we must cope with the limita-
tions imposed upon an input–output model in order to corroborate and
develop further an analytical method based on an input–output model.

Methodologically, we can point out at least two ways in which we
can corroborate a conventional input–output model. One is by deep-
ening it, namely, the intensive development. The other is to widen it,
namely, the extensive development. More specifically, the former involves
decomposing the conventional Leontief Inverse Matrix, to measure
inter-industrial linkages, and/or interregional feedback effects. The lat-
ter involves decomposed output growth, in order to carry out the
so-called shift-share analysis, and/or to link to other econometric mod-
els. Therefore, when we are considering such interregional issues as
income fluctuations, commodity flows, factor mobility, economic plan-
ning, and so on, then, a derivation from an input–output model at the
national level to a more complicated interregional input–output model
becomes inevitable. And this kind of elaboration of an input–output
model might be classified into the former intensive development, which
will be explained in more detail later on.

Prior to explaining an interregional input–output model, we must cla-
rify some theoretical aspects of an input–output model in general, known
as the relations of duality.9

Because of the above-stated technical assumptions imposed on an
input–output model, the product-determining mechanism is completely
independent of the price-determining mechanism in an input–output
model, and vice versa. Mathematically, the former mechanism can be
specified as X = [I − A]−1F, where X and F are vectors of output and final
demand, respectively, while the latter mechanism can be specified as
P = [I − A′]−1V , where P and V are vectors of price and value-added,
respectively.

If we consider the past applications of an input–output model, most of
them turn out to be brought about by the former, i.e., the application of
the product-determining mechanism. According to this logical reason-
ing, the equilibrium product level can be determined so as to meet the
given level of final demand without any capacity constraints. In other
words, if we are faced with some crucial capacity constraints, then we
must take account of this kind of restrictions explicitly in our empirical
study. There have been quite a few applications of the latter, i.e., the
application of the price-determining mechanism. The underlying way
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of thinking on this mechanism is that the shadow price of each com-
modity can be determined so as to equalize it to the total costs of inputs.
Judging from the recent move towards a market-oriented economic sys-
tem in China, the issue of how to narrow the gap between the market
price and its related shadow price might be considered to be one of the
important policy issues, which might be partly resolved by applications
of the dual aspect of an input–output model empirically.

In addition, we dare to admit that currently the input–output model
has both fans and detractors. Generally, however, many of the detractors
appear to have some qualms about the strong restrictions of an input–
output model. Yet as has already been stated, many of these doubts arise
from assumptions which were originally introduced by W.W. Leontief in
developing a practical version of the general equilibrium theory advocated
by Leon Walras. Many of the problems appear to have been addressed by
the development of new practical modelling tools, such as a structural
econometric model and also the Computable General Equilibrium (CGE)
model.10 Nonetheless, despite these developments, we must admit that
an input–output technique is not yet complete, and we must always bear
in mind some of the alternatives.

However, we should not overlook the fact that an input–output
model is still characterized as a powerful practical version of the general
equilibrium theory, whose advantage lies in its stress on interdepend-
ence, which shows how ‘everything depends upon everything else’
quantitatively.

2.4 On interregional input–output analysis

As part of the intensive development of an input–output model, we can
readily extend it to the regional level, since this covers the range between
extreme aggregation and complete disaggregation. If we need to clarify
the regional differential and/or interregional linkages in more detail,
an input–output table at the national level should be further disag-
gregated to the regional level in order to measure variables such as the
interregional feedback effect.

Formally speaking, various types of an interregional input–output
model have been proposed and empirically applied so far for different
aims. Among others, the Isard-type model is the most primitive and fun-
damental one.11 In this model, an interregional input coefficient, i.e., ars

ij

in A is directly defined for any sector i in region r, and any sector j in
region s, respectively. Therefore, ars

ij in A stands for an interregional input
coefficient of sector i in region r in order to produce one unit of output
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of sector j in region s(i, j = 1, 2, . . . , n: r, s = 1, 2, . . . , m). As a result, the
Isard-type model requires detailed information of interregional transac-
tions not only for supply-side but also for demand-side sectors. Thus,
from the practical point of view, we are required to examine very care-
fully the stability as well as the reliability of those interregional input
coefficients.

Another operational interregional input–output model has been pro-
posed as a modification of the above-stated Isard-type model, which is
called the Chenery–Moses-type model.12 The relative advantage of this
model lies in separating the input coefficients (i.e., as

ij), from the trade
coefficients (i.e., t rs

i ). The former (i.e., as
ij) means the total inputs from sec-

tor i in order to produce one unit of output of sector j in region s, while
the latter (i.e., t rs

i ) means the total amount of purchases from sector i
in region r by region s. Mathematically, the relations between those
coefficients in two different type models can be specified as follows:

t rs
i as

ij = ars
ij ; i, j = 1, 2, . . . , n: r, s = 1, 2, . . . , m

where t rs
i is the total amount of purchases from sector i in region r

by region s
as

ij is the total inputs from sector i in order to produce
one unit of output of sector j in region s

ars
ij is the interregional input coefficient of sector i in
region r in order to produce one unit of output of
sector j in region s

Therefore, so long as we stick to the Chenery–Moses-type model in our
empirical implementation, we can readily carry out the impact studies
in order to measure the different effects of the changes in production
techniques and the changes in trading patterns, separately.

The last but not least interregional input–output model, which has
been proposed by Leontief, is called the Balanced Regional model.13 It
differs from the former two-type models by classifying the goods under
study into three categories, i.e., national goods, regional goods and local
goods, respectively. The basic mathematical structure of this model is
identical to that of the above-stated interregional input–output model,
but the interpretation of each of the pieces of the model is rather differ-
ent. It should be noted that the entire analytical structure of this model is
based on the observation that in any national economy there are goods
with different kinds of market areas. More specifically, there are some
goods for which production and consumption balance at the national
level. These are goods that have essentially a national market area. On the
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other hand, there are other sectors for which production and consump-
tion tend to balance at a lower geographical level, i.e., which serve a
regional or local rather than a national market. Therefore, we can easily
point out that there is an entire spectrum of possibilities, from sec-
tors that serve extremely small local markets to sectors that serve large
national and international markets. This is the main reason why market-
oriented goods classification (or the three-type industrial classification)
has been undertaken explicitly in the Balanced Regional model.

Then, keeping those interregional input–output models in our minds,
let us refer to some important remarks, which should be taken into
account prior to various empirical implementations.

The most important issue is how to define regions precisely, which
conform to the interregional input–output model. Naturally, the delim-
itation of the region is not an easy task. No matter how we use economic,
administrative, historical or other criteria, there are as yet no satisfactory
methodologies. Therefore, a certain compromise becomes inevitable.

Be that as it may, there are a few safe generalizations in defining
regions. There is, of course, no unique definition, and hence, as a result,
the choice must depend, to a large degree, upon the objectives underly-
ing our inquiry and/or the subject of interest. For example, if regions
are needed as a means of disaggregating national plans into interre-
gional planning, then a small number of regions (perhaps 6 to 15) seems
to be appropriate. In this case, the contiguity criterion becomes very
important.14 In other words, the regions of the system under study must
not overlap, and combined they must cover the national territory. There-
fore, an interregional system simply means the carving up of a national
space into a limited number of adjacent regions. Incidentally, it should
be noted that in the Multi-regional Input–Output Model for China 2000,
eight regions15 are defined based upon our careful considerations of the
real economic situation in present-day China.

In addition, we must also take into account the fact that the difference
between regions and nations has important implications for the con-
tent of regional economic analysis. Clearly, a region cannot be treated as
a closed system, for openness is its essence. As a result, the key property of
regional economics is their degree of openness. The assumption of a closed
economy seems to be common to many macroeconomic models of the
national economy, and hence these models cannot be used, unless they
are drastically modified, for analysing sub-national regions. Therefore, so
long as regions are open systems, key exogenous variables must be spe-
cified more carefully. Furthermore, the greater possibility of disequilibria
in the process must be recognized, and then the models should be less



Takeo Ihara 19

deterministic, and regional economic projections must also be allowed
to be more uncertain.

The third – and also very important – remark on utilizing an interre-
gional input–output analysis alerts us to make clear distinctions between
intraregional and interregional economic activities, or transactions. In a
multi-regional setting of an input–output table, the former can be shown
by a diagonal sub-matrix of a certain region, while the latter can be
shown by off-diagonal sub-matrices of any two different regions. There-
fore, if we are interested in formations of economic clusters and/or urban
agglomerations, we must pay more attention to the former sub-matrices
and examine them quantitatively. On the other hand, if we are more
interested in the regional autonomy or the degree of openness of a par-
ticular region, then we must pay more attention to the latter sub-matrices
and try to measure the interregional feedback effects and/or the degree
of spatial linkages. But when we deal with the latter sub-matrices, i.e.,
interregional trade flow, we are often likely to face the cross-hauling phe-
nomena, which might be ascribable to the way of aggregations. Thus,
in utilizing interregional input–output analysis, it is very important to
check this kind of aggregation problem as carefully as possible.

2.5 Some concluding remarks

In this chapter, we first explained the possibility of making use of a full-
scale interregional input–output table in China for the year 2000, which
was released by the Institute of Developing Economies, JETRO, in March
2003. As a result, we can now readily refine our analytical skills in using
input–output models and can suggest future areas for research.

However, in order to do this, it is very important that we should
understand the qualifications and limitations of the basic input–output
model. Therefore, we have clarified the relative advantage of an input–
output model so as to consider some policy implications in applying its
model to more complicated spatial settings. More specifically, we first
explained the basic structure of an input–output model in general. We
then clarified the qualifications and limitations of an input–output model.
Finally, as an example of the intensive development of an input–output
model, we have carefully explained the structure of more sophisticated
interregional input–output models.

As we have already clarified, an input–output model itself should not
be regarded as a complete analytical tool yet, as compared with other
alternatives, such as a structural econometric model, etc. But at the
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same time, an input–output model should be regarded as the most funda-
mental and useful framework for measuring real economic structures in a
consistent way, and the qualifications could be found in its operationality
and/or manipulation with some quantitative measures.

Therefore, all we have to do is to fully understand the technical
assumptions which lie behind an input–output model, i.e., Constant
Returns to Scale, Convexity of the Isoquant Surfaces, and Fixed Coefficients
of Production, and also carry out the various empirical research works
by actively making use of qualifications, i.e., an operationality and/or
manipulation of an input–output model.

In addition, we have to make an effort to overcome any short-
comings, or limitations, which have been included in input–output
models to date. For example, in this chapter, we have intentionally
followed Leontief’s traditional demand-driven input–output model. How-
ever, Ghosh has already proposed the adoption of a supply-driven input–
output model16 as an alternative to this Leontief-type model.

Therefore, in order to make a clear distinction between these two-type
models, let us introduce Ghosh’s viewpoints on a primitive input–output
table by his following descriptions:

An input–output transaction matrix may be conceived in terms of
an equilibrium position of two sets of interacting forces. The broad-
est way in which we can define them is to denote one set of forces
as technical factors expressed through production functions and the
other set as a market factors expressed through allocation functions.
Though technical factors influence production, it is widely recognized
that there are various alternative technical combinations in any eco-
nomy and under different market situations different combinations
are actually taken up.

An input–output matrix then represents an equilibrium solution
for two sets of equations somewhat analogous to demand and supply
functions.

Since then, some of the regional scientists have challenged to test
whether the supply-driven input–output model might be plausible
and/or reliable in empirical implementations.17 At this stage, we should
adopt Ghosh’s proposal against the traditional Leontief-type model as
one of the new challenges to expand the applicable scope for a flexible
input–output model.

Finally, for further research works, let us summarize the contemporary
frontiers on an input–output model. Firstly, how to analyse the structure
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of production over time and across regions has continued to be a focus
of an input–output model. In order to find out the key sectors in an
input–output model, the use of hypothetical extraction method18 and/or
the use of fields of influence19 have been proposed on an inter-industrial
linkages.

Secondly, how to measure the spatial interdependencies in an input–
output model is another important task on spatial structural analysis.
Miller’s work, for example, has profound implications for studying
regional economies, since he demonstrated the fact that interregio-
nal feedback effects are generally quite small, thus admitting the
use of strictly intraregional models as opposed to multi-regional
specifications.20

Thirdly, Decomposition Techniques have also developed remarkably
quickly. The most commonly applied approach today is known as struc-
tural decomposition. The central idea behind this may be ascribable to
the fact that change in an economic variable can be decomposed, com-
monly in an additive fashion, into changes in the constituent parts of
this variable.21

Having established these fundamental properties of an input–output
model, we are looking forward to making more researchers as well as prac-
titioners enthusiastic contributors to the development of path-breaking
input–output analysis in China.

Notes

1. Before the 1987 table, the 1973 and 1981 tables were compiled mainly by
the State Planning Commission and Chinese Academy of Social Science
respectively. See the detail to Polenske and Chen (eds) (1991) chapters 1, 2.

2. We can point to a few studies which have constructed interregional input–
output models. One is the interregional input–output table in which Jiangsu
province is divided into Subei (North Jiangsu) and Sunan (South Jiangsu)
and compiled the table based on the sample survey result (Chen (ed.) (1988),
pp. 170–80). The other is the interregional input–output table for the year of
1987 (Ichimura and Wang 2003).

3. See Institute of Developing Economies–JETRO (2003).
4. See Leontief (1941).
5. See Miller and Blair (1985), for example.
6. See Koopmans (ed.) (1951), for example.
7. For various techniques for analysing regional economies, see Richardson

(1978), for example.
8. General equilibrium theory originates in Walras (1896).
9. See Leontief, Murgan, Polenske, Simpson and Tower (1965) or Dorfman,

Samuelson and Solow (1958), for example.
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10. See reviews by Shoven and Whalley (1984, 1992), and also Frietz, Westin and
Suo (1994).

11. See Isard (1951).
12. See Chenery (1954) and also Moses (1955).
13. See Leontief (1965).
14. See Richardson (1978), for example.
15. Eight regions to be defined are as follows: Northeast, North Municipalities,

North Coast, East Coast, South Coast, Central, Northwest and Southwest.
16. See Ghosh (1958).
17. See Oosterhaven (1988, 1989), and Dietzenbacher (1997), for example.
18. See Cella (1984), for example.
19. See Hewings et al. (1989), for example.
20. See Miller (1966), and also see Ihara (1999), for example.
21. See Lin and Polenske (1995), for example.
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3
Non-Survey Methods for
Estimating Regional and
Interregional Input–Output
Multipliers
Nobuhiro Okamoto and Yaxiong Zhang with Kun Zhao

3.1 Introduction

Many regional economists in China have only undertaken a descriptive
analysis of the regional development problem when they approach this
topic. One reason is that input–output analysis is not a popular method
for studying regional economic features in China, and the other is that
it is difficult for regional economic analysts to obtain regional input–
output data. On the other hand, many input–output analysts in China
have paid little attention to various kinds of regional development
problems, and have used input–output frameworks only to understand
the policy effects on the regional economy, rather than understanding
regional economy in regional economics or in a regional science con-
text. The two fields have barely communicated with one another. More
precisely, regional economists cannot obtain the input–output data at
the regional level and input–output economists have not provided a
methodology to obtain input–output data at the regional level in China.

Input–output data at the provincial level1 has been compiled in order
to construct a national input–output table (Liu and Wu 1991, p. 159), and
now the provincial statistical offices of 30 of the 31 provinces (with the
exception of Tibet) have constructed regional input–output tables in con-
junction with the national input–output compilation scheme. But these
data are confidential so that regional economists in China or economists
outside China2 cannot usually gain access to the provincial tables.

Because of this limited access to regional input–output data for many
economists both inside China and outside China, it is important to
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consider how to estimate regional input–output data from the existence
of data. Although non-survey methods have been criticized (Round
1983) and hybrid methods or partial survey methods have become
a main stream for constructing a regional input–output table (Lahr
1993, 2001), applying non-survey methods to China is useful as a first
step of getting input–output data under the current situation in which
provincial data are not available to the public.

In this regard, we have some questions: In the absence of any access to
much regional input–output data for many analysts, how can we estim-
ate an accurate regional input–output model? Is a non-survey technique
effective for producing regional and interregional input–output data in
China? If not, what kinds of problem are likely to arise? The purpose of
this chapter is to consider these questions. It is hoped that this will be
useful for regional economists or researchers outside China for applying
input–output analysis to regional economic problems in the case of an
absence of input–output data at the regional level.

The remainder of this chapter consist of four parts: first, we survey
the literature in related to non-survey techniques and select appropriate
techniques to fit the data situation in China. Secondly, the provincial
input–output data estimated from national data by non-survey tech-
niques will be compared with the original provincial input–output table.
Thirdly, interregional input–output data will be also estimated by non-
survey methods consistent with the technique above. Then, it will be
compared with our model (Institute of Development Economies 2003).
However, in conducting this study, only input the coefficient matrix3

is estimated in these two sections, rather than, the estimated table as a
whole, since the Leontief inverse matrix is at the heart of input–output
analysis. In the final section of the chapter, the findings will be discussed
and future issues will be considered.

3.2 Non-survey techniques and methodology

In this section, we discuss about the development of non-survey tech-
niques, its variation and what technique will be applied in the case of
China.

The development of non-survey techniques

Survey, non-survey and hybrid approaches

The construction of a regional and interregional input–output table can
employ three methods: survey-based table, non-survey-based table and
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a hybrid approach-based table which is compiled using both survey data
and non-survey techniques. Sometimes this last case is termed partial
survey or semi-survey-based table and so on. Such an approach is ideal
for conducting detailed survey of regional purchases, by sector, and of
regional sales, by sector. In fact, most researchers do not have the time
or money to allow this kind of data gathering. Even if we could con-
duct this kind of survey, the input data from the sectors for production
and of outputs to the sectors will differ. We will need to reconcile row-
wise and column-wise information in order to construct input–output
data and sometimes there will be considerable difficulties in making this
adjustment.

In reality, it is virtually impossible to conduct such surveys frequently,
and regional economists do not usually able to have enough funds or
the time to carry out such work. Therefore, a policy of using non-survey
methods has been developed in many countries, including the United
States, Japan and Australia. Although the non-survey method is very
convenient in terms of saving time and money, its accuracy has been
widely questioned. So at the very least, data obtained in this manner
are generally combined with more reliable data, such as survey-based
information, partial survey results, superior data from other reliable
sources (both primary and secondary) and specialist (or expert) opin-
ion. Since other reliable information would be added on the result of
non-survey estimation, this hybrid approach has become popular among
those conducting input–output studies. The type of approach applied
in any particular estimation of regional input–output data might be
dependent on the topics to be analysed, and also the funding and time
available.

Variation of non-survey techniques

Non-survey methods have been developed because of the limitations
of regional data during the 1960s and 1970s. There are three kinds
of approach in non-survey technique (Round 1983). Yet here we will
only consider two of them.4 The first to be considered is the quotient
approach, which involves adjusting the national input–output coeffi-
cient by the quotient. The second is the RAS approach, which is the
application of the ‘matrix balancing technique’. RAS was developed by
Stone (1961) and is also used to update the table.

Many variations on the quotient approach have been developed and
discussed, namely, Simple Location Quotient, Purchase-only Location
Quotient, Cross industry Quotient, Supply–Demand Approach, Regional
Purchase Coefficient and Fabrication Effect Approach and so on (Miller
and Blair 1985). According to the empirical work in the USA, in general,
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the Simple Location Quotient method is the best among various location
quotient techniques (Schaffer and Chu 1969; Morrison and Smith 1974;
Sawyer and Miller 1983; Miller and Blair 1985, p. 302).

The RAS technique generates a coefficient matrix for a recent year,
given the exogenous data on total outputs, total intermediate demand
and total intermediate input for that year, and using an earlier coeffi-
cient matrix as a starting point. Instead of an earlier coefficient matrix,
as a starting-point a national coefficient matrix is used (Schaffer and
Chu 1969; McMenamin and Haring 1974; Morrison and Smith 1974;
Sawyer and Miller 1983) and other regional coefficient matrix is bor-
rowed (Hewings 1977; Thumann 1978; Hewings and Janson 1980) for
estimating a certain regional input coefficient matrix with an iterative
procedure. Using a RAS method, we require three times more data than
that needed to use Location Quotient method, so it is natural that an RAS
method achieves better estimation than a quotient approach. However,
it is still critical for regional economists to gather data related to interme-
diate transaction totals (or final demand and value added) by sector, both
row-wise and column-wise. Therefore, the quotient approach might be
regarded as a pure non-survey method.5

However, this approach has limitations in that it only uses a quo-
tient approach, and this method has been widely criticized the literature
(Round 1983). In the recent literature, discussion has focused on the
hybrid method, in which partial survey data or other superior data are
added on the basis of regional input coefficient by non-survey estimation
(West 1980; West, Morrison and Jensen 1984; Lahr 1993, 2001).

In the hybrid approach, it is important to identify the critical transac-
tion (cell of the table) in the coefficient matrix. Jensen and West (1980)
and West (1981) have discussed how to identify the important cells, those
which affect the accuracy of the Leontief multiplier. And Lahr (2001) also
advances a strategy of estimating a high accurate coefficient. If the crit-
ical cell or sector could be found, the survey should be conducted on
that transaction or sector. In such circumstances, the holistic accuracy
( Jensen 1980) would be guaranteed even if there were error estimations
in any unimportant cell. Considering the inherent inaccuracies of non-
survey models, the trend towards the hybrid approach is understandable.
However, even though the hybrid approach is now the main method of
producing an input coefficient, non-survey methods are used for the
primary estimation of the coefficient as a starting point for construct-
ing a hybrid approach model (West 1990; US Department of Commerce
1997). In this regard, it is still meaningful to investigate the application
and to understand its limitation of non-survey methodology in the case
of China.
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The methodology for estimation

In this essay, only a coefficient matrix will be estimated. If we could
obtain the data for an input coefficient matrix at the regional level, then
we can calculate the Leontief multiplier. In the input–output model,
the impact analysis or linkage analysis is the most common approach.
Therefore, the Leontief multiplier, derived from the input coefficient, is
most important for regional economic analysis.

Regional input coefficient

According to the literature, the quotient approach and the RAS approach
are the main methodologies used in regionalizing national data. Here, we
apply a simple Location Quotient (LQ) as the non-survey method in the
case of China, because the data required is the lowest of all methods, and
we can appreciate the limitation of this methodology under the worst
conditions of data gathering.

LQ is a very popular concept in regional economics. We let:

XR
i = output in sector i in a given region R

XR = total output in region R
XN

i = output in sector i in the nation
XN = total output in the nation

We construct the ratio:

LQR
i = XR

i /XR

XN
i /XN

which is defined as the location quotient. This represents the percent-
age of the region’s total output in activity compared to that for the
nation. It also provides us with information on what industry the
region has or does not have and the extent to which each industry
is under- or over-represented in the region compared to the nation.
From this ratio, we can see the situation which industries are agglom-
erated or concentrated in the region compared to the national average.
This is very useful information for understanding the regional industrial
development pattern.

The quotient approach regionalizes the representative industry tech-
nology matrix at the national level by using the quotient, which includes
regional information. In general, the representative industrial techno-
logy matrix is used for the national input coefficient,6 assuming that
national industrial technology is showing the average technology over
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space. So the regional input coefficient is obtained by multiplying the
national input coefficient by regional information. Here, let aN

ij denote a
matrix of input coefficient in the national table, aR

ij represent the regional
input coefficient and αR

ij for the adjustment coefficient, which shows
regional information.7 In the non-survey method of LQ, LQ is regarded
as the adjustment coefficient, showing the regional information.

LQ represents the trade pattern of that region. If it is larger than or
equal to unity, that industry is concentrated in that region compared
to the national average and it is considered that the supply of that
commodity meets the demand for it within the region, and, further,
that sector exports that commodity outside the region. If LQ is less than
unity, it is viewed as being less concentrated in that region and less cap-
able of satisfying the regional demand. As a result, that commodity is
imported from outside the region in order to meet the regional demand
for that commodity. Thus, it is assumed that the national coefficient will
apply to the region and the regional surplus will be exported to the rest of
the nation when LQ is greater than one. On the other hand, the national
coefficient will be adjusted downwards in the case of an LQ of less than
one, regional coefficient are estimated from the national coefficient by
multiplying them by LQ. The general procedure for this adjustment is
as follows:

LQR
i aN

ij if LQR
i < 1

aN
ij if LQR

i ≥ 1

Here we have to be careful of the meaning of the estimated regional input
coefficient obtained by this procedure. As Miller and Blair (1985, p. 295)
mentioned, this coefficient does not include imports from outside the
region, it is the same as the coefficient calculated from a non-competitive
import-type table. Thus, this term, the regional input coefficient, is the
same as that used by Miller and Blair (1985).

Interregional input coefficient

As far as we know, there have been few applications of interregional
input–output models in China. The first one is Jiangsu province is
divided into Subei (North Jiangsu) and Sunan (South Jiangsu) and com-
piled the table based on the sample survey result (Chen (ed.) 1988,
pp. 170–80). After that, Ichimura (Ichimura and Wang 2003) undertook a
joint project of Japan and China. This produced an interregional input–
output analysis in China from 1992 and constructed an interregional
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input–output table for the year of 1987, and was completed in 1995.
This table is quite big with seven regions and 9 sectors and compiled by
the National Bureau of Statistics (Li et al. 2003). Akita, Kawamura and Xie
(1999) compiled an interregional model between the Northeast region
and the rest of China by the LQ approach on non-survey basis. Following
that, studies by Okamoto (Okamoto 2002, 2003; Liu and Okamoto 2003)
focused on a three-region, 10-sector model which used a non-survey-
based approach employing the framework of the Leontief–Strout-type
Gravity model (Leontief and Strout 1966). This methodology was also
applied to the compilation of the Multi-regional Input–Output model
for China (Institute of Developing Economies 2003) as a primary estim-
ation of the interregional commodity flow (for the details, see Okamoto
and Zhang 2003).

With regard to the non-survey method of constructing an interregional
input–output model, there are two kinds of approach in terms of estim-
ating the interregional flows. The first is the Quotient approach (Round
1978a, 1978b; Akita, Kawamura and Xie 1999), and the second is the
Gravity model approach (Okamoto 2002, 2003; Liu and Okamoto 2002).
Under the data access limitation of regional input–output data, here,
we consider the quotient approach, which is considered as consistency
within framework of regional input coefficient estimation discussed in
the previous parts.

Here, assuming that we have only two regions R and S in the nation,
let aRR

ij and aSS
ij denote the regional input coefficients for R and S region

respectively, and tR
i and tS

i for the self-sufficient ratio within the region for
R and S, then, the regional input coefficient for each region are estimated
from the national input coefficient as follows:

aRR
ij = tR

i aN
ij

aSS
ij = tS

i aN
ij

LQ will be used as a self-sufficient ratio, which presents the proportion
of input requirements within the region, thus:

tk
i = LQk

i if LQR
i < 1

tk
i = 1 if LQR

i ≥ 1 (k = R, S)

In the case of the R region, the proportion of imports that is not supplied
in the region comes from the rest of the nation – that is, the S region in
case of the two-region model. Therefore the input requirement from
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S region for R region production are derived from the following equation:

aSR
ij = (

1 − tR
i

)
aN

ij

Similarly:

aRS
ij = (

1 − tS
i

)
aN

ij

Using the format of an interregional input matrix, the image of produ-
cing interregional input coefficients is as follows:

aRR
ij = tR

i aN
ij aRS

ij = (
1 − tS

i

)
aN

ij

aSR
ij = (

1 − tR
i

)
aN

ij aSS
ij = tS

i aN
ij

In this essay, we have only two kinds of data required for estimation of
regional and interregional input coefficient – namely, total output8 in
the region and national input coefficient.

3.3 Empirical study

Data and comparison method

Provincial input–output data

In the execution of the China Multi-regional input–output project (Insti-
tute of Developing Economies 2003), we have collected all of the pro-
vincial input–output tables for 1997, except for Tibet,9 using confidential
data.10 Most of the tables collected have the same sector classification as is
used in the national table. However, some of them do not use the same
sector classifications. Although full coverage surveys are carried out at
the regional level in China, provincial statistical offices do not generally
publish survey results and the construction methods used in the input–
output data officially, besides it appears that they share little consistency
with the national input–output data. And the quality of the provincial
input–output data is very much dependent on the training levels of staff
in the provincial statistical office, which appears to be a matter of some
considerable concern.11

Our tables have a 40-sector classification as is used in the national table.
And besides, the treatment of imports and exports in both foreign trade
and in domestic trade also differs among provincial tables. All imports
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are put in the column vector in final demand items, in which imports
are a negative figure. In other words, it is a competitive import type
table. Yet, there are differences between the items of exports and imports.
For example, some provinces have four vectors, export, outflow, import
and inflow, in which foreign export and import, domestic outflow and
inflow are presented in the table independently. Some have two vectors,
export and import, regardless of foreign or domestic trade. The rest of the
provincial tables have only one vector as net export, which shows the
net amount of outflow minus inflow of the region.12 In the comparison
between the estimated coefficient matrix and the original one, we will
use four-vector or two-vector tables, because we have to calculate the
Leontief multiplier without imports and inflows, as will be shown below.

Despite the data collection of all provincial input–output data, we are
unable to use all of them for comparison because of time limitation,
doubts about data reliability and the import data availability mentioned
above. In this chapter, we will focus on a few representative tables. When
we consider the tables according to the rank of GDP size of the region,
this means that the table reliability in any province might be increasing
in line with the development of the individual regional economies.

From the viewpoint of basic statistical features,13 regional disper-
sion and data reliability, the chosen tables are Guangdong (Max),
Jiangxi (second max), Beijing (median), Sichuan (second quartile),
Guangxi (near mean), Inner Mongolia (third quartile), Jilin (mode) and
Qinghai (minimum).

Comparison method

When comparing input coefficients, it is not always obvious how best to
compare sets of coefficients; for example, there are 40 times 40 = 1,600
coefficients even in the case of a 40-sector table. In general, then, sum-
mary measures of comparison are useful. In the input–output model,
the techniques of comparison might be divided into two categories. One
method might be the direct comparison of input coefficients by using
some summary measurement. These indices have been developed in the
context of non-survey vs survey-based table comparisons.

Another method to quantify in an aggregate way the effects of input
coefficient change over time or over region is to use the Leontief inverse.
This inverse embodies changes in structure in a more comprehensive way
than input coefficient matrices. However, there are still a large number of
coefficients in the Leontief inverse. Thus, in this chapter we also consider
summary measurement.
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In this chapter we apply the two summary indices to compare input
coefficient as follows (see the detail of indices in Lahr 2001, Appendix 3):

Standardized Total Percentage Error (STPE)14

STPE = 100 ×
∑

j

∑
i |aij − a′

ij|∑
j

∑
i aij

Mean Absolute Difference (MEAD)15

MEAD = 100 ×
∑

j

∑
i |aij − a′

ij|
n × n

(n = number of sectors)

In comparison of the Leontief inverse, we use the average of output
multipliers without respect to household.

Provincial level

Comparisons of coefficient matrix

First, we compare the national technical coefficient with the provincial,
technical coefficient. In the China table, imports are treated as com-
petitive type, where each transaction includes the imported or inflowed
goods from the outside region.

Table 3.1 reports the result of comparison with two kinds of matrices.
Clearly, the region with the larger GDP provides a very similar technical
structure to the national one, with the exception of Guangdong and
Guangxi, which have experienced a different development pattern from
the other regions, with few state-owned enterprises have been estab-
lished during the planned economy period and light industries having
grown very rapidly in the 1980s. On the other hand, in Jiangsu and
Sichuan, where the macro control of the regional economy was relat-
ively strong throughout the planned and open economy, are relatively
similar to the national structure. In general, the larger GDP is in the
region, the more similar the technical coefficient is.

Secondly, we will compare the coefficient generated by non-survey
methods, here, LQ approach, with provincial one. However, the estim-
ated coefficient matrix by LQ excludes the inputs of imported goods from
outside the region, as was seen earlier. The provincial table provides the
data in the form of competitive import type, in which input structure
includes both the inputs produced inside the region and imported goods
produced outside the region. Thus, we cannot directly compare the LQ
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Table 3.1 Measures of closeness between
national and provincial technical coefficient

STPE MEAD

Guangdong 60.43 1.02
Jiangsu 52.07 0.84
Sichuan 58.77 0.86
Guanxi 71.58 1.05
Beijing 69.80 1.04
Jilin 67.11 1.05
Inner Mongolia 76.09 1.08
Qinghai 90.86 1.27

Source: Calculated from the SIC data base by Kun
Zhao.

estimated coefficient with the provincial technical coefficient. Here, we
calculate the regional input coefficient by the following formulae:

aRR
ij = (1 − ni)aR

ij

here, aRR
ij denotes the regional input coefficient, and ni the regional

import ratio, it is defined as:

ni = mi∑
i aR

ijx
R
i + f R

i

here, mi is the total import and inflow and this is represented as the ratio
of imports to total domestic demand. Then, (1 − ni) shows the domestic
self-sufficient ratio.

Table 3.2 shows the results of the comparison between the LQ estim-
ated coefficient matrix and the regional input coefficient. Compared
with Table 3.1, STPE become larger, but MEAD shows better estimates.
This means that the difference in each cell is small based on MEAD, but
this small difference might become significant in the summation of a lot
of cells. According to this result, it cannot be judged which is better; the
difference between the national and provincial technical coefficients and
the difference between the LQ estimated coefficient and regional input
coefficients. This difference might be similar.

Comparison of regional input–output multiplier

Multipliers are also compared. Table 3.3 reports the differences between
the national and provincial Leontief multiplier. The result supports the
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Table 3.2 Measures of closeness between LQ estimated and
provincial input coefficient ((I − M)A type)

STPE MEAD

Guangdong 66.27 0.78
Jiangsu 69.37 0.72
Sichuan 54.93 0.75
Guangxi 73.16 0.63
Beijing 68.50 0.72
Jilin 76.15 0.76
Inner Mongolia 82.80 0.89
Qinghai 147.44 1.37

cf. Sawyer and Miller (1983, Table 2)
Washington
28 sectors 76–78
50 sectors 81–83

Source: Calculated from the SIC data base by Kun Zhao.

Table 3.3 Measures of closeness between
national and provincial Leontief multipliers

STPE MEAD

Guangdong 32.89 2.62
Jiangsu 28.23 2.11
Sichuan 29.02 1.77
Guangxi 40.05 2.62
Beijing 41.22 2.72
Jilin 32.40 2.29
Inner Mongolia 39.14 2.42
Qinghai 48.27 2.79

Source: Calculated from the SIC data base by Kun Zhao.

same general trend drawn from the comparison of coefficient matrices.
For example, Jiangsu and Sichuan are very close to the national mul-
tiplier in terms of both STPE and MEAD, but Guangdong does not fit
the national pattern, even though its GDP is the largest in the country.
However, Jilin and Inner Mongolia have also both become close to the
national. It seems that the inter-industrial linkage structure of Jilin and
Inner Mongolia might be similar to the national, but the direct input
structure is very different to the national.

Table 3.5 reports the differences in the average output multiplier. It
seems that multipliers in coastal provinces will be higher than national
multiplier, and the multiplier for interior provinces is opposite, with the
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Table 3.4 Measures of closeness between LQ estimated
and (I − (I − M)A)−1 type multiplier

STPE MEAD

Guangdong 29.31 1.42
Jiangsu 40.45 1.76
Sichuan 24.49 1.36
Guangxi 24.94 0.97
Beijing 39.25 1.76
Jilin 28.37 1.19
Inner Mongolia 33.64 1.51
Qinghai 76.28 3.00

cf. Sawyer and Miller (1983, Table 2)
Washington
28 sectors 22.4
50 sectors 23.9

Source: Calculated from the SIC data base by Kun Zhao.

exception of Jilin. If we use the national multiplier instead of the regional
one for regional analysis, the multiplier effect of the coastal provinces
will be underestimated, while interior provinces might be overestimated.

Comparisons between the LQ estimated and the (I − (I − M)A)−1 type
multiplier are summarized in Table 3.4. This shows that all of STPE
and MEAD become better compared with Table 3.3, as is confirmed by
Table 3.5. Table 3.5 also reports that Jiangsu is overestimated and Sichuan
is underestimated, with relatively large differences. It might be that the
data reliability of the import and inflow vector in the provincial input–
output table or the existence of product mix in this aggregated sector
will affect the regional inflow estimated from LQ.

In summary, (1) the regional technical coefficient might be similar to
the national one, and the regional input coefficient might also be similar
to the LQ estimated input coefficient. Basically when the economic size
of a region increases, estimated results would be better. (2) However, in
terms of the multiplier, the LQ provides a better estimate than does using
national figures.

Interregional level

In comparing the interregional model of non-survey and survey based,
unlike Japan, there have been no survey-based data produced in
China. In this situation, the accuracy of the non-survey method can-
not be verified without the survey-based data. In this section, we use
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Table 3.5 Differences in each multiplier

Original NM1 Diff. (%)

Guangdong 3.187 2.586 −23
Jiangsu 2.996 2.586 −16
Sichuan 2.439 2.586 6
Guangxi 2.614 2.586 −1
Beijing 2.637 2.586 −2
Jilin 2.827 2.586 −9
Inner Mongolia 2.470 2.586 5
Qinghai 2.311 2.586 11

(I−M)AM2 LQM3 Diff. (%)

Guangdong 1.931 1.909 −1
Jiangsu 1.736 2.227 22
Sichuan 2.224 1.922 −16
Guangxi 1.548 1.712 10
Beijing 1.788 1.707 −5
Jilin 1.683 1.814 7
Inner Mongolia 1.797 1.706 −5
Qinghai 1.575 1.604 2

cf. US regional model
Schaffer and Chu (1969, Appendix C) 1.365a 1.658 21
Morrison and Smith (1974, p. 12) 20
Sawyer and Miller (1983, Table 8)b

28 sectors 20
50 sectors 18

Notes
1. NM is the Leontief multiplier of national table.
2. (I − M)AM is (I − (I − M)A)−1 type Leontief multiplier.
3. LQM is the Leontief multiplier of LQ estimated coefficient.
a survey-based table.
b This figure is the mean percentage deviation.

Source: Calculated from the SIC data base by Kun Zhao.

Multi-regional input–output model for China (CMRIO) (Institute of
Developing Economies 2003), which was compiled by hybrid approach,
as the benchmark for the interregional input–output model in China.
Since there is no established correct interregional input–output table in
China, the accuracy of the non-survey methods can be judged only on
their consistency with the real economy and on underlying data beha-
viour. The information obtained from this investigation might just be a
preliminary result.

In order to estimate the interregional input–output model, we divided
the country into two regions: the coastal region, which includes
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Table 3.6 Differences of input coefficients
between CMRIO and LQ estimated model

STPE MEAD

Input coefficient 44.49 0.49
Interregional

AAB 106.05 0.26
ABA 145.35 0.30

Intraregional
AAA 36.61 0.75
ABB 34.23 0.65

Leontief Inverse 34.48 1.34
Interregional

BAB 222.97 1.12
BBA 116.77 0.93

Intraregional
BAA 24.33 1.83
BBB 21.91 1.48

Notes: Supersubscript A means the coastal region, and B
the interior region.

Source: Calculated from the SIC data base by Kun Zhao.

Beijing, Tianjin, Hebei, Shandong, Jiangsu, Shanghai, Zhejiang, Fujian,
Guangdong and Hainan, and the interior region, which includes all other
provinces in China. Using the definition of region in CMRIO, the coastal
region consists of the North Municipalities, the North Coast, the East
Coast and the South Coast, all other regions are classified as the interior
region.

The sectoral classification used is also the same as the CMRIO, in which
30 sectors – most of the service sector – is aggregated.

Assuming that we could only use national input–output data and
regional total output in the same way as in the case of regional input–
output estimation. We estimate a two-region interregional input–output
model that consists of interregional input coefficient and interregional
Leontief multiplier.

First of all, all of the coefficients estimated by non-survey methods are
investigated. Secondly, we check the regional input coefficients, which
are in diagonal matrix (aRR

ij and aSS
ij ) of interregional input–output model.

Thirdly, trade coefficients in non-diagonal matrices are compared with
the one of CMRIO. Table 3.6 reports the result of the comparison, and
we will find that MEAD of the input coefficient is lower than in the
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Table 3.7 Differences of total output

CMRIO LQ Diff. (%)

AA001 70,115,618 75,404,013 5,288,395 (7.5)

AA002 2,222,196 4,221,711 1,999,516 (90.0)

AA003 1,729,512 3,540,900 1,811,388 (104.7)

AA004 1,331,635 1,911,072 579,437 (43.5)

AA005 1,198,601 2,079,350 880,748 (73.5)

AA006 45,159,438 54,156,284 8,996,846 (19.9)

AA007 19,733,287 20,457,688 724,401 (3.7)

AA008 16,424,986 20,332,168 3,907,182 (23.8)

AA009 3,469,254 4,049,961 580,707 (16.7)

AA010 9,738,021 12,657,267 2,919,247 (30.0)

AA011 4,522,070 7,919,595 3,397,526 (75.1)

AA012 36,354,342 47,785,515 11,431,173 (31.4)

AA013 6,169,502 8,564,734 2,395,232 (38.8)

AA014 10,420,398 14,254,617 3,834,219 (36.8)

AA015 6,504,866 8,766,288 2,261,421 (34.8)

AA016 8,882,893 9,278,326 395,433 (4.5)

AA017 9,211,365 9,549,042 337,678 (3.7)

AA018 12,594,675 12,818,127 223,452 (1.8)

AA019 12,294,205 17,876,341 5,582,136 (45.4)

AA020 1,377,081 2,082,649 705,568 (51.2)

AA021 1,304,762 1,976,056 671,295 (51.4)

AA022 4,884,512 6,116,835 1,232,324 (25.2)

AA023 827,869 998,173 170,304 (20.6)

AA024 8,410,973 12,035,600 3,624,627 (43.1)

AA025 508,842 677,952 169,110 (33.2)

AA026 928,318 1,338,052 409,735 (44.1)

AA027 1,925,082 3,167,853 1,242,771 (64.6)

AA028 8,059,362 15,070,054 7,010,693 (87.0)

AA029 20,684,565 31,459,615 10,775,049 (52.1)

AA030 52,089,050 69,203,234 17,114,185 (32.9)

AB001 113,597,671 110,354,196 −3,243,474 (−2.9)

AB002 4,282,069 9,038,880 4,756,811 (111.1)

AB003 3,757,315 5,168,650 1,411,335 (37.6)

AB004 1,580,525 2,828,854 1,248,329 (79.0)

AB005 1,994,142 3,826,474 1,832,332 (91.9)

AB006 61,334,161 64,856,247 3,522,086 (5.7)

AB007 15,388,875 14,871,042 −517,833 (−3.4)

AB008 8,707,755 9,377,008 669,253 (7.7)

AB009 4,532,931 5,559,972 1,027,042 (22.7)

AB010 5,948,384 7,666,340 1,717,956 (28.9)

AB011 5,846,798 7,880,195 2,033,397 (34.8)

AB012 29,637,011 31,023,850 1,386,839 (4.7)

AB013 8,016,790 13,283,875 5,267,085 (65.7)

AB014 8,265,971 13,028,447 4,762,477 (57.6)

Continued
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Table 3.7 Continued

CMRIO LQ Diff. (%)

AB015 4,860,126 5,997,845 1,137,719 (23.4)

AB016 6,706,038 6,199,094 −506,944 (−7.6)

AB017 6,806,192 6,665,740 −140,453 (−2.1)

AB018 4,940,137 5,140,324 200,187 (4.1)

AB019 4,512,152 4,057,623 −454,529 (−10.1)

AB020 626,733 886,501 259,768 (41.4)

AB021 1,421,650 1,931,806 510,155 (35.9)

AB022 3,947,566 5,105,154 1,157,589 (29.3)

AB023 584,854 878,138 293,284 (50.1)

AB024 8,247,183 10,657,887 2,410,704 (29.2)

AB025 331,273 409,814 78,541 (23.7)

AB026 737,717 1,018,676 280,959 (38.1)

AB027 1,955,130 1,855,919 −99,212 (−5.1)

AB028 8,701,018 15,667,272 6,966,254 (80.1)

AB029 22,922,338 29,557,220 6,634,882 (28.9)

AB030 48,296,717 54,803,445 6,506,728 (13.5)

Total 777,564,497 929,345,560 151,781,063 (19.5)

Source: Calculated from the SIC data base by Kun Zhao.

regional input–output case, but STPE is a little bit higher, compared to
the regional input–output. In the case of the Leontief multiplier, this still
seems to be a good result. However, the coefficient of interregional parts
is not as good as the total result.

LQ method, estimating interregional flow, has some problem. Because
it does not allow the cross-hauling between the regions. That is why there
are relative large discrepancies between CMRIO and the LQ estimated
model.

Table 3.7 represents the difference between the total output realized
by the Leontief multiplier of CMRIO, multiplied by the consumption
and total output estimated by using the Leontief multiplier from the LQ
method. Overall, the total output estimated by the LQ method is higher
than that of CMRIO. In particular, the mining sector, chemical sector
and service sector in the coastal region are overestimated, while a few
sectors related to machinery are underestimated in the interior region.

In summary, (1) if we use national IO coefficients to estimate inter-
regional IO coefficients by the LQ method, the regional parts of the
model will be better than the interregional one. LQ will underestimate
interregional flow. (2) As discussed in the regional case, the national
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technical coefficient is higher than the regional one, thus, the total
output estimated from the national technical coefficient by non-survey
methods will be overestimated and the Mining and Service sector will
not provide an accurate estimation.

3.4 Conclusion

In this chapter, we have tested the reliability of non-survey methods,
by applying the provincial input–output model and interregional input–
output model in China, and assuming that we have only published data,
national input–output data and production accounts (total output).

The results of the investigation, suggest the following:

1. If we use the national technical coefficient to conduct our regional
economic analysis, it might be reasonable when the regions con-
cerned have a relatively large GDP. However, we should always bear
in mind its development pattern, in comparison with the national
economy.

2. When we wish to undertake an impact analysis of a particular region,
the regional input coefficient should be estimated. According to the
empirical results, the regional input coefficient, estimated by the LQ
approach, may be relatively useful. Therefore the regional Leontief
multiplier should be obtained from the regional input coefficient.

3. Compared with previous research, in which the US regional models
were estimated by the same method, our estimated regional input–
output model provides better results in terms of the average of the
output multiplier. Thus, the non-survey method might be useful as a
first step in estimating a regional input–output model in China.

4. The interregional model estimated by non-survey methods is not
accurate – in particular, the computed interregional coefficients are
underestimated. This is because of the limitation that LQ cannot
estimate cross-hauling transactions between the regions. Further-
more, since the national multiplier is larger than the provincial one,
the estimated total output would be larger than we expected.16

5. However, in a situation in which we do not have a survey-based inter-
regional input–output model in China, the result above might still be
tentative.

In estimating the regional and interregional input–output model, we
consider the worst situation in which we cannot conduct a survey and
can only obtain published data from the government. Considering this
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worst-case situation of data gathering, we can understand the worst lim-
itation of this methodology. If we could do some survey, partial and
crucial, or can get the superior data from some agency, needless to say,
the accuracy of the estimated model would become higher.

Notes

1. Administrative regions in China are divided into four kinds: municipal-
ity, province, autonomous region and special administrative region. In this
chapter, ‘province’ is used for all kinds of administrative regions. However,
the Hong Kong and Macao special administrative regions and the Taiwanese
provinces are not considered.

2. Provincial input–output data is kept strictly confidential, especially for for-
eigners. However, some economists outside China (for example, Naughton
2000; Poncet 2001) have gained access to the figures. It seems to us, how-
ever, that they did not examine the provincial input–output data carefully
enough.

3. The term ‘input coefficient matrix’ is used for the various types of coefficients.
It means the coefficient matrix whose intermediate transaction is divided by
total input. According to the treatment of import, there are several coeffi-
cients, such as technical coefficient, regional input coefficient and so on. See
Miller and Blair (1985).

4. Commodity balance approach is neglected here, because it is itself a tech-
nique for producing an input–output table. As we mentioned in the intro-
duction, we concentrate here on the methodology of estimating the input
coefficient matrix.

5. Miller and Blair (1985, p. 295) said: ‘By purely nonsurvey techniques we
mean those methods that estimate regional input coefficients through adjust-
ment of national technical coefficients entirely on the basis of published
information on regional employment, income, or output, by industry.’

6. This national input coefficient matrix should be of the competitive import
type, which includes the import value in each cell and the import vector
should be in the final demand item with a negative figure. If we say ‘tech-
nology’, it should be the input structure of both domestic and imported
commodity. Please see the detailed discussion in Hewings and Jensen (1986).

7. This is also called the regional trade coefficient, which shows the geographical
source of input supply within a region.

8. Employment data also can be used. But here we use total output.
9. Tibet has never compiled input–output data.

10. The Institute of Developing Economies (IDE) in Japan and the State Inform-
ation Center (SIC) in China have conducted a joint project for constructing
interregional input–output model in China for two years (April 2001–March
2003). In this project, SIC collected the provincial table as confidential data
for this project; however, one of the authors, Nobuhiro Okamoto, cannot see
the detailed data. The computation work is carried out by Yaxiong Zhang, in
association with Kun Zhao.

11. We heard this from the officials of the National Bureau of Statistics.
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12. The four-vector table included Beijing, Tianjin, Shanghai, Jiangsu,
Guangdong, Guangxi, Ningxia and Xinjiang. The one-vectors table included
Hebei, Heilongjiang, Anhui, Shandong, Chongqing, Guizhou and Gansu.
The rest of the provinces are the two-vector table.

13. We made the frequency distribution table of provincial GDP size.
14. This measure is also called the mean absolute deviation as a percentage of the

mean coefficient (MPMC) in Sawyer and Miller (1983).
15. According to the suggestion of Takeo Ihara, we do not use the term ‘MAD’

because it sounds strange.
16. Akita, Kawamura and Xie (1999) compiled an interregional input–output

model using the LQ method. Therefore, there may be the same problems
with their results.
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4
Analysis of the Characteristics
of Regional Development of the
Society and Economy in China
Shantong Li and Yongzhi Hou

4.1 China’s regional division

China is a large country with a vast territory. Its land area totals
9.6 million square kilometres, and by 2001 its population stood at
1.28 billion. For a combination of historical and present-day reasons, the
development level varies greatly across the different regions of China.
For example, in 2001, the gross domestic product (GDP) of Shanghai
averaged 37,382 yuan per capita and that in Guizhou province was
2,895 yuan per capita. A difference of 13 times was seen between the
two provinces. Therefore, in order to study China’s regional issues, it is
necessary to divide China into a number of different regions.

The Chinese mainland was formerly divided into areas such as the
coastal region and the interior region in the 1950s, and to ‘Fronts’ such
as the First Front, the Second Front and the Third Front in the 1960s.
Since China’s national reforms and its opening to the outside world,
researchers have coined a variety of different methods for dividing the
regions of China:

(1) Three belts. This method divides China into the eastern, central
and western belts. This has been applied to different provinces in dif-
ferent periods. In the early stages, when the concept of the three belts
was being advanced, the Guangxi autonomous region was listed in the
eastern belt and Inner Mongolia autonomous region in the central part.
Later on, some objections were raised to this method of dividing the
country. Following the implementation of the ‘western development’
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strategy, new ‘three belts’ are settled by central government. The Eastern
belt consists of 11 provinces and municipalities: Beijing, Tianjin, Hebei,
Liaoning, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Guangdong
and Hainan; the central belt includes the eight provinces of Shanxi, Jilin,
Heilongjiang, Anhui, Jiangxi, Henan, Hubei and Hunan; and the western
belt includes 12 provinces, an autonomous region and one municipal-
ity of Chongqing, Sichuan, Guizhou, Yunnan, Tibet, Shaanxi, Gansu,
Qinghai, Ningxia, Xinjiang, Guangxi and Inner Mongolia.

(2) Six comprehensive economic regions. This involves classification
as follows: the Northeast region, the middle and lower reaches of the
Yellow River, the middle and lower reaches of the Yangtze River, the
Southeast Coast, and the Southwest and Northwest regions.

(3) Seven economic regions. Northeast China (Liaoning, Jilin and
Heilongjiang), Northwest China (Shaanxi, Gansu, Qinghai, Ningxia
and Xinjiang), North China (Beijing, Tianjin, Hebei, Inner Mongolia
and Shanxi), East China (Shandong, Shanghai, Jiangsu and Zhejiang),
Central China (Henan, Anhui, Jiangxi, Hubei and Hunan), South
China (Fujian, Guangdong, Guangxi and Hainan) and Southwest China
(Sichuan, Guizhou, Yunnan and Tibet).

(4) Nine economic regions. This has resulted in two different meth-
ods of division. The first method of division includes Northeast China
(Heilongjiang, Jilin, Liaoning and Inner Mongolia), the Bohai Rim Area
(Beijing, Tianjin, Hebei and Shandong), the valley of the middle reaches
of the Yellow River (Shanxi, Henan and central and west parts of Inner
Mongolia), the Yangtze River delta (Shanghai, Jiangsu and Zhejiang), the
middle reaches of the Yangtze River (Hubei, Hunan, Anhui and Jiangxi),
the Southeast coastal area (Fujian, Guangdong, Guangxi and Hainan),
the Northwest region (Shaanxi, Gansu, Qinghai, Ningxia and Xinjiang)
and the Southwest region (Sichuan, Yunnan and Guizhou). The second
way of division includes Northeast China (Heilongjiang, Jilin, Liaoning),
the North Coast (Beijing, Tianjin, Hebei and Shandong), the North
Interior (Shanxi, Shaanxi and Inner Mongolia), the East Coast (Shanghai,
Jiangsu and Zhejiang), the East Interior (Henan, Anhui and Jiangxi),
the Central Interior (Hunan and Hubei), the South Coast (Fujian,
Guangdong, Guangxi and Hainan), the West Interior (Gansu, Qinghai,
Ningxia, Xinjiang and Tibet) and the Southwest Interior (Sichuan,
Yunnan and Guizhou).

(5) Nine ‘metropolis economic circles’. This includes Shenda
(Shenyang and Dalian), Jingjinji (Beijing, Tianjin, Tangshan,
Qinhuangdao and Shijiazhuang), Jiqing ( Jinan, Qingdao and Yantai),
Dashanghai (Shanghai, Suzhou, Wuxi, Changzhou, Ningbo and
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Hangzhou), the Pearl River delta (Guangzhou, Shenzhen, Zhuhai
and Shantou), Jihei (Changchun and Harbin), Xiang’egan ( Wuhan,
Changsha and Nanchang) and Chengyu (Chengdu and Chongqing).

It is clear from the above that there are many different methods of
classifying China into different regions. However, for a variety of reas-
ons, the government could only accept the division into ‘three belts’
mentioned in (1) above.

In order to try and overcome the defects of the present methods of
regional division, in this chapter we divide the Chinese mainland into
eight regions based on the notion of the homogeneous region and the
planning region, reflecting the real economic situation in China. It
should be noted that the western regions of China are defined as plan-
ning regions, based on the definition of the central government, and
the other regions are considered for their economic homogeneity. These
eight regions are:

(1) The Northeast region, consisting of Liaoning, Jilin and
Heilongjiang provinces, which covers a total of 790,000 square kilo-
metres, and had a population of 106.96 million by the end of 2001.
These areas share similar natural conditions and resource structures, and
have close historical relations. At present, they are faced with many
common issues such as exhausted resources and the upgrading of their
industrial structure.

(2) The North Municipalities region consists of Beijing and Tianjin
municipalities, covers 30,000 square kilometres, and had a population
of 23.87 million by the end of 2001. Enjoying an ideal geographical loca-
tion, this region has convenient transport facilities and is developing its
scientific, educational and cultural infrastructure. This region has been
benefited from the national reform and opening to the outside world.

(3) The North Coast region consists of Hebei and Shandong provinces,
which cover 340,000 square kilometres and had a population of
157.40 million by the end of 2001.

(4) The East Coast region, consisting of Shanghai municipality and
the Jiangsu and Zhejiang provinces, covers 210,000 square kilometres
and had a population of 135.82 million by the end of 2001. This region
had started modernization at an earlier stage, had close foreign economic
ties in history, takes the lead in many fields of the national reform and
opening to the outside world, and has abundant human capital and an
obvious advantage in development.

(5) The South Coast region includes the Fujian, Guangdong and Henan
provinces, covers 330,000 square kilometres and had a population of
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120.19 million by the end of 2001. This region is located near to Hong
Kong, Macao and Taiwan, and therefore has many overseas links.

(6) The Central region includes Shanxi, Henan, Anhui, Hubei, Hunan
and Jiangxi provinces, covers 990,000 square kilometres and had a pop-
ulation of 359.12 million by the end of 2001. This region has abundant
natural resources – coal in particular – and good farming conditions and is
densely populated. It is located in a strategically important interior posi-
tion. However, it has not yet opened its markets sufficiently to the outside
world, and it faces a heavy burden in attempting to adjust its structure.

(7) The Northwest region consists of the Inner Mongolia autonom-
ous region, Shaanxi, Gansu and Qinghai provinces, and Ningxia and
Xinjiang autonomous regions, which covers 4.07 million square kilo-
metres and had a population of 115.73 million by the end of 2001. The
region is characterized by poor natural conditions, covers a vast territory,
has scarce population and a limited market. However, it does have the
potential to open up to other western countries.

(8) The Southwest region consists of the Yunnan, Guizhou and Sichuan
provinces, the Chongqing municipality, and the Guangxi and Tibet
autonomous regions. The region covers 2.54 million square kilometres
and had a population of 248.74 million by the end of 2001. The region
is located in a remote area with poor soil and an undereducated labour
force. However, it is in an ideal situation to open up to Southeast Asia.

4.2 Comparison of the characteristics of social and
economic development in China’s regions in 2001

The analysis of the characteristics of social and economic development
in China’s regions can be undertaken in many different ways. This
chapter concentrates on six different aspects: basic conditions, GDP and
industrial structure, infrastructure, opening up to the outside world, mar-
ket scale and residents’ consumption, and development potential and
economic activities.

Basic conditions

We can see from Table 4.1 that there is a great range in terms of the
territory and population of different regions:

(1) In terms of territory, the Northwest region ranks largest, covering
4.07 million square kilometres, accounting for 42.35 per cent of the
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Table 4.1 Basic conditions

Territory
(square

kilometres)
Proportion

(%)
Population

(million people)
Proportion

(%)

Northeast 790,000 8.23 106.96 8.38
North 30,000 0.29 23.87 1.87
Municipalities

North Coast 340,000 3.54 157.4 12.33
East Coast 210,000 2.14 135.82 10.64
South Coast 330,000 3.48 120.19 9.42
Central 990,000 10.31 359.12 28.14
Northwest 4,070,000 42.35 115.73 9.07
Southwest 2,540,000 26.48 248.74 19.49

Note: These are 2001 figures, and data in the following tables come from the same source.

Source: 2002 China Statistical Year Book.

country, and the North Municipalities region is the smallest, cover-
ing 30,000 square kilometres, and accounting for 0.29 per cent of
the total.

(2) With regard to population, the Central region is the most populous,
with a population of 359.12 million by the end of 2001, accounting
for 28.14 per cent of the national population, and the North Muni-
cipalities region has the lowest population, just 23.87 million the
(1.87%).

(3) In terms of population density, the North Municipalities region ranks
top with a density of 796 people per square kilometre; and Northwest
region has the lowest density, at 29 people per square kilometre. The
ratio of the former to the latter is 27.5.

GDP and industrial structure

GDP

We can observe from Table 4.2 that:

(1) The Central region has the largest gross domestic product (GDP)
reaching 2,153.1 billion yuan in 2001, and accounting for
20.17 per cent of the national figure; and the North Municipalit-
ies region has the smallest GDP, amounting to 468.6 billion yuan,
and accounting for 4.39 per cent. The former was 4.6 times larger
than the latter.
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Table 4.2 GDP

GDP ( billion yuan) Proportion (%)
Per capita

GDP (yuan)

Northeast 1,062.7 9.95 9,935
North Municipalities 468.6 4.39 19,630
North Coast 1,501.6 14.06 9,540
East Coast 2,121.1 19.87 15,617
South Coast 1,544.7 14.47 12,852
Central 2,153.1 20.17 5,996
Northwest 654.7 6.13 5,657
Southwest 11,701.0 10.96 4,704

(2) The North Municipalities region ranks first in per capita GDP, which
was 19,630 yuan per capita in 2001 and Southwest region is the bot-
tom with the per capita GDP averaging 4,704 yuan. The former is 4.2
times larger than the latter.

(3) The per capita GDP in five regions – Northeast, North Municipalities,
North Coast, East Coast and South Coast – has surpassed the national
average level and that in the other regions – Central, Southwest and
Northwest – has lagged behind.

(4) There is an obvious difference between south and north in coastal
areas. The per capita GDP in the East Coast region exceeded that in
the North Coast region by 63.7 per cent in 2001.

Industrial structure, employment structure and distribution of
urban and rural population

Tables 4.3 and 4.4 report the industrial structure, employment struc-
ture and the distribution of the urban and rural populations of different
regions. Tables 4.3 and 4.4 show that:

(1) The proportion of primary industry is highest in the Southwest
region and its value added accounted for 22.21 per cent of GDP in the
region. By contrast, the proportion of secondary and tertiary indus-
tries is highest in the East Coast region with the respective value
added in the region accounting for 50.55 per cent and 40.66 per cent
of GDP.

(2) The proportion of employment in the primary industry is highest in
the Southwest region, accounting for 62.84 per cent of gross employ-
ment in the region; that in the secondary industry in the North
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Table 4.3 Composition of GDP (%)

Primary industry Secondary industry Tertiary industry

Northeast 12.82 50.06 37.11
North Municipalities 3.67 41.29 55.04
North Coast 15.14 49.43 35.44
East Coast 8.78 50.55 40.66
South Coast 12.02 47.63 40.35
Central 19.41 44.90 35.69
Northwest 18.85 43.08 38.07
Southwest 22.21 39.40 38.39

Table 4.4 Employment structure and urbanization (%)

Employment structure

Primary
industry

Secondary
industry

Tertiary
industry Urbanization

Northeast 44.80 22.03 33.17 52.1
North Municipalities 14.71 35.77 49.52 75.2
North Coast 51.17 24.54 24.28 32.9
East Coast 36.30 32.05 31.65 49.5
South Coast 40.73 29.25 30.02 50.2
Central 57.32 17.15 25.53 29.6
Northwest 56.56 15.28 28.16 32.9
Southwest 62.84 11.93 25.23 26.7

Municipalities region ranks top, accounting for 35.77 per cent, and
that of tertiary industry is the highest, accounting for 33.16 per cent
in the North Municipalities region.

(3) The value added of primary industries of all of the nation’s regions
is smallest, with a share of less than one-quarter. However, in terms
of employment, primary industries still occupy the first place in all
regions with a higher share than the secondary or tertiary industries.
The value added of primary industry approaches or surpasses 50 per
cent in four regions: the North Coast region, the Central region, the
Southwest region and the Northwest region.

(4) The North Municipalities region is the most urbanized region, with
a figure of 75.2 per cent in 2001, and the Southwest region lags
behind with urbanization accounting for 26.7 per cent. The former
was 48.5 percentage points higher than the latter.



56 Characteristics of Regional Development

(5) All of the major regions shoulder the heavy tasks of urbanization.
There are only four regions which have an urbanization level either
approaching or exceeding 50 per cent: the Northeast, the North
Municipalities, the East Coast and the South Coast. The urbaniza-
tion level of the rest of the regions is below 40 per cent and a few of
them record levels, lower than 30 per cent.

Infrastructure

Transportation infrastructure

Table 4.5 shows that:

(1) The provision of railway transportation infrastructure is highest in
the North Municipalities region with 62 kilometres per 1,000 square
kilometres in the region in 2001; the North Coast, Central and North-
east regions rank next; and the Northwest and Southeast regions have
the lowest level of provision, with only four kilometres of track per
1,000 square kilometres.

(2) In terms of highway infrastructure, the North Municipalities region
is the best with 785 kilometres of roads per 1,000 square kilometres
in 2001. The South Coast, East Coast and Central regions come
next, with road density beyond 400 kilometres per 1,000 square
kilometres. The Northwest region has the lowest road density, at
only 67 kilometres per 1,000 square kilometres.

(3) The density of inland river waterways in the East Coast region is the
highest with a water shipping density of 173 kilometres of inland
river courses per 1,000 square kilometres. This is followed by the
South Coast and Central regions.

Table 4.5 Infrastructure of transportation (kilometres per
1,000 square kilometres)

Railway Highway Inland river waterways

Northeast 16 189 10
North Municipalities 62 785 15
North Coast 22 393 8
East Coast 11 519 173
South Coast 10 542 54
Central 16 409 31
Northwest 4 67 1
Southwest 4 169 8
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(4) In general, transport conditions in the East Coast region are best,
those in the South Coast region and North Municipalities region are
good, and those in Northwest region are the least developed.

Urban infrastructure

According to Table 4.6:

(1) The percentage of people using tap water in the urban population in
all of regions is not particularly high. The percentage of the popula-
tion in the North Municipalities region using tap water is 81.89 per
cent, ranking it first. This is followed by the economically developed
North Coast, East Coast and South Coast regions, with 56.85 per
cent, 61.71 per cent and 47.43 per cent respectively, and then the
Southwest region (45.32%), which is the lowest region.

(2) The percentage of people using coal gas, natural and petroleum gas
is low in all of the regions. The proportion is 79.89 per cent in the
North Municipalities region, and the interior regions are less than
40 per cent, 39.53 per cent, 37.77 per cent, 31.85 per cent and
16.79 per cent in Central region, Northwest region and Southwest
region, respectively.

(3) In relative terms, the burden of treating industrial waste water in
the Northeast region, the East Coast region and the Central region is
heavy and that in the South Coast region and the Northwest region
is relatively light. With the exception of the South Coast and North
Municipalities regions, the burden of waste industrial gas treatment
plants in all regions is similar.

Table 4.6 Urban infrastructure

Percentage of the
number of people
using tap water

Percentage of the
number of people
using coal gas,

natural and
petroleum gas

Burden of
treating industrial

wastewater
plants (10,000

tons per set)

Burden of waste
industrial gas

treatment plants
(100 million standard
cubic metres per set)

Northeast 63.35 53.91 47 1.1919
North 81.89 79.89 30 0.9456
Municipalities

North Coast 56.85 50.63 32 1.3847
East Coast 61.71 58.96 45 1.4843
South Coast 47.40 46.72 18 0.8972
Central 54.87 39.53 34 1.1165
Northwest 53.50 37.77 28 1.2944
Southwest 45.32 31.85 33 1.1255
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(4) In conclusion, the urban infrastructure is underdeveloped through-
out the nation, and considerable infrastructure construction is
still required.

Opening to the outside world

According to Tables 4.7 and 4.8:

(1) South Coast region opens wider in terms of imports and exports
and the utilization of overseas capital, and relies to a greater extent
on the open door policy. In 2001, the import and export value of
South Coast region accounted for 40.42 per cent of the country’s

Table 4.7 Conditions of opening to the outside world (part 1, %)

Percentage of
imports and

exports to the
country’s total

Percentage of
imports to the
country’s total

Percentage of
exports to the
country’s total

Percentage of
actual use of

foreign capital
to the country’s

total

Percentage of
direct overseas
investment to
the country’s

total

Northeast 5.62 5.43 5.82 6.61 6.89
North 9.01 6.31 11.96 8.08 8.41
Municipalities

North coast 7.48 8.25 6.65 8.69 9.04
Central coast 29.84 30.25 29.38 27.77 28.94
South coast 40.42 41.80 38.90 37.30 35.19
Central 3.77 4.22 3.29 7.57 7.38
Northwest 1.77 1.51 2.05 1.26 1.31
Southwest 2.10 2.24 1.95 2.73 2.84

Table 4.8 Conditions of opening to the outside world (part 2, %)

Import and
export

dependence
Import

dependence
Export

dependence

Proportion of
actually used

foreign capital to
fixed assets

Proportion of
direct foreign

capital to
fixed assets

Northeast 22.31 11.26 11.05 9.78 9.78
North 81.09 29.65 51.45 17.07 17.07
Municipalities

North Coast 21.03 12.10 8.93 7.99 7.98
East Coast 59.36 31.42 27.94 16.36 16.36
South Coast 110.40 59.62 50.79 33.47 30.31
Central 7.39 4.32 3.08 5.41 5.06
Northwest 11.39 5.09 6.30 2.10 2.10
Southwest 7.57 4.21 3.36 2.93 2.93
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total. Of this, the import value accounted for 41.80 per cent and
the export value for 38.90 per cent. The actual use of foreign
capital accounted for 37.30 per cent, and the actual use of dir-
ect overseas investment accounted for 35.19 per cent. The import
and export dependence reached 110.44 per cent, made up of the
import dependence (59.62%) and the export dependence (50.79%).
The percentage of foreign capital actually used was 33.47 per cent
of fixed assets, and that of actually used direct foreign capital was
30.31 per cent.

(2) The North Coast, East Coast and South Coast regions have
opened themselves up to overseas markets to a greater extent than
other regions. The South Coast region took the lead, followed by the
East Coast region and then the North Coast region.

(3) With regard to the proportion of foreign trade and the use of foreign
capital in the country, the Northwest region falls behind with import
and export value accounting for only 1.77 per cent of the country’s
total and actually used capital is only 1.26 per cent, making a big
difference from the figures for the South Coast region. In terms of
import and export dependence, the Central region falls behind in
opening to the outside world with 7.39 per cent of the dependence
on foreign trade in 2001, 103.05 percentage points lower than the
South Coast region. Included were the import dependence of 4.32 per
cent and the export dependence of 3.08 per cent, 55.30 percentage
points and 47.71 percentage points lower respectively.

Market scale and residents’ consumption

Market scale

Table 4.9 shows that:

(1) The Central region is China’s largest market in terms of social con-
sumer goods retail sales value, which stood at 805.2 billion yuan in
2001, 21.42 per cent of the national total.

(2) The market scale of the three coastal regions is larger than the other
regions. The East Coast region tops the South Coast region, which in
turn heads the North Coast region.

(3) The scale of commerce and catering service in the Central region
is the largest of its kind, with the number of employees in wholesale
trade and catering service amounting 1.09 million in 2001, account-
ing for 22.59 per cent.
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Table 4.9 Market scale

Social consumer
goods retail sales

value ( billion yuan)

Number of
employees in
wholesales
trade and

catering service

Proportion of
social consumer

goods retail
sales value to
the nation’s

total (%)

Proportion of the
number of employees
in wholesales trade
and catering service
to the nation’s total

(%)

Northeast 414.3 441,374 11.02 9.15
North 242.6 391,518 6.45 8.11
Municipalities

North Coast 461.3 597,977 12.27 12.39
East Coast 728.6 913,982 19.38 18.94
South Coast 620.2 581,570 16.50 12.05
Central 805.2 1,089,853 21.42 22.59
Northwest 219.3 280,394 5.83 5.81
Southwest 439.8 528,657 11.70 10.96

Table 4.10 Residents’ purchasing power (yuan)

Disposable
income of urban

residents per
capita

Net income of rural
residents per capita

Expenditure of
urban residents

per capita

Expenditure of
rural residents

per capita

Northeast 5,549.90 2,364.50 4,410.00 1,690.20
North Municipalities 10,476.20 4,572.20 8,108.60 2,920.70
North Coast 6,626.00 2,719.00 4,923.60 1,702.70
East Coast 9,079.00 4,303.50 6,806.50 3,032.50
South Coast 9,510.50 3,556.20 7,255.90 2,556.90
Central 5,753.10 2,166.20 4,537.30 1,566.60
Northwest 5,639.40 1,648.70 4,546.80 1,337.50
Southwest 6,416.70 1,804.70 5,156.40 1,412.30

(4) The scale of market, commerce and catering services in the North-
west region is the smallest with social consumer goods retail sales
value amounting to 219.3 billion yuan in 2001, accounting for
5.83 per cent of the nation’s total and one-seventh less than in the
East Coast region. It had 280,000 employees in wholesale trade and
catering service, accounting for 5.81 per cent of the national total.

Residents’ purchasing power

The following are shown in Table 4.10:

(1) The North Municipalities region is the strongest in terms of resid-
ents’ purchasing power, followed by the South Coast region and the
East Coast region, with the Northeast region being the weakest. In
2001, the average disposable income of urban residents in North
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Municipalities region is 10,476.2 yuan per capita and the average
expenditure is 8,108.6 yuan per capita. The disposable income of
urban residents in the Northeast region is 5,549.9 yuan per capita
on average and the expenditure is 4,410 yuan per capita on average,
accounting, respectively, for 52.98 per cent and 54.39 per cent of the
figures in the South Coast region.

(2) The North Municipalities region ranks first in terms of rural residents’
purchasing power, followed by the East Coast region, the South Coast
region, with the Northwest region being the weakest. The net income
of rural residents is 4,572.2 yuan per capita in the North Municipal-
ities region, and the expenditure is 2,920.7 yuan per capita in 2001.
The net income of rural residents is 1,648.7 yuan per capita in North-
west region with the expenditure reaching 1,337.5 yuan per capita
in this period, accounting for 36.06 per cent and 45.79 per cent of
those in North Municipalities region respectively.

Possession of typical durables in urban and rural households

The standard of living of China’s urban and rural residents has become
relatively comfortable. Durable goods such as colour televisions, refri-
gerators and washing machines are popular in urban areas in all regions,
but some of them have not been popular in rural areas. To reflect briefly
the difference in the level of durable goods among the regions, the report
has selected and made comparison study on the indexes of the posses-
sion of personal computers and mobile telephones in urban families and
the possession of colour televisions and motorcycles in rural areas (see
Table 4.11).

Table 4.11 Possession of typical consumer durables in urban and rural house-
holds (set per 100 households)

Possession of
computers in

urban households

Possession of
handsets in

urban households

Possession of
colour televisions

in rural
households

Possession of
motorcycles in

rural households

Northeast 7.9 27.2 69.7 22.4
North 35.2 45.1 104.5 37.8
Municipalities

North Coast 11.4 28.6 62.8 41.3
East Coast 18.2 46.2 76.7 37.6
South Coast 27.5 76.4 76.9 57.4
Central 9.6 24.3 42.8 16.2
Northwest 7.3 22.8 50.3 19.8
Southwest 11.8 33.8 37.4 10.8
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It can be seen from Table 4.11 that:

(1) The North Municipalities region and the South Coast region rank
first in terms of the possession level of typical durable goods in
urban and rural households. In 2001, there were 35.2 computers
and 45.1 handsets for 100 urban households, and 104 colour tele-
visions and 37.8 motorcycles for 100 rural families in the North
Municipalities region.

(2) Generally speaking, household consumption of typical durable
goods in three coastal regions is higher than other regions. Speaking
of urban households, East Coast region is higher than North Coast
region. In rural households, North Coast region is about the same
as in East Coast region. On the one hand, the level of the posses-
sion of colour televisions in rural area of East Coast region is higher
than in North Coast region, and on the other hand, the level of the
possession of motorcycles in North Coast region is higher than East
Coast region.

(3) In urban households, the level of possessing durable goods is the
lowest in the Northwest region. In 2001, there were 7.3 computers
per 100 urban families, 24.9 less than in the North Municipalit-
ies region and there were 22.8 handsets, 53.6 less than the South
Coast region.

(4) In rural households, the level of possessing durable goods is lowest in
the Southwest region. In 2001, there were 37.7 colour televisions per
100 rural families, 66.8 fewer than in the North Municipalities region
and 10.8 motorcycles, 46.6 fewer than in the South Coast region.

Table 4.12 Living conditions

Living space of urban
residents per capita

(square metres)

Number of hospital beds of
10,000-people medical

institutes

Northeast 23.5 37
North Municipalities 30.8 48
North Coast 23.4 25
East Coast 22.3 27
South Coast 23.4 23
Central 24.2 23
Northwest 25.3 28
Southwest 22.5 20
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Living conditions

Many different indexes are used to reflect residents’ living standards.
This report uses two measures for the purposes of comparison: the living
space available to urban residents and the number of hospital beds per
10,000 people in each region (Table 4.12). According to the study, the
findings are:

(1) Living space of urban residents in the North Municipalities region
was the greatest, reaching 30.8 square metres per capita in 2001; and
that in the East Coast region was the lowest, at 22.3 square metres,
8.5 metres less than the figure for the North Municipalities region.

(2) The North Municipalities region has the highest number of hospital
beds per 10,000 people, with an average of 48 in 2001; and the
Southwest region had the lowest, with 20 per 10,000 population.

Development potential and economic development

Investment and financial situation

Tables 4.13 and 4.14 show that:

(1) The East Coast region has the largest scale of investment in fixed
assets. In the first eight months of 2000, 2001 and 2002, the scale of
investment in fixed assets in the East Coast region was higher than
that for other regions, accounting for 21.29 per cent, 22.23 per cent
and 22.96 per cent respectively, of the national total. By contrast,
that in the Northwest region is the lowest, accounting for 7.50 per
cent, 7.84 per cent and 7.55 per cent of the national total for the
corresponding periods.

Table 4.13 Proportion of investment in fixed assets to
the nation’s total (%)

2000 2001 2002 (Jan.–Aug.)

Northeast 8.48 8.55 8.86
North Municipalities 5.93 6.15 7.58
North Coast 13.63 13.03 11.40
East Coast 21.29 21.23 22.96
South Coast 13.97 13.50 13.57
Central 17.55 17.72 16.06
Northwest 7.50 7.84 7.55
Southwest 11.66 11.99 12.02
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Table 4.14 Comparison of the financial situation

Proportion of local
fiscal revenue to the
nation’s total (%)

Proportion of local
fiscal expenditure to

the nation’s total (%)

Per capita
financial income

(yuan)

Per capita
financial

expenditure
(yuan)

Northeast 9.04 10.96 659 1,346
North 7.92 6.04 2,588 3,325
Municipalities

North Coast 10.98 9.65 544 806
East Coast 21.56 15.49 1,239 1,498
South Coast 18.95 13.50 1,230 1,476
Central 14.89 18.29 324 669
Northwest 5.74 10.38 387 1,178
Southwest 10.93 15.68 343 828

(2) According to the scale of fixed asset investment, three coastal regions
have achieved greater investment capabilities than other regions.
Its capacity in the East Coast region is larger than the South Coast
region, which is better than the North Coast region.

(3) With regard to the financial situation, the East Coast region ranks
first, with local fiscal revenue accounting for 21.56 per cent of the
total. The per capita local fiscal revenue of the North Municipalities
region is higher than other regions and it reached 2,588 yuan.

(4) Considering the proportion of local fiscal revenue in national fiscal
revenue, the Northwest region is the smallest, reaching 5.74 per cent
in 2001. With regard to per capita financial income level, the Central
region is the lowest with per capita income of 324 yuan per capita
on average, and is one-eighth of the North Municipalities region.

(5) Per capita fiscal income of all regions is smaller than per capita fiscal
expenditure. This indicates that the central government has trans-
ferred fiscal aid to all regions. In per capita level, the Northwest region
received more fiscal transfers, reaching 791 yuan per capita, and the
South Coast region gained the least with 246 yuan per capita.

Development of technology

Table 4.15 shows that:

(1) The North Municipalities region and the East Coast region made
the largest investments in research and development. In 2000, their
respective spending on research and development accounted for
20.14 per cent and 20.11 per cent, or nearly 40 per cent of the total
national amount. The South Coast region and the Central region
also made considerable investment in this field. By contrast, the
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Table 4.15 Development of technology, 2000

Percentage of
spending on research

and development

Percentage of
students

in colleges

Percentage
of students in technical

secondary schools

Northeast 7.82 11.98 7.76
North Municipalities 20.14 6.82 4.34
North Coast 8.73 11.12 11.74
East Coast 20.11 16.11 14.55
South Coast 14.42 8.00 8.80
Central 13.06 24.58 28.00
Northwest 7.40 9.36 10.01
Southwest 8.33 12.01 14.79

Table 4.16 Industrial development, 1997 (%)

Percentage in the
mining sector

Percentage of
intermediate

products
Percentage of

consumer goods
Percentage of
capital goods

Northeast 21.18 7.20 11.36 8.76
North 1.60 3.04 3.56 5.46
Municipalities

North Coast 8.31 14.22 15.88 12.59
East Coast 4.23 22.56 23.47 28.40
South Coast 7.03 15.68 10.65 16.43
Central 28.15 21.36 21.01 15.97
Northwest 11.03 3.91 5.60 3.49
Southwest 8.47 12.02 8.47 8.91

Source: Database in Development Research centre.

Northwest region had the lowest level of R&D funding, accounting
for only 7.4 per cent in 2000.

(2) The North Municipalities, East Coast and Central regions have also
paid attention to the training of their population. In 2001, the num-
ber of students in the colleges of the East Coast region (16%) and the
Central region (24.5%) were comparatively high, whereas that for
the North Municipalities region (6.82%) was fairly low. In the coastal
regions, the South Coast region was also comparatively weak.

Industrial development

Table 4.16 shows that the Central region had the largest mining sec-
tor in 1997 in value added terms, accounting for 28.15 per cent of the
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country’s total in terms of industrial capacity. And the East Coast region
ranked first in the production of intermediary products, consumer goods
and capital goods in value added terms, accounting for 22.56 per cent,
23.47 per cent and 28.10 per cent, respectively. The North Municipalit-
ies region had the smallest mining sector in value added terms (1.60%),
and the Northwest region was the weakest region in producing inter-
mediary products, consumer goods and capital goods in value added
terms, accounting for 3.91 per cent, 5.60 per cent and 3.49 per cent
respectively.

Transport mobility

Table 4.17 shows that:

(1) There are more frequent contacts among people in the Central
region than in the North Municipalities region. In 2001, the pas-
senger traffic in the Central region accounted for 27 per cent of the
country’s total, and that in the North Municipalities region, 1.78 per
cent. The former was 25.22 percentage points higher than the latter.

(2) Freight transportation is highest in the East Coast region and lowest
in the Southwest region. The volume of goods transport in the East
Coast region accounted for 22.46 per cent of the country’s total in
2001 and that in Southwest region, 6.35 per cent, a difference of
16.11 percentage points.

(3) The Central region has the highest level of ownership of civil
motor vehicles. In 2001, the possession of civil motor vehicles in
the Central region accounted for 18.14 per cent of the country’s
total; by contrast, the North Municipalities region accounted for
8.84 per cent.

Table 4.17 Situations of transport mobility (%)

Percentage of
passenger traffic

Percentage of
volume of freight

transport
Percentage of possession
of civil motor vehicles

Northeast 9.18 7.61 10.29
North Municipalities 1.78 13.03 8.84
North Coast 12.12 17.49 13.74
East Coast 13.24 22.46 12.64
South Coast 12.65 10.28 13.14
Central 27.00 15.36 18.14
Northwest 9.26 7.41 9.45
Southwest 14.76 6.35 13.76
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Table 4.18 Economic growth rates (1999 =
100)

2000 2001

Northeast 108.7 109.2
North Municipalities 110.9 111.5
North Coast 110.1 109.5
East Coast 110.8 110.3
South Coast 110.4 109.4
Central 108.9 108.9
Northwest 109.0 109.2
Southwest 108.2 108.5

Economic development

Table 4.18 shows that:

(1) The North Municipalities region is the highest in terms of economic
development, showing growth rates of 10.9 per cent and 11.5 per
cent, in 2000 and 2001 respectively, and Southwest region is the
lowest, with rates of 8.2 per cent and 8.5 per cent.

(2) Economic activity in the three coastal regions is more vigorous than
in the other regions in the country. The economies of the North
Coast, East Coast and South Coast regions also experienced high
growth rates, at more than 10 per cent in 2000.

4.3 Summary and conclusion

(1) In order to overcome many problems in various methods to divide
China’s regions, which sometimes make it difficult to analyse regional
differences thoroughly, this chapter has proposed a new method of
dividing China’s regions. It has divided China into eight regions: the
Northeast, North Municipalities, North Coast, East Coast, South Coast,
Central, Southwest and Northwest regions.

(2) The Northeast region has a good industrial foundation and infra-
structure and a very high level of urbanization. It has a large number
of talented people, in terms of its professionals and technicians. With
the development of a new national strategy of the promotion of the
Northeast region development, it could become a new growth pole
for China.

(3) The North Municipalities region ranks first in per capita GDP, and
has the best railway and highways infrastructure.
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(4) The North Coast region is the upper-middle level development
region in many respects.

(5) The East Coast region has enjoyed the highest levels of economic
strength and industrial development and has the most promising market
potential. It also ranks first in terms of transport conditions, invest-
ment in fixed assets, financial situation and R&D expenditure. East Coast
region also ranks the top.

(6) The South Coast region has the most open markets and the highest
level of imports and exports. It also enjoys the highest level utilization
of overseas capital. It has a very good foundation for industrial develop-
ment in both physical and social aspects. Now and for the foreseeable
future it is likely to be a very dynamic region.

(7) The Central region has the largest GDP and domestic market in
terms of durable goods retail sales value in China. This region abounds in
natural resources – rich coal and natural gas resources in particular – and
has good farming conditions and dense population.

(8) The length of road in Northwest region is the longest because it is
a sparsely populated region. It is likely to suffer from having a very small
local market and having few contacts with the outside world.

(9) The Southwest region was bottom in terms of both per capita GDP
and growth rate. However, some of their industrial sectors have con-
siderable potential. Because of their location, they have a comparative
advantage in sub-regional cooperation with both Southeast Asia and
South Asia.

(10) In terms of overall characteristics, the East Coast region is
probably the most developed region in China at the start of the the
twenty-first century.
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5
The Differential Factors of
Regional Development in
China: A DPG Approach
Takaaki Kanazawa

5.1 Introduction

Generally speaking, the economically active space is not a simple
geometrical one, but is restricted in many ways. Among other restric-
tions, we can cite natural geography, human geography, historical
and cultural conditions, institutions, and central and local govern-
ment policies. The combinations of these factors determine disparities
of economic activities between regions. This leads to different industrial
structures being developed in different regions of the same country. We
then need to consider what factors are important in explaining these
regional differences in development and understanding what the dif-
ferences indicate. In this chapter, using a deviation from proportional
growth (DPG) model which is derived from structural decomposition
techniques of input–output (IO) analysis,1 we compare the differences
in industrial structure of the eight regions in China. The data of the
interregional China IO table of 2000 are compared, and based on these
comparisons, we analyse its factors in each industrial sector from the
point of view of the demand.

5.2 The methodological framework

DPG is an index which reflects the change of output share of each
industrial sector among the total sectors. In reality, such an output
share changes with time. In contrast, here, we assume a quasi situation
in which there is no change in output share which remains constant
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throughout the same period. By using the DPG approach, we exam-
ine the gap between the real situation and the quasi situation.2 In this
chapter, a time series analysis is used with a cross-sectional one to assess
the level and the causes of structural differentials among China’s regions
(North East, North Municipalities, North Coast, East Coast, South Coast,
Central region, Northwest, and Southwest). That is, compared with
the imaginary case in which each industry has the same differential as
total output, we will know the factors of the differentials of intraregional
industrial structures through estimating how far the real inter-industrial
gap among regions is.

Following this, we will explain the linear algebraic extension of the
DPG framework with IO matrix in order to realize the findings of China’s
cross-sectional comparisons shown in the next section. Here, we use the
Chenery–Moses-type regional IO tables of eight regions derived from
the Multi-regional Input–Output Model for China 2000 which is shaped
as an Isard-type. As a benchmark, we take the arithmetic mean from the
data of the total sum of every eight areas’ Chenery–Moses-type IO tables,
and let them regard the data as a quasi-national average.3

Let:

I be identity matrix (diagonal)
Ai be technical coefficients matrix at region i
Xi be a total output column vector at region i

F(d)i be a regional domestic final demands column vector at region i
Exi be an export column vector at region i
Ofi be a domestic outflow column vector at region i

M̂i be a diagonal matrix of import coefficient at region i4

N̂i be a diagonal matrix of domestic inflow at region i

Then we can obtain the intraregional equilibrium output equation in
region i; that means quantity of total output which is needed for
satisfying final demands in region i, that is:

Xi = Bi[(I − (M̂i + N̂i))F(d)i + Exi + Ofi] (5.1)

where Bi = [I − (I − (M̂i + N̂i))Ai]−1 is the Leontief inverse matrix.
Based on this intraregional equilibrium output equation, intraregional

comparisons can be revealed. On this comparison, we suppose a bench-
mark. Here, as a benchmark table, we calculate the arithmetic mean
of each item of IO data from the total sum of eight regions Chenery–
Moses-type table and let them be regarded as quasi-regions. Against this
benchmark, let every eight regions regard as the object of comparison
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each by each. As for region i, let i = 1 be each region and let i = 2 be
the benchmark region, fundamental equation on column vector of total
DPG (δX) of region 1 from region 2 is expressed as follows:

δX = B2[(I − M̂2 − N̂2)F(d)2 + Ex2 + Of2]
− αB1[(I − M̂1 − N̂1)F(d)1 + Ex1 + Of1] (5.2)

where α is the total output ratio of benchmark against each region
(
∑

j Xj2/
∑

j Xj1). By the column vector of, we mean that from the assump-
tion of the total sum of all sector output of the benchmark being equal
to that of each region, findings on the unevenness of industrial struc-
ture and its factor analysis are reached. In other words, it would be
checked how much the unevenness of each industry is in an arbit-
rary region. This equation indicates that when each column sectors
are δX > 0, the sectors of each region have a smaller share than
the benchmark, which are relatively regarded as under developed or
non-accumulative industrial sectors. To the contrary, when sectors are
δX < 0, each region’s sectors have a larger share than benchmark, and
are regarded as relatively developed or accumulative industrial sectors
that have comparative advantages.5

Next to this, we are going to grasp the factors of deviation of pro-
portional growth among industrial sectors from the dimension of each
demand row.

First, let (I − (M̂ + N̂))F(d) + Ex + Of be simply expressed as F,
Thus, equation (5.2) is simplified as:

δX = B2F2 − αB1F1 (5.2′)

And, this equation can be transformed as:

δX = (B2 − B1)F2 + B1(F2 − αF1) (5.3)

in one way. From this equation on each component of F, let δX
decompose into several factors as follows:

δX = B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2[(Ex2 − αEx1) + (Of2 − αOf1)]
+ [B2(I − M̂2 − N̂2) − B1(I − M̂1 − N̂1)]αF(d)1

+ (B2 − B1)α(Ex1 + Of1)

= B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1)

+ B2[(Ex2 − αEx1) + (Of2 − αOf1)]
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+ B2[(M̂1 + N̂1) − (M̂2 + N̂2)]αF(d)1

+ (B2 − B1)(I − M̂1 − N̂1)αF1 + (B2 − B1)α(Ex1 + Of1) (5.4)

Here, differential of two region Leontief inverse matrices (B2 − B1) can be
transformed and evolved as follows:

B2 − B1 = B2B−1
2 (B2 − B1)B−1

1 B1 = B2(I − B−1
2 B1)B−1

1 B1 = B2(B−1
1 − B−1

2 )B1

= B2[(I − M̂2 − N̂2)A2 − (I − M̂1 − N̂1)A1]B1

= B2[(I − M̂2 − N̂2)(A2 − A1) − (M̂1 − M̂2 + N̂1 − N̂2)A1]B1

(5.5)

so equation (5.4) is evolved more as follows:

δX = B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2[(Ex2 − αEx1)

+ (Of2 − αOf1)] + B2[(M̂1 + N̂1) − (M̂2 + N̂2)]αF(d)1

+ (B2 − B1)(I − M̂1 − N̂1)αF(d)1 + (B2 − B1)α(Ex1 + Of1)

= B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2[(Ex2 − αEx1)

+ (Of2 − αOf1)] + B2[(M̂1 + N̂1) − (M̂2 + N̂2)]αF(d)1

+ (B2 − B1)α[(I − M̂1 − N̂1)F(d)1 + (Ex1 + Of1)]
= B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2[(Ex2 − αEx1)

+ (Of2 − αOf1)] + B2[(M̂1 + N̂1) − (M̂2 + N̂2)]αF1

+ B2[(I − M̂2 − N̂2)A2 − (I − M̂1 − N̂1)A1]B1[α(I − M̂1 − N̂1)F(d)1

+ (Ex1 + Of1)] = B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2[(Ex2 − αEx1)

+ (Of2 − αOf1)] + B2[(M̂1 + N̂1) − (M̂2 + N̂2)]αF(d)1 + B2

× [(I − M̂2 − N̂2)(A2 − A1)αX1 + B2[(M̂1 + N̂1) − (M̂2 + N̂2)]A1αX1

= B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2[(Ex2 − αEx1) + (Of2 − αOf1)]
+ B2[(M̂1 + N̂1) − (M̂2 + N̂2)]α(F(d)1 + A1X1)

+ B2(I − M̂2 − N̂2)(A2 − A1)αX1

= B2(I − M̂2 − N̂2)(F(d)2 − αF(d)1) + B2(Ex2 − αEx1) + B2(Of2 − αOf1)

+ B2(M̂1 − M̂2)α(F(d)1 + A1X1) + B2(N̂1 − N̂2)α(F(d)1 + A1X1)

+ B2(I − M̂2 − N̂2)(A2 − A1)αX1 (5.6)



Takaaki Kanazawa 73

In the similar way, equation (5.2′) also can be transformed:

δX = (B2 − B1)αF2 − B1(F2 − αF1) (5.7)

From this transformation, we get:

δX = B1(I − M̂1 − N̂1)(F(d)2 − αF(d)1) + B1(Ex2 − αEx1) + B1(Of2 − αOf1)

+ B1(M̂1 − M̂2)α(F(d)2 + A2X2) + B1(N̂1 − N̂2)α(F(d)2 + A2X2)

+ B1(I − M̂1 − N̂1)(A2 − A1)αX1 (5.8)

Let us make equation of (5.6) contrast with that of (5.8), those six pairs
of corresponding component on the right-hand side of these two multi-
nominal formulae do not necessarily coincide with one another because
of the different weights to be applied. Here, we take the arithmetic mean
of each pair for convenience’s sake. Thus:

δA = {
B2[(I − M̂2 − N̂2)(A2 − A1)αX1]
+ B1[(I − M̂1 − N̂1)(A2 − A1)X2]

}/
2 (5.9)

δF(d) = {
B2[(I − M̂2 − N̂2)(F(d)2 − αF(d)1)]
+ B1[(I − M̂1 − N̂1)(F(d)2 − αF(d)1)]

}/
2 (5.10)

δEx = B2[(Ex2 − αEx1)] + B1[(Ex2 − αEx1)]
2

(5.11)

δOf = B2[(Of2 − αOf1)] + B1[(Of2 − αOf1)]
2

(5.12)

δM = B2(M̂1 − M̂2)α(F(d)1 + A1X1) + B1(M̂1 − M̂2)(F(d)2 + A2X2)

2
(5.13)

δN = B2(N̂1 − N̂2)α(F(d)1 + A1X1) + B1(N̂1 − N̂2)(F(d)2 + A2X2)

2
(5.14)

are obtained, and all of them are [n × 1] column vectors.
Therefore:

δX = δA + δF(d) + δEx + δOf + δM + δN (5.15)

In equation (5.15), these column vectors of δA, δF(d), δEx, δOf , δM , and
δN are the deviation factors of intermediate demand, intraregional
final demand, export, domestic outflow, low dependency of imports,
and low dependency of domestic inflow respectively. Thus, from the
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notation – negative (−) or positive (+) – of each factor, or those large
and small, we obtain information on the factors that determine the level
of each industrial sector’s δX. And F(d) contains rural household con-
sumption (Cr), urban household consumption (Cu), gross fixed capital
formation (If ), and changes in inventories (Is) and so on.6

5.3 Findings

From the above extended methodological framework, the results of the
DPG analysis of eight regions are indicated in Tables 5.1 to 5.8. The data
shown in these tables are not substantially expressed ones, but are adjus-
ted to express relative ones, which means the column sum of sectors
whose δX are positive becomes +100 per cent and that of sectors whose
δX are negative becomes −100 per cent. Thus, total column sum (

∑
j δXj)

is 0 per cent. In contrast, the column sums of each factor (
∑

j δAj,
∑

j δF(d)j,∑
j δExj,

∑
j δOfj,

∑
j δMj,

∑
j δNj) cannot usually be 0 per cent, and each

of these column sums are deviated more or less from 0 per cent for the
direction to plus or minus. And when the data of each factor on arbit-
rary sectors indicates negative and their absolute values are higher (or
indicates positive and their absolute values are higher), it is recognized
that the corresponding factor enlarges (or reduces) its industrial sector at
each region relative to the benchmark.

The following discussion of the results of all eight regions in this
section will divide into two main parts depending on how large or small
the δX of each sector is. The first part of these considers the balance of the
factor of intermediate demand (δA) and the factor of intraregional final
demand (δF(d)) of the main sectors that seem to have comparative advant-
ages, the second part considers the balance of foreign and domestic trade
(δEx, δOf , δM , δN) of the main sectors. Although these eight tables are
based on a 17-sector classification, we add more findings for each region
by using the data calculated from 30-sector classification whenever the
opportunity arises.

Northeast region

The balance of intermediate demand and intraregional final demands

According to the 17-sector classification, in the Northeast region, the
δX of Mining, Metal products, Chemical products, and Machinery
are substantially negative. With regard to the Mining sector, con-
sidering the 30-sector classification, only the Crude petroleum and
Natural gas products sectors indicated δX = −28.06 per cent < 0 whereas
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Table 5.1 The DPG results of Northeast region against benchmark

Components of δF(d)

α = 1.283 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture 7.11 1.02 6.20 −1.30 1.80 −1.05 0.43 12.03 −11.11 −1.03 0.70
Mining −30.63 −2.45 −3.19 −4.10 −12.85 −8.87 0.84 1.01 −1.82 1.64 0.28
Food products 5.42 0.94 6.11 −1.06 2.28 1.55 −4.40 4.63 −9.41 −0.01 0.48
Textile and clothing 19.95 13.76 7.45 −1.87 0.97 3.02 −3.39 0.88 −5.09 0.11 0.78
Wooden products 1.06 1.00 1.15 −0.45 −0.10 −0.38 −0.15 0.16 −0.57 0.31 −0.01
Paper and printing 6.79 2.87 2.23 −0.88 0.13 2.92 −0.46 0.26 −0.77 0.16 −0.03
Chemical products −15.86 0.96 11.42 −5.31 −12.98 −9.70 −0.25 2.93 −4.78 1.33 0.70
Non-metal mineral
products

−8.47 0.66 8.90 −1.79 −6.73 −15.73 6.23 1.81 −0.99 5.04 0.76

Metal products −17.56 4.26 19.95 −9.08 −17.42 −18.79 3.51 2.00 −2.31 4.20 0.10
Machinery −10.77 3.12 8.63 −9.86 −5.47 −10.94 3.74 1.06 −1.41 3.87 0.46
Transport equipment −2.38 −0.47 4.99 0.72 −4.44 −2.56 −0.62 0.60 −0.49 −0.42 −0.20
Electric products 12.20 6.64 6.39 −2.93 1.16 −0.60 1.54 0.72 −0.33 1.19 0.04
Other manufacturing
products

5.23 2.82 3.45 −1.45 −1.38 1.63 0.15 0.78 −0.60 0.04 0.05

Electricity, gas, and
water supply

2.90 0.89 3.20 −0.78 −1.46 2.10 −1.05 0.55 −1.94 0.38 0.07

Construction 10.11 0.16 0.22 −0.11 −0.08 2.74 7.18 0.08 −0.18 7.32 0.01
Trade and Transport 0.03 10.08 20.08 −4.43 −4.87 −10.83 −10.00 2.85 −15.16 2.09 0.83
Services 14.87 3.91 4.84 −2.04 −1.60 15.14 −5.37 3.33 −7.19 1.30 0.21

Total 0.00 50.17 112.01 −46.72 −63.05 −50.36 −2.05 35.68 −64.14 27.51 5.24
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Table 5.2 The DPG results of North Municipalities against benchmark

Components of δF(d)

α = 2.652 δx (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture 33.32 −0.07 2.53 2.80 2.77 5.61 19.67 14.78 3.74 0.96 0.08
Mining 10.46 −0.55 5.05 2.45 0.70 3.03 −0.22 0.55 −0.14 −0.74 0.04
Food products 9.52 −1.15 1.80 1.91 1.43 −1.08 6.63 6.59 −0.07 −0.07 0.06
Textile and clothing 12.88 1.06 2.76 3.75 0.15 3.16 2.01 1.61 0.38 −0.14 0.11
Wooden products 1.93 −0.78 0.53 0.37 0.25 1.65 −0.09 0.22 0.01 −0.35 0.00
Paper and printing 4.35 0.62 0.57 1.13 0.16 1.36 0.51 0.62 −0.08 −0.20 0.03
Chemical products −1.35 0.47 −1.82 1.13 −3.69 −0.32 2.89 3.76 0.24 −1.51 0.05
Non-metal mineral
products

10.61 0.08 1.66 1.62 2.72 5.91 −1.38 0.54 0.24 −2.26 0.02

Metal products −12.40 −6.19 −1.63 8.45 −5.70 −2.87 −4.47 1.07 −0.73 −4.48 −0.48
Machinery 4.56 −0.94 1.18 6.61 −1.49 1.30 −2.10 0.29 −0.07 −2.39 0.03
Transport equipment −10.01 −2.14 −3.54 4.59 −2.72 −3.58 −2.63 1.07 0.34 −4.18 0.07
Electric products −23.96 −15.46 −7.77 14.37 −8.81 −3.52 −2.77 0.87 −0.95 −2.81 0.00
Other manufacturing
products

3.56 0.55 0.88 1.00 1.27 −0.07 −0.07 0.33 −0.15 −0.27 −0.05

Electricity, gas, and
water supply

4.06 −0.40 1.02 0.97 3.31 −0.77 −0.08 0.87 −0.54 −0.53 −0.01

Construction −17.47 −0.21 0.12 0.49 −0.02 0.59 −18.44 0.36 −0.08 −18.88 0.00
Trade and transport −3.47 −3.16 3.16 4.29 −1.07 −8.25 1.57 4.85 −0.51 −3.19 −0.04
Services −26.57 −4.20 2.44 7.25 −0.46 −43.81 12.21 11.82 −2.76 −5.04 −0.03

Total 0.00 −32.45 8.93 63.18 −11.23 −41.66 13.25 50.20 −1.11 −46.06 −0.12
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Table 5.3 The DPG results of North Coast region against benchmark

Components of δF(d)

α = 0.877 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture −1.33 1.25 −6.91 −0.03 −1.76 −7.65 13.77 6.55 6.68 1.81 −1.30
Mining −26.90 0.28 −12.37 −3.61 −6.42 −5.68 0.90 0.00 0.48 0.62 −0.22
Food products −6.79 0.32 −6.65 −0.22 −1.06 −4.03 4.85 0.39 5.15 0.18 −0.90
Textile and clothing 23.67 40.64 −12.65 −8.01 −9.43 7.42 5.69 2.92 5.41 0.36 −3.05
Wooden products 6.17 1.74 0.05 −0.18 1.14 3.40 0.02 −0.27 0.18 0.27 −0.19
Paper and printing −0.32 2.48 −1.98 −1.54 −0.49 0.64 0.58 0.02 0.59 0.15 −0.22
Chemical products −13.59 7.29 −11.65 −9.68 −6.32 4.27 2.49 1.11 1.78 0.61 −1.06
Non-metal mineral
products

−5.43 0.60 −4.47 −0.79 −1.50 1.02 −0.29 0.18 0.34 −0.28 −0.55

Metal products −11.93 2.83 −11.33 −3.25 −2.56 0.43 1.95 0.13 0.52 1.40 −0.12
Machinery −20.80 −0.28 −7.92 −6.18 −4.60 −7.56 5.74 −0.32 −0.09 6.65 −0.51
Transport equipment 13.04 1.89 0.38 −2.37 7.64 3.28 2.24 −0.49 0.34 2.56 −0.19
Electric products 24.36 16.90 4.90 −8.86 2.53 7.04 1.84 −0.04 0.43 1.44 −0.01
Other manufacturing
products

5.16 7.54 −3.32 −3.79 1.10 2.26 1.36 0.28 0.05 1.31 −0.31

Electricity, gas, and water
supply

2.70 2.68 −9.08 −2.37 0.52 8.38 2.56 0.11 2.12 0.55 −0.29

Construction −4.80 0.46 −0.46 −0.38 −0.09 −2.35 −1.97 0.05 0.18 −2.20 −0.04
Trade and Transport −3.89 10.05 −14.82 −5.37 −1.47 2.97 4.76 1.21 2.59 2.14 −1.28
Services 20.67 13.95 −12.27 −8.63 −2.82 18.66 11.77 2.67 9.38 −1.29 −1.16

Total 0.00 110.61 −110.55 −65.26 −25.58 32.51 58.27 14.50 36.14 16.27 −11.42



78
Table 5.4 The DPG results of East Coast region against benchmark

Components of δF(d)

α = 0.540 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture 27.20 −1.77 2.68 0.49 0.61 4.71 20.48 12.08 6.47 1.00 0.50
Mining 18.41 −1.05 6.58 0.91 9.63 1.40 0.94 0.26 0.25 0.19 0.08
Food products 10.76 −2.64 2.91 0.83 1.74 −0.80 8.72 4.20 3.70 0.08 0.35
Textile and clothing −8.87 10.16 −2.05 −4.07 −9.68 −11.62 8.39 2.12 4.80 0.02 1.09
Wooden products 0.25 −0.86 −0.26 0.41 −0.76 0.24 1.46 0.28 0.64 0.34 0.09
Paper and printing −1.91 0.89 0.26 0.18 −3.06 −1.67 1.49 0.33 0.38 −0.12 0.12
Chemical products −36.65 −20.38 −5.24 1.93 −11.43 −9.04 7.50 3.01 2.25 0.37 0.66
Non-metal mineral
products

8.14 −0.67 2.45 0.15 2.56 0.88 2.77 0.33 0.69 1.21 0.23

Metal products −6.19 −10.23 5.91 3.20 3.75 −10.97 2.15 0.38 0.77 0.39 0.14
Machinery −10.42 −5.86 −0.71 5.47 −3.10 −1.00 −5.22 0.37 0.36 −6.40 0.23
Transport equipment −11.62 −5.88 −1.88 −0.17 −4.23 0.51 0.03 −0.36 −0.06 −0.01 0.27
Electric products −19.94 0.14 −2.94 −6.08 −9.00 −4.32 2.26 0.26 1.00 0.42 0.05
Other manufacturing
products

1.32 −0.47 0.64 0.82 −0.28 −0.23 0.85 0.29 0.42 −0.18 0.06

Electricity, gas, and
water supply

0.78 −1.70 1.25 0.23 0.21 −0.77 1.57 0.51 0.42 0.09 0.08

Construction 6.00 0.03 0.08 0.11 −0.03 0.13 5.69 0.08 0.09 5.19 0.01
Trade and Transport 7.28 −2.85 2.62 0.29 −1.48 2.14 6.56 2.33 2.49 0.54 0.34
Services 15.47 1.39 1.25 1.22 −0.81 −2.53 14.95 1.11 1.70 0.41 0.23

Total 0.00 −41.77 13.55 5.92 −25.37 −32.93 80.60 27.57 26.38 3.56 4.54
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Table 5.5 The DPG results of South Coast region against benchmark

Components of δF(d)

α = 0.839 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture 6.82 −6.45 2.04 5.49 5.45 −0.32 0.60 1.10 −1.07 0.01 0.58
Mining 14.49 −3.07 4.52 5.52 4.06 2.91 0.56 0.09 0.11 0.32 0.05
Food products 9.71 −2.79 1.62 3.53 0.75 1.09 5.50 1.56 3.49 0.05 0.42
Textile and clothing −27.86 −36.28 −6.37 13.04 −2.30 1.49 2.55 0.61 1.27 0.08 0.59
Wooden products −1.33 −2.85 0.44 1.10 2.43 −2.49 0.03 0.18 −0.25 0.07 0.04
Paper and printing −7.09 −9.99 −1.06 5.49 −0.29 −1.27 0.04 −0.08 −0.14 0.13 0.14
Chemical products 22.37 −15.50 1.98 26.78 9.34 −1.68 1.45 0.50 0.36 0.30 0.32
Non-metal mineral
products

8.35 −3.43 1.35 2.15 2.46 3.75 2.07 0.02 0.72 1.08 0.26

Metal products 17.60 −6.90 6.26 8.00 5.70 3.52 1.02 0.12 0.05 0.68 0.18
Machinery 12.65 −2.81 2.33 7.58 −1.09 3.43 3.20 0.08 0.10 2.90 0.13
Transport equipment 2.88 −1.93 0.59 1.80 −1.17 2.01 1.58 0.03 −0.09 1.46 0.19
Electric products −27.05 −29.02 −9.02 17.32 −4.07 −0.55 −1.71 −0.20 −0.78 −0.75 0.04
Other manufacturing
products

−7.22 −10.27 −0.73 4.71 0.53 −1.66 0.21 −0.19 −0.04 0.38 0.07

Electricity, gas, and
water supply

−5.41 −4.44 1.16 3.84 −0.49 −6.22 0.73 0.08 0.21 0.36 0.10

Construction 3.05 −1.24 0.03 1.05 0.10 −1.17 4.28 0.05 0.07 4.15 0.02
Trade and Transport −5.87 −22.22 0.83 10.88 1.04 −1.55 5.16 1.12 2.45 0.84 0.80
Services −16.10 −21.15 0.60 12.54 1.64 −15.11 5.39 1.70 2.81 1.01 0.41

Total 0.00 −180.36 6.58 130.84 24.09 −13.82 32.66 6.78 9.26 13.06 4.34
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Table 5.6 The DPG results of Central region against benchmark

Components of δF(d)

α = 0.714 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture −22.31 2.49 −4.25 −2.65 −3.37 −1.57 −12.97 −10.81 −1.02 −0.46 −0.53
Mining −5.59 4.36 −3.88 −4.39 0.73 −0.48 −1.91 −0.87 −0.18 −0.36 −0.37
Food products −15.18 1.56 −3.84 −1.74 −2.73 −0.52 −7.91 −5.02 −2.35 −0.05 −0.36
Textile and clothing 22.64 25.19 1.62 −7.10 5.83 4.53 −7.42 −3.85 −2.57 −0.13 −0.70
Wooden products −2.64 0.88 −0.65 −0.57 −0.88 −0.58 −0.84 −0.29 −0.17 −0.29 −0.04
Paper and printing −0.56 2.05 −0.47 −1.50 0.27 −0.30 −0.62 −0.33 −0.04 −0.03 −0.08
Chemical products −3.56 5.38 −2.07 −6.86 1.56 1.86 −3.44 −2.41 −0.31 −0.25 −0.22
Non-metal mineral
products

−15.46 1.56 −3.89 −1.51 −2.53 −6.68 −2.42 −0.72 −0.64 −0.71 −0.24

Metal products −4.55 2.98 −5.35 −3.64 0.21 2.85 −1.60 −0.63 −0.08 −0.76 −0.04
Machinery −2.01 1.46 −1.03 −3.52 2.11 0.25 −1.27 −0.22 −0.02 −0.87 −0.11
Transport equipment −0.55 0.86 −0.43 −1.26 0.96 −0.01 −0.67 −0.06 0.05 −0.53 −0.09
Electric products 63.43 34.99 13.30 −19.03 27.59 6.79 −0.22 −1.05 0.66 0.67 −0.18
Other manufacturing
products

−0.83 6.52 −1.66 −4.67 −0.51 −0.05 −0.46 −0.54 −0.13 0.36 −0.01

Electricity, gas, and
water supply

−3.44 1.24 −2.33 −1.16 −0.47 0.22 −0.94 −0.61 0.03 −0.15 −0.08

Construction −1.77 0.26 −0.14 −0.25 −0.03 0.43 −2.04 −0.11 −0.01 −1.83 −0.01
Trade and Transport −4.95 5.71 −3.95 −3.25 −0.96 1.49 −3.99 −2.33 −0.53 −0.46 −0.38
Services −2.67 4.69 −2.13 −3.26 −0.34 4.71 −6.34 −2.83 0.03 −0.06 −0.19

Total 0.00 102.17 −21.14 −66.36 27.45 12.94 −55.06 −32.71 −7.27 −5.90 −3.62
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Table 5.7 The DPG results of Northwest region against benchmark

Components of δF(d)

α = 2.225 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture −26.44 4.08 −0.84 −1.48 2.35 −11.08 −19.47 −0.93 −14.07 −3.01 −0.77
Mining −15.07 2.47 −6.29 −3.64 −2.25 −2.18 −3.18 −0.54 −0.85 −1.22 −0.14
Food products 4.98 1.72 1.57 −0.64 3.57 1.96 −3.20 −0.86 −1.45 −0.23 −0.22
Textile and clothing 17.88 8.42 4.88 −1.74 7.99 4.47 −6.14 −2.03 −2.51 −0.12 −1.35
Wooden products 2.98 0.91 0.87 −0.22 0.69 1.57 −0.84 −0.09 −0.29 −0.28 −0.09
Paper and printing 6.14 2.68 1.18 −0.71 2.48 1.06 −0.55 −0.02 −0.05 −0.14 0.04
Chemical products 8.28 6.71 1.09 −4.95 7.60 3.80 −5.98 −1.06 −2.18 −1.22 −0.77
Non-metal mineral
products

4.17 1.77 1.62 −0.65 1.46 4.81 −4.85 0.20 −1.44 −3.20 −0.16

Metal products 7.86 3.30 −5.96 −1.08 4.89 9.72 −3.02 0.02 −0.74 −1.60 −0.46
Machinery 9.79 1.66 1.61 −1.08 4.97 1.66 0.97 −0.01 −0.11 1.29 −0.08
Transport equipment 7.77 1.03 1.55 −0.33 4.59 0.33 0.60 0.16 −0.06 0.69 −0.10
Electric products 11.67 8.36 2.20 −3.52 3.78 0.95 −0.08 −0.63 0.34 0.46 −0.03
Other manufacturing
products

6.02 2.22 1.36 −0.68 2.26 1.73 −0.86 −0.04 0.01 −0.55 −0.04

Electricity, gas, and
water supply

−1.04 1.79 0.16 −0.76 1.36 −1.55 −2.04 −0.18 −0.46 −0.69 −0.17

Construction −16.96 0.43 −0.03 −0.27 0.33 0.46 −17.88 −0.13 −0.23 −17.12 −0.02
Trade and Transport −12.82 9.80 −3.77 −2.87 10.05 −10.98 −15.04 −2.97 −5.82 −4.10 −0.63
Services −15.21 7.96 −0.36 −3.23 5.20 3.94 −28.72 −4.23 −6.01 −2.07 −0.37

Total 0.00 65.31 0.84 −27.85 61.32 10.67 −110.29 −13.34 −35.93 −33.09 −5.38
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Table 5.8 The DPG results of Southwest region against benchmark

Components of δF(d)

α = 1.234 δX (%) δEx (%) δOf (%) δM (%) δN (%) δA (%) δF(d) (%) δCr (%) δCu (%) δlf (%) δls (%)

Agriculture −58.69 6.38 4.66 −5.31 −4.92 −0.72 −58.78 −48.11 −7.85 −2.37 0.22
Mining 2.45 2.98 4.87 −2.91 −3.42 2.56 −1.63 −0.76 −0.26 −0.43 0.08
Food products −17.57 3.16 2.26 −3.26 −3.60 1.72 −17.86 −12.11 −5.12 −0.21 0.14
Textile and clothing 25.07 11.48 6.44 −2.31 5.63 5.82 −1.99 −1.14 −0.84 −0.05 0.17
Wooden products 0.33 1.19 −0.22 −0.46 −0.91 1.36 −0.63 −0.43 −0.11 0.01 0.00
Paper and printing 2.30 3.26 1.38 −1.86 0.89 −0.70 −0.68 −0.30 0.02 −0.04 0.06
Chemical products 15.29 8.33 11.17 −8.25 3.55 5.51 −5.02 −3.34 −0.76 −0.41 0.09
Non-metal mineral
products

6.03 1.81 2.20 −1.05 −0.57 5.77 −2.13 −0.68 −0.57 −0.72 0.06

Metal products 6.70 6.84 7.73 −6.50 −4.53 5.73 −2.58 −0.74 −0.25 −1.36 0.14
Machinery 8.60 2.04 3.23 −2.69 3.46 2.74 −0.18 −0.24 −0.08 0.25 0.01
Transport equipment −3.67 2.37 1.94 −1.29 −0.95 −3.60 −2.14 0.18 −0.18 −1.63 −0.27
Electric products 13.88 9.43 4.97 −5.99 3.39 2.60 −0.52 −0.08 −0.14 −0.10 0.00
Other manufacturing
products

3.69 3.35 2.22 −1.61 0.46 0.13 −0.87 −0.11 −0.18 −0.40 0.05

Electricity, gas, and
water supply

3.37 1.74 2.53 −1.17 −0.27 1.82 −1.28 −0.65 −0.14 −0.19 0.02

Construction −5.40 0.82 0.51 −0.61 0.02 −1.26 −4.88 −0.29 −0.07 −4.14 0.01
Trade and Transport 9.23 9.05 4.46 −3.65 0.39 3.71 −4.73 −3.40 0.44 −1.00 0.08
Services −11.61 12.85 5.95 −7.14 0.66 −1.81 −22.12 −4.58 −1.85 −0.43 0.07

Total 0.00 87.08 66.31 −56.05 −0.72 31.39 −128.01 −76.79 −17.94 −13.21 0.92
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all of the other sectors of Mining are δX > 0. Related to this, the
Petroleum processing and Coking sector is δX = −26.66% < 0. These
petroleum-related sectors, thus, seem to be the largest and the second
largest accumulative sectors in the Northeast region.

With regard to δA and δF(d), more sectors are δA < 0 and δF(d) > 0 in
heavy industries, such as Non-metal mineral products, Metal products,
Machinery and Electric products. This means that those sectors sup-
ply their products to any industrial sectors as goods for intermediate
input rather than supplying goods for final demand within the North-
east region. When we examine the 30-sector classification once more,
the Petroleum processing and Coking sector is also notable δA < 0
(−11.99%; δF(d) = 0%). In light industries, by contrast, all sectors
are δF(d) < 0.

As for the relationship between mining sectors and its related pro-
cessing sectors in the Northeast region, the relation between the sec-
tor of Crude petroleum and Natural gas products and the sector of
Petroleum processing and Coking seems to be highly correlative. There
also exist lesser correlation between other primary industries and the
processing sectors.

Among the factors of intraregional final demand (δF(d)) across all
sectors, most sectors are mainly pulled by urban household consump-
tion (δCu), and the factors of rural household consumption (δCr) and
investments (δIf , δIs) are weak factors in the development of each sector.

The balance of foreign and domestic trade

In the aspect of trade, the Northeast region is not pulled by exports
(
∑

j δEXj = 50.17%), and is also not pulled by domestic outflows
(
∑

j δOfj = 112.01%) across all sectors. On the other hand, it is com-
paratively less dependent both on imports (

∑
j δMj = 46.72%) and on

domestic inflows (
∑

j δNj = 63.05%).
When we turn to consider the patterns of comparative advantage

sectors in each region according to whether or not they are pulled by
exports and/or domestic outflows, and whether or not they are less
dependent on imports and/or domestic inflows for reference, this will
be considered in 16 different combinations, as shown in Table 5.9 later
in this chapter.

With regard to the Northeast region, there are three types:

Type 1: Pulled both by domestic outflows and by exports, low
dependency both on imports and domestic inflows: Mining.
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Type 11: Pulled by export, low dependency on domestic inflows:
Transport equipment.

Type 13: Neither pulled by domestic outflow nor by exports,
low dependency both on imports and domestic inflows: Chem-
ical products, Non-metal mineral products, Metal products,
Machinery.

Table 5.9 The types of balance of foreign and domestic trade

δOf δEx δM δN Characteristics of each type

Type 1 − − − − Pulled both by domestic outflows and by exports;
Low dependency both on imports and on
domestic inflows

Type 2 − − − + Pulled both by domestic outflows and by exports;
Low dependency on imports

Type 3 − − + − Pulled both by domestic outflows and by exports;
Low dependency on domestic inflows

Type 4 − − + + Pulled both by domestic outflows and by exports;
Dependent both on imports and on domestic
inflows

Type 5 − + − − Pulled by domestic outflows; Low dependency
both on imports and on domestic inflows

Type 6 − + − + Pulled by domestic outflows; Low dependency
on imports

Type 7 − + + − Pulled by domestic outflows; Low dependency
on domestic inflows

Type 8 − + + + Pulled by domestic outflows; Dependent both on
imports and domestic inflows

Type 9 + − − − Pulled by exports; Low dependency both on
imports and on domestic inflows

Type 10 + − − + Pulled by exports; Low dependency on imports
Type 11 + − + − Pulled by exports; Low dependency on domestic

inflows
Type 12 + − + + Pulled by exports; Dependent both on imports

and on domestic inflows
Type 13 + + − − Neither pulled by domestic outflows nor by

exports; Low dependency both on imports and
on domestic inflows

Type 14 + + − + Neither pulled by domestic outflows nor by
exports; Low dependency on imports

Type 15 + + + − Neither pulled by domestic outflows nor by
exports; Low dependency on domestic inflows

Type 16 + + + + Neither pulled by domestic outflows nor by
exports; Dependent both on imports and on
domestic inflows
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In the Mining sector, in considering the 30-sector classification, the
sector of Crude petroleum and Natural gas products is typical of Type 1
(δOf = −8.33%, δEx = −3.65%, δM = −2.07%, δN = −8.85%), and Non-
ferrous mineral mining belongs to Type 13 (δOf = 1.89%, δEx = 0.57%,
δM = −0.93%, δN = −3.34%). With regard to Chemical products, the
sector of Petroleum processing and Coking belongs to Type 1 (δOf =
−0.07%, δEx = −0.88%, δM = −2.98%, δN = −10.74%). Other sec-
tors that are δX < 0, such as the sector of Maintenance and Repair of
Machines and Equipment, that of gas production and supply, and that
of Wholesale and Retail trade, all belong to Type 13.

Considering the Northeast region as a whole, heavy industries, and the
sector of Crude petroleum and Natural gas and its related sectors, have
comparative advantages. The main decisive factor behind this compar-
ative advantage is the intermediate demand arising from most industrial
sectors.

North Municipalities region

The balance of intermediate demand and intraregional final demands

In the North Municipalities region, δX of Electric products, Chemical
products, Metal products, Transport equipment, Services, Construc-
tion, and Trade and Transport are all negative. Looking in more detail
by using the 30-sector classification, with regard to heavy industries,
δX of Electric and Telecommunication equipment (−25.56%), Metals
smelting and processing (−12.61%), Transport equipment (−10.01%) are
significantly negative. But, δX of Services (−26.57%) is the highest abso-
lute value of any manufacturing sector. Although the accumulation of
above-mentioned processing based heavy industries is also confirmed,
almost all of the other manufacturing sectors’ accumulation is not
so inconspicuous.

Next, considering the δA of each sector, the most notable δA < 0
is Services (−43.81%), followed by the sector of Trade and Transport
(−8.25%). These findings indicate the relative progress of tertiary indus-
tries as a post-industrializing characteristic of urban areas (Beijing and
Tianjin) to supply their intermediate inputs to all other industries.
In addition, according to the 30-sector classification, manufacturing
sectors that are relatively notable δA < 0 are Metals smelting and
processing (−5.36%), Transport equipment (−3.58%), and Electric and
Telecommunication equipment (−4.07%).

As for the δF(d) of each sector, Wooden products, Non-metal min-
eral products, Metal products, Construction, and Mining are δF(d) < 0.
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Looking at each element of δF(d) across all sectors, gross fixed capital
formation (If ) is a more significant factor than household consumption
in both the urban area and the rural area (Cu, Cr).

The balance of foreign and domestic trade

Across all sectors, the North Municipalities region is pulled by
export (

∑
j δExj = −32.45%), but not pulled by domestic outflow

(
∑

j δOfj = 8.93%). On the other hand, it is dependent on imports
(
∑

j δMj = 63.18%), but not dependent on domestic inflows (
∑

j δNj =
−11.23%). With regard to the comparative advantage sectors in the
North Municipalities regions by 17-sector classification, there are only
three types of combinations in the sphere of trade according to Table 5.9.
These are:

Type 3: Pulled both by domestic outflows and exports, low depend-
ency on domestic inflows: Metal products, Transport equipment,
Electric products.

Type 7: Pulled by domestic outflows, low dependency on domestic
inflows: Chemical products.

Type 11: Pulled by export, low dependency on domestic inflows.
Construction, Trade and Transport, Services.

With regard to the 30-sector classification, the sector of Electric Telecom-
munication equipment is notably export- and domestic outflow-oriented
(δEx = −15.99%, δOf = −8.45%). Although Mining is not a com-
paratively advantage sector in the 17-sector classification, the only
comparative advantageous sector of Crude petroleum and Natural gas
products belongs to Type 11 (δOf = 0.53%, δEx = −0.62%; δM =
0.91%, δN = −1.40%), and, related to this, the sector of Petroleum
processing and Coking which belong to Chemical products is Type 3
(δOf = −0.18%, δEx = −0.16%; δM = 0.01%, δN = −2.50%).

Considering the North Municipalities region in its entirety, Tertiary
industries and Electric Telecommunication equipment are the comparat-
ively advantageous sectors. The former is mainly pulled by intermediate
demand, and the latter is mainly pulled by outflows.

North Coast region

The balance of intermediate demand and intraregional final demands

In the North Coast region, the sectors that are notable δX < 0
are Mining (−26.90%), Machinery (−20.80%), Chemical products
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(−13.59%), Metal products (−11.93%), Construction (−4.80%), and
Trade and Transport (−3.89%), and with a more detailed look using
the 30-sector classification, they are notable in the Coal mining and
processing (−13.12%), Chemicals (−10.51%), and Metal ore mining
(−9.09%) sectors. Moreover, in contrast to the other coastal areas, δX
of Agriculture is also negative (−1.33%).

Among those sectors which are δX < 0, δA < 0 are Agriculture
(−7.65%), Machinery (−7.56%), Food products (−4.03%), and Con-
struction (−2.35%). But, unlike the other coastal areas,

∑
j δAj denotes

positive. This is by the fact there are relatively fewer manufacturing and
tertiary industrial sectors that are δA < 0.

Next, in relation to intraregional final demand, with the exception
of the Construction (δF(d) = −1.97%) and Non-metal mineral products
(δF(d) = −0.29%) sectors, the rest of all 15 sectors are δF(d) > 0.

The balance of foreign and domestic trade

Across all sectors, the North Coast region is not pulled by exports
(
∑

j δExj = 110.61%), but is pulled by domestic outflows (
∑

j δOfj =
−110.55%). On the other hand, it has a low dependency both on imports
(
∑

j δMj = −65.26%) and on domestic inflows (
∑

j δNj = −25.58%).
According to Table 5.9, there are two types of domestic and foreign

trade patterns of comparatively advantageous sectors in the North Coast
region by the 17-sector classification, and those are:

Type 1: Pulled both by domestic outflows and by exports, low
dependency both on imports and on domestic inflows: Machinery.

Type 5: Pulled by domestic outflows, low dependency both on imports
and domestic inflows: Agriculture, Mining, Food products, Paper
and printing, Chemical products, Non-metal mineral products,
Metal products, Construction, Trade and Transport, Services.

In the Mining sectors, with a more detailed look using the 30-sector
classification, Non-ferrous mineral minings belongs to Type 1 (δOf =
−1.16%, δEx = −0.05%, δM = −0.26%, δN = −0.90%), and the sector
of Crude petroleum and Natural gas products is Type 2, that is pulled
both by domestic outflows and by exports, low dependency on imports
(δOf = −2.01%, δEx = −0.14%, δM = −1.08%; δN = 0.21%).

Furthermore, considering the data of interregional transactions from
the IO table of the North Coast region, it is recognized that all of the
other sectors, with the exceptions of the sectors of Supply of Electricity,
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Gas and Water, Transport equipment, and Electric and Telecommunic-
ation equipment, are pulled by domestic outflows, but the share of the
domestic outflow to the neighbouring North Municipalities region is rel-
atively low. Among those sectors which are pulled by domestic outflows,
Crude petroleum and Natural gas products, Non-ferrous mineral mining,
and Machinery equipment are also pulled by exports, but the pulling
levels of exports do not exceed those of domestic outflows. Throughout
all of the sectors, North Coast regions are less dependent on imports
despite being located in the coastal region.

Considering the North Coast region in its entirety, where primary
industries enjoy comparative advantage, the factor of intermediate
demand is relatively weak, and with regard to the factor of external
trade, most of the sectors are pulled by domestic outflows rather than
by exports despite its location in the coastal region.

East Coast region

The balance of intermediate demand and intraregional final demands

In the East Coast region, the notable sectors with δX < 0 are Chemical
products (−36.65%), Electric products (−19.94%), Transport Equipment
(−11.62%), Machinery (−10.42%), Textile and Clothing (−8.87%), and
Metal products (−6.19%). But tertiary industries including Services is
unexpectedly δX > 0 despite its negative δA < 0 (−2.53%) of Services7

and the existence of Shanghai Municipality where the GDP of the sector
of Finance and Insurance, the progress of which is usually regarded as
a yardstick of a highly industrialized system, is higher (68,503 million
yuan) than in any other province.8

Among above-mentioned δX < 0 sectors, δA < 0 are Chemical products
(−9.04%), Metal products (−10.97%), Textile and Clothing (−11.62%),
Electric products (−4.32%), and Machinery (−1.00%).

By contrast to this, δF(d) and its components of all sectors except
Machinery are positive.

The balance of foreign and domestic trade

Across all sectors, the East Coast region is pulled by exports (
∑

j δExj =
−41.77%), but is not pulled by domestic outflows (

∑
j δOfj = 13.55%).

On the other hand, it is dependent upon imports (
∑

j δMj = 5.92%), and
low dependency on domestic inflow (

∑
j δNj = −25.37%).

Considering the manufacturing sectors, we can recognize the existence
of the sectors that are pulled by domestic outflow at Textile and Wearing
apparel, Wooden products, and Chemicals.
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With regard to the patterns of balance of foreign and domestic trade
shown in Table 5.9, comparative advantage sectors in the East Coast
region are divided into the following five types:

Type 1: Pulled both by domestic outflows and by exports, low
dependency both on imports and on domestic inflows: Transport
equipment.

Type 3: Pulled both by domestic outflows and by exports, low
dependency on domestic inflows: Chemical products, Machinery.

Type 5: Pulled by domestic outflows, low dependency both on imports
and on domestic inflows: Textile and clothing, Electrical products.

Type 12: Pulled by exports, dependent both on imports and on
domestic inflows: Metal products.

Type 15: Neither pulled by domestic outflows nor by exports, low
dependency on domestic inflows: Paper and Printing.

As for Electrical products, we can consider this in more detail by con-
sidering the 30-sector classification, Electric equipment and Machinery
belongs to Type 4 (δOf = −1.40%, δEx = −1.55%, δM = 0.17%,
δN = −5.04%). Besides, in the sector of Supply of Electricity, Gas, and
Water which is δX > 0, the sector of Gas and Water production and sup-
ply which is δX < 0 belongs to Type 11 that is pulled by exports, has
a low dependency on domestic inflows (δOf = 0.07%, δEx = −0.20%,
δM = 0.02%, δN = −0.24%).

Totally looking, in East Coast region most sectors are export-oriented,
and among them, heavy industries are confirmed as notable comparative
advantage sector.

South Coast region

The balance of intermediate demand and intraregional final demands

In the South Coast region, the sectors which are δX < 0 are Textile and
Clothing (−27.86%), Electric products (−27.05%), Services (−16.10%),
Other manufacturing products (−7.22%), Paper and Printing (−7.09%),
Trade and Transport (−5.87%), and Supply of Electricity, Gas and Water
(−5.41%). Looking in more detail by considering the 30-sector classific-
ation, δX < 0 are Clothing (−26.53%), Electric and Telecommunication
Equipment (−18.31%), Electric Equipment and Machinery (−8.74%),
and Transport and Warehousing (−5.60%). These findings mean that
those sectors are especially accumulated in this region.
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The sectors that are δA > 0 are recognized as Mining (2.91%)
and Non-metal mineral products (3.75%), Metal products (3.52%),
Machinery (3.43%), Transport equipment (2.01%), Textile and Clothing
(1.49%), Food products (1.09%). In contract, those which are δA < 0 are
Services (−15.11%), Electric products (−0.55%), Agriculture (−0.32%),
Wooden products (−2.49%), Paper and Printing (−1.27%), Supply of
Electricity, Gas and Water (−6.22%) and so on, those of which are all
δX < 0, and among them the sector of Services is relatively significant.
In heavy industries and mining, according to the 30-sector classification,
denoted δA < 0 are Crude petroleum and Natural gas products (−0.09%),
Petroleum processing and coking (−0.22%), Chemicals (−1.46%), Elec-
tric and Telecommunication equipment (−1.13%), Instruments, Meters,
Cultural and Office machinery (−0.18%), and Other manufacturing
products (−2.86%).

All of sectors whose δF(d) is positive, and as for each element of δF(d),
also almost all of the sectors are positive, with the exception of Electrical
products.

The balance of foreign and domestic trade

Across all sectors, the South Coast region is pulled by exports (
∑

j δExj =
−180.36%), but not pulled by domestic outflows (

∑
j δOfj = 6.58%). On

the other hand, it is dependent both on imports (
∑

j δMj = 130.84%)
and on domestic inflows (

∑
j δNj = 24.09%). Thus, we can recognize the

industrial character of the South Coast region as more linked with the
world economy than any other coastal region on the sphere of trade.
In the sectors of light industry and a part of heavy industry, there also
exists the patterns of being pulled by domestic outflows. For reference,
from Table 5.9, the classified patterns of comparative advantage sectors
in the South Coast region by the 17-sector classification according to
whether it is pulled by exports and/or domestic outflows or not, and
whether it is less dependent on imports and/or domestic inflows or not
are the following four types. Those are:

Type 3: Pulled both by domestic outflows and by exports, low depend-
ency on domestic inflows: Textile and Clothing, Paper and Printing,
Metal products, Electrical products.

Type 4: Pulled both by domestic outflows and by exports, dependent
both on imports and on domestic inflows: Other manufacturing
products.

Type 11: Pulled by exports, low dependency on domestic inflows:
Supplies of Electricity, Gas and Water.



Takaaki Kanazawa 91

Type 12: Pulled by exports, dependent both on imports and on
domestic inflows: Wooden products, Trade and Transport, Services.

Considering the sectors in more details by using the 30-sector classi-
fication, the sector of Transport and Warehousing belongs to Type 11
(δOf = 0.23%, δEx = −7.52%, δM = 5.44%, δN = −0.54%), the sector
of Textile products belongs to Type 4 (δOf = −1.14%, δEx = −13.95%,
δM = 9.06%, δN = 0.62%), among Electrical products, the sector of
Electric equipment and Machinery belongs to Type 4 (δOf = −2.34%,
δEx = −9.92%, δM = 4.30%, δN = 0.39%), and the sector of Instru-
ments, Meters, Cultural and Office machinery belongs to Type 3 (δOf =
−0.61%, δEx = −4.58%, δM = 1.40%, δN = −0.47%).

Considering the South Coast region in its entirety, all sectors are
export-oriented. Among them, light industries and machinery products
have a particularly strong comparative advantage.

Central region

The balance of intermediate demand and intraregional final demands

In the Central region, only two sectors are δX > 0: Textile and Cloth-
ing (22.64%) and Electrical products (63.43%). The other 15 sectors
are all δX < 0. Among these, Agriculture is the most significant
(δX = −22.31%), a sector that is mainly pulled by rural household
consumption (δCr = −10.81%). Examining the manufacturing sectors
using the 30-sector classification, the tendency of δX > 0 is caused by
those particular sectors whose degree of δX > 0 is much higher, e.g.
Electric Telecommunications (42.22%), Clothing (23.91%), and Electric
equipment and Machinery (21.21%).

According to 17-sector classification of the Central region, δA < 0 are
Agriculture (−1.57%) and Mining (−0.48%), Food products (−0.52%),
Wooden products (−0.58%), Paper and Printing (−0.30%), Non-metal
mineral products (−6.68%), Transport equipment (−0.01%), and Other
manufacturing products (−0.05%). From these findings, with the excep-
tion of Non-metal mineral products, all of the other sectors’ absolute
value of negative δA are very low. In contrast, all of the sectors are
δF(d) < 0. The exceptions which are δF(d) > 0 by looking at 30-sector
classification are Electrical equipment and Machinery (0.48%) and
Instruments, Meters, Cultural and Office machinery (0.20%). Consider
the relationship between primary industry and its processing, with the
exception of the petroleum-related sector, the relationships of all other
sectors is more or less confirmed.
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The balance of foreign and domestic trade

Located in the middle of China and surrounded by other regions, it seems
likely that there are greater opportunities for both domestic outflows and
inflows in the Central region. And this region’s industrial sectors are little
affected by exports, and have a low dependency on imports. These are
recognized across all sectors, that is,

∑
j δExj = 102.17% > 0,

∑
j δOfj =

−21.14% < 0,
∑

j δMj = −66.36% < 0, and
∑

j δNj = 27.45% > 0.
With regard to the patterns of comparative advantage sectors in the

Central region according to whether or not a sector is pulled by exports
and/or domestic outflows, and whether or not it is less dependent on
imports and/or domestic inflows, there are only two types: both are not
pulled by foreign export but, rather, are pulled by domestic inflows. From
Table 5.9, those are:

Type 5: Low dependency not only on imports but also on domestic
inflows: Agriculture, Mining, Food products, Wooden Products,
Non-metal mineral products, Metal products, Maintenance and
repair of machine and equipment, Other manufacturing products,
Scrap and waste, Supply of Electricity, Gas and Water, Construction,
Trade and Transport, Services.

Type 6: Low dependency on imports: Paper and Printing, Chemical
products, Metal products, Machinery, Transport equipment.

Furthermore, in relation to domestic outflows, though the δOf of
heavy industries is negative, if we take a more detailed look at the
30-sector classification, the processing type of manufacturing heavy
industries, such as Electric equipment and Machinery, Electric and Tele-
communication equipment, Instruments and Meters were δOf > 0. In
contrast, the material-processing type heavy industries all exhibited
δOf < 0.

Considering the Central region, it has a clear comparative advantage
in Agriculture and Food products. The decisive factor is this sector is that
it is pulled by domestic outflows as a result of its location and is pulled
by domestic final demand because of its population.

Northwest region

The balance of intermediate demand and intraregional final demands

In the Northwest region, the sectors which are δX < 0 are Agriculture
(−26.44%), Construction (−16.96%), Services (−15.21%), Mining
(−15.07%), Trade and Transport (−12.82%), and Supply of Electricity,
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Gas and Water (−1.04%). With regard to heavy and light industries,
when we use the 30-sector classification, the sector of Petroleum pro-
cessing and coking is the only manufacturing sector which is δX < 0
(−10.91%). Vice versa, the most significant δX > 0 are Clothing
(11.57%), Chemicals (19.19%), Machinery and equipment (9.79%),
Transport equipment (7.77%), Metal products (7.59%), Electric and Tele-
communications equipment (7.09%), and Paper and Printing (6.14%).

Those sectors which are δA < 0 are Agriculture (−11.08%), Trade and
Transport (−10.98%), Mining (−2.18%), and Supply of Electricity, Gas
and Water (−1.55%) based on the 17-sector classification; by contrast,
δF(d) of all sectors, with the exception of Machinery and Electric products,
are negative.

The most notable δX < 0 is Agriculture that is mainly pulled by
urban household consumption (δCu = −14.07%) and demand for inter-
mediate inputs (δA = −11.08%). The sector of construction which is
δX = −16.96% is mainly pulled by investment (δIf = −17.12%). Among
the sector of Trade and Transport, δX < 0 of Transport and Warehousing
are mainly pulled by δA. Services which also notably marked δX < 0 is
mainly pulled by household consumption, which is different from the
case in the North Municipalities region where the negative δX < 0 is
pulled by δA.

With regard to the relationship between primary industries and their
processing, the petroleum-related sector seems to be extremely correl-
ated. Furthermore, though the δA of Agriculture is negative, correlations
with Food products and Wooden products seem to be weak. In metal-
related sectors there is a weak correlation. Though Coal mining and
Electricity are correlated, but Coal and its material processes are not
correlated without Coking.

The balance of foreign and domestic trade

Across all sectors, the Northwest region is not pulled by exports
(
∑

j δExj = 65.31%), or by domestic outflows (
∑

j δOfj = 0.84%). On the
other hand, it has a low dependency on imports (

∑
j δMj = −27.85%)

and is dependent on domestic inflows (
∑

j δNj = 61.32%).
As for the patterns of comparative advantage sectors in Northwest from

Table 5.9, there are three types:

Type 5: Pulled by domestic outflows, low dependency both on imports
and domestic inflows: Mining.

Type 6: Pulled by domestic outflows, low dependency on imports:
Agriculture, Construction, Trade and Transport, Services.
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Type 14: Pulled neither by domestic outflows nor by exports, low
dependency on imports: Supply of Electricity, Gas and Water.

Looking in more detail using the 30-sector classification, among Trade
and Transport, the sector of Transport and Warehousing belongs to
Type 6 (δOf = −4.31%, δEx = 6.14%, δM = −1.30%, δN = 5.68%),
and among Mining, the sector of Metal ore mining belongs to Type 8
that is pulled by domestic outflows, and dependent both on imports
and on domestic inflows (δOf = −1.83%, δEx = 0.43%, δM = 0.11%,
δN = 0.23%). Besides, among Chemical products which is δX > 0 by
the 17-sector classification, the sector of Petroleum processing and Cok-
ing which is δX < 0 belongs to Type 5 (δOf = −4.38%, δEx = 1.43%,
δM = −2.00%, δN = −1.46%).

Considering the Northwest region in its entirety, the comparat-
ively advantaged sectors, especially Agriculture and Tertiary industries,
their decisive factor is intraregional final demand rather than domestic
outflows – with the exception of the petroleum-related sectors.

Southwest region

The balance of intermediate demand and intraregional final demands

In the Southwest region, the sectors which are δX < 0 are Agriculture
(−58.69%), Food products (−17.57%), Services (−11.61%), Construction
(−5.40%), and Transport equipment (−3.67%).

In addition, the Agriculture (−0.72%), Services (−1.81%), Paper and
Printing (−0.70%), Transport equipment (−3.60%) and Construction
(−1.26%) sectors are δA < 0, but these levels are relatively low. By con-
trast, all of 17 sectors are δF(d) < 0, which are especially relatively pulled
by rural household consumption (δCr), and also recognized as pulled by
investment (δIf ) whose level is not so high as the Northwest region.

With regard to the relationship between primary industry and its
processing, the correlation between Agriculture and Food products
seems to be good. By contrast, Petroleum- and/or Coal-related
industry is not developed. In metal-related industries, Metal ore
mining and Metals smelting and processing seem to have a weak
correlation.

The balance of foreign and domestic trade

Across all sectors, the Southwest region is not pulled by exports
(
∑

j δExj = 87.08%), or by domestic outflows (
∑

j δOfj = 66.31%). On
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the other hand, it has a low dependency both on imports (
∑

j δMj =
−56.05%) and on domestic inflows (

∑
j δNj = −0.72%).

From Table 5.9, the patterns of comparative advantage sectors in
Southwest by the 17-sector classification have the following two types of
combinations:

Type 13: Neither pulled by domestic outflows nor by exports, low
dependency on imports: Construction, Services.

Type 14: Pulled neither by domestic outflows nor by exports, low
dependency both on imports and domestic inflows: Agriculture,
Food products, Transport equipment.

Besides, although Mining and Metal products are δX > 0 in the
17-sector classification, there are sectors which are δX < 0 in the 30-
sector classification. Among them, the sector Metal ore mining and
the sector of Metals smelting and processing belong to Type 13, and
the sector of Non-ferrous mineral mining is Type 5 – that is, pulled
by domestic outflows, and with a low dependency both on imports
and on domestic inflows (δOf = −0.21%, δEx = 0.44%, δM = −0.68%,
δN = −1.67%).

Additionally, while the sector of Agriculture which is substantially
δX < 0 has a low dependency both on imports and on domestic inflows
on the one hand, and is neither pulled by exports nor by domestic out-
flows, on the other, the sector of Food products is unexpectedly pulled
neither by exports nor by domestic outflows, despite the existence of
Yunnan province where the outflow of tobacco processing – a component
of the sector of Food products – is extremely high.9

Considering the comparatively advantaged sectors in the Southwest
region, especially Agriculture and its related food products, the decisive
factor is not external outflows but residential household consumption.

5.4 Empirical remarks

Before concluding this chapter, we are going to give a brief summary of
the above-mentioned results.

The first point to consider, in relation to intraregional demand, was:
is each sector in each region more pulled by δA or δF(d)? In general, the
more developed the region is, the more complicated industrial struc-
tures it will exhibit and the larger its share of supplying intermediate
inputs to various sectors. In this chapter, we regarded the average of
eight regions IO data as the benchmark, and saw how far each industrial



96 Differential Factors of Regional Development

sector deviated from this benchmark. So, in the relatively industrialized
and developed region, we can suppose the number of sectors which are
δA < 0 would be more or

∑
j δAj < 0, on the other hand in the relatively

underdeveloped regions, we can suppose the number of sectors which
are δF(d) < 0 would be more or

∑
j δF(d)j < 0. Here, considering the case

of China, we can examine whether or not the dichotomous image of the
more progressed coastal region against the less developed inland region
is an appropriate one.

So, δA andδF(d) across all sectors for the eight regions are compared in
Table 5.10. From this table, the North Municipalities, East Coast, and
South Coast regions are together

∑
j δAj < 0 and

∑
j δF(d) > 0. By con-

trast, the Central, Northwest, and Southwest regions are
∑

j δAj > 0, and∑
j δF(d) < 0. And in the Northeast region both

∑
j δAj and

∑
j δF(d) is

negative.
From these results and by the contrast of weight on intermediate

demand or final demand, it may be almost recognized that the coastal
region has more highly complex industrial structure than the inland
region. But, such a recognition has the following problems.

First, if the North Municipalities, North Coast, East Coast, and South
Coast regions are considered as a whole, then it cannot be asserted that
there is a characteristic common to all high-level industrial structures.
This can be seen from the fact that the North Coast’s performance is dif-
ferent from that in other coastal regions. In the North Coast region, it
was

∑
j δAj > 0, so the factor of intermediate inputs is relatively weak, but

is pulled by factors of final demand. Furthermore, the North Coast region
has more comparative advantages in the primary industries sector than
any other coastal region. Additionally, looking on external trade, though
more sectors pulled by exports are mainly recognized in the coastal

Table 5.10 Contrast of δA and δF(d) across all
sectors at each region

∑
j δAj (%)

∑
j δF(d)j

(%)

Northeast −50.36 −2.05
North Municipalities −41.66 13.25
North Coast 32.51 58.27
Central Coast −32.93 80.60
South Coast −13.82 32.66
Central region 12.94 −55.06
Northwest 10.67 −110.29
Southwest 31.39 −128.01
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region, in the North Coast, more sectors are pulled by domestic outflows
than by exports. Considering the North Municipalities region, where
the urban residential population is higher than any other region, the
tendency towards post-industrialization is notably reconfirmed. Besides
both δA < 0 and δX < 0 of the Services sector are much higher than in
any other industrial sector. This finding is not shared by the with South
Coast region, which has comparative advantages in both the Manufac-
turing and Services sectors, nor with the East Coast region, which has an
unexpected result in the Services sector. We can conclude, that δX < 0 of
Services in the inland region are mainly pulled by δF(d), and not by δA.

Secondly, if the Central, Northwest and Southwest regions are con-
sidered together as the inland region, they are common on

∑
j δAj > 0

and/or the number of manufacturing sectors which are δA < 0 is rel-
atively scarce. And among the elements of intraregional final demand
(δF(d)), gross fixed capital formation (δIf ) tends to pull their development,
especially in the sector of Construction (and Agriculture) in this region.
This seems to be recognized as the increase of demand for construction
reflected by ‘Western Area Development’ Strategy. Still more, this region
has more of a comparative advantage in primary industries than is the
case for the coastal region (with the exception of the North Coast), but
the level of development of processing sectors which make use of raw
materials from those primary industries differs between sectors.

Lastly, the problem of positioning the Northeast region still remains:
should the Northeast region be listed as part of the coastal region or as
part of the inland region? Following our extended DPG analysis, the
Northeast region seems to be different both from the coastal region and
from the inland region. It had already formed industrial accumulation
as a heavy industry base during the era of the planned economy. So, this
phase will be reconfirmed at the level of δA < 0 at each sector of heavy
industries. But, considering the δF(d), the sectors marked δF(d) < 0 are
light industries, the public sector (supply of Electricity, Gas and Water),
tertiary industries, but as for heavy industries, this pattern is different
from inland areas where all of δF(d) are denoted minus. Still more, among
the components of δF(d), δIf are denoted minus at Agriculture (−1.03%),
Food products (−0.01%), Transport equipment (−0.42%), Other manu-
facturing (−0.26%), and the rest of all denoted plus. From this, we can
guess the scarceness of pulling factor of investment to heavy industries in
Northeast, and this performance is also different from the other region.

The second point is to consider whether or not the comparatively
advantageous sectors in each region are export and/or domestic outflow
oriented, and whether or not they are less dependent on imports and/or
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domestic inflows. The answer gained from analysis was not necessarily as
clear. As we have already categorized each region in the former section,
among these sectors there exists the pattern of δEx and/or δOf > 0. Still
more, there exist the sectors that are at least dependent either on import
or on domestic inflow. This suggests that in spite of the existence of a
certain level of industrial accumulation, from the result of the high ratio
of inflows to outflows, there occurs the possibility of inflows to satisfy
intraregional demand despite the comparative advantage. Among them,
particularly in the Northeast and Southwest regions, there exist more
sectors that are δX < 0 and neither pulled by exports nor by domestic
outflows on one hand, that exhibit a low dependency both on import
and on domestic inflows on the other. These sectors have the low depend-
ency of inflows, it suggests self-sufficient structure that are inflow and
import-substitution industrialization.

5.5 Conclusion

In this chapter, as one of the Structural Decomposition Techniques that
has been developed as research works using the IO model, DPG was used
to analyse the factors on the interregional differentials of industrial struc-
tures in China. Through the quantitative comparison of DPG results of
each region based on the common benchmark, the various combina-
tions of differentials from the demand side of IO tables, such as the level
of technological progress from the intermediate demand, the variation
of intraregional final demand, and the level of openness with the out-
side region (either domestic or foreign), lead to interregional structural
gaps between the eight regions. The findings we have obtained from the
series of analysis would not only be useful for understanding the causes
of inter- and intraregional linkage effects (either backward or forward)
and spillover effects, but also would be suggesting politically for solving
current regional problems which corresponds with ‘Western Area Devel-
opment’ Strategy and so on.10 As for the latter, for example, in order to
determine selection of industrial sectors to develop for each region, and
in order to promote the integration of the domestic market economy for
sustainable growth across the country, similar analysis on more detail
and classified sectors than 17 or 30 sectors of more than eight regions
would be necessary if a similar types of interregional IO table were to be
produced.
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Notes

1. For the fundamental framework of structural decomposition techniques, see
Rose and Casler (1996) and Dietzenbacher and Los (1998).

2. For the application of time-series DPG analysis into a cross-sectional ana-
lysis and its utility, see Fujikawa (1999, chapter 4). Based on this approach,
Kanazawa (2003) uses regional IO tables to analyses interregional differ-
ences between industrial structures at the provincial level (Beijing, Tianjin,
Jiangsu, Guangdong, Guangxi, Jiangxi, Ningxia, and Xinjiang) for China
in 1997.

3. In the benchmark table, through the result of calculations, the data for the
domestic outflows of all sectors becomes the same as those for domestic
inflows.

4. The import coefficient of sector k (mk) is expressed as mk = Mk/
∑n

l=1 xkl+F(d)k,
where Mk is that imports of sector k and xkl is the total sum of intermediate
demands from sector k to sector l. Similarly, domestic inflow coefficient of
sector k (nk) is expressed as nk = Nk/

∑n
l=1 xkl +F(d)k, where Nk is the domestic

inflow of sector.
5. In estimating the comparative advantage of sectors in other ways, the notion

of location quotient (LQ) is also useful. The author has already calculated
the LQ of each sector in each region this time, and has recognized the closer
correspondence between δX and LQ. Here, by closer correspondence we mean
that there exist several sectors that are not correspondent for a short while
(in particular, the sectors of the Central region), whereas most sectors which
are δX < 0 are LQ > 1.

6. Throughout this chapter, the factor of government consumption (δCg ) which
belongs to δF(d) is not considered because the data on intermediate inputs of
government consumption in each IO table are 0 all in all.

7. The data of LQ of services in East Coast calculated from the IO table is 0.887
(<1) whereas those in North Municipalities and South Coast are 2.112 (>1)
and 1.130 (>1) respectively. Additionally, sector of services of 17 or 30-sector
classification was the total of the sectors that are post and telecommunica-
tion, eating and drinking places, finance and insurance, real estate, social
services, health services, education, scientific research, general technical ser-
vices, and public administration and other sectors by 40-sector classification
of national level IO table (see IDE–JETRO (2003), p. 13).

8. See National Bureau of Statistics of China (2001, p. 58).
9. As for the more remarkable comparative advantage of tobacco-processing

sector of Southeast (in particular, Yunnan province) than any other region
in 1993 and 1997, or than any other sector there, see Cheng (ed.) (2001,
pp. 165, 264).

10. According to the Decision on Some Problems of Improving the Socialist
Market Economic System which was adopted at the 3rd Plenum of the 16th
Chinese Communist Party Central Committee in October 2003, in order to
strengthen the balanced interregional development, the promotion of the
past heavy industrial bases of the Northeast region is also indicated as well
as ‘Western Area Development’.
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6
Spatial Linkages of the Chinese
Economy
Wenqing Pan and Qiyun Liu

6.1 Introduction

Covering a vast territory, the Chinese economy shows considerable
diversity across different regions. Following the central Chinese govern-
ment’s implementation of its ‘economic reform and open door’ policy,
the South Coast and East Coast regions of China have experienced more
development than the central and western regions. In 2002, the eastern,
central and western regions of China showed per capita GDP of 13,335
yuan, 6,978 yuan and 5,388 yuan, respectively. By contrast, Shanghai’s
per capita GDP is the highest in China, at 33,285 yuan – 10 times the level
of the lowest-income region in China, Guizhou. The disparities between
the regional economies of China are not only illustrated by the different
levels of economic development, but are also reflected in differences in
natural resources, industrial structure, human resources, and so on. With
regard to natural resource distribution, coal, oil, natural gas, metal ore
and agricultural resources are mainly distributed throughout the central
and western regions of China, while the resources of the sea are obvi-
ously concentrated in the coastal areas, which are also dominated by
a number of manufacturing industries. This has produced a particular
spatial linkage in the Chinese economy: coal, oil, natural gas, metal ore
and agricultural resources flow from the central and western regions to
the coastal region, while manufactured products flow from the coastal
region to the central and western regions. This will focus on the link-
age between the regions in China at the beginning of the twenty-first
century, and will use an input–output analysis to carry this out.

Walter Isard (1951) is regarded as the forerunner of operational regional
science, having advanced an interregional input–output (IRIO) model.
At the time he was writing, one of the most common assumptions of
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economics was that a nation’s economic activity took place without any
reference to spatial aspects. Yet different activities occur at different loc-
ations, and a specific activity in one region will usually affect another
region’s economy, meaning that there must be interactions between
locations. Thus, it was clear that an explicitly regional approach was
called for. Isard paid attention to two aspects in his study of spatial
economics – the structure of activities within each region and the nature
of the connections that link the regions. Isard captured these two aspects
of the regional view in his IRIO model, in which intraregional structures
appear in on-diagonal blocks and interregional connections are captured
in off-diagonal blocks of a spatially explicit technical coefficients matrix.

Since Isard’s pioneering publication there has been much work on the
theory and empirical studies of spatial economy. This has included meas-
ures of the interdependence of input–output matrices, linkage indices
and so on. The most widely used measures have been backward linkages
and forward linkages.

Backward linkages focus primarily on the dependence of one sector
on those other sectors which provide intermediate inputs in the form of
materials. There are two kinds of backward linkages: the direct backward
linkage and the total backward linkage. Direct backward linkage, which
is the summation over all sectors of one column of the input coefficient
matrix, captures the total value of intermediate inputs by one sector in
producing one unit of its output. By contrast, total backward linkage,
which is the summation over all sectors of one column of the Leontief
inverse, captures the output of all sectors that would increase as a result of
a one-unit increase in the final demand in one sector. The total backward
linkages are measured using the traditional Leontief input–output model,
which is essentially a demand-driven input–output model.

In contrast to backward linkages, the main focus of forward linkages is
on the effect of the changes of other sectors’ output values, induced by
the change of the output value of one sector as a supplier. As mentioned
in relation to backward linkages, forward linkages also consist of both a
direct forward linkage and a total forward linkage. Direct forward linkage,
which is calculated as a row sums of the output coefficient matrix, meas-
ures the percentage of one sector’s gross output that is sold to all sectors
as intermediate inputs. In contrast to the measures of total backward
linkage, the measure of total forward linkage have been discussed for
some considerable time. Originally, total forward linkage was calculated
as a row sums of the Leontief inverse. Their interpretation is the addi-
tional value of output in one sector as induced by one unit of additional
final demand in each sector. Where backward linkages are viewed as
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measuring a sector’s dependence upon inputs from other sectors, forward
linkage is clearly opposite in its nature. It is obvious that the model used
is still the traditional demand-driven input–output model, and that the
matrix used is still the Leontief inverse. In order to resolve the problem
of the ambiguity of these measures, people began to use input (or supply)
multipliers within the ‘supply-driven’ input–output model. These multi-
pliers are obtained as row sums of the Ghosh inverse. Based on the output
(or allocation) coefficient matrix, Ghosh (1958) advanced an input–
output model, which is symmetrical to Leotief’s input–output model.
The Ghosh input–output model connects the change of the value-added
to the change in gross output, and it is termed a supply-driven input–
output model.

For a long time, however, this interpretation was questioned since it
was believed that the supply-driven input–output model was implaus-
ible. Oosterhaven (1988) questions the plausibility of the supply-driven
input–output model in a most convincing way. His major point of cri-
tique can be best explained by the following simple example. Suppose
that the value added (or the input of, say, labour) in one sector is
increased by one unit, then the supply-driven input–output model will
show the increase of the output in every sector. Hence, in any other
sector, the production is increased without any increase in the value-
added terms (such as labour and capital). However, Dietzenbacher (1997)
showed that this implausibility vanishes once the supply-driven input–
output model is interpreted as a price model. Interpreted in this way
the multipliers, which are row sums of the Ghosh inverse, then reflect
the effect of an increase of one dollar in the primary cost (e.g. labour
costs, or depreciation of fixed assets) of one industry on the total value
of gross production. If forward linkages are viewed as measuring a sector’s
dependence upon other sectors as buyers of its output, these multipliers
are forward in nature. They measure how much the output value of all
sectors increases when there is an initial increase in the primary costs of
one sector.

In China, the input–output technique was employed to analyse
the reality of the Chinese economy from the beginning of the 1960s
onwards, and flourished in the 1980s and in the 1990s. However, there
is little research on the spatial linkage of the Chinese economy which
employs input–output technology. The main problem with using the
method is that there was no interregional input–output table of China
before this date. Furthermore, some domestic researchers continue to use
outdated methods. For example, many researchers still use the Leontief
inverse to measure the forward linkages. Qiyun Liu (1993) became the
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first Chinese economist to advance a supply-driven input–output model
for studying the Chinese economy. Liu also produced a set of ana-
lysis methods which was in reverse to what was used in the traditional
demand-driven input–output model. In 1992, Liu made the first call for
the use of the output coefficient matrix and the Ghosh inverse to measure
the forward linkages, and advanced the weighted measures of backward
and forward linkages in China in 2001.

It should be mentioned that backward linkages were originally meas-
ured from the output multiplier. Recently, this has been extended
to measuring variable such as the value-added multiplier, the import
multiplier, and the labour-income multiplier. Similarly, forward link-
ages have been measured by extending the multipliers from output
multiplier to final output multipliers, such as the consumption mul-
tiplier, the investment multiplier, the export multiplier, and so on.
(Dietzenbacher 2002).

6.2 Methodology

In this section, we will concentrate on the measurement of China’s
regional spatial linkages. The data sets used are the 2000 China Multi-
regional Input–Output (CMRIO) data bases, which were compiled by the
Institution of Developing Economies–JETRO and the State Information
Centre of China (Institute of Developing Economies 2003).

According to Isard’s two-region (one region/rest of the country) IRIO
model, inter-industry transactions include intraregional and interre-
gional transactions:

Z =
[

ZLL ZLM

ZML ZMM

]
where ZLM =

(
zLM

ij

)

Superscripts L and M denote two regions respectively. In the same way,
final demand is given as:

Y =
[

YLL YLM

YML YMM

]
where YLM =

(
yLM

j

)

Primary input vector and gross output vector are given respectively as:

V = [VL VM ] where VL = (
vL

i

)

X =
[

XL

XM

]
where XL =

(
xL

j

)
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Denote direct purchase coefficient matrix A (also called input coefficient
matrix) and Leontief inverse L as follows:1

A =
[

ALL ALM

AML AMM

]
= Z(X̂)−1 where ALM =

(
aLM

ij

)

L = (I − A)−1 =
[

LLL LLM

LML LMM

]
where LLM =

(
lLM
ij

)
=

(
∂xL

i

∂yM
j

)

Similarly, the direct output coefficient matrix H (or called allocation
coefficient matrix) and Ghosh inverse G can be denoted as:2

H =
[

HLL HLM

HML HMM

]
= (X̂)−1Z where HLM =

(
hLM

ij

)

G = (I − H)−1 =
[

GLL GLM

GML GMM

]
where GLM =

(
gLM

ij

)
=

(
∂xM

j

∂vL
i

)

Direct backward linkages

In the context of the two-region IRIO model, the direct backward linkage
of sector j in region L will now contain an intraregional component, BLL

j ,
and an interregional component, BLM

j , where:

BLL
j =

∑
i

(
zLL

ij /xL
j

)
=

∑
i

aLL
ij

BML
j =

∑
i

(
zML

ij /xL
j

)
=

∑
i

aML
ij

These represent, respectively, the dependence of sector j in region L
on Inter-industry suppliers located within that region and outside of
the region.

It is obvious that the interregional direct backward linkages can be
defined as:

BML =
∑

j

BML
j =

∑
j

∑
i

(
zML

ij /xL
j

)
=

∑
j

∑
i

aML
ij

In words, BML captures the total value of direct intermediate inputs
coming from region M when each sector produces one unit output
simultaneously in region L, measuring the dependence of region L as
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a purchaser on region M as an intermediate inputs supplier. The lar-
ger this measure is, the more dependent is region L on region M ’s
intermediate inputs.

Since each sector in region L has a different output in any specific year,
we can define weighted interregional direct backward linkage as follows:

BML =
∑

j

αL
j BML

j =
∑

j

∑
i

αL
j aML

ij

Here, αL
j = xL

j /
∑

j xL
j denotes the proportion of sector j’s output in total

region L output. In words, BML captures the total value of direct inter-
mediate inputs coming from region M in producing one unit of average
output in region L in the specific year. Thus, the weighted direct spatial
backward linkage is given a much more explicit meaning.

Similarly, the weighted intraregional direct backward linkage can be
defined as:

BLL =
∑

j

αL
j BLL

j =
∑

j

∑
i

αL
j aLL

ij

Finally, we have found it useful to convert the measures to percentages,
and define the relative interregional direct backward linkage as:

BL = BML

(BLL + BML)

Of course, direct backward linkages can be extended to the measurement
of the dependence on intraregional primary inputs. For example, we can
define the weighted backward linkage for the primary input category k
as follows:

NL
k =

∑
j

αL
j NL

kj =
∑

j

αL
j

(
vL

kj/xL
j

)

where NL
kj = vL

kj/xL
j , called the primary input coefficient, captures the

direct dependence of sector j on primary input k in region L.

Total backward linkages

Similar to direct backward linkages, for the two-region IRIO model, the
total backward linkage of sector j in region L also contain an intraregional
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component, B̄LL
j , and an interregional component, B̄LM

j , where:

B̄LL
j =

∑
i

lLL
ij

B̄ML
j =

∑
i

lML
ij

It is obvious that the interregional total backward linkage for region L
can be defined as:

B̄ML =
∑

j

B̄ML
j =

∑
j

∑
i

lML
ij

Here, lML
ij denotes the element of the Leontief inverse, which is

obtained as:

L = [I − (I − M̂)A]−1

Where M̂ denotes the diagonal matrix with the ratio of imports to total
domestic demand as the diagonal element. In words B̄ML, capturing the
increase of the output required in region M when each sector increases
by one unit on final demand in region L, measures the dependence of
region L as a purchaser on region M as a supplier.

Similarly, we can define the weighted interregional total backward
linkage as follows:

B̄ML =
∑

j

βL
j B̄ML

j =
∑

j

∑
i

βL
j lML

ij

Here, βL
j = f L

j /
∑

j f L
j denotes the proportion of sector j’s final demand

in total final demand in region L. In words, B̄ML measures the increase
of the output required in region M induced by a one unit increase of
average final demand in region L in the specific year. It is obvious that
the weighted measures have a much more explicit meaning than the
unweighted measures.

The relative interregional total backward linkage can also be defined
as:

B̄L = B̄ML/(B̄LL + B̄ML)

Here, B̄LL = ∑
j β

L
j B̄LL

j = ∑
j

∑
i β

L
j lLL

ij , called the weighted intraregional
total backward linkage, measures the increase of the output required in
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region L induced by a one unit increase of average final demand in that
region in the specific year.

In the same way, we can measure the dependence of region L on the
primary input k within and outside of that region as follows:

N̄LL
k =

∑
j

∑
i

NL
Ki

(
βL

j lLL
ij

)

N̄ML
k =

∑
j

∑
i

NM
Ki

(
βL

j lML
ij

)

Direct forward linkages

Similar to direct backward linkage, in the context of a two-region IRIO
model, the direct forward linkage of sector i in region M will now contain
an intraregional component, FMM

i , and an interregional component, FML
i ,

where:

FMM
i =

∑
j

(
zMM

ij /xM
i

)
=

∑
j

hMM
ij

FML
i =

∑
j

(
zML

ij /xM
i

)
=

∑
j

hML
ij

These represent, respectively, the dependence of sector i in region M on
inter-industry purchasers located both within that region and outside
that region.

It is also obvious that the interregional direct forward linkage can be
defined as:

FML =
∑

i

FML
i =

∑
i

∑
j

(
zML

ij /xM
i

)
=

∑
i

∑
j

hML
ij

In words, FML, denoting the proportion of direct intermediate input
from region M to region L in total region M output, measures the direct
dependence of region M as a supplier on region L as a purchaser.

The weighted interregional direct forward linkage of region M can be
defined as:

FML =
∑

i

αM
i FML

i =
∑

i

∑
j

αM
i hML

ij

Here, αM
i = xM

i /
∑

i xM
i denotes the proportion of sector i’s output in

region M in total region M output. In words, FML measures the intermedi-
ate inputs from region M to region L when region M averagely produces
one unit output in the specific year.
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Similarly, we can also define the weighted intraregional direct forward
linkage of region M as:

FMM =
∑

i

αM
i FMM

i =
∑

i

∑
j

αM
i hMM

ij

and define the relative interregional direct forward linkage as:

FM = FML/(FMM + FML)

Just like backward linkages, direct forward linkages can also be exten-
ded to measuring the dependence of one region on intraregional final
demand. For example, we can define the weighted direct forward linkage
for final demand category k as follows:

MM
k =

∑
i

αM
i MM

ik =
∑

i

αM
i

(
yM

ik /xM
i

)

Here, MM
ik = yM

ik /xM
i , denotes the direct final output coefficient.

Total forward linkages

Parallel to total backward linkages, in the two-region IRIO model, total
forward linkages of sector i in region M also contain an intraregional
component, F̄MM

i , and an interregional component, F̄ML
i , where:

F̄MM
i =

∑
j

gMM
ij

F̄ML
i =

∑
j

gML
ij

It is obvious that interregional total forward linkage for region M can be
defined as:

F̄ML =
∑

i

F̄ML
i =

∑
i

∑
j

gML
ij

Here, gML
ij denotes the element of the Ghosh inverse. In words, F̄ML,

capturing the increase of the output value in region L when each sec-
tor increase one unit primary input cost in region M , measures the
dependence of region M as a supplier on region L as a purchaser.
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Similarly, we can define the weighted interregional total forward
linkage as follows:

F̄ML =
∑

i

γ M
i F̄ML

i =
∑

i

∑
j

γ M
i gML

ij

Here, γ M
i = vM

i /
∑

i vM
i denotes the proportion of sector i’s primary input

in total primary input in region M . In words, F̄ML measures the increase of
the output value in region L induced by one unit increase of the average
primary input cost in region M in the specific year.

The relative interregional total forward linkage can also be defined as:

F̄M = F̄ML/(F̄MM + F̄ML)

Here, F̄MM = ∑
i γ

M
i F̄MM

i = ∑
i

∑
j γ

M
i gMM

ij , called the weighted intrare-
gional total forward linkage, measures the increase of the output required
in region M induced by one unit increase of average primary input cost
in that region in the specific year.

In the same way, we can measure the dependence of region M on
the final demand k (k can denote consumption, investment or exports)
within the region and outside of the region as follows:

M̄MM
k =

∑
i

∑
j

MM
jk (γ M

i gMM
ij )

M̄ML
k =

∑
i

∑
j

ML
jk(γ

M
i gML

ij )

6.3 Empirical results

Our empirical study is based on the 2000 CMRIO (Institute of Developing
Economies 2003). The model defines eight regions as follows: North-
east (Heilongjiang, Jilin, Liaoning), North Municipalities (Beijing,
Tianjin), North Coast (Hebei, Shandong), East Coast (Jiangsu, Shanghai,
Zhejiang), South Coast (Fujian, Guangdong, Hainan), Central (Shanxi,
Henan, Anhui, Hubei, Hunan, Jiangxi), Northwest (Inner Mongolia,
Shannxi, Ninxia, Gansu, Qinghai, Xinjiang) and Southwest (Sichuan,
Chongqing, Yunnan, Guizhou, Guangxi, Tibet). The sector classifica-
tions were 3 sectors, 8 sectors, 17 sectors and 30 sectors respectively.

The measured direct and total backward linkages based on three sec-
tors (see Appendix Tables 6.A.1 and 6.A.2) and 17 sectors (see Tables 6.1
and 6.2). The two results are very close. In the text that follows in this
section, we focus primarily on the empirical results obtained from the
17-sector input–output model.
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Table 6.1 Direct backward linkages for eight regions

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted direct backward linkages
BML + BLL 0.6480 0.6645 0.6417 0.7022 0.6664 0.6212 0.5828 0.5804
BLL 0.5670 0.5686 0.5604 0.5875 0.5485 0.5362 0.4542 0.4980
BML 0.0811 0.0958 0.0813 0.1148 0.1179 0.0851 0.1287 0.0824

Relative interregional direct backward linkage (%)
BML/(BML + BLL) 12.51 14.42 12.67 16.34 17.69 13.69 22.08 14.20
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Table 6.2 Total backward linkages for eight regions

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted total backward linkages
B̄ML + B̄LL 2.6407 2.4558 2.5387 2.6777 2.2832 2.5105 2.3508 2.2996
B̄LL 2.2170 1.9565 2.1674 2.1553 1.8144 2.1337 1.8069 1.9458
B̄ML 0.4237 0.4993 0.3713 0.5223 0.4688 0.3767 0.5439 0.3538

Relative interregional total backward linkage (%)
B̄ML/(B̄ML + B̄LL) 16.05 20.33 14.63 19.51 20.53 15.01 23.14 15.38
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Backward linkage of China’s eight regions

Direct backward linkages

The results for direct backward linkages are reported in Table 6.1. Gener-
ally speaking, those regions with higher incomes appear to have larger
direct backward linkages than those with lower incomes. For example,
the absolute value of the direct backward linkage for East Coast is the
largest, at 0.70. This is followed by the South Coast, with 0.67 as the
weighted direct backward linkage. The downward ranking of the other
regions is as follows: North Municipalities, Northeast, North Coast,
Central, Northwest and Southwest.

The Central region still has the largest intraregional weighted direct
backward linkage, 0.59. It is followed by the rest of the regions in the
following order: North Municipalities, Northeast, North Coast, South
Coast, Central, Southwest and Northwest. It is clear from this that the
South Coast region is relatively independent of the other regions.

The order of the interregional weighted direct backward linkage val-
ues is different. Here, the Northwest region takes the top position, with
0.13 as its value. The remaining region are ordered as follows: South
Coast, East Coast, North Municipalities, Central, Southwest, North Cost
and Northeast. The lower down the ranking a region appears, the more
independent it is of other regions.

With regard to the measure of the proportion of interregional dir-
ect backward linkage in total (intra- plus interregional) direct backward
linkage, namely relative interregional direct backward linkage, the
Northwest region records the highest value and the Northeast region
records the lowest value. This shows that a higher percentage of the
inter-industry inputs in the Northwest region came from outside the
region and a lower percentage in the Northeast region came from outside
the region.

Total backward linkages

Direct backward linkages measure the direct dependence of one region
on the other regions. Total backward linkages, capturing the effect of a
change in final demand in one region on output within the region and
outside of the region, measure the dependence of one region both on
this region and on other regions.

For total backward linkage values, namely output multipliers, Table 6.2
shows a slightly different order from that observed for direct backward
linkage values. The East Coast region has the largest total backward link-
age value, followed in order by the Northeast, North Coast, Central,
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North Municipalities, Northwest, Southwest and South Coast regions.
The South Coast region shows less backward linkage, reflecting the point
that the increase of the final demand in this region has less effect on each
regions output of China, and also indicating that this region is more
dependent on foreign economies.

Regarding intraregional total backward linkages, the Northeast region
has the highest value, reflecting the fact that this region is more
dependent on its own economy than on other regions. The other
regions are ordered as follows: North Coast, East Coast, Central, North
Municipalities, Southwest, South Coast and Northwest.

For the interregional total backward linkages, the Northwest region
has the largest value, showing that this region is more dependent on
other regions. In other words, the increase of final demand in the North-
west region induces the output in other regions. The order of the rest of
the regions is as follows: East Coast, North Municipalities, South Coast,
Northeast, Central, North Coast and Southwest.

For the relative interregional total backward linkage, reflecting inter-
regional effects, Northwest is still at the top of the order. This means
the Northwest region has a larger relative effect on other regions’ output
than have other regions. The order of the rest of the regions is: South
Coast, North Municipalities, East Coast, Northeast, Southwest, Central
and North Coast.

Generally speaking, the dependence of the Northwest region on the
other seven regions is by far the largest, followed by, the South Coast,
East Coast and North Municipalities regions. By contrast, the Northeast,
North Coast, Central and Southwest are comparatively less dependent
on other regions.

Regional backward linkages on primary inputs

Table 6.3 shows that the regions with the highest income are less depend-
ent on primary inputs than those regions with low incomes. For example,
the dependence on primary inputs of the Southwest region is by far the
largest. When there is a one unit increase of final demand in Southwest,
there will be a 0.95 unit increase of primary inputs of all eight regions.
The dependence on primary inputs of the South Coast region is by far the
smallest, with only 0.81 of the backward linkage value on primary inputs.

On the other hand, from the point of view of regional dependence on
outside total primary inputs, Table 6.3 shows that those regions with the
highest incomes have a higher percentage of interregional total backward
linkage values than do regions with low incomes, reflecting the relat-
ively higher interregional effect on those regions with high incomes.
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Table 6.3 Total backward linkages on primary inputs

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted total backward linkage
N̄ML + N̄LL 0.9150 0.8321 0.9343 0.8640 0.8075 0.9475 0.9443 0.9545
N̄LL 0.7712 0.6571 0.8065 0.6843 0.6504 0.8227 0.7619 0.8372
N̄ML 0.1438 0.1750 0.1278 0.1796 0.1571 0.1248 0.1825 0.1173

Relative interregional total backward linkage (%)
N̄ML/(N̄ML + N̄LL) 15.7 21.0 13.7 20.8 19.5 13.2 19.3 12.3
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For example, the proportion of the interregional backward linkage on
primary inputs in the total (intra- plus interregional) backward linkage
on primary inputs is 21 per cent for North Municipalities, and 20.8 per
cent and 19.5 per cent for East Coast and South Coast, respectively.
By contrast, for the relatively undeveloped regions such as the South-
west and Central, the percentage is only 12.3 per cent and 13.2 per
cent respectively. Northwest is the only exception to this pattern, with a
figure of 19.3 per cent proportion. The major reason for this is that the
Northwest region’s dependence on outside products is by far the largest.

Forward linkages for China’s eight regions

Direct forward linkages

Table 6.4 shows that those regions with higher incomes have much lar-
ger direct forward linkage values than those with lower incomes. For
example, the relative weighted forward linkage values were 0.66, 0.71
and 0.67 for the North Municipalities, North Coast and East Coast
regions respectively, whereas the values were 0.62 for the Northeast, and
only 0.56 for both the Northwest and Southwest regions.

From the point of view of interregional forward linkages, the bot-
tom panel of Table 6.4 shows that the Central region has the largest
proportion of the interregional forward linkage in the total (intra- plus
interregional) backward linkage. The other regions of China are ranked
as follows: North Coast, Northwest, South Coast, North Municipalities,
East Coast, Southwest and Northeast. It should be mentioned that the
Central region, which is located advantageously in terms of transporta-
tion, usually depends to a considerable extent on outside regions.

Total forward linkages

Direct forward linkages measure the degree to which one region as a sup-
plier depends directly on itself and other regions, whereas total forward
linkages measure how the increase of primary inputs in one region affects
the output both within and outside this region.

Table 6.5 shows that the North Coast, East Coast, Central and North
Municipalities regions have larger total forward linkage values. For
example, a one unit increase of the primary input cost in the North
Coast region will induce a 3.24 unit increase of the output value in
the whole country. The Northwest, Southwest and Northeast regions,
where the economies are undeveloped, have smaller total forward link-
age values. For example, the value of total forward linkage is only 2.32
for the Northwest region. It should be mentioned that the South Coast is
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Table 6.4 Direct forward linkages for eight regions

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted direct forward linkages
FML + FMM 0.6212 0.6552 0.7063 0.6686 0.6345 0.6769 0.5599 0.5599
FMM 0.5670 0.5686 0.5604 0.5875 0.5485 0.5362 0.4542 0.4980
FML 0.0542 0.0866 0.1459 0.0811 0.0859 0.1407 0.1057 0.0620

Relative interregional direct forward linkage (%)
FML/(FML + FMM ) 8.73 13.21 20.66 12.14 13.55 20.79 18.88 11.06
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Table 6.5 Total forward linkages for eight regions

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted total forward linkages (17 sectors)
F̄ML + F̄MM 2.7109 2.9014 3.2366 2.978 2.7542 2.9769 2.4579 2.3236
F̄MM 2.3072 2.3379 2.3093 2.4747 2.2535 2.1774 1.8636 1.9902
F̄ML 0.4037 0.5635 0.9273 0.5034 0.5007 0.7994 0.5944 0.3335

Relative interregional total forward linkage (%)
F̄ML/(F̄ML + F̄MM ) 14.9 19.4 28.7 16.9 18.2 26.9 24.2 14.4
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the most developed region, but its total backward linkage value is below
the average level of the whole country. The major reason for this may
be the high ratio of exports in this region. In fact, the ratio of exports
to total output is 23.9 per cent for the South Coast, whereas the average
ratio for the whole of China is only 8.3 per cent.

Considering the proportion of interregional total forward linkage in
total (intra- plus interregional) forward linkage for one region, namely
relative interregional total forward linkage, the North Coast region is still
at the top of the order, indicating that among the increase of the output
of China induced by the increase of primary inputs cost in North Coast,
the percentage of the other regions’ output increase is 28.7 per cent. The
order of the rest of the regions is as follows: Central, Northwest, North
Municipalities, South Coast, East Coast, Northeast and Southwest.

Total forward linkages on final demand

Table 6.6 gives the values of the regional total forward linkages on final
demand (called the final demand multiplier). It shows that the increase
in primary input costs in the Central and the North Coast regions will
induce an increase of final demand value across the whole country. For
example, if the primary input cost increases by one dollar in the Central
region, there will be a 1.23 dollar increase in final demand value in the
whole country. By contrast, the increase in primary input costs in North
Municipalities and Northeast regions have less effect on the increase
of final demand value across the country. For example, the value of
the total forward linkage on final demand is only 0.91 for the North
Municipalities region.

The bottom panel of Table 6.6 shows that the North Coast has a relat-
ively high percentage of interregional forward linkages – 27.7 per cent.
The percentage contributions of interregional forward linkages range
from 18.0 per cent to 21.2 per cent for the North Municipalities, East
Coast, South Coast, Central and Northwest regions. The Northeast and
Southwest regions have by far the smallest percentage. For example, the
percentage for the Southwest region is only 11.6 per cent.

Table 6.7 gives the results of regional total forward linkages on exports
(called the export multiplier). It shows that the increase of primary input
cost in the South Coast and East Coast regions induce a greater increase
of the export values of the whole country than in the case for other
regions. By contrast, the undeveloped regions, such as Northwest and
Southwest, have very little effect on the export values of China.

On the other hand, the Central, Northwest and Southwest regions
have a far higher percentage contribution of interregional total forward
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Table 6.6 Total forward linkages on final demand

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted total forward linkages

M̄ML
f + M̄MM

f 0.9302 0.9093 1.1194 0.9328 0.9561 1.2359 0.9773 0.9955
M̄MM

f 0.8035 0.7199 0.8097 0.7533 0.7836 0.9741 0.7795 0.8799
M̄ML

f 0.1267 0.1894 0.3097 0.1795 0.1725 0.2618 0.1978 0.1155

Relative interregional total forward linkage (%)
M̄ML

f /(M̄ML
f + M̄MM

f ) 13.6 20.8 27.7 19.2 18 21.2 20.2 11.6
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Table 6.7 Total forward linkages on exports

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Weighted total forward linkages
M̄ML

e + M̄MM
e 0.1471 0.2981 0.1909 0.3078 0.5542 0.1305 0.0950 0.0781

M̄MM
e 0.1123 0.2462 0.1031 0.2527 0.5205 0.0423 0.0476 0.0358

M̄ML
e 0.0348 0.0520 0.0877 0.0551 0.0337 0.0883 0.0474 0.0424

Relative interregional total forward linkage (%)
M̄ML

e /(M̄ML
e + M̄MM

e ) 23.7 17.4 46 17.9 6.1 67.6 49.9 54.2
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linkages on exports, with values of 67.6, 49.9 and 54.2 per cent respect-
ively. But the East Coast and South Coast regions have little percentage
contribution of interregional linkages. The main reason may be that
these two regions focus on exporting domestic products.

6.4 Conclusion

In this chapter, by means of an input–output technique, we have meas-
ured the spatial linkages of the Chinese economy in 2000. From these
analyses, we can draw the following conclusions: For backward (direct,
total) and forward (direct, total) linkages, Figure 6.1 gives the two-way
tables that display the relative value of the proportion of interregional
linkages in total (inter- plus intraregional) linkages for each region. In
Figure 6.1, ‘low’ refers to a score less than the average score, and ‘high’
to a score more than the average score. Then, generally speaking, one
might characterize regions in the following way in terms of their ‘con-
nection’ with the rest of the Chinese economy, depending upon where
their pair of relative linkage values placed them in such a table:

I: Generally independent;
II: Dependent on interregional demand;

III: Generally dependent;
IV: Dependent on interregional supply.

Comparing the direct and total spatial linkages in Figure 6.1, we can see
that these measures provide virtually identical classifications, with the
exception of North Municipalities which is in quadrant I in the direct
linkage table and in quadrant II in the total linkage table. Figure 6.1 also
shows the following basic features of spatial linkages in China in 2000:
the Northeast and Southwest regions have the smallest connection to the
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Figure 6.1 China: regional direct and total relative linkages, 2000
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Figure 6.2 China: regional relative linkages on final demand and on primary
input, 2000

outside regions, whereas the Northwest region has the largest one. The
East Coast, South Coast and North Municipalities regions have larger
backward linkage values but smaller forward linkage values, meaning
that these three regions depend much more on other regions as pur-
chasers than they do as suppliers. By contrast, the North Coast and
Central regions have higher forward linkage values but lower backward
linkage values, meaning that these two regions depend much more on
other regions as suppliers than they do as purchasers.

In addition, we also arrange each region’s final demand multiplier (for-
ward linkage) and primary input multiplier (backward linkage) into a
two-way table (Figure 6.2). This shows that the Northeast and South-
west regions are less dependent on other regions in terms of both the
looking backward primary input multipliers and the looking forward
final demand multipliers, again reflecting the lower level of connection
to other regions. In contrast, the North Municipalities, East Coast and
Northwest regions have a greater dependence on other regions in terms
of both primary input multipliers and final demand multipliers. The
South Coast region depends to a considerable extent on the primary
input of other regions, whereas both the North Coast and Central regions
depend more on the final demand of other regions.

Finally, the Central, Northwest and Southwest regions have much
greater effects on the external exports value when the three region’s
primary input costs increase, whereas the East Coast and the South Coast
have a smaller effect.

From these results, we can draw the following conclusions:
First, along with the implementation of the Western Area Develop-

ment policy, the Northwest region has been developing the greatest
spatial linkages to other regions in China. Thus, expending consumption
and investment in the Northwest region, cannot only strengthen the
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development of the Northwest region, but will also enhance the devel-
opment of other regions’ economies.

Secondly, mainly because of the limitations of its transport infrastruc-
ture, the Southwest region is much more independent. The Northeast
region is in a similar position, yet, this is mainly because of the slow
rate of reform of its economic structure and the difficulty of overcoming
large and heavy state-owned enterprises. It can be said therefore that the
Southwest and Northeast regions are still in the process of developing
their economies. Therefore, while the Southwest region should enhance
its infrastructure construction, especially in the area of transport, in order
to improve its spatial linkage, the Northeast region should abandon its
outdated traditional economic structures, speed up the pace of economic
reforms and simultaneously develop economic ties with other regions.

Thirdly, the North Coast and Central regions depend more on other
regions in terms of forward linkages. Thus, the development of other
regions can benefit the economy of these two regions since they will be
suppliers of intermediate goods and primary products.

Finally, as the most developed regions in China, the North Municip-
alities, the East Coast and the South Coast regions are likely to become
the growth engine driving forward the national economy of China.
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Appendix

Table 6.A.1 Direct backward linkages for eight regions, 2000

Northeast
North

Municipalities
North
Coast East Coast

South
Coast Central Northwest Southwest

Weighted direct backward linkage (3 sectors)
BML + BLL 0.6480 0.6645 0.6417 0.7022 0.6664 0.6212 0.5828 0.5804
BLL 0.5670 0.5686 0.5604 0.5875 0.5485 0.5362 0.4542 0.4980
BML 0.0811 0.0958 0.0813 0.1148 0.1179 0.0851 0.1287 0.0824

Relative interregional direct backward linkage (3 sectors)
BML/(BML + BLL) 12.51 14.42 12.67 16.34 17.69 13.69 22.08 14.20
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Table 6.A.2 Total backward linkages for eight regions, 2000

Northeast
North

Municipalities
North
Coast East Coast

South
Coast Central Northwest Southwest

Weighted total backward linkages (3 sectors)
B̄ML + B̄LL 2.6504 2.4371 2.5754 2.6970 2.3043 2.5452 2.3625 2.3261
B̄LL 2.2253 1.9641 2.1851 2.1704 1.8128 2.1415 1.8067 1.9541
B̄ML 0.4251 0.4731 0.3902 0.5266 0.4915 0.4038 0.5558 0.3720

Relative interregional total backward linkage (3 sectors)
B̄ML/(B̄ML + B̄LL) 16.04 19.41 15.15 19.52 21.33 15.86 23.52 15.99



Wenqing Pan and Qiyun Liu 127

Notes

1. Strictly, the direct purchase coefficient matrix is a part of the input coefficient
matrix which also includes the direct primary input coefficient.

2. Strictly, the direct allocation coefficient matrix is a part of the output
coefficient matrix, which also includes the direct final-output coefficient.
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7
Agglomeration, Intraregional
and Interregional Linkages
in China
Nobuhiro Okamoto

7.1 Introduction

Today, one of the most important developments in economics is the
consideration of its spatial aspects and the revival of new economic
geography. This aspect of economics allows us to explain how regional
inequalities develop and how they change the siting of production
facilities.

Fujita, Krugman and Venables (1999, chapter 15) explained the spread
of development from a core industrialized economy to a peripheral
undeveloped economy in the following terms:

We imagine a world economy in which some one region has ini-
tially managed to get a self-reinforcing advantage in manufacturing,
an advantage that allows it to pay higher wages than other coun-
tries. Over time, however, the world’s demand for manufactures rises.
This increases the level of activity in the manufacturing region, rein-
forcing the agglomeration and also increasing wages. As this process
continues, the wage gap between regions may become too large to be
sustainable. It is then profitable for individual firms to set up manu-
facturing in a second region, which begins to develop self-reinforcing
advantages of its own and thus has a surge in wages. Then at a later
date, third region goes through the same process, and so on. (Fujita,
Krugman and Venables 1999, pp. 263–4)

They recognize that the movement of a manufacturing sector depends
upon the factor of wages and linkages among sectors. The wages are
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given, the linkages among sectors will be important for the movement
of industry from the agglomerated region to other regions. Those sec-
tors with few linkages will move rapidly from the region because it
is not necessary for them to supply intermediate goods to sectors in
this region. In Fujita, Krugman and Venables (1999, p. 274), upstream
industry (those with large forward linkages and few backward linkages)
move quickly and downstream industry (those with few forward linkages
and many backward linkages) move more slowly. Or the sector with few
backward and forward linkage move first and, then, the sector with large
forward and backward linkage move later.

In this chapter, we will apply this idea to the regional development
of China. We measure the linkages in industrial regions such as the East
Coast and South Coast in China, and consider the relation between link-
age and agglomeration. Linkage is a very important feature of form of
agglomeration. We make a particular effort to identify the intraregional
and interregional linkage of the sector in the agglomerated region and
consider the possibility of change of the agglomeration sites.

The rest of this chapter is organized as follows. In section 7.2, we con-
sider the concept of agglomeration and linkage, and the relationship
between them. Section 7.3 presents the changes of production base or
agglomeration of industry in China over space and time, and section 7.4
will show the model and the empirical results. Finally we have a summary
and conclusion.

7.2 Agglomeration and linkage

In this chapter, we will make frequent use of the terms ‘agglomera-
tion’ and ‘linkage’. ‘Agglomeration’ is defined as a cumulative process
of the geographical concentration of industry. This leads us to con-
sider the following question: why should industrial activity or economic
activity be concentrated in a specific location? According to Marshall
(1920), externalities are crucial in the formation of economic agglom-
erations. He identifies three sources of externalities: thick markets for
specialized skills of labour; forward and backward linkages of intermedi-
ate inputs associated with large local markets; and knowledge spillover.
Although the mechanism for the formation of economic agglomeration
is a kind of black box, spatial economists have tried to identify its mech-
anism based on the increasing returns, transportation costs and market
demand (Krugman 1991; Fujita, Krugman and Venables 1999; Fujita and
Thisse 2002).
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Once economic agglomeration has occurred, economies of scale occur
and this calls for further agglomeration. This agglomeration yields
advantage in a particular location, and this advantage in turn explain
its forms of agglomeration – this idea is a vital concept in understanding
the spatial unevenness of industry and regional development.

The idea that agglomeration is a self-organizing process, as men-
tioned above, is very similar to the concept of ‘circular and cumulative
causation’ advanced by Myrdal (1957).

‘Linkage’ is the same concept as used by Hirschman (1958). That
is, backward linkage means that ‘every nonprimary economic activity,
will induce attempts to supply through domestic production the inputs
needed in that activity’ (Hirschman 1958, p. 100) or the increase of
demand for intermediate goods when the industry produces the final
goods. Forward linkage means that ‘every activity . . . will induce attempts
to utilize its outputs as inputs in some new activities’ (Hirschman 1958,
p. 100) or the increase of supply of intermediate goods when the industry
produces new or additional goods. For example, the establishment of an
automobile industry in one region induces a demand for iron for the car
bodies and engines and many kind of glass as inputs through backward
linkage, and it induces the supply of car bodies from the iron industry,
engines from the machinery industry and glass for car use from the glass
industry as outputs through forward linkage. Thus Hirschman (1958, pp.
116–17) remarked:

Forward linkage could never occur in pure form. It must always be
accompanied by backward linkage, which is the result of the ‘pressure
of demand’. In other words, the existence or anticipation of demand
is a condition for forward linkage effects to manifest themselves.

While forward linkage cannot therefore be regarded as an independ-
ent inducement mechanism, it acts as an important and powerful
reinforcement to backward linkage.

However, linkage analysis should be considered in terms of both
backward and forward linkages since forward linkage is the reverse
of backward linkage, though Hirschman regards backward linkage as
more important.

In investigating the mechanism of agglomeration, we usually consider
a world where increasing returns and transport costs works, but forward
and backward linkages are both important because they can create a cir-
cular lock-in effect of agglomeration, ‘That is, other things being the
same, producers want to locate close to their suppliers and to their cus-
tomers which means that they want to locate close to each other’ (Fujita,
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Krugman and Venables 1999, p. 345). Thus, linkage itself can be regarded
as a force of concentration of industry.

A region where large manufacturing sectors are concentrated can
provide a greater variety of intermediate goods, implying lower costs
of purchasing the intermediate goods for the production of final goods.
This is forward linkage. Conversely, a large final goods sector in manu-
facturing provides a large local market for intermediate goods, which is
backward linkage. The result of these linkages can lead to a process of
agglomeration that concentrates manufacturing or particular industries
in the region:

Producers want to choose locations that have good access to large
markets and to supplies of goods that they or their workers require.
However, a place that for whatever reasons already has a concentra-
tion of producers tends to offer a large market and a good supply of
inputs and consumer goods. These two advantages correspond pre-
cisely to the backward linkages and forward linkages of development
theory. Because of these linkages, a spatial concentration of produc-
tion, once established, may tend to persist, and a small difference in
the initial economic size of two otherwise equivalent locations may
grow over time. (Fujita, Krugman and Venables 1999, p. 5)

From this argument, we can draw the hypothesis that the place where
industries are concentrated leads to the formation of complicated and
strong linkages among other industries located in the core region. The
linkage structure or the degree of linkage will form the agglomeration in
the core region.

7.3 Spatial economy in China

As mentioned in the introduction to this chapter, regional development
can be regarded as the movement of the place of industrial agglomera-
tion. Once one region begins the development by historical accident or
the advantage of initial conditions (resource endowment, climate, access
to international markets, and so on), the agglomeration of industry
occurs by its externality and leads to the self-reinforcing concentration
of industry in that region.1 However, more concentration eventually
brings diseconomies of agglomeration (an increase in wages, pollution
in the city, and so on) in that region. Then some industry moves to
the place where labour costs and land is cheaper. But what kinds of sec-
tor or industry move first? Fujita, Krugman and Venables (1999) suggest
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that industry with high levels of labour and few linkages to other sectors
move first. If an industry located in the core developed region has strong
linkages to other industries in that region, it seems that it will be less
likely to move from that place.

Regional development

In recent years, there have been a number of studies of regional develop-
ment in China and on the economic disparities between Chinese regions.
Among the earliest contributions in this field are Tsui (1991) and Lyons
(1991), which measures the disparity in the regional economy, and Tsui
(1993) and Lee (2000) decomposed the regional disparity into inter-
provincial, intra-provincial and urban–rural disparities. Ying (1999) and
Akita, Yue and Kawamura (1999) used the Theil index to examine the
contents of regional disparities. From the viewpoint of new economic
growth theory, Jian, Sachs and Warner (1996), Raiser (1998) and Yao and
Zhang (2001) attempt to identify the mechanism of convergence and
divergence of regional disparities. However, to date the literature in this
field is inconclusive.

Figure 7.1 shows the changes of regional disparity and industrial
disparity during two decades in China by utilizing the coefficient of vari-
ation (CV) for per capita GDP of the provinces and the Gini coefficient
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Figure 7.1 Regional and industrial disparity

Notes: Coastal includes the North Municipalities North Coast, East Coast and South Coast
regions. Central includes the Northeast and Central regions. The other region is the Western
region.

Sources: National Bureau of Statistics (1999), Comprehensive Statistical Data and Materials on
50 years of New China; China Statistical Press, China Statistical Yearbook, various years. The
figure for the Gini coefficient of industrial disparity is from Kimura (2003, Table 9.1).
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(GC) for gross industrial output value. Industrial disparity here presents
inequality of industrial development among regions.2

First, the disparities between provinces reduced in the 1980s and rose
gradually in the 1990s. The coastal region shows almost the same trend
as the whole of China, while the central and western regions remain
stable. Yet the disparity within the coastal region is not as wide as that
for the whole of China in the 1990s and this implies a widening disparity
between the coastal and interior regions. On the other hand, industrial
disparity has been increasing during the period under examination.

Table 7.1 presents the growth of real GDP of Chinese provinces during
the period 1978–98. The South Coast region, Guangdong and Fujian
achieved rapid growth during this period with the spread of the market
economy in China while Liaoning, Beijing and Shanghai, which were

Table 7.1 Ratio of provincial to national per capita GDP

1978 1998 Change in ratio Rank

Fujian 0.72 1.62 0.90 1
Zhejiang 0.87 1.76 0.89 2
Guangdong 0.97 1.74 0.77 3
Shandong 0.83 1.27 0.44 4
Jiangsu 1.13 1.57 0.44 5
Hebei 0.96 1.02 0.06 11
Guangxi 0.59 0.64 0.05 12
Liaoning 1.79 1.46 −0.33 23
Beijing 3.40 2.89 −0.51 26
Tianjin 3.06 2.32 −0.74 27
Shanghai 6.59 4.42 −2.17 28
Henan 0.61 0.74 0.13 7
Hubei 0.88 0.99 0.11 8
Anhui 0.64 0.72 0.08 10
Hunan 0.75 0.77 0.02 14
Jiangxi 0.73 0.70 −0.03 15
Inner Mongolia 0.84 0.79 −0.05 16
Jilin 1.01 0.93 −0.08 17
Shaanxi 0.77 0.60 −0.17 19
Shanxi 0.96 0.79 −0.17 20
Heilongjiang 1.49 1.18 −0.31 21
Xinjiang 0.83 0.97 0.14 6
Yunnan 0.60 0.68 0.08 9
Sichuan 0.67 0.69 0.02 13
Guizhou 0.46 0.37 −0.09 18
Ningxia 0.98 0.67 −0.31 22
Gansu 0.92 0.54 −0.38 24
Qinghai 1.13 0.68 −0.45 25

Source: Golley (2002, Table 1).
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regarded as developed regions under the planned economy regime which
prevailed before 1978, have fallen back in comparison. Naughton (2002)
also revealed it from rank order of provincial GDP per capita.

Following economic reforms and the open door policy, the South Coast
region and the East Coast region has been developing as a result of the
introduction of foreign direct investment (FDI) and the market mechan-
ism into the region. Once this industrial agglomeration starts, it leads to
a narrowing of the gap between this region and the north region, like
Northeast (i.e. Liaoning, Jilin and Heilongjiang heavy industrial areas).
This leads to a reduction of the regional disparity between the coastal
region and the rest of China. During the 1990s, the rapid growth of the
South Coast and East Coast regions continued. Thus, regional disparity
in the 1990s is widening while the rest of China has been left behind
as a result of the biased development strategy. Once again, before the
introduction of economic reforms and the open door policy, the central
government was well aware of the historical tendency towards regional
disparity in China. When the Communist Party assumed control of the
whole of China in the year 1949, production capacity was highly con-
centrated in the coastal region. The central government made efforts
to relocate industry to the interior during its First Five-Year Plan and
the construction of the Third Front. The policy at the time focused
on the development of heavy and defence-related state-owned indus-
tries. In 1978, the Northeast and interior regions were characterized by
low levels of light industry and were dominated by heavy-state-owned
industry. The economic reforms and open door policy, adopted from
1978, led to the development of the South Coast region. The lack of
heavy and state-owned industries in this area resulted in the emergence
of light, textile and processing industries, which were much more in line
with both regional and national comparative advantage. Furthermore,
the advantage of location (near both Hong Kong and Macau), could
introduce FDI in light industry,3 being associated with the increase of
labour costs in Hong Kong. The light and processing industry concen-
trated in that region and also in Guangdong and Fujian have experienced
rapid growth. At the end of the 1980s the government policy bias was
formalized in a ‘Coastal Development Strategy’. Preferential policies were
extended from SEZs to other Open Coastal Cities and Economic and
Technological Development Zones. As a result, industrial disparity has
increased sharply from 1988 and industrial agglomeration in the coastal
region could be observed from the end of the 1980s. The East Coast
region, like Jiangsu, Shanghai and Zhejiang, also benefited from these
preferential policies. Township and village enterprises became a leading
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sector of development in that region, Shanghai opened Pudong New Area
in 1990 and a variety of FDI flowed into this area. With the rapid reform
of state-owned enterprises, a variety of businesses have led the develop-
ment of this region, and major industries started concentrating in East
Coast region in the 1990s. This inequality of industrial agglomeration
among regions leads to uneven regional development across China.

Industrial agglomeration in China

Many studies about regional development in China have focused on the
spatial concentration of industries. After the introduction of economic
reforms and the open door policy, a lot of FDI has come into the coastal
region because of its easy access to international markets.

Kato (2003, pp. 81–4) calculated the locational Gini coefficients,
developed by Krugman (1991), by using employment data from 29 man-
ufacturing sectors in 1988, 1991, 1997 and 2000. He found that the
sectors which have been concentrating for this period are: food man-
ufacturing; textiles; clothing; leather and furs; cultural, education and
sports articles; paper manufacturing; metal products; machinery; electric
equipment and machinery; electronic and telecommunications equip-
ment; and instruments, meters and other measuring equipment. Golley
(2002, Table 2) also shows locational Gini coefficients for manufacturing
sectors4 in 1985, 89, 94 and 1997. From this result, we can see that the
sectors which experienced increasing degrees of localization are: food,
beverages and tobacco; clothing; leather and furs; paper manufactur-
ing; plastic manufactures; medical and pharmaceutical; metal products;
machinery; electric equipment; and electronic and telecommunication
equipment. Kimura (2003) presents the Gini coefficient as an industrial
disparity index for machinery sectors in 1994 and 2000, then suggests
that all of machinery sectors, like metal products; ordinary machinery;
special equipment; transport equipment, electric machinery; electronic
and telecommunication equipment; and metres and other measuring
equipment, is concentrating geographically.

Since both the selected industry and the reference year was differ-
ent, the results obtained are not directly comparable. However, we can
conclude that machinery sectors, especially electric machinery, and elec-
tric and telecommunication equipment are now highly agglomerated in
China and that industrial agglomeration is occurring at many sectors and
at the provincial level. It remains to be seen where that agglomeration is
taking place.

Table 7.2 shows the production share of high-ranking provinces by
sector for the year 2000. If we assume that the sector in which top four
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First (%) Second (%) Third (%) Fourth (%)

Coal mining 54.0 Shaanxi (20.3) Shandong (15.4) Henan (12.9) Hebei (5.4)

Crude petroleum and natural gas 57.3 Heilongjiang (20.9) Tianjin (16.2) Shandong (11.5) Liaoning (8.7)

Metal mining 62.8 Hebei (34.2) Hubei (12.1) Liaoning (8.3) Shandong (8.2)

Food processing 43.9 Guangdong (15.0) Shandong (13.0) Hebei (8.3) Henan (7.6)

Beverage 41.3 Guangdong (11.5) Zhejiang (11.1) Shandong (9.9) Jiangsu (8.8)

Tobacco 40.2 Yunnan (17.0) Guizhou (8.5) Henan (7.7) Hubei (7.0)

Textile 67.8 Jiangsu (23.3) Zhejiang (22.9) Shandong (11.9) Guangdong (9.7)

Paper products 56.7 Guangdong (16.8) Shandong (14.8) Jiangsu (12.6) Zhejiang (12.5)

Petroleum processing 44.7 Liaoning (12.6) Jiangsu (11.9) Guangdong (11.1) Shanghai (9.1)

Chemical 47.1 Jiangsu (17.1) Guandong (11.7) Shandong (9.4) Zhejiang (8.9)

Medicine and pharmacy 38.8 Zhejiang (11.7) Guangdong (9.8) Shanghai (9.0) Hebei (8.3)

Chemical fibre 66.1 Zhejiang (26.8) Jiangsu (21.4) Shandong (11.2) Fujian (6.7)

Non-metallic ore processing 46.4 Guangdong (14.8) Shandong (13.1) Jiangsu (11.2) Henan (7.3)

Metal ore processing 44.3 Shanghai (12.5) Jiangsu (12.2) Hebei (10.5) Liaoning (9.1)

Metal products 61.1 Guangdong (24.7) Jiangsu (15.3) Zhejiang (12.2) Shanghai (8.9)

Machinery 56.6 Jiangsu (19.1) Shandong (14.4) Zhejiang (13.5) Shanghai (9.6)

Transport machinery 42.3 Shanghai (14.6) Jilin (10.9) Guangdong (8.5) Hubei (8.3)

Electric machinery 64.2 Guangdong (27.4) Jiangsu (12.4) Zhejiang (12.2) Shandong (12.2)

Electric and telecommunication equipment 65.5 Guangdong (34.5) Shanhai (12.9) Beijing (10.0) Jiangsu (8.1)

Meters and other measuring equipment 70.6 Guangdong (39.5) Jiangsu (12.1) Shanghai (9.5) Zhejiang (9.5)

Electricity, steam and hot water 35.9 Jiangsu (11.4) Shandong (8.4) Guangdong (8.3) Hubei (7.8)

Share of top 4
provinces

Note: Provinces highlighted indicate the Coastal region.

Source: 2001 China Industry Economy Statistical Yearbook.
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provinces’ production share exceeds 60 per cent is regarded as an instance
of agglomeration, then we can observe that metal mining, textiles,
chemical fibres, metal products, electric machinery, electronic and tele-
communication equipment and meters and other measuring equipment
are all agglomerated sectors.

If we analyse the results by sector, we can see that the mining sec-
tor of coal, crude petroleum and metal is agglomerated in the northern
parts of China, especially Shaanxi (coal mining), Heilongjiang (crude
petroleum) and Hebei (metal mining). The food, beverages and tobacco
sector exhibits less agglomeration while textile and paper products are
likely to be agglomerated. Guangdong, Jiangsu and Zhejiang have con-
centrations of light industry, while the tobacco industry is concentrated
to some extent in Yunnan and Guizhou. In Jiangsu, Shanghai, Zhejiang
and Guangdong agglomeration is occurring in the chemical fibre sector.
The metal and non-metal processing sector is dispersed over the nation;
however, the machinery sector, and in particular electric equipment and
electronic and telecommunication equipment, is highly agglomerated
while such patterns are not so evident in respect of machinery and trans-
port equipment. In China, light and heavy industry, for example, food,
beverage, chemical, metallurgy, machinery sector, etc., was decentral-
ized over the nation during the era of the planned economy. Under
Mao’s Third Front Development, regions were encouraged to be self-
reliant, and each region established all kinds of industries. However,
textile and electric industry has been developing as an export industry,
so these industries have been concentrated in the coastal region. It has to
be mentioned that electric machinery and related equipment industry is
highly agglomerated in Guangdong, and that Jiangsu and Zhejiang also
have high production shares in most sectors. In summary, the South
Coast and East Coast regions remain locations where a high degree of
industrial agglomeration is taking place.

7.4 Analysis of the regional agglomeration
and linkage structure

Methodology

As we mentioned, in this chapter agglomeration is viewed as the geo-
graphic concentration of economic activity. In the place where economic
activity is concentrated, industries, or units of economic activity, pur-
chase intermediate goods in this area and also sell intermediate goods
to other industries in the same area, and then these industries reap the
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economic benefits of location. This advantage leads to the formation
of linkages between the industries. Linkage is viewed as the relation
between the industries, since the industries are closely tied together such
that changes in activities of one industry affect other industries’ activ-
ities. In this regard, it is likely that linkages between the sectors will be
strong in those sites where industry is agglomerated.

In order to clarify the linkage structure in the region where industrial
agglomeration has occurred, the Multi-regional Input–Output Model
for China (CMRIO) (Institute of Developing Economies 2003) will be
utilized. As mentioned before, CMRIO divides the country into eight
regions: North East, North Municipalities, North Coast, East Coast,
South Coast, Central, Northwest and Southwest. If we use most detail
sector classification for this analysis, there are 30 sectors and eight
regions in our model. Since there are 240 sectors (30 sectors times eight
regions), we will focus on machinery industries in our analysis because:
(1) machinery industries has been concentrated in the East Coast and the
South Coast regions; (2) machinery industries seems to be main bene-
ficiaries of advantage of agglomeration; (3) machinery industries would
play an important role in the development of manufacturing sector.

Before we proceed to the methodology for studying linkages in the
agglomerated region, we will investigate some of the literature on link-
age analysis. There are several ways in which linkages may actually be
measured. The traditional method is the column sum of input coeffi-
cients for backward linkage and the row sum of output coefficients for
forward linkage (Chenery and Watanabe 1958), and the column sum
of the Leontief inverse for backward linkage and the row sum for for-
ward linkages (Rasmussen 1956). However, the measurement of forward
linkages has been widely discussed, and in particular the row sum of
the Leontief inverse, used as a forward linkage measure, has been con-
tinuously criticized. Jones (1976) and Beyers (1976) suggested that the
row sum of the Ghosh inverse (Ghosh 1958) might be used as the for-
ward linkage. Following recent discussion on the interpretation of the
Ghosh model (Oosterhaven 1988; Dietzenbacher 1997), it is currently
felt by some that the row sum of the Ghosh inverse might be regarded as
an appropriate forward linkage measure (see, for example, Miller 1998;
Dietzenbacher 2002).

However, the linkage measure, discussed above, can be used to answer
the interesting question of how much an industry was linked to ALL
other sectors in the national economy or regional economy and in
other regions in the context of an interregional input–output model.
However, it does not answer the question of which industries are most
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closely tied together. Simpson and Tsukui (1965) suggest employing a
triangularization of the input–output matrix, which shows the hierarch-
ical structure of industry. Ozaki (1980) proposed a Unit structure, in
which the relation of intermediate transactions between sectors might
be presented in terms of the increase of one unit of production of final
goods. Defourny and Torbecke (1984) suggest a structural path analysis,
clarifying the influence path between the sectors. Finally, a qualit-
ative input–output analysis, which identifies the strong ties between
sectors, was proposed by Holub, Schnabl and Tappeiner (1985) and
Schnabl (2001).

It is very important to investigate both the degree and the structure
of industrial linkage at the same time. Even though industry has a small
linkage index, if it has a complex structure, then it is not straightforward
to relocate the industry. Similarly, it appears that industry can easily
relocate when its linkage is big, but the linkage structure is comparatively
simple. Therefore we have to consider both the degree and the structure
of industrial linkage in the region.

If we consider the agglomeration, size of production and transaction,
then the focus should be on the absolute size of the transaction. It
seems to be larger than that in non-industrial agglomeration area. Firstly,
the linkage will be defined directly on the regional and interregional
intermediate transaction matrices.

Here, let the intermediate transaction matrix of CMRIO Z, intrare-
gional and interregional transaction sub-matrices be composed as
follows:

Z =

⎡
⎢⎢⎢⎢⎣

Z11 Z12 · · · Z18

Z21 Z22 · · · Z28

...
...

. . .
...

Z81 Z82 · · · Z88

⎤
⎥⎥⎥⎥⎦

ZRS : Transaction matrix of region R to region S (R,S = 1, 2, . . . ., 8)

The intermediate transaction shows the volume of transactions between
sectors and regions. It is natural that this volume will be larger in the
area where the industries are concentrated. But not all of the transactions
might be important in terms of the absolute volume. Thus, relative large
transactions and linkages should be determined based on the volume
of transaction. The selection of large transactions and linkages will be
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as follows:

zrs
ij > α

where zrs
ij is the intermediate sales from sector i in region r to sector j in

region s.

This methodology is very similar to the cluster analysis conducted by
Oosterhaven, Eding and Stelder (2001). However, the linkage struc-
ture selected in the above methodology shows us the absolute volume
of intermediate transaction and sales direction. It is not the linkage
structure from the viewpoint of the technological relationship between
sectors. The technological relationship is shown in the input–output
coefficient matrix, indicating the amount of inputs per unit of produc-
tion and the amount of outputs per unit of production. Usually the
input–output coefficient gives the additional amount of input or out-
puts from a sector that is required for one additional unit of gross output
in another sector – this is also termed direct backward or forward linkage.
However, these measures do not contain the indirect effects of link-
age. If one unit of production increases, the increase of intermediate
inputs requires additional inputs to meet this additional increase of pro-
duction; this process will continue until the amount of final demand
increase is satisfied. These effects are included in inverse matrix,5 thus,
we use the Leontief inverse matrix for backward linkage and the Ghosh
inverse matrix for forward linkage. In addition, we have one further
advantage, since the linkage measure can also be extended to spatial
context since we use the interregional input–output model.6

The direct and indirect linkage structure is also determined using
the same method as the absolute volume of intermediate transaction.
Therefore:

brs
ij > β for backward linkage

grs
ij > θ for forward linkage

Here, brs
ij = {B − I} and grs

ij = {G − I}. B denotes the Leontief inverse, G
the Ghosh inverse and I the unit matrix. Inverse matrix is regarded as a
multiplier, to be measured for its response to an economic stimulus in the
case of an increase of one unit towards final demand. One unit increase of
final demand induces the one unit production on this sector. Associated
with this increase in output is an own sector increase in output. This
initial effect of stimulating the economy is shown in the unit matrix of
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Table 7.3 Selection of important transactions

Number of cells

Absolutely larger than average 4,715
Absolutely 10× larger than average 1,042
Absolutely 100× larger than average 84
Absolutely 200× larger than average 32

Total number = 57,600.

inverse calculation. Thus, in order to get rid of this initial effect from this
stimulus process, the unit matrix is deducted from the inverse matrix,
which presents the direct and indirect linkages between the sectors.7

In our view, the first linkage presents the absolute volume of trans-
actions between sectors and the second linkage is more important as it
directly considers at the strength, direction (forward and backward) and
direct and indirect effects of the linkages, not taking into account the
size of the sectors.

The choice of filter value α, β and θ is arbitrary. To determine which
linkages are significant enough to be considered, the filter value should
be selected carefully. The filter value will be set as low as possible, sub-
ject to the requirement that the information may still be summarized.
In this study, a 240-sector matrix will be used as units in observation.
Table 7.3 shows the changes in the number of selected transactions. The
choice of filter value is based on the average transaction amount – that is,
α = i′(B − I)i/n2, where n is the number of sectors, and i is a unit vector
of the appropriate size (i.e. a summation vector of 1, 1, 1, . . . 1). Out of
a total of 57,600 (240 × 240), about 53,000 cells are smaller than the
average cell and only about 4,700 cells are larger than the average cell.
Furthermore, only about 1,000 cells are 10 times larger than average.
Hence, there are many small cells and relatively few large cells that are
really important. In this essay, we consider the filter value to be 10 times
average.

Empirical results

Basic features of the regions studied

Some basic statistics on the regions studied are shown in Table 7.4. The
share in national total for each items are also shown in the table. Since
the Central region includes many provinces, the amount and share of
population, GDP and employment seems bigger; however, the per cap-
ita GDP is not high and it is said that the central region is not so well
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Table 7.4 Basic statistics about the regions studied, 2001

Northeast (%)
North

Municipalities (%)
North

Coast (%)
East

Coast (%)
South

Coast (%) Central (%) Northwest (%)
South

West (%) China

Area (1000 km2) 789 (8) 29 (0) 345 (4) 211 (2) 333 (3) 1,028 (11) 4,267 (44) 2,603 (27) 9,605
Population (million) 1,070 (8) 239 (2) 1,574 (12) 1,358 (11) 1,202 (9) 3,591 (28) 1,157 (9) 2,487 (20) 12,678
Employment (million) 452 (7) 104 (2) 805 (13) 703 (11) 598 (9) 1,814 (29) 519 (8) 1,310 (21) 6,305
Per capita
GDP

(yuan) 1,002 1,963 954 1,562 1,285 600 566 470 843

GDP (billion yuan) 1,072 (10) 469 (4) 1,502 (14) 2,121 (20) 1,545 (14) 2,153 (20) 655 (6) 1,170 (11) 10,686
Primary (billion yuan) 136 (9) 17 (1) 227 (15) 186 (12) 186 (12) 418 (27) 123 (8) 260 (17) 1,554
Secondary (billion yuan) 532 (11) 194 (4) 742 (15) 1,072 (22) 736 (15) 967 (20) 225 (5) 461 (9) 4,929
Tertiary (billion yuan) 394 (10) 258 (6) 532 (13) 863 (21) 623 (15) 768 (19) 249 (6) 449 (11) 4,137

Fixed capital (billion yuan) 309 (9) 222 (6) 470 (13) 766 (21) 487 (13) 639 (18) 283 (8) 433 (12) 3,609
investment

Export (billion US$) 14.5 (5) 16.8 (6) 21.9 (8) 80.5 (30) 111.3 (42) 11.2 (4) 4.0 (2) 5.9 (2) 266
Import (billion US$) 14.2 (6) 29.1 (12) 16.2 (7) 71.6 (29) 94.8 (39) 8.0 (3) 5.0 (2) 4.8 (2) 244
Foreign direct
investment

(billion US$) 3.2 (7) 3.9 (8) 4.2 (9) 13.4 (29) 16.3 (35) 3.4 (7) 0.6 (1) 1.3 (3) 46

Source: 2002 China Statistical Yearbook.



Nobuhiro Okamoto 143

developed, even though both statistics show big figures. In contrast, the
North Municipalities region shows the highest per capita GDP in China
because this is an urban economy with a fairly small population and GDP.
The East Coast and South Coast regions are the growth centres, record-
ing the two highest GDPs per capita, foreign trade and foreign direct
investment. On the other hand, the western part of China is a regional
economic problem area, because regardless of the vast area of the North-
west region and the large population in the Southwest region, economic
development is relatively slow. From these basic statistics, we can see
that the coastal region is the developed area with the agglomeration of
economic activity, and that the interior region is the underdeveloped
part of China.

Linkage structure of absolute transaction

As we have seen, the South Coast and the East Coast are reinforcing the
agglomeration of industry and have developed very rapidly in recent
years. Guangdong, Jiangsu and Zhejiang have the most diverse indus-
trial sectors. This unevenness of industrial agglomeration determined
the economic development of the region in China. Because of this, the
South Coast and East Coast will be the subjects of this linkage analysis
in order to identify the contents of the agglomeration in this region.

The number of selected transaction cells of our CMRIO is shown in
Table 7.5. This illustrates the concentration of important transactions
among both sectors and regions. The highest numbers of intraregional
transactions is recorded for the East Coast, the second most for the Cent-
ral region and the third for the South Coast. Since the Central region
includes many relatively large provinces, the most important transac-
tions among sectors within regions take place in both the East Coast and
the South Coast. With regard to interregional transactions, Central sup-
plies intermediate goods mainly to the North Coast, East Coast and South
Coast, while the East Coast demands intermediate goods primarily from
the North Coast, the South Coast and the Central regions. As a result,
interregional transactions seems to be occurring mainly between the East
Coast and Central regions and between the East Coast and South Coast
regions. The East Coast is the growth point where industrial and interre-
gional transaction is concentrated, and the South Coast is also the area
with the highest levels of intermediate transactions within the region.

Figure 7.2, which shows the results of our linkage analysis, shows
the absolute size as well as the direction of the intermediate sales for
machinery sectors in East Coast and South Coast.
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Table 7.5 Number of selected transactions between regions

Northeast
North

Municipalities
North
Coast

East
Coast

South
Coast Central Northwest Southwest

Total
Supply

Supply
to ROC

Northeast 110 0 1 1 0 0 0 0 112 2
North Municipalities 0 51 0 0 0 0 0 0 51 0
North Coast 1 1 138 14 1 4 1 0 160 22
Central Coast 1 0 1 185 13 6 0 1 207 22
South Coast 0 0 0 9 148 0 0 1 158 10
Central 0 0 4 18 11 174 0 0 207 33
Northwest 0 0 1 1 0 3 49 0 54 5
Southwest 0 0 0 1 1 0 0 91 93 2

Total demand 112 52 145 229 174 187 50 93
Demand from ROC 2 1 7 44 26 13 1 2

Note: ROC is the rest of China.
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East Coast

South Coast
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18 17

15 16
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16

1718

19
Central 16

Figure 7.2 Linkages structure of machinery sectors (absolute transactions) in the
East Coast and the South Coast regions

Notes
Small size circle displays the amount of transactions with the size between 10 times average

and 50 times average.
Medium-sized circle for the amount being between 50 times and 100 times average.
Large-sized circle for the amount being larger than 100 times average.

In the East Coast region, metal products (15) sell intermediate goods
to all other machinery sectors, while machinery sector (16), electric
equipment (18) and electronic and telecommunication equipment (19)
also sell goods to the metal products sector (15). The machinery sector
(16) supplies intermediate goods to the transportation equipment sector
(17), and the electronic and telecommunication equipment sector (19)
provides electronic parts to the electrical equipment sector (18). With
regard to the interregional transactions, machinery sector (16) sells to
the same sector in the Central region, and the electronic and telecom-
munication sector (19) in the East Coast region has a relatively large
transaction with the same sector (19) in the South Coast region.
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The linkage structure in the South Coast is noticeably different from
that observed in the East Coast. The largest transaction in this region
is electronic and telecommunication equipment (19) itself and this
forms the dominant linkage structure in this region: that is, metal
products (15) and machinery sector (16) go to electric equipment (18),
then the intermediate transaction occurred between electric equip-
ment (18) and electronic and telecommunication equipment (19). With
regard to interregional transactions, electronic and telecommunication
equipment (19) provides the intermediate goods to the same sector in
both the East Coast and South Coast regions.

Forward and backward linkage structure

The structure of the direct and indirect linkage both forward and back-
ward is also removed from the inverse matrix according to the filter value,
which is 10 times the average. Figure 7.3 shows the forward and backward
linkage structure in both the East Coast and the South Coast regions.

The structure of backward linkages is noticeably different to the for-
ward linkage structure. In the East Coast region, machinery sector (16)

Backward linkage structure
East Coast South Coast

Forward linkage structure
East Coast

South Coast

19

18 15 1518

17 16
17

15 15
16

1818

19

17 17

19

16

19

16

Figure 7.3 Backward and forward linkages structure in the East Coast and South
Coast regions

Notes: Size of circle represents the value of the intra-sectoral linkage, the smallest with smaller
than 20 times average, the second smallest is between 20 and 30 times average, the second
largest between 30 and 40 times average and the largest with larger than 50 times average.
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is linked to both metal products (15) and electric equipment (18), trans-
port equipment (17) stimulates the production of the metal products
(15) and machinery sectors (16), and electric equipment (18) goes to the
metal products (15) and machinery (16) sectors. Electronic and telecom-
munication equipment (19) has a strong self-linkage and interregional
linkage with the same sector (19) in the South Coast. In the structure
of the South Coast, machinery sector (16) and electric equipment (18)
promote the production increase of electronic and telecommunication
equipment (19), and then this sector is linked with the same sector in East
Coast through interregional transactions. However, the forward linkage
structure in both the East Coast and South Coast regions is relatively
similar, except that the linkage direction between machinery sector (16)
and electric equipment (18), electric equipment (18) in South Coast is
a downstream sector compared to that sector in the East Coast region.
And the electronic and telecommunication equipment sector (19) has
only one-way linkage in terms of forward direction. It seems to us that
the machinery sector (16) exists for the sake of providing intermediate
goods to the electric equipment sector (19) in the South Coast region.
And the electronic and telecommunication equipment sector (19) in the
East Coast region seems to be the upstream position so that it supplies
the intermediate goods to this sector in the South Coast region.

Intraregional and interregional linkages

The linkage measure used is based on the Leontief inverse and the Ghosh
inverse. These are calculated from the interregional model, so we had
to break down intraregional and interregional linkage so that we could
distinguish the strength of linkage within the region from the strength
of linkage with the outside region.

Therefore, we define it as follows:

Intraregional linkage:∑
i

brr
ij − 1 for backward and

∑
j

grr
ij − 1 for forward

Interregional linkage:

∑
r

∑
i

brs
ij −

(∑
i

brr
ij − 1

)
for backward and

∑
s

∑
j

grs
ij −

⎛
⎝∑

j

grr
ij − 1

⎞
⎠ for forward
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A way of presenting results on both forward and backward linkages is
to normalize by dividing by the average of a particular measure over all
sectors, for example, if this index of backward linkage, divided by the
average of all sectors, is larger than one, this sector is considered to be
more dependent than the average regional sector on inputs from sectors
within the region. Similarly, if it is smaller than one, then this sector is
considered to be less dependent on the regional inputs. Forward linkage
measure could be similarly normalized. The normalized measure of both
forward and backward linkages is presented in Figure 7.4. Those sectors
that appear in the upper right of the figure can then be regarded as rel-
atively most important in the regional economy since they are above
average on both forward and backward linkage measures. But we have to
be careful that the measure in intraregional linkage means the depend-
ency on the regional economy while that in interregional linkage shows
the relative dependency on the outside economy.

Figure 7.4 shows us the intraregional forward and backward linkages,
normalized by the average of all of the sectors in each region. As a whole,
in intraregional and interregional linkage, the backward linkage of all of
machinery industry in both regions is larger than the average for each
region, and the forward linkage is smaller than the regional average. It
can be said that the machinery industry stimulates production in other
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industries both inside and outside the region when final demand is gen-
erated, so this industry is a sector that supplies relatively more final goods
than the intermediate goods to other sectors in the region. The electronic
and telecommunications in the sector South Coast region (SC19) is the
highest both backward and forward linkage and intraregional backward
linkage of this sector is higher than the interregional one; this implies
that locating in the South Coast region might be preferable for this sec-
tor. On the other hand, metal products in both regions (SC15, CC15)
provide higher interregional than intraregional backward linkages with
the stable forward linkages, and with the small changes of backward
linkage, interregional forward linkage in transport equipment in South
Coast (SC17) is higher than intraregional one, and also, for machinery
sector in East Coast (EC16), electric equipment in both region (EC18,
SC18), both interregional forward and backward linkage is larger than
intraregional linkage. Needless to say, this intraregional linkage does not
include the initial linkage effect and it is normalized by the intraregional
linkage average in the region. From our results, we cannot say that most
sectors – except SC19 – can easily be moved to other regions, but the
intermediate demand from these industries spreads to other regions, like
spillover effects, since these industries locate in a developed region.

7.5 Concluding remarks

In this final section, we summarize the discussion and empirical results
through this analysis.

With the development of the degree of openness, the South Coast
region has started economic growth by introducing FDI into the region.
The South Coast region was regarded as an underdeveloped region dur-
ing the era of the planned economy, then its rapid growth leads to a
narrowing of the gap of interregional inequality between the South Coast
and the North Coast region, which seemed to be a relatively developed
region. In 1990, Shanghai established the Pudong New Area and opened
its domestic market; this led to the development of FDI and domestic
industry through the reform of enterprises. This development in a part
of the coastal region led to a new inequality of development in China in
the 1990s.

In focusing on industrial agglomeration, this uneven regional devel-
opment could be reinterpreted as a change of production sites from the
South Coast to the East Coast. The rapid growth in Guangdong and
Fujian has been brought about by light and processing industries, and the
agglomeration of process and assembling industry in electronics has been
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particularly remarkable. Although Shanghai and its peripheral region has
had a lot of state-owned enterprises and various kind of sectors,8 estab-
lished during the era of the planned economy, they have been developing
by reforming old management systems and old production technology
through market competition with foreign enterprises. In other words,
the East Coast has experienced rapid growth of its industrial base, which
was established during the planned economy.

This chapter attempted to understand the context of an agglomer-
ation sector by explaining the degree and structure of linkage among
machinery sectors. From our analysis, the following conclusions can
be drawn:

(1) Though the linkage structure in the South Coast region is relat-
ively simpler than that in the East Coast region, the electronic and
telecommunication sector is a core of linkage in the region, and,
furthermore, the intraregional linkage of this sector is quite strong
within the region. Thus, it is not possible for this sector to move to
other places. However, this sector might be a growth engine to stim-
ulate the development of other regions since the spillover effect on
other regions is larger in terms of interregional linkage.

(2) The East Coast region has advantages for development since it
includes several sectors which were established during the planned
economy period. On this advantage, linkage structure among
machinery industries has been forming meaningfully in terms of
direction, volume and technical relation. So this region might be
the major beneficiary of economies of agglomeration, as Marshall
(1920) mentioned. The lock-in effect in this place seems to be work-
ing strongly. Therefore, the East Coast region would continue to
enjoy these external economies of agglomeration.

To the present day, it is not obvious that agglomeration sites will move
to other places as envisaged by Fujita, Krugman and Venables (1999) in
their examination of machinery industries, yet there would be spillover
effects from the East Coast and South Coast regions to the Central region
in China. Perhaps even more important, is the recognition that the
machinery industries are agglomerating in a relatively complicated struc-
ture in the East Coast region and the electronic industry is a core growth
sector with strong intraregional linkages in the South Coast region.

In the end, we have to remark that there are a lot of areas which
should be considered by future research. Because of data limitation, only
one interregional input–output model was used in this chapter. Linkage
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analysis, undertaken in this chapter, needs to be extended to cover a
longer time period in order to trace more accurately the dynamic pat-
tern of agglomeration and the dispersal of machinery industries. Beyond
machinery industries, a similar analysis could be applied to other sectors
in order to cover the whole idea of industrial agglomeration.

Notes

1. Therefore, uneven spatial development is explained as the unevenness of the
spatial agglomeration of production or economic activity.

2. For more detail, see Kimura (2003).
3. Most of the FDI flowed into the Special Economic Zones (SEZ), and three of the

four SEZs were established in Guangdong province.
4. The Gross Value of Industrial Output is used.
5. This is a direct and indirect backward linkage. Forward linkage is interpreted

in a similar manner.
6. Spatial linkage measures had been developed by Shao and Miller (1990) and

Blair and Miller (1990).
7. See West and Jensen (1980) for the initial effect, both direct and indirect.

Basically we follow their definition. Furthermore, the intraregional multiplier
in these inverses for forward and backward linkages contains the interregional
feedback effect (Miller 1966), which is the effect to be stimulated through
interregional linkage, from the repercussion occurring in the original location.
This seems to be an effect that is obtained from the location of industry in that
place. Thus, we do not consider interregional feedback effects here.

8. The policy of establishing township and village enterprises had also brought
about the development of Jiangsu and Zhejiang in the 1980s.
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8
The Magnitude of Interregional
Input–Output Spillover Effects
in China and its Implications
for China’s Uneven Regional
Growth
Shiro Hioki∗

8.1 Introduction

China has experienced rapid economic expansion since the central
government began to introduce economic reforms in 1978. However,
the fruits of this growth have not been shared equally by regions. The
coastal regions1 have absorbed most of the FDI to Mainland China and
have achieved export-oriented industrialization rapidly, partly because
they enjoyed favourable geographical and historical conditions during
the initial stages of the development, partly because they also enjoyed
preferential regional development policies during the 1980s. By contrast,
the inland region has experienced a relatively slow rate of growth. From
the standpoints of social and political stability, the Chinese government
became concerned with the growing regional disparities and launched
new regional development policies which have given preferential treat-
ment to inland regions since the middle of the 1990s (Hu, Wang and
Kang 1995; Onishi 2001).

Widening regional disparities have led to a considerable degree of aca-
demic interest both in China and abroad. To date, a large number of
studies have investigated the problem. Among these, some researchers
have paid full attention to the interactions between the ‘core’ and the

∗ I would like to express my appreciation to Nobuhiro Okamoto and Satoshi
Inomata of the Institute of Developing Economies for the entire translation of
this chapter, except for sections 8.1 and 8.2. I remain solely responsible for any
errors and omissions in this chapter.
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‘periphery’ during the process of widening regional disparities (Chen
1998; Ying 2000; Brun Combes and Renard 2002). Using a variety of
methods, these studies measured the spillover effects from the coastal
region to the inland regions. Such attempts are essential when we
attempt to evaluate the validity of China’s past regional development
policies in terms of regional disparities.

The object of this chapter is to briefly analyse the magnitude and the
structure of interregional input–output spillover effects2 from China’s
coastal regions to its inland regions, using our interregional table. It will
be seen from this chapter that the spillover effects are one of the main
factors constituting the trickle-down effects in the classic literature of
development economics. I will then try to interpret the results and draw
some conclusions that will be useful in trying to understand China’s
regional disparities and to evaluate China’s past and present regional
policies. Even though the spillover effects through input–output linkages
are only one aspect of the trickle-down effects, and this drawback may
somewhat limit the validity of this research, the analysis should address
some additional and complementary issues that previous researches have
not offered.

Section 8.2 takes a brief look at previous studies on China’s regional
disparities and explains some theoretical backgrounds that this chapter
is based on. Section 8.3 measures the output induced by final demand
and the simple output multiplier. In the concluding section, I interpret
the results and draw some implications.

8.2 Background to the study

A review of previous studies on China’s regional disparities

Let us begin by giving an overview of the previous studies on China’s
regional disparities. To date, a large number of academic works have
been devoted to this subject. For the sake of convenience, I will divide
them into three groups as follows: (1) those which measure the tendency
of China’s regional disparities using descriptive statistics; (2) those which
examine the tendency towards convergence in regional growth; (3) those
which identify the factors or mechanisms generating regional disparities.

As Nakagane (1996) indicated, regional disparities can be measured
in various ways using different indices and/or different kinds of data.
Different results can be derived from the different ways of measure-
ment, but there are some facts that many of the studies commonly
confirmed. They are: (1) that the overall inter-provincial income dis-
parities decreased during the 1980s and have begun to increase since the
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beginning of the 1990s; and (2) that the interregional income disparit-
ies (i.e. the between-set disparities such as the coastal–inland disparities)
have been increasing continuously during the reform period (Chen 1996;
Ying 1999); (3) Compared with the inter-provincial and interregional
disparities, the intra-provincial disparities explains a more substantial
part of the overall inter-county (or inter-prefecture) income disparities
(Tsui 1993; Akita 2001); and (4) a substantial part of the disparities is
explained by the rural–urban gap (Tsui 1993; World Bank 1997; Kanbur
and Zhuang 1999).

Considering recent growth theory, a large number of studies have
examined whether or not China’s provincial per capita income has
exhibited a tendency towards convergence. Most of them have con-
cluded that conditional convergence could be observed in the regional
growth which occurred during the reform period (Chen and Fleisher
1996; Jian, Sachs and Warner 1996; Wei et al. 1997; Chen and Feng 2000;
Demurger 2001; Yao and Zhang 2001; Brun, Combes and Renard 2002;
Cai et al. 2002). However, we should note the fact that coastal and inland
regions have been forming ‘groups’ respectively, within which provincial
income exhibits a tendency towards convergence, but between which
there is a widening income inequality (Chen and Fleisher 1996; Yao and
Zhang 2001; Zhang, Liu and Yao 2001).

Previous studies have reported a variety of factors which have
affected regional growth and generated regional inequalities. These
include: (1) initial conditions as regards the geographical, locational
and environmental aspects of regions ( Nakagane 1996; Bao et al.
2002); (2) the level of infrastructure development (Demurger 2001);
(3) the level of physical and human capital accumulation (Chen and
Fleisher 1996); (4) the level of liberalization or privatization (Chen
and Feng 2000); (5) the level of openness to international mashets
(Kato 1997); (6) policy or institutional factors such as a set of prefer-
ential policies favouring coastal region (Kato 1997), weakening fiscal
re-distributional ability during the market reform ( Wang and Hu 1999),
urban-biased fiscal and monetary policies ( Yang 2002), and remain-
ing restrictions on the interregional labour mobility (Cai et al. 2002);
and (7) agglomeration factors (Fujita and Hu 2001; Chen 2002;
Kimura 2003).

One major drawback of neoclassical growth theory, on which most
of the convergence literature listed above was based, is that the the-
ory is unlikely to explain the widening regional inequalities that have
occurred during the market reforms. It may provide an explanation of
decreasing, but not of increasing regional inequalities, which China has
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been suffering from recently (Fujita and Hu 2001). One possible way
to elucidate the mechanism of increasing disparities is to introduce the
notion of the agglomeration economy into the model. To date, only
two studies have employed models in which agglomeration has played
a key role. Golley (2002) employed the circular or cumulative causation
theory (Myrdal 1957) to explain the gap in provincial industrial develop-
ment during the reform period. Alternative theory useful to understand
China’s experience is the economics of agglomeration. Fujita and Hu
(2001) argued that the agglomeration of industries in the coastal regions
would generate the growing coastal–inland regional disparities under
some conditions which are characteristic of those to be found in China
(i.e., the absence of interregional labour migration and the existence of
agricultural surplus labour in the coastal regions).

Settings of this study

Following Golley (2002), in this study I employ the inverted-U
hypothesis in order to analyse China’s regional disparities. Myrdal
(1957), Hirschman (1958), and especially Williamson (1965), argued that
the relation between regional disparities and economic growth should
take an inverted-U shape – that is, regional disparities increase during
the early stages of growth, then stabilize and finally begins to fall during
the mature period of growth. Once favourable factors such as good geo-
graphical conditions, good resource endowments or ‘historical accidents’
enable a region to grow more rapidly than other regions, the high growth
rates of the region tend to sustain or fortify themselves because of the pos-
itive externalities of the agglomeration process. The high-growth region
(hereafter termed the ‘north’) will flourish, absorbing the productive
factors from the relatively stagnant regions (hereafter the ‘south’) sur-
rounding the north. The economic expansion of the north may generate
two kinds of effects on the south. One is the effect favouring economic
growth in the south (the spread effects discussed by Myrdal or the trickle-
down effects discussed by Hirschman, hereafter ‘trickle-down effects’).
The expansion of the northern economy may generate an increase in
northern purchases and investments in the south. The technological
diffusion from the north may become the driving force behind southern
economic progress. The second effect is that producing negative influ-
ences on southern growth (the backwash effects by Myrdal or the polariz-
ation effects by Hirschman, hereafter the polarization effects). The south
may lose their most productive labour or their entrepreneurs through
selective migration. Capital may flow from the south to the north
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because the growing north has many investment opportunities of which
return to capital tends to be higher and more certain. Such adverse flows
of capital may deprive the south of potential for growth. Free trade may
have destructive effects on southern infant industries because they can-
not match the productivity levels of northern industries. The inverted-U
shape is explained as a result of the interactions between the trickle-
down effects and the polarization effects during the period of national
economic growth. In general, northern economic growth, in its early
stages, may generate more polarization effects than trickle-down effects
on the south because most of the factors of production in the south tend
to be absorbed by the northern economy. Therefore, regional differen-
tials may increase during the early stage of economic growth. However,
further expansion of the northern economy tends to bring about increas-
ing negative externalities (i.e., higher congestion costs, rent, etc.) and
this will gear up for the reallocation of the northern economic activ-
ities to the south. Therefore, along with maturing economic growth,
the trickle-down effects will gradually overcome the polarization effects.
Furthermore, central governments will also increase public investments
to the south because of growing political concerns for egalitarianism. All
of these changes will finally lead to a decrease in regional inequalities.
This is a summary of the inverted-U curve story.

I chose the inverted-U hypothesis as the framework of this study
because it pays full attention to trickle-down effects, which were seen
as of considerable importance in China’s past policy debates. In order
fully to appreciate this point, we should briefly review China’s regional
development policies during the post-Mao period.

One of the main goals of Maoist regional development strategy was
to promote egalitarianism between the regions. From the time of the
first five-year plan (1953–7), the Chinese government had allocated vast
amounts of investment to the interior regions. This tendency reached its
peak during the Construction of the Third Front (Sanxian jianshe), which
aimed to construct heavy industrial bases, mainly in the southwest-
ern and northwestern regions. Even though such redistributive policies
favouring the inland region were implemented, regional income inequal-
ities continued to widen during this period. The failure of the Maoist
strategy to seek regional equity at the expense of efficiency might lead
to the policy shift in the post-Mao China (Yang 1990).

Regional development strategy has been transformed drastically since
the beginning of the economic reforms under Deng. The most important
goal of regional development strategy was changed from equality or a
balance between regions to the pursuit of efficiency and high levels of
growth. A certain degree of increase in regional disparity was tolerated.
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The theoretical backbone behind this policy transformation is the ‘Step
Ladder Theory’ or ‘Gradient Theory’ (Tidu lilun). According to this theory,
China is usually divided into three regions: the eastern, the central, and
the western regions. Because the eastern region is far superior to the
other regions in terms of infrastructure, physical and human capital, and
geographical location, it is in the best position to accelerate its economic
growth. Concentrating scarce investment resources in the eastern region
is believed to generate much quicker aggregate growth than spreading
the resources across many regions. Therefore, it is necessary to allow the
eastern region to take off first. After the take-off of the eastern region,
the other inland regions should be allowed to take off step by step, using
the trickle-down effects from adjacent developed regions (Yang 1990;
Fan 1995; Wang and Hu 1999). In essence, the ‘Step Ladder’ theory can
be regarded as a Chinese version of the uneven development strategy
proposed by Hirschman.

Against this theoretical background, China’s regional policies after
1978 have drastically changed in order to be coastally-oriented. Four
Special Economic Zones (SEZs) were established first in the southeast-
ern part of China at the beginning of the economic reform era. Later
on regions such as the Pearl River Delta were designated as Coastal Eco-
nomic Development Zones (CEDZs) and 14 coastal cities were opened to
foreign investment. In these coastal open cities, Economic and Tech-
nology Development Zones (ETDZs) were established to absorb the
high-technology and management skills of foreign firms. It was only
during the 1990s that the inland cities were finally opened to foreign
investment. In addition, the coastal regions enjoyed a wide range of
preferential policies. Guangdong and Fujian were allowed to enjoy vari-
ous privileges (e.g. greater discretion for regional governments to attract
foreign investment, adopting a favourable fiscal contracting system and
so on) by central government. The SEZs, CEDZs, and ETDZs have been
granted various preferential treatments such as tax reduction for firms
located in these regions (Yang 1990; Ohashi 2003). The share of public
investment allocated to the coastal regions by central government has
also increased since the reforms (Kato 1997). An incremental opening-up
policy in which the inland region lagged far behind the coastal region
and preferential policies favouring the coastal region are regarded
as major reasons generating widening regional disparities during the
reform period.

From the above statement, we can appreciate that the anticipated
existence of trickle-down effects from the coastal region to the inland
region played an important role in the arguments justifying the coastally
oriented regional development policies during the early phase of the
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reforms. The question now arises: how strong have the trickle-down
effects actually been? Seeking an answer to this question is essential to
understanding China’s past regional development policies in terms of
regional disparities. And answering the question will also be helpful in
trying to understand some of the implications of China’s current regional
development policies.

As important as the question is, there have been some previous stud-
ies tackling it. Chen (1998) was the first to measure the interregional
spillover effects induced by the demands of coastal regions. Using differ-
ent statistical methods, both Ying (2000) and Brun, Combes and Renard
(2002) have also tested the existence of spillover effects3 from coastal
regions to inland regions.

The purpose of this study is to briefly analyse the magnitude and the
structure of the interregional spillover effects from coastal regions to
inland regions in China, using our interregional input–output table. In
this chapter, the input–output spillover effects are regarded as one of the
main factors contributing to the trickle-down effects in the inverted-U
hypothesis. Other aspects, such as effects like capital dispersion across
the country, and technological diffusion, are outside our present con-
cerns. Therefore the trickle-down effects are not analysed fully and this
may be one drawback of the study. But we can identify the volume of
the trickle-down effects through interregional trade activity using input–
output analysis, which previous studies have not considered. This will
also provide some insights into the demand-side determinants of China’s
regional growth.

In the next section, I calculate some basic indicators to analyse the
spillover effects. The data source used for this analysis is IDE-JETRO
(2003)4. The time period of the analysis is 1997. In the following analysis,
China will be divided into three regions: eastern, central and western
regions. The eastern region comprises four sub-regions: the North Coast,
the North Municipalities, the East Coast, and the South Coast. The
central region is composed of two sub-regions, namely the Central and
Northeast regions. Finally, the western region is also composed of two
sub-regions, the Southwest and Northwest regions. The basic statistical
index of each region is listed in Table 8.1.

8.3 Empirical results

For the purposes of measuring spillover effects, I calculate the output
induced by each region’s final demand (hereafter, the impact of final
demand on output) and the simple output multipliers. The impact of



161

Table 8.1 Main statistical indexes of each region, 1997

Northeast
North
Coast

North
Municipalities

East
Coast

South
Coast Central Northwest Southwest

GDP (100 million yuan) 7,738 3,045 10,604 14,679 10,726 16,388 4,644 9,002
Primary industry 17 5 18 12 16 25 25 28
Secondary industry 49 45 48 52 47 45 41 40
Tertiary industry 34 50 33 36 37 31 35 32

Export (10 thousand dollars) 1,285,998 1,101,460 1,435,541 3,994,614 8,775,621 901,981 269,317 505,132
Population (10 thousand people) 10,428 2,117 15,335 12,876 10,975 34,981 11,133 24,052
Area (square km) 787,200 28,105 3,444,700 210,746 333,300 1,027,300 4,275,600 2,507,400
Per capita GDP (yuan) 7,420 14,389 6,915 11,400 9,773 4,685 4,172 3,743
Population desity 132 753 445 611 329 341 26 96

(person/square km)

Source: National Bureau of Statistics (1999) Comprehensive Statistical Data and Materials on 50 years of New China, China Statistical Press.
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final demand on output is to measure a repercussion effect, in which the
magnitude and the structure of final demand in each region are taken
into account. We can calculate it for a given set of F and E in equation (1).
The simple output multiplier of a sector is derived by column summation
of the sector in the Leontief inverse matrix. This shows the level of impact
on production induced by one unit increase in final demand (Miller and
Blair, 1985):

X =
[
I −

(
I − M̂

)
A

]−1 [(
I − M̂

)
F + E

]
(8.1)

where X denotes total output, I denotes the unit matrix, M̂ the diagonal
matrix of import ratios, A the technical coefficient matrix, F the final
demand and E the exports.

The measurement of impact of final demand on output5

Table 8.2 gives a summary of the measured impact of final demand on
output. From the table, we can find that, averaged across the eight dis-
tricts, 76.9 per cent of the total impact is domestically absorbed and 23.1
per cent goes to the other regions. That is, on average, almost three-
quarters of the total impact induced by a region’s final demand stays
within the region and less than a quarter spills over to other regions, a
finding which seems to show the immaturity of interregional linkages
in China.

Table 8.3 shows the level of spillover effects from coastal regions to
inland regions. Eighty-eight per cent of the impact of the final demand
of coastal regions stays within the coastal regions, while only 12.0 per
cent leaks to inland regions (of which 9.1 per cent goes to the central
region and 2.9 per cent to the western region). This result is perhaps
in line with what we might expect considering the country’s scale and
regional location. However, the spillover effect from the coastal regions
to the inland regions, is still surprisingly small.

In contrast, let us consider the spillover effects from coastal regions
from the point of view of the inland regions. Although the spillover
effects are small in terms of interregional linkage, they may nevertheless
have a considerable impact on the scale of an inland region’s economic
activities. To see this, the share of total output induced by each region’s
final demand is shown in Table 8.4. From this, we discover that the share
of the output induced by the coastal final demands in each region’s
total output is as follows: 9.1 per cent in the Northeast, 20.5 per cent
in the Central, 12.0 per cent in the Northwest and 10.3 per cent in
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Table 8.2 Impact of final demand in a region on the output of each region (unit: %)

Final demand
Output Northeast

North
Municipalities

North
Coast

East
Coast

South
Coast Central Northwest Southwest

Northeast 78.4 2.1 2.3 1.4 0.9 1.1 2.2 0.8
North Municipalities 1.1 74.9 1.4 0.7 0.7 0.7 1.5 0.5
North Coast 6.6 10.0 80.7 6.9 4.4 6.7 7.8 4.1
East Coast 4.9 3.2 6.1 76.8 7.1 6.6 6.0 4.5
South Coast 2.0 1.3 1.5 3.1 74.6 2.6 3.0 3.9
Central 5.0 6.0 5.8 8.7 8.1 78.9 9.5 7.0
Northwest 1.2 1.8 1.4 1.1 0.9 1.7 66.9 1.7
Southwest 0.9 0.7 0.8 1.4 3.2 1.7 3.1 77.6

Total (%) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Total (10 million yuan) 20,993.6 9,164.1 26,332.7 46,435.8 36,922.1 40,011.5 12,764.0 22,093.1

Source: Calculated from Institute of Developing Economies–JETRO (2003).
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Table 8.3 Impact of final demand in coastal
regions on the output of each region (unit:
10 million yuan, and percentage)

To Coastal Regions 104,533.7 88.0
to North Municipalities 7,826.1 6.6
to North Coast 27,002.0 22.7
to East Coast 40,191.5 33.8
to South Coast 29,514.0 24.8

To Central Regions 10,868.2 9.1
to Northeast 1,740.9 1.5
to Central 9,127.3 7.7

To Western Regions 3,452.9 2.9
to Northwest 1,348.0 1.1
to Southwest 2,104.9 1.8

Total 118,854.7 100.0

Source: As Table 8.1.

the Southwest respectively. This result indicates that coastal regions
have considerable impacts on the production activity of the central
region,6 while other inland regions experience only a limited impact
from coastal regions.

These impact analyses show that the spillover effect from coastal
regions to inland regions, and especially to the western region, is of
limited importance at present. Of course, we cannot draw any specific
conclusions from this result without a careful comparison with the exper-
iences of other countries. But from this result, we may get the impression
that the spillover effects are not large enough to convince us that the
growth of coastal regions should assure the sustainable development of
inland regions (especially that of the western region).

The measurement of the output multiplier

Table 8.5 shows the output multiplier of each region (an average of
17 sectors). From the table, we can draw the following conclusions:

(1) The share of an interregional output multiplier from the coastal
regions to the inland region in terms of an overall multiplier is
10.4 per cent (an average of four coastal regions) and that to the
western region is 2.6 per cent. The magnitude of interregional output
multiplier to the western region is 0.065 on average (which means
that 65 RMB of production is induced in the western region by 1,000
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Table 8.4 Impact of the final demand in each region on the output of a region (unit: %)

Final demand
Output Northeast

North
Municipalities

North
Coast

East
Coast

South
Coast Central Northwest Southwest Total

Total
(10 million

yuan)

Northeast 86.3 1.0 3.1 3.3 1.7 2.2 1.4 0.9 100.0 19,083.9
North 2.7 79.5 4.2 4.0 3.0 3.1 2.3 1.2 100.0 8,631.1
Municipalities

North Coast 4.2 2.8 64.5 9.7 5.0 8.1 3.0 2.7 100.0 32,959.8
East Coast 2.2 0.6 3.5 78.1 5.8 5.8 1.7 2.2 100.0 45,631.8
South Coast 1.3 0.4 1.3 4.5 85.6 3.2 1.2 2.7 100.0 32,195.2
Central 2.3 1.2 3.4 9.1 6.7 71.0 2.7 3.5 100.0 44,504.7
Northwest 2.2 1.5 3.2 4.4 3.0 6.2 76.3 3.3 100.0 11,187.7
Southwest 0.9 0.3 1.0 3.1 5.7 3.4 1.9 83.5 100.0 20,522.6

Source: As Table 8.1.
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Table 8.5 Output multiplier of each region

Region Totala
Inside

Regionb
Outside
Regionc Coastd Inlande

Central
Regionf Centralg Northeasth

Western
RegionI Northwestj Southwestk

Northeast 2.693 2.233 0.460 0.307 0.153 0.107 0.107 — 0.046 0.027 0.019
North 2.373 1.900 0.473 0.268 0.205 0.156 0.117 0.039 0.049 0.036 0.013
Municipalities

North Coast 2.682 2.252 0.430 0.187 0.243 0.190 0.129 0.061 0.053 0.036 0.018
East Coast 2.694 2.115 0.578 0.260 0.319 0.256 0.221 0.035 0.062 0.028 0.035
South Coast 2.359 1.814 0.545 0.256 0.289 0.195 0.175 0.020 0.093 0.020 0.073
Central 2.688 2.220 0.468 0.355 0.113 0.026 — 0.026 0.087 0.049 0.038
Northwest 2.444 1.821 0.624 0.339 0.285 0.225 0.181 0.044 0.059 — 0.059
Southwest 2.552 2.100 0.453 0.258 0.194 0.157 0.140 0.018 0.037 0.037 —

Note: The figure is the average of 17 sectors in each region. a = b + c, c = d + e, e = f + I, f = g + h, I = j + k.

Source: As Table 8.1.
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RMB of additional final demand in the coastal regions), indicating
that spillover effects to the western region is rather limited,

(2) The overall output multiplier of the East Coast is the largest, and an
interregional output multiplier to the inland regions (especially that
to the central region) is also the largest. These findings mean that
the East Coast plays an important role in the development of inland
regions in terms of spillover effects,

(3) The North Municipalities and the North Coast regions also have a
large overall output multiplier, yet their interregional output multi-
plier to inland region is not very impressive. Rather, the North Coast
region has a large intraregional output multiplier and thus shows a
tendency to absorb its spillover effects internally,

(4) The region South Coast has the smallest overall output multiplier
of all of the coastal regions. Considering the presence of industrial
agglomeration in the Pearl River Delta, this might appear to be a
rather surprising result. It is explained by the fact that relatively large
amounts of imports are induced by the processing trade prevailing in
the region. The multiplier of the South Coast naturally gets smaller
than those of other regions if we remove the effect of imports when
we compute them. What is important about the South Coast is that
it has the second largest interregional output multiplier, behind the
East Coast region. Furthermore if we consider its interregional effect
in relation to the western region, then the figure becomes even larger
than that of the East Coast region. Especially, almost 80 per cent
(0.073) of the interregional output multiplier from the South Coast to
the western region goes to the Southwest, indicating the presence of a
relatively large spillover effect from the South Coast to the Southwest.

Considering these findings about the spillover effects to inland regions,
we can conclude that among coastal regions, the East Coast and the
South Coast play the role of ‘Growth Poles’.7 This conclusion ties in
with the results of Chen (1998) and Ying (2000), both of whom found
that Guangdong had a fairly strong spillover effect to the surrounding
regions. They identified Guangdong as a ‘growth pole’ or ‘core’ and
this corresponds to our identification of the South Coast as a growth
pole. However, our conclusion differs from Ying (2000) in some import-
ant aspects: (1) we identified two growth poles, the East Coast and the
South Coast regions, while Ying identified only one core (Guangdong);
(2) Ying insisted that Guangdong had a polarization effect on its sur-
rounding hinterland in the central region (i.e., Hunan and Jiangxi). The
former difference may be explained by the fact that Ying analyzed the
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1978–94 period, during which the high growth rates recorded in the
Yangtze River Delta, especially Shanghai, had just taken place, while the
later difference, however, is left to further investigation.

The Central region has the third largest output multiplier, behind the
East Coast and the Northeast region. The overall output multiplier and
interregional output multiplier to inland regions of Northeast are lar-
ger than Central, yet most of the interregional effect to inland regions
goes to the Central region. In contrast, the Central has some character-
istics which are listed below: (1) It has a relatively large interregional
output multiplier to coastal regions; (2) among the interregional output
multiplier to all inland regions, that to the western region is relat-
ively high (for example, the one to the Northwest is the highest of all
of the eight regions). Central, along with the South Coast region,
plays an important role in terms of the spillover effects to the western
region.

Next, let us turn to a sectorial comparison of the interregional output
multipliers. Table 8.6 shows the top five sectors in terms of the mag-
nitude of the interregional output multiplier to inland regions. These
include Metal Products, Wooden Products, Non-metal Mineral Products,
Machinery sectors (Machinery and Equipment, Electric Machinery and
Transportation Equipment), Construction and Electricity, Gas and Water
Supply.8 This indicates the possibility that an increase in the export
demands for the machinery sectors in the coastal regions could spread
spillover effects to the inland regions. However, it should be poin-
ted out that the range of the effects is rather limited. For example,
among interregional output multipliers to inland regions the one to
the Central region generally earns a large magnitude, with 57.1 per
cent (average of sectors) for the North Municipalities, 53.0 per cent
for the North Coast region, 69.4 per cent for the East Coast region
and 32.4 per cent for the South Coast. In contrast, the multipliers to
the western region was relatively low, except for 32.4 per cent for the
South Coast.

Finally, those sectors which have the largest interregional output
multiplier from the Central region to other inland regions are: metal
products, machinery, transport equipment, electric machinery and
chemical products (see Table 8.7). Comparing with the interregional out-
put multiplier from the coastal regions, the machinery industry exhibits
a relatively large effect. This indicates that spillover effects from the
Central region play a key role in developing machinery industries in
the western region.
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Table 8.6 Top five sectors with the largest interregional output multiplier from coastal regions to inland regions

North Municipalities North Coast East Coast South Coast

Sector Multiplier Sector Multiplier Sector Multiplier Sector Multiplier

Metal 0.333 Metal 0.367 Metal 0.550 Metal 0.512
Construction 0.297 Wooden products 0.315 Electricity, gas,

water
0.428 Construction 0.383

Food 0.296 Electric machinery 0.308 Machinery 0.407 Wooden products 0.380
Non-metal
mineral products

0.267 Construction 0.298 Construction 0.399 Electricity, gas,
water

0.357

Wooden products 0.261 Transport
equipment

0.292 Transport
equipment

0.392 Non-metal
mineral products

0.335

Average of all
sectors

0.205 Average of all
sectors

0.243 Average of all
sectors

0.319 Average of all
sectors

0.289

Source: As Table 8.1.
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Table 8.7 Top five sectors with the
largest interregional output multiplier
from Central to other inland regions

Sector Multiplier

Metal 0.193
Machinery 0.182
Transport equipment 0.180
Electric machinery 0.176
Chemical products 0.145

Average of all sectors 0.113

Source: As Table 8.1.

8.4 Conclusion

The trickle-down effects analysed in this chapter are limited to the
interregional input–output spillover effects; other aspects of the trickle-
down effects are outside our scope. Furthermore, an international
comparison would be necessary for reaching any proper conclusions.
Given these caveats, however, we can still draw some implications from
our findings.

Trickle-down effects and regional disparities

Whether in terms of the impact of final demand on output or the
simple output multiplier, we can obtain a similar picture about the
interregional effects. About 10 per cent of the total repercussion effects
induced by the coastal final demand goes to inland regions. Among
them, the greater part goes to the central regions, especially to the Cent-
ral region. On average in terms of sectors, about 20 per cent of total
output in the Central region is induced by the final demands of the
coastal regions. In some sectors such as mining and metal industry,
up to 40 per cent of total output is induced by the coastal demands.
From these facts, we can conclude that the Central region receives rel-
atively large amount of spillover effects from coastal regions.9 Evidence
on the regional growth rate also seems to support the conclusion. Aver-
age annual growth rate of the central region during the period 1992–
7 (e.g. from the Southern Tour Lectures of Deng Xiaoping to the time
point being analysed) is 12.6 per cent, which is much higher than that of
other inland regions (10.1% in the Southwest, 9.4% in the Northeast, and
8.5% in the Northwest).

Based on the ‘Step Ladder’ Theory, China’s regional development
strategy during the 1980s had an obvious tendency to favour the coastal
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regions. However, since the 1990s it has shifted to become more inland-
oriented. An early focus on the new policy was the development of
the Pudong New Districts in Shanghai. Following this, several cities
near the Yangtze River and the capital cities of inland provinces were
also opened up to foreign investments. Some ETDZs and High Tech-
nology Development Zones were established in several cities such as
Wuhan. The development of Sanxia (Three Gorges) also started around
this time. China launched the ‘T-Letter Development Strategy’, which
aimed to spread growth from the coastal regions to the inland regions
across the Yangtze River (Maruyama 1993; Kato 2003). Relatively strong
spillover effects from the East Coast to the Central region imply that
such a regional development strategy has actually started to work to a
certain extent.10

Another important implication is that two regions identified as growth
poles in the above analysis, East Coast and South Coast, are both located
in the southern part of China. Though it is not large in magnitude, the
mechanism transmitting trickle-down effects from the East Coast region
to the Central region or from the South Coast to the Central and South-
west regions has been gradually formed. By contrast, in the northern
part of China, the North Municipalities region has very few interre-
gional output multipliers to the inland region, their spillover effect being
limited solely to the coastal region. North Coast has the largest interre-
gional output multiplier to Northeast. Therefore the North Coast ought
to have become a growth pole for the Northeast region (see Table 8.5).
Nevertheless, most of the total production in the Northeast region is
induced by its own final demand of itself, rather than by that of the
North Coast (Table 8.4). The Northeast region has a self-sufficient input–
output structure. In addition, it has long suffered from problems arising
from the dominance of state-owned heavy industries in the region. From
this viewpoint, it might be said that the regional disparity problems in
China need to be reconsidered from a north–south, and not solely from a
coastal–inland perspective.11

Implications for regional development strategy

The spillover effects from coastal regions to western regions are only
around 2–3 per cent and only about 10 per cent of the total output in
the western regions is induced by coastal final demands (Table 8.4). This
explains that spillover effects from the coastal regions to the western
regions are very small and that reducing the regional disparities between
them only through such small spillovers is very difficult. Brun, Combes
and Renard (2002) found that a certain amount of spillover effects are
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transmitted from the eastern region to the central region, but that none
are transmitted from the eastern region to the western region. Our
conclusion is basically the same as theirs, although different methods
are utilized.

Bearing this point in mind, we can evaluate the ongoing Western
Region Development Strategy as a suitable and timely scheme for the
balanced growth of regions within China. Because spillover effects from
the coastal regions are unlikely to be significant, the formation of a strong
industrial base within the western region is essential to acceleration
of western growth.12 Furthermore, several wide-scale infrastructure-
building projects13 in the strategy will undoubtedly strengthen spatial
linkages between the western region and other regions and will improve
investment conditions, all of which developments will lead to future
increases in the spillover effects from the coastal regions.

However, this is a tentative evaluation. Because an overall evalu-
ation of the policy should be made not only from an interregional
input–output perspective, but also from other perspectives such as its
effectiveness in inviting industry from outside regions. Since this point
is related to other approaches on trickle-down effects, which have not
been investigated in this chapter, it remains to be addressed in the
future.

With regard to the policy of Western Region Development, there are
some interesting findings to be observed in the spillover effects from the
central to the western region. Besides considerable spillover effects to
the western region, the effects from the Central to the western region
are relatively large in relation to machinery industries, compared with
the effects from the coastal region to the western region (see Table 8.6).
Therefore, for the purpose of developing machinery industries in the
western region, it may be effective to fully utilize the spillover effects
from the Central region.

Finally, I would like to point out the limitation of the research in this
chapter. Firstly, there are only eight regions in Multi-regional Input–
Output Model for China. This regional definition might be seen as a
restriction when attempting to understand interregional linkage struc-
tures. Any future work should pay careful attention to the classification
of the Chinese regions. Secondly, I have made only primitive ana-
lyses by using an interregional input–output model, however, a coastal–
central–western linkage structure might be identified clearly if a variety
of structural analytical methods are applied. This is also left for future
investigation. Finally, other aspects of the trickle-down effects will also
be left for further investigation.
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Notes

1. According to China’s usual dichotomy of regions, the coastal region includes
11 provincial administrative districts (i.e. province, autonomous region, and
municipality under central administration, hereafter ‘province’). Those are
Liaoning, Beijing, Tianjin, Shandong, Jiangsu, Shanghai, Zhejiang, Fujian,
Guangdong, Hainan and Guangxi. The inland region includes 18 other
provinces. There is also a trichotomy of regions in which all provinces are
divided into three regions, namely, eastern region, central region and western
region. The eastern region is interchangeably used with the coastal region.
The central region includes Heilongjiang, Jilin, Inner Mongolia, Henan,
Anhui, Hubei, Hunan, Jiangxi. The western region is composed of other
provinces. But in the Western Region Development Strategy, which began in
2000, the western region is designated to include Guangxi and Neimenggu.
In this chapter, I follow the latter definition of the western region. Note
that in this chapter Liaoning is included in the central region because of the
limitations of the data.

2. In this chapter, the (interregional input–output) spillover effects mean the
impacts in one region that cause changes in another region just through
interregional input–output linkages (Miller and Blair 1985, p. 121). Note that
spillover effects through technological and pecuniary externalities are outside our
concerns in this chapter.

3. Note that the definitions of the spillover effects in their papers are not
same as that of this chapter. In Ying (2000), the definition of the term is
same as the trickle-down effects developed by Hirschman. In Brun, Combes
and Renard (2002), the term means the spillovers through supply-side and
demand-side externalities.

4. As for the estimation methods in general, see Okamoto and Zhang (2003).
More detailed information on the estimation methods and the data used is
available in Hioki (2003a) and Zhang and Zhao (2002).

5. The patterns of spillover effects by region and by sector derived from the
impact of final demand on output is almost the same as the results of output
multiplier analysis. Therefore, I omit it in this chapter. See Hioki (2003b) for
details.

6. Approximately 40 per cent of total production in the Mining and Metal
Products sector in the central region is induced by coastal final demands.
See Hioki (2003b) for details.

7. According to Richardson (1978), the concept of the growth pole has different
meanings among researchers. Generally speaking, it usually implies the urban
area where industries are concentrated bring strong spillover effects to the
surrounding hinterland. In this chapter, we enlarge geographical coverage
of the term and define it as the region where: (1) high economic growth is
realized; (2) economic activity is relatively concentrated; and (3) there are
strong spillover effects to the surrounding regions.

8. From the result of impact of final demand on output, spillover effects from
coastal regions to inland regions are relatively large for sectors such as Metal
Products, Mining and Chemical Products. See Hioki (2003b) for details.

9. Naughton (2002) indicates that the development of growth poles in the
coastal region spreads to inland regions, such as Henan, Hubei and Anhui,
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based on the growth rate of per capita GDP. Golley (2002) also expresses the
same opinion from the findings of growth of regional manufacturing share
of Anhui. This chapter may support these opinions from the aspects of an
interregional input–output analysis.

10. In order to clarify this point, we have to compare with 1987 data, estimated
by Ichimura and Wang (2003). However, because of differences in estimation
methods, the results of such comparisons should be carefully interpreted.
This is left to my further investigation.

11. Naughton (2002) proposed this perspective based on the result of his shift-
share analysis.

12. To date, there are three important development areas: an economic belt
along the Western–Longhai Railway and the Lanzhou–Xinjian Railway, the
Nanning–Guiyang–Kunming area and the economic belt along the upper
reaches of the Yangtze River (Office of the Leading Group for Western Region
Development of the State Council, ‘Circular of the State Council on Policies
and Measures Pertain to the Development of the Western Region’, 26 October
2000).

13. For example, projects such as ‘Xiqi Dongshu’ (‘Gas Transport from West to
East), ‘Xidian Dongsong’ (Electricity Transport from West to East), and ‘Qing-
zang Tielu’ (Qinghai–Tibet railway construction) have been implemented
during the Tenth Five-Year Plan period.
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9
The Spillover and Feedback
Effects between Coastal and
Non-coastal Regions
Yaxiong Zhang and Kun Zhao

9.1 Introduction

Over the past two decades, China’s economic development has been
characterized as market-oriented reform. As part of a process of open-
ing up to the outside world under the philosophy of the ‘Step Ladder
Development Policy’, the coastal region, especially the south, enjoyed
preferential economic policies and has achieved faster rates of economic
growth than the Non-coastal regions. The Chinese government hopes
that this will be a learning curve and provide the experience to intro-
duce economic reforms to the interior regions, and, simultaneously, that
the faster development of the coastal region could pass on to the other
regions. While China is on a rapid growth path, there has been increas-
ingly unbalanced regional development, particularly since the 1990s.
As in the case of other large-scale economies, the Coastal (eastern) region
of China grows much faster than the Non-coastal (western or interior)
region, while the eastern region is much smaller than the western region.
In order to develop the western region, in 1999 the Chinese govern-
ment introduced a ‘Western Area Development Strategy’. The regional
development problem has become an important issue, and the study of
the influence and interdependence of regional economies is becoming
increasingly urgent.

The open door policy sees export demand as an important engine
of China’s economic growth. At the same time, the economic reforms
introduces the market mechanism to economic development, and stimu-
lates the enhancement of capital, service and commodity flows between
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regions. On the other hand, some regional governors have attempted
to protect some local industries through intervening in interregional
transactions. Poncet (2001) applied the ‘border effects’ method in
measuring the magnitude of China’s domestic market fragmentation and
Chinese provinces’ international integration between 1987 and 1997.
Her research confirmed the successful promotion of a policy of opening
up to international trade throughout the Chinese provinces. By contrast,
the intensity of domestic trade flows in China’s provinces decreased, so
the reforms to promote domestic integration and the growing division
of China’s domestic market into cellular sub-markets failed. However,
Poncet did not analyse the impacts of those factors on China’s regional
economic growth. Zhang and Felmingham (2002) used panel data for the
period 1984 to 1998 to assess the impact of export expansion, inward
Foreign Direct Investment, domestic investment and labour on the
growth of China’s eastern, central and western regions, and indicated
that there were output growth spillover effects from eastern to central
and western China and from central to western China. Using panel data
from the period 1981–98, Brun, Combes and Renard (2002) also tested
the interregional spillover effects between the Coastal and Non-coastal
regions of China, but they found that spillover effects between these two
regions were insufficient to ameliorate regional inequality in China in
the short run.

The above analyses employed econometric models. However, in
respect of regional economic analysis, the interregional input–output
(IRIO) model is an effective tool. In the remaining parts of this chapter,
section 9.2 will review and summarize the studies of the spillover
and feedback effects in IRIO analysis, and section 9.3 will establish
the methodology for the study of such effects between Coastal and
Non-coastal regions in China. Then section 9.4 will show the empir-
ical findings obtained using China’s 2000 IRIO data compiled by the
State Information Centre (SIC), China and the Institute of Developing
Economies (IDE), Japan (IDE 2003). Finally, we will give some concluding
remarks.

9.2 The spillover and feedback effects in IRIO analysis

In the IRIO model, the interregional transactions are separately recor-
ded from the intraregional ones. Each sector’s outflow is accordingly
divided into sectoral intermediate inputs and the final demand of other
regions. Supposing a two-region, non-competitive import-type IRIO
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model, the matrix form can be written as:

(
A11

d A12
d

A21
d A22

d

) (
X̃1

X̃2

)
+

(
Y1

d

Y2
d

)
=

(
X̃1

X̃2

)1

(9.1)

where Aαβ

d is the input coefficient matrix showing the per-unit
requirements by sectors in region β from region α, X̃α is the total outputs
and Yα

d is the final demand of region α. Thus A11
d , A22

d record the intrare-
gional coefficients for region 1 and region 2, and A12

d , A21
d record the

interregional coefficients between region 1 and region 2. The subscript
d represents the domestic transactions.

Miller (1963) developed how to analyse the feedback effects by using
the IRIO model. In his subsequent studies, Miller (1966, 1969) found
some early results based on some numerical simulations of patterns
on regional structure and trade, which suggested that the size of these
feedback effects was likely to be quite small in practice. Miller’s central
contribution is to consider the analytical structure of the interregional
linkages, which is instructive in examining the nature of the various
multiplier, spillover, and feedback effects involved and their relation-
ships with the method of multiplier decomposition analysis which
subsequently has been developed and used in regional analysis (Round
1985; Sonis, Oosterhaven and Hewings 1993; Sonis and Hewings 1999),
so that the potential interregional spillover and feedback effects can be
clearly analysed by mathematic deduction in interregional IO models.

Arranging (9.1), we can obtain a form of Miller’s model in the two-
region case:
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Solving the two equations for regional total output yields:
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d

)−1
A21

d

]−1
Y1

d

+ [(
I − A11

d

) − A12
d

(
I − A22

d

)−1
A21

d

]−1
A12

d

(
I − A22

d

)−1
Y2

d (9.3)

and:

X̃2 = [(
I − A22

d

) − A21
d

(
I − A11

d

)−1
A12

d

]−1
Y2

d

+ [(
I − A22

d

) − A21
d

(
I − A11

d

)−1
A12

d

]−1
A21

d

(
I − A11

d

)−1
Y1

d (9.4)

This is the pioneer work undertaken by Miller. Both of (9.3) and (9.4)
in the left-hand side show two terms, the first in (9.3) the total effect of
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final demand requirements, Y1
d , on total output in region 1, including all

inter-industrial and interregional effects, while the second represents the
total output effect of final demand requirements in region 2, Y2

d , which
shows the spillover of output of region 1.

Miller’s examination of feedback effects provided a new method of
studying interregional economic relationships and influences, but his
conclusion that the interregional feedback effects may be small has led to
discussion about the necessities of compiling IRIO models while the focus
is on one region. Greytak (1970, 1974) gave a different result from Miller’s
by using an eight-region, 23-sector interregional IO model of the USA,
and he thought that the existence of feedback effects made the compil-
ation of interregional or multiregional IO models necessary. Gillen and
Guccione (1980) developed some interesting results on the maximum
possible error that could be expected in certain IRIO models when inter-
regional feedbacks were ignored using several inequality relationships on
norms of matrices due to Charnes and Cooper (1961). And then Miller
(1986) calculated the upper bounds of interregional feedbacks based on
Gillen and Guccione’s methods, and Guccione et al. (1988) calculated
the least upper bound of interregional feedbacks, both of which showed
that the interregional feedback effects may be quite small.

At that time, most of the studies focused on the size of interregional
feedback effects, which appeared to be small, but the methodology about
how to distinguish the spillover and feedback effects was not improved
until Round (2001) factored out the term of the intraregional Leontief
inverse in (9.3) and (9.4). The X̃1 then is represented as in (9.5), which
separated spillover, feedback effects explicitly following Miller’s model:

X̃1 = [
I − (

I − A11
d

)−1
A12

d

(
I − A22

d

)−1
A21

d

]−1
(I − A11

d )−1Y1
d

+ [
I − (

I − A11
d

)−1
A12

d

(
I − A22

d

)−1
A21

d

]−1(
I − A11

d

)−1

× A12
d

(
I − A22

d

)−1
Y2

d (9.5)

For Y1
d , if there were only one region, then the total output vector would

be simply as in the single-region IO model, (I − A11
d )−1Y1

d . However, the
IRIO model is successfully expanded to encompass interregional transac-
tions. The requirements of region 1 from the various sectors in region 2
of per unit inputs are given by the elements in A21

d ; (I − A22
d )−1 describes

the total direct and indirect production to meet the unit demand for
goods in region 2, then the total production of sectors in region 2 to
meet the requirements from region 1 is given by (I − A22

d )−1A21
d ; per unit

inputs from region 1 to region 2 are represented by A12
d , thus inputs
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from region 1 to sustain production within region 2 for region 1 are
given by A12

d (I − A22
d )−1A21

d ; it is clear that (I − A11
d )−1A12

d (I − A22
d )−1A21

d

gives the total direct and indirect production to meet those inputs. As
usual [I − (I − A11

d )−1A12
d (I − A22

d )−1A21
d ]−1, is the feedback multiplier to

(I − A11
d )−1Y1

d . For Y2
d , the second part on the left-hand side in (9.5),

total per unit requirements for all sectors in region 2 to satisfy Y2
d are

(I − A22
d )−1; A12

d (I − A22
d )−1 indicates total interregional support from

region 1 to sustain production activity in region 2, the spillover effect; as
[I − (I − A11

d )−1A12
d (I − A22

d )−1A21
d ]−1(I − A11

d )−1 shows all the requirements
for production in region 1, it must therefore pre-multiply the expression
for the direct inputs from region 1 to support activity in region 2. That is
[I−(I−A11

d )−1A12
d (I−A22

d )−1A21
d ]−1(I−A11

d )−1A12
d (I−A22

d )−1, which indicates
the total outputs needed in region 1 to meet the demand, Y2

d .
Following Round (1985) and based on a similar decomposition of a

social accounting matrix (SAM) in Pyatt and Round (1979), Round (2001)
also constructed a multiplier decomposition, which will be discussed in
detail in the next section. As a result of these developments, the theory
of how to distinguish and study the spillover and feedback effects by
using the IRIO model was outlined for the first time. Sonis and Hewings
(2001) explored a complementary vision of the role of feedbacks through
the introduction of two additional notions – feedback loops and inter-
regional hierarchies. Dietzenbacher (2002) has tried to consolidate the
spillover and feedback multipliers with the linkage framework.

9.3 Methodology

Multiplier decomposition

As a demand-side model, (1) can be rewritten as:

(
X̃1

X̃2

)
=

[
I −

(
A11

d A12
d

A21
d A22

d

)]−1 (
Y1

d

Y2
d

)
=

(
L11 L12

L21 L22

) (
Y1

d

Y2
d

)2

(9.6)

Round (2001) decomposed the Leontief inverse and rewrote model
(9.6) in the following form, which is consistent with the total output
expression, for instance, X̃1 in (9.5):

(
X̃1

X̃2

)
=

(
F1 0

0 F2

) (
I S12

S21 I

) (
M1 0

0 M2

) (
Y1

d

Y2
d

)
(9.7)
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where:

M1 = (
I − A11

d

)−1, M2 = (
I − A22

d

)−1

S12 = M1A12
d , S21 = M2A21

d

F1 = (
I − S12S21)−1, F2 = (

I − S21S12)−1

M accounts for the intraregional linkage, and S and F show the
interregional spillover and feedback effects respectively. As the Leontief
inverse consists of the intraregional and interregional linkages, following
Round’s decomposition, the model can be written as:(

X̃1

X̃2

)
=

(
F1 F1S12

F2S21 F2

) (
M1 0

0 M2

) (
Y1

d

Y2
d

)

=
(

F1M1 F1S12M2

F2S21M1 F2M2

) (
Y1

d

Y2
d

)

=
(

F1M1Y1
d + F1S12M2Y2

d

F2M2Y2
d + F2S21M1Y1

d

)
(9.8)

We define

(
M1 0
0 M2

)
as intraregional linkage matrix, and

(
F1 F1S12

F2S21 F2

)

as its interregional multiplier matrix. Where F1S12 and F2S21 show the
total interregional spillover linkage matrix, F1 and F2 show intraregional

linkage and total interregional feedback linkages.

(
F1M1 F1S12M2

F2S21M1 F2M2

)

shows another expression of the Leontief inverse in the two-region

IRIO model, and

(
F1M1Y1

d + F1S12M2Y2
d

F2M2Y2
d + F2S21M1Y1

d

)
gives output-inducing effects

classified by Y1
d and Y2

d with the multiplier decomposition.

Backward linkage and multiplier

Backward linkage reflects the induced output of all industries by the
increase of one unit final demand in the jth sector. Total backward
linkage in a single-region IO model is defined as:

TBL =
∑

i

L

where L is the Leontief inverse. Similarly, we can define the intrare-
gional and interregional total backward linkages. In the two-region
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IRIO model, the intraregional backward linkages and the interregional
backward linkages are as follows:

TBL11 =
∑

i

L11, TBL22 =
∑

i

L22

TBL12 =
∑

i

L12, TBL21 =
∑

i

L21

Since

(
L11 L12

L21 L22

)
is decomposed as

(
F1M1 F1S12M2

F2S21M1 F2M2

)
, we can have:

TBL11 =
∑

i

F1M1, TBL22 =
∑

i

F2M2

TBL12 =
∑

i

F1S12M2, TBL21 =
∑

i

F2S21M1

Backward linkage is the column treatment indicating the gross total
output increase under the one unit increase of each sector j’s final
demand. Another characteristic of backward linkage measurement is the
assumption of the one unit change of final demand, which is equival-
ent to the multiplier effect. In the context of IO analysis, various kinds
of multipliers – such as value added, trade, income, employment and
energy, etc. – can be derived by using additional vectors. They reflect the
extra value of those vectors, or simply the output as required for unity
increase of final demands or primary inputs. While in the IRIO model,

the linkages from the interregional linkage matrix

(
F1 F1S12

F2S21 F2

)
do

not correspond to with final demands or primary inputs directly. Altern-
atively, those linkages are equivalent to the multipliers regarding the
increase of (M1Y1

d , M2Y2
d ), intraregional outputs. The F1 reflects the extra

value of region 1’s output, which includes the intraregional and inter-
regional feedback effects required by the increase in the region’s final
demand. Similarly, F1S12 represents the spillover effect from region 1
to region 2 required by region 2’s final demand. It is noticed that the
interregional feedback multiplier is the difference between F1 and I .3

We define the total interregional feedback backward linkages (TBLF)
and total interregional spillover backward linkages (TBLS) as:

TBLF11 =
∑

i

(F1 − I), TBLF22 =
∑

i

(F2 − I)

TBLS21 =
∑

i

F2S21, TBLS12 =
∑

i

F1S12
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Dietzenbacher (2002) set up the relations between the backward and
forward linkages and the multiplier decompositions consisting of the
intraregional, interregional spillover and feedback effects, which is
different from Miller (1966), and distributed the feedback multiplier into
intraregional effects and interregional spillover effects called home and
foreign effects.

Output-inducing effect

When the sectoral structure of final demand is considered, the output-
inducing effect can then be calculated under the given structure of final
demand. The output-inducing effect reflects the total output induced of
each industry by the given structure of final sectoral demands. It shows
each sector’s output increase, which is the row sum of the Leontief
inverse weighted by the final demand structure. The output-inducing
effect is calculated from the demand-side model, thus any increases in
spillover and feedback effects are the results of respective increases in the
final demands of the other region or the originating region. For instance,
when the final demand of region 2 changes, the output of region 1 will
be induced, which is called the spillover effect, while the changes in
region 2’s output to meet the demand of region 1 will lead to the change
of the outputs, which flow to region 2, thus the effect will be fed-back to
the output of region 1 – namely, the feedback effect.

Region 1’s increase in output is measured by F1M1Y1
d + F1S12M2Y2

d .

It is the product of the row-wise sub-matrix of

(
F1M1 F1S12M2

F2S21M1 F2M2

)

and

(
Y1

d

Y2
d

)
. F1M1Y1

d includes the intraregional and interregional feedback

output increase of region 1 induced by Y1
d , and F1S12M2Y2

d represents
the interregional spillover effect from region 1 induced by Y2

d . Cor-
respondingly, region 2’s output increase is measured by F2M2Y2

d +
F2S21M1Y1

d .

9.4 Empirical studies

Data

The empirical studies are based on an analysis using the Multi-regional IO
model for China 2000 (IDE 2003), which was compiled under a collabor-
ation between SIC and IDE. The model was constructed from provincial
IO tables for 1997 and related the provincial statistics of China. In the
model, there are eight regions, including thirty administration districts
(provinces) of China except Tibet.4 The method of regional division was
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based on the three-region-belt division (eastern, central and western)
from East to West, in which the western region division is consistent with
the strategy of Western Area Development, and connected with the six
economic zones division which is still popular from north to south. Thus,
the 12 provinces in the west were divided into the Southwest region
and the Northwest region, including six provinces respectively, and
the Northeast region still comprised Heilongjiang, Jilin and Liaoning.
Then ten provinces left in the eastern belt were divided into four coastal
regions, and six provinces left as the newly classified Central region.5

With regard to the sector classification, the model records 30 sectors,
which are based on the 40-sector classification of the National Input–
Output table. Eleven service sectors excluding the transport and ware-
housing sector and the wholesale and retail trade sector – were aggregated
into service sectors because of insufficient data for the interregional
service flows, so that only 30 sectors were left in the multi-regional
IO model.

In order to study the spillover and feedback effects between the Coastal
and Non-coastal regions of China, the eight-region model was aggreg-
ated into a two-region model, in which the four coastal regions were
merged into the Coastal region (region 1), while the other four regions
were merged into the Non-coastal region (region 2). We also made

Table 9.1 Sector classification

Code Sector classification

1 Agriculture
2 Mining
3 Food products
4 Textile and clothing
5 Wooden products
6 Paper and printing
7 Chemical products
8 Non-metallic mineral products
9 Metal products

10 Machinery
11 Transport equipment
12 Electronic products
13 Other manufacturing products
14 Electricity, gas and water supply
15 Construction
16 Trade and transport
17 Services
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some aggregations of the sector classifications, and some sectors in the
30-sector model were aggregated into a 17-sector model, which is shown
in Table 9.1. The output and final demand structures of the Coastal and
Non-coastal regions are listed in Table 9.2.

Backward linkages and output multipliers

As the expression of the intermediate input structure, the Leontief
inverse can be treated as the total sectoral production technology matrix.
Consequently, the column sum of the various linkage matrix ( backward
linkage) reflects the total technology input for sector j. Table 9.3 shows
the results of the calculated intraregional and interregional linkages
and multipliers, and they are normalized by the averages in Table 9.4.
Table 9.3 shows that the averaged M1, F1 − I and F2S21 are 2.2788, 0.0178
and 0.1337, while the averaged M2, F2 − I and F1S12 are 2.2747, 0.0193
and 0.1468, respectively. Clearly, the Non-coastal region tends to dis-
play a higher dependence on the Coastal region’s technology transfers
(as the direct and indirect intermediate inputs for the production).6 As
the regional technology transfer, the spillover effect shows the move-
ments from the relatively high technology region to the lower one, while
the feedback effect is the second round technology interdependence
between the Coastal and Non-coastal regions. Both spillover multipliers
of Coastal and Non-coastal regions are clearly larger than the corres-
ponding feedback multipliers (7.51 and 7.61 times). As the multiplier
regarding the increase of (M1Y1

d , M2Y2
d ), the interregional spillover and

feedback effects contribute more output to the Non-coastal region than
to the Coastal region.

At the industry level, metal products (9), electricity, gas and water
supply (14), wooden products (5), non-metallic mineral products (8)
and construction (15) sectors in the Non-coastal region spill over their
technologies extensively to the Coastal region, while metal products (9),
electricity, gas and water supply (14), wooden products (5), construction
(15) and machinery (10) sectors, etc. process the stronger feedback effects
of the technologies from the Coastal region to the Non-coastal region. As
backward linkages and multiplier effects, those industries also contribute
greatly to the gross total output of the Coastal region. Electronic products
(12), transport equipment (11), machinery (10), textile and clothing (4)
and metal products (9) sectors, etc. in the Coastal region spillover their
technologies to the Non-coastal region, while those sectors in turn spill
over their technologies from the Non-coastal region back to the Coastal
region as a second round technology transfer. Similarly, these industries
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Table 9.2 The output and final demand structures of Coastal and Non-coastal regions

Coastal region Non-coastal region Ratio

Sector
Total

output (1) Share
Final

demand (2) Share
Total

output (3) Share
Final

demand (4) Share
Total

output (3)/(4)
Final

demand (4)/(2)

1 1,027.32 9.02 416.24 13.24 1,440.41 16.76 672.38 19.75 1.402 1.615
2 242.35 2.13 3.35 0.11 440.49 5.13 8.20 0.24 1.818 2.446
3 654.74 5.75 299.32 9.52 724.52 8.43 417.05 12.25 1.107 1.393
4 1,167.41 10.25 146.87 4.67 369.25 4.30 165.51 4.86 0.316 1.127
5 122.38 1.07 17.60 0.56 101.74 1.18 28.76 0.84 0.831 1.634
6 307.67 2.70 24.77 0.79 134.24 1.56 14.88 0.44 0.436 0.601
7 1,136.51 9.98 52.95 1.68 694.53 8.08 63.15 1.85 0.611 1.193
8 417.90 3.67 33.84 1.08 462.84 5.39 44.71 1.31 1.108 1.321
9 738.74 6.48 15.84 0.50 537.09 6.25 20.39 0.60 0.727 1.288

10 516.13 4.53 180.59 5.74 306.54 3.57 136.10 4.00 0.594 0.754
11 293.92 2.58 121.58 3.87 237.46 2.76 91.70 2.69 0.808 0.754
12 839.50 7.37 129.02 4.10 206.14 2.40 62.57 1.84 0.246 0.485
13 283.33 2.49 30.42 0.97 155.81 1.81 25.47 0.75 0.550 0.837
14 249.96 2.19 27.83 0.89 193.14 2.25 24.21 0.71 0.773 0.870
15 969.02 8.51 905.21 28.79 769.53 8.96 737.87 21.67 0.794 0.815
16 876.77 7.70 116.60 3.71 734.71 8.55 152.16 4.47 0.838 1.305
17 1,548.79 13.59 725.59 23.08 1,083.52 12.61 757.74 22.26 0.700 1.044

Total 11,392.45 100.00 3,143.91 100.00 8,591.97 100.00 3,404.54 100.00 0.754 1.083

Source: Data from the Multi-regional IO model for China 2000.
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Table 9.3 The regional and interregional feedback and spillover linkages and
multipliers

M1 F1 − I F2S21 M2 F2 − I F1S12

1 1.7773 0.0067 0.0588 1.6808 0.0077 0.0661
2 2.0177 0.0123 0.0977 1.9672 0.0127 0.1000
3 2.4127 0.0102 0.1004 2.2547 0.0090 0.0888
4 2.6548 0.0127 0.0909 2.4624 0.0199 0.1947
5 2.4603 0.0231 0.1864 2.3347 0.0169 0.1340
6 2.4330 0.0140 0.1040 2.3858 0.0199 0.1712
7 2.3219 0.0200 0.1550 2.4042 0.0212 0.1716
8 2.3000 0.0215 0.1723 2.4162 0.0163 0.1281
9 2.4388 0.0381 0.2648 2.5819 0.0288 0.1806

10 2.3533 0.0217 0.1465 2.5135 0.0309 0.1999
11 2.5556 0.0202 0.1329 2.5642 0.0296 0.2052
12 2.4854 0.0208 0.1363 2.4035 0.0426 0.2997
13 2.1888 0.0180 0.1280 2.2125 0.0189 0.1383
14 1.9645 0.0274 0.2318 2.0780 0.0113 0.0951
15 2.3691 0.0230 0.1694 2.4562 0.0188 0.1279
16 2.0202 0.0067 0.0506 1.9788 0.0115 0.0949
17 1.9866 0.0061 0.0467 1.9746 0.0121 0.0997

Total 38.7400 0.3025 2.2725 38.6692 0.3281 2.4957
Average 2.2788 0.0178 0.1337 2.2747 0.0193 0.1468

contribute greatly to the gross total output of the Non-coastal region as
a result of the interregional multiplier effect.

The patterns of the two regions’ technology transfer are clearly
different. The horizontal axes in Figure 9.1 indicate the ratios of the two
regions’ sectoral total output (Non-coastal region to Coastal region for
(a) and ( b), Coastal region to Non-coastal region for (c) and (d)), while
the vertical axes are the associated spillover or feedback effects. Figure 9.1
shows the clear pattern that the spillover or feedback effect initiated from
the Coastal region is becoming stronger the more developed the indus-
tries are in terms of the sectoral output ratio. But (a) and (b) of F2S21 and
F1 − I from the Non-coastal region do not show a similar pattern. This
indicates that although some industries’ spillover effects to the Coastal
region are strong, the Non-coastal region does not successfully transfer its
advanced technologies to the coastal region. The gross total output of the
Non-coastal region to the Coastal region is 0.754, with only agriculture
(1), mining (2), food products (3) and non-metallic mineral products (8)
sectors’ total output being greater than those of the Coastal region. On
the other hand, the products of material or intermediate goods produc-
tion industries must be widely distributed as intermediate transactions.
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Table 9.4 The normalized regional and interregional feedback and spillover
linkages and multipliers

M1 F1 − I F2S21 M2 F2 − I F1S12

1 0.7799 0.3771 0.4400 0.7389 0.3979 0.4503
2 0.8854 0.6911 0.7310 0.8648 0.6605 0.6810
3 1.0587 0.5744 0.7513 0.9912 0.4641 0.6049
4 1.1650 0.7161 0.6797 1.0825 1.0299 1.3259
5 1.0796 1.2963 1.3947 1.0264 0.8779 0.9128
6 1.0676 0.7854 0.7780 1.0489 1.0298 1.1659
7 1.0189 1.1242 1.1597 1.0570 1.0977 1.1691
8 1.0093 1.2102 1.2889 1.0622 0.8427 0.8725
9 1.0702 2.1429 1.9809 1.1351 1.4938 1.2301

10 1.0327 1.2173 1.0956 1.1050 1.6035 1.3615
11 1.1215 1.1340 0.9943 1.1273 1.5337 1.3980
12 1.0906 1.1681 1.0195 1.0567 2.2097 2.0418
13 0.9605 1.0116 0.9572 0.9727 0.9787 0.9418
14 0.8621 1.5427 1.7337 0.9135 0.5841 0.6480
15 1.0396 1.2907 1.2669 1.0798 0.9737 0.8709
16 0.8865 0.3748 0.3788 0.8699 0.5955 0.6461
17 0.8718 0.3433 0.3497 0.8681 0.6271 0.6793

Total 17.0000 17.0000 17.0000 17.0000 17.0000 17.0000

This evidence supports the view that most of the industries in the Non-
coastal region still do not have any technological advantage. Put another
way, in terms of material and intermediate inputs, some industries do not
successfully spill over their products to the Coastal region exclusively.

Normalized backward linkages are listed in Table 9.5. The average intra-
and interregional backward linkages of the Coastal region (F1M1 and
F2S21M1) are 1.7752 and 0.2248, while those of the Non-coastal region
(F2M2 and F1S12M2) are 1.7579 and 0.2421. Though the average inter-
regional backward linkages are small, only the intraregional backward
linkages of textile and clothing (4) sector in the Coastal region and metal
products (9) sector in the Non-coastal region are greater than 2.7 This is
more evidence to show that the interregional linkage plays an important
role in the regional economic development. The intraregional backward
linkages are mainly determined by the intraregional linkage matrix M1

and M2, while the patterns of the interregional backward linkages are
quite similar to the interregional spillover linkage matrix F2S21 and F1S12.
Figure 9.2 shows the degrees of the corresponding linkages. It is clear that
the curves of F1M1 and F2M2 almost superpose with M1 and M2 respect-
ively. Conversely, the lines of F2S21M1 and F1S12M2 are quite similar to
those of F2S21 and F1S12. Thus, this shows that the spillover effect is
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Table 9.5 The normalized intraregional and interregional backward
linkages (output multipliers)

F1M1 F2S21M1 Total F2M2 F1S12M2 Total

1 1.3737 0.1042 1.4778 1.2884 0.1081 1.3965
2 1.5673 0.1697 1.7370 1.5152 0.1728 1.6880
3 1.8678 0.1778 2.0456 1.7295 0.1643 1.8938
4 2.0598 0.1961 2.2559 1.9012 0.2976 2.1988
5 1.9197 0.2810 2.2007 1.8015 0.2327 2.0342
6 1.8909 0.2078 2.0988 1.8434 0.2727 2.1161
7 1.8096 0.2424 2.0520 1.8582 0.2692 2.1275
8 1.7945 0.2589 2.0534 1.8641 0.2372 2.1013
9 1.9211 0.3790 2.3001 2.0039 0.3022 2.3061

10 1.8403 0.2665 2.1068 1.9549 0.3231 2.2780
11 1.9965 0.2720 2.2686 1.9945 0.3435 2.3381
12 1.9415 0.2638 2.2053 1.8796 0.3968 2.2763
13 1.7064 0.2179 1.9242 1.7105 0.2332 1.9437
14 1.5370 0.2656 1.8026 1.5988 0.1750 1.7738
15 1.8526 0.2838 2.1363 1.8984 0.2479 2.1462
16 1.5627 0.1174 1.6801 1.5226 0.1675 1.6901
17 1.5369 0.1180 1.6549 1.5199 0.1714 1.6914

Total 30.1782 3.8218 34.0000 29.8847 4.1153 34.0000
Average 1.7752 0.2248 2.0000 1.7579 0.2421 2.0000

stronger than the feedback effect, which cannot shift the pattern of the
intraregional linkage, as the second round interregional linkage effect.

Output-inducing effects

Backward linkage is the column sum of the Leontief inverse as output
multiplier is under the assumption of one unit increase of one given sec-
tor’s final demand. It shows the gross total output increase for all sectors
under one unit increase of the given sector’s final demand. The output-
inducing effect derived in equation (9.8) takes into account the structure
of the final demands. It is the row-wise sum of the Leontief inverse and
shows each sector’s total output increase under the given structure of the
final demands.

Table 9.6 shows the contributions of two regions’ spillover and feed-
back output-inducing effects to the sectoral total outputs. The Coastal
region’s spillover and feedback effects’ contributions are 9.66 per cent
and 1.21 per cent to region’s gross total output, while the Non-coastal
region’s spillover and feedback effects contribute 9.64 per cent and
1.33 per cent respectively. It shows that the interregional spillover and
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Table 9.6 The feedback and spillover output inducing effects (%)

Coastal region Non-coastal region

Feedback Spillover Total Feedback Spillover Total

1 0.35 4.22 4.57 0.35 3.33 3.68
2 3.39 21.60 24.98 4.06 26.38 30.44
3 0.43 5.82 6.26 0.43 4.49 4.92
4 1.05 10.07 11.12 0.86 5.57 6.43
5 1.14 10.29 11.43 1.32 13.67 14.99
6 1.71 15.81 17.52 1.33 10.06 11.39
7 2.81 21.87 24.68 2.64 16.51 19.15
8 0.72 7.30 8.02 1.05 12.23 13.28
9 2.53 16.83 19.36 3.48 24.02 27.51

10 1.08 8.13 9.21 0.97 7.03 8.00
11 1.17 9.27 10.44 0.94 6.74 7.68
12 1.27 11.49 12.76 1.11 8.19 9.29
13 1.92 14.18 16.10 2.37 16.53 18.90
14 1.56 11.38 12.94 2.19 15.32 17.51
15 0.06 0.50 0.57 0.06 0.43 0.49
16 1.84 14.40 16.25 1.78 12.86 14.65
17 0.61 4.80 5.41 0.59 4.21 4.79

Average 1.39 11.06 12.45 1.50 11.03 12.54

feedback linkages contribute significantly to regional economic devel-
opment. The geographical sizes of two regions are different, but the
economic sizes are quite similar. At the same time, the regional final
demands are even nearer, where the ratio of Y22

d to Y11
d is 1.083. It

becomes the basic reason why the magnitudes of the corresponding
inducing effects are quite close between the two regions.

At the sector level, in the Coastal region, the sectoral contribution
ratios of the spillover effects in chemical products (7), mining (2), metal
products (9), paper and printing (6) and trade and transport (16) sectors,
etc. are greater. The feedback effects in mining (2), chemical products
(7), metal products (9), other manufacturing products (13) and trade and
transport (16) sectors contribute strongly to sectoral growth; in the Non-
coastal region, the spillover output-inducing effects in mining (2), metal
products (9), other manufacturing products (13), chemical products (7)
and electricity, gas and water supply (14) are significant, while the sector
which have the strongest feedback effects are the same as those with
strong spillover effects.
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Table 9.7 The contributions of feedback and spillover output
inducing effects (%)

Coastal region Non-coastal region

Feedback Spillover Total Feedback Spillover Total

1 0.03 0.39 0.42 0.05 0.46 0.51
2 0.08 0.53 0.62 0.23 1.50 1.73
3 0.03 0.38 0.41 0.04 0.37 0.40
4 0.06 0.56 0.62 0.03 0.20 0.24
5 0.01 0.11 0.12 0.02 0.18 0.20
6 0.04 0.33 0.37 0.02 0.16 0.18
7 0.24 1.85 2.09 0.20 1.23 1.43
8 0.03 0.29 0.32 0.06 0.68 0.74
9 0.18 1.18 1.36 0.24 1.69 1.93

10 0.05 0.41 0.47 0.04 0.26 0.29
11 0.03 0.28 0.31 0.02 0.17 0.19
12 0.07 0.63 0.70 0.02 0.17 0.19
13 0.04 0.29 0.32 0.04 0.30 0.34
14 0.04 0.31 0.35 0.06 0.40 0.46
15 0.01 0.05 0.06 0.01 0.04 0.04
16 0.17 1.30 1.46 0.17 1.23 1.40
17 0.10 0.76 0.86 0.09 0.61 0.70

Total 1.21 9.66 10.86 1.33 9.64 10.97

Table 9.6 only shows the feedback and spillover effects’ contributions
to the growth in sectoral output, while the percentage contributions
to regional gross output are listed in Table 9.7. In the Coastal region,
the spillover and feedback effects of the chemical products (7) sector
contributes 2.09 per cent to regional gross total output, trade and trans-
port (16), metal products (9), service (17) and electronic products (12)
contribute 1.46, 1.36, 0.86 and 0.70 per cent respectively to the gross
output. Different from sectoral contributions, mining (2), paper and
printing (6) and other manufacturing products (13) decrease their rank of
the contribution, while service (17) and electronic products (12) sectors’
effects become more important. In the Non-coastal region, the metal
products (9) sector contributes 1.93 per cent – which is the highest of
all sectors – to gross total output by the spillover and feedback effects.
The mining (2), chemical products (7), trade and transport (16) and
non-metallic mineral products (8) sectors contribute 1.73, 1.43, 1.40
and 0.74 per cent respectively to the gross output. The other manufac-
turing products (13) and electricity, gas and water supply (14) sectors
decrease their rank of the contribution, while trade and transport (16)
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and non-metallic mineral products (8) sectors’ effects become more
important.

The Coastal region’s feedback effect and the Non-coastal region’s
spillover effect are induced by Y11

d , while the Coastal region’s spillover
effect and the Non-coastal region’s feedback effect are induced by Y22

d .
It is easy to know that the value of gross total output induced by
Y22

d is 1,214.78 billion RMB, which is larger than that by Y11
d , 966.11 bil-

lion RMB. Figure 9.3 shows the relations of the regional final demands
with the corresponding output inducing at the industrial level. The hori-
zontal axes in Figure 9.3 indicate the ratios of the two regions’ sectoral
final demands (the Non-coastal region to the Coastal region for (a) and
(d), the Coastal region to the Non-coastal region for (b) and (c)), while the
vertical axes indicate the spillover or feedback output inducing accord-
ingly. Figure 9.3 shows the clear pattern that the spillover or feedback
effect initiated from the Non-coastal region’s final demand is becoming
stronger as the ratio of the Non-coastal region’s final demand is increas-
ing. But the output induced by the Coastal region’s final demand in
(b) and (c) do not show such a pattern. The productions induced by
other sources, such as imports, would have met the demands for the out-
side region which supplied goods and services in Coastal region. Further
evidence is provided by the fact that most of the manufacturing and
machinery industries’ induced output of spillover or feedback outputs,
especially by Y11

d , are quite small.

9.5 Concluding remarks

In terms of the our interregional analysis, the spillover effect is direct,
whereas the feedback effect is indirect. Miller developed the method-
ology on feedback effect analysis by using the IRIO model. Following
Round (2001), the IRIO model’s Leontief inverse is decomposed to
intraregional linkage and its interregional multiplier matrix, then the
interregional spillover and feedback effects are discussed, and their back-
ward linkages are defined. Backward linkage is the column-sum while the
output-inducing effect is the row-sum of the Leontief inverse weighted
by final demand structure.

For two regions, the interregional spillover and feedback effects play an
important role in regional economic development. The spillover effects
are clearly stronger than the corresponding feedback effects in terms of
linkage, multiplier and inducing effect.

The patterns of the various linkages and output-inducing effects are
clearly different at the sectoral level. The sectors which process the
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strongest linkages and multipliers are mainly concentrated on manu-
facturing, while the material and services sectors tend to show larger
output-inducing effects. As the multiplier, the interregional spillover and
feedback effects for the Non-coastal region are stronger than that for the
Coastal region. Similarly, the gross total output induced by the Non-
coastal region’s final demand is larger than that induced by the Coastal
region’s.

The spillover effect initiated from the Coastal region to the Non-
coastal region is the most important in that not only does it transfer
the advanced technologies to the Non-coastal region, but it also sup-
plies production to meet the demands of the Non-coastal region. Thus
the development of manufacturing in the Coastal region, and especially
the high-tech sector, is beneficial for the wide economic growth of the
whole nation, while the Non-coastal region could make better use of
its advantages in materials and resource. On the other hand, the Non-
coastal region does not show either the considerable technology transfer
effect to the coastal region or the output inducing effect initiated by the
coastal region’s demands.

The geographical sizes of the two regions are quite different, but their
economies are similar in scale. This is the main reason why the mag-
nitudes of the total linkages and inducing effects between the two regions
are quite close. As a result, in this study we cannot assess the different
picture of the intraregional, feedback and spillover effects between small
and large economies as discussed in Dietzenbacher (2002).

Notes

1. The import matrix is not explicitly expressed here, as this study focuses on
the regional issue domestically. Under this circumstance, the export demand
is ignored also, so the total outputs are reduced to X̃α .

2. Strictly speaking, the regional final demand is

(
Y11

d

Y21
d

)
+

(
Y12

d

Y22
d

)
. In terms

of equation 9.6, the calculation process is the same whether taking into
account Y21

d and Y12
d or not, thus for simplified discuss the interregional

spillover and feedback effects, we ignore those interregional flows and define:(
Y1

d

Y2
d

)
=

(
Y11

d

0

)
+

(
0

Y22
d

)

3. Miller (1966) and Miller and Blair (1985) define the interregional feedback-
inducing output effect as [(I −A11)−1 −A12(I −A22)−1A21]−1 −(I −A11)−1 = F̃1.
Round (2001) shows F̃1 = (F1 − I)M1.

4. Tibet has not compiled any input–output tables to date.
5. The region is to be defined as the Northeastern region (Heilongjiang, Jilin

and Liaoning), the North Municipalities region (Beijing and TianJin), the
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North Coast region (Hebei and Shandong), the East Coast region ( Jiangsu,
Shanghai and Zhejiang), the South Coast region (Fujian, Guangdong and
Hainan), the Central region (Shanxi, Henan, Anhui, Hubei, Hunan and
Jiangxi), the Northwestern region (Inner Mongolia, Shaanxi, Ningxia, Gansu,
Qinghai, Xinjiang) and the Southwestern region (Sichuan, Chongqing,
Yunnan, Guizhou, Guangxi and Tibet). Taiwan, Hong Kong and Macau are
excluded.

6. In an input–output context, technology is usually embodied in commodities
transacted among industries. If a certain industry inputs the commodities for
production, it means that this industry purchases the technologies embodied
in those commodities. This refers to the technology transfer to that industry
in this chapter.

7. As the normalization is weighted by the sectoral average, including both each
of the 17-sectoral intra- and interregional backward linkages, the normalized
sectoral average is approaching 2.
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10
Conclusion: Spatial Structure
and Regional Development
in China
Nobuhiro Okamoto and Takeo Ihara

10.1 The interregional input–output approach
to China

Recent studies on the regional development of China have shown that
regional disparity has become a significant problem, and this has led
many policy makers and researchers to pay attention to the issue of how
we might develop the underdeveloped regions of the nation. It should
be noted, however, that most of the approaches to date have focused on
the situation in specific regions, rather than considering interregional
interdependency. Therefore, in order to add something substantial to
these previous studies, we felt the need to consider the interregional
feedback effects and/or spatial interactions quantitatively. This was the
main reason why we compiled the full-scale interregional input–output
model for China as a useful analytical tool for considering spatial eco-
nomy. We have also analysed the current regional economy in China by
using this sort of interregional input–output approach.

When we reviewed the empirical implementation of an interre-
gional input–output analysis on regional economic issues in China, this
revealed that there have been few compilation works and few applica-
tions of an input–output analysis to the regional economy as it actually
exists in China. In this regard, through careful and earnest discussions
within our study group, we achieved the following consensus: First, we
have to explain the limitations of an input–output model, together with
its underlying assumptions so as to extend its model for further study
works. Secondly, we also have to show how to compile and estimate

201
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a body of full-scale interregional input–output data which can then be
used as the basis for further empirical investigation. In the light of this,
let us make some additional comments.

With regard to the first point, we dare to admit that in the current
circumstances an input–output model arouses considerable scepticism,
although it should be regarded as the most fundamental and useful
framework for grasping the real economic structures in a simple and
consistent way. Upon closer investigation, it becomes clear that many of
the criticisms relate to the strong technical assumptions that lie behind
an input–output model. Therefore, in order to cope with such current
circumstances to become better off, we outlined, in Chapter 2 (Ihara),
the basic structure of an input–output model in more detail, together
with an explicit acknowledgement of its qualifications and limitations,
in order to clarify the relative advantage of the model. We, then, also
explained the contemporary frontiers on an input–output model for
further research.1

As for the second point, we dare to say that we still suffer from the
severe restrictions on the available interregional input–output data for
China. Under these conditions, we have to address such problems as
how we could obtain or estimate reliable interregional input–output data
in China. Eventually, in Chapter 3 (Okamoto and Zhang), we clarified
the non-survey methods of estimating regional and interregional input–
output data and production accounts (i.e., total outputs) in the region
concerned, we have estimated interregional input–output coefficients
and the related Leontief inverse matrix.2

10.2 The results of our study

Using our interregional input–output model, which was developed with
our estimated data, we have tried to analyse various regional devel-
opment problems in China. More specifically, we have employed the
data from our Multi-Regional Input–Output Model for China (CMRIO)
(Institute of Developing Economies 2003). According to our CMRIO
model, the regional breakdown in China has been carried out correctly.
Therefore, our empirical studies of the regional development of China
have been basically conducted subject to this sort of regional definition.
However, the regional definition and/or division for China have been
widely discussed in the literature. As a result, many other methods of
dividing up the regions of China have been proposed.

Therefore, in Chapter 4 (Li and Hou), these regional divisions for
China were investigated in some depth, together with some additional
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explanations of our regional breakdown by eight regions. For further
reference, we have undertaken some comparative analyses of the social
and economic development of eight regions from such viewpoints as
basic conditions, GDP and structure, infrastructure, opening to the
outside world, market scale and residents’ consumption, development
potential and economic activities. As a result, we have found that:
(1) there is a considerable difference between the regions in terms of
geographical scale, size of population and the degree of wealth. Namely,
the Northwest region is the largest, the Central region is the most heav-
ily populated and the East Coast region is the richest. (2) In terms of
overall characteristics, the East Coast region has the strongest economic
power as well as industrial activity, and it has the most promising market
potential. By contrast, the Northwest region faces the greatest struggle
in trying to develop, because it is sparsely populated, has small local
markets, and is very inconveniently situated.

Then, what kind of factors brought about above-stated differentials
in regional development in China? This is the question considered, in
Chapter 5 (Kanazawa). As a result, it emerged that the coastal region
(i.e., North Municipalities, North Coast, East Coast, South Coast) has
been developing through intermediate demand, while the interior region
(i.e., Central, Northwest and Southwest) has been developed by the final
demand factors, with its comparative advantage of construction and
agricultural sectors. These findings have significant implications for the
Western Area Development Strategy (see Table 10.1).

It should be noted that natural resource allocation across the regions
in China might also have significant implications for their development.
Natural resources are principally concentrated in the Central and West-
ern regions. On the other hand, sea resources are concentrated in the
East Coast and South Coast regions, where manufacturing industries are
a dominant sector. Thus, a particular spatial linkage in China has been
formed. More specifically, coal, oil, natural gas, metal ore and agricul-
ture resources tend to flow from the Central and Western regions to the
East Coast and South Coast, while manufacturing products tend to flow
from the coastal region to the Central and Western regions. These differ-
ences between regional economies eventually generate the transaction
of resources and goods over the regions. In this regard, the spatial linkage
structure in China has been clarified, in Chapter 6 (Pan and Liu), which
shows us the interregional interdependency of space economy. Namely,
the Northeast and Southwest regions have the smallest connection to
their outer regions, while the Northwest region has the largest one. In
addition, it should be noted that the East Coast, South Coast and North
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Municipalities regions have more backward linkages but fewer forward
linkages. On the other hand, the North Coast and Central regions have
more forward linkages but fewer backward linkages. Therefore, we might
consider that the North Coast and Central regions take the role of sup-
pliers of natural resources, providing intermediate goods to such regions
as the North Municipalities, the East Coast and the South Coast, which
is regarded as an already developed region in China.

Judging from the spatial aspects of an economic activity, the majority
of industry seems to be concentrated in the East Coast and South Coast
regions, and hence its industrial agglomeration in these regions might
lead to the achievement of high rates of development. With the progress
of spatial economics or new economic geography, it is generally recog-
nized that the spread of development from core industrialized economy
(i.e., East Coast and South Coast) might be caused by the relocation of a
manufacturing sector. The movement of a manufacturing sector might
depend upon the wage differentials and linkages among sectors. If the
wages are given, the linkages among sectors will be important for the
movement of industry from the agglomerated region to another region.
Those sectors with few linkages will move quickly from the region,
because it is not necessary for them to supply the intermediate goods to
sectors in this region. In order to understand the possibility of movement
of manufacturing sectors in a heavily concentrated region, the intra-
regional/interregional linkages in the East Coast and South Coast regions
have been measured, in Chapter 7 (Okamoto), where the industry is
agglomerated. As a result, we established the following: (1) that although
the linkage structure in the South Coast is relatively simple compared to
that in the East Coast region, the electric and telecommunications sector
is a core of linkage in the region, and, even more, intraregional linkage
of this sector is quite strong within the region; (2) the East Coast region
seems to have relative advantages for developing with the existence of
various sectors, which had been already established during the planning
period. Therefore, the linkage structure among machinery industries has
been forming significantly in terms of directions, volumes and technical
relations. Thus, this region might be regarded as the major beneficiary
from the agglomeration economies.

So far, we have considered the spread of development from the core
to the periphery of the region largely from the viewpoint of the move-
ment of the industrial sectors. However, if we consider the regional
disparity in the context of Myrdal, Hirschman, Wiliamson, then the
‘trickle-down’ or ‘polarization’ effect might become the most important
concept. Therefore, in Chapter 8 (Hioki), the regional disparity was dis-
cussed intensively in the context of the trickle-down effect, which can
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Table 10.1 Regional development in China

Characteristics (Ch. 4) Differential factors (Ch. 5)∗ Spatial linkages (Ch. 6)

Northeast Relative high per capita GDP Crude oil and natural gas Relative average linkage to
outside regionRelative high infrastructure of

railway transport
Urban household consumption

North Municipalities Largest population density Tertiary industry Large backward linkage to
outside regionHighest per capita GDP Intermediate inputs

North Coast Relative high value added of
primary sector

Primary industry Large forward linkage to outside
region

Relatively open economy Developed by outflows

East Coast Largest GDP share Most of sector Large backward linkage to
outside regionPulled by exports

South Coast Most open economy Most of sector Large backward linkage to
outside regionPulled by exports

Central Largest population Agriculture Large forward linkage to outside
regionPulled by outflows

Northwest Largest land area Agriculture, trade and transport Largest linkage to outside region
Smallest per capita GDP Pulled by domestic demand

Southwest Highest proportion of employ-
ment in primary sector

Agriculture, food products
Pulled by domestic demand

Smallest linkage to outside
region

Least urbanization

Notes
∗ Upper: comparative advantage sector.

Lower: its factor.
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be measured by the repercussion of final demand and output multiplier.
The analysis finds, that around 10 per cent of the total repercussion
goes to the interior region. Therefore, we can evaluate that the ‘Step
Ladder’ policy to some extent worked well as a sound regional develop-
ment policy. On the other hand, the East Coast and South Coast regions
are playing very important roles in promoting growth in China. In addi-
tion, the North Municipalities region seems to have only a very small
trickle-down effect to other regions, and the North Coast region plays
the role of being a growth pole for the Northeast region.

Chapter 9 (Zhang and Zhao) focused on the same issues as mentioned
above. The questions it aimed to consider were as follows: Are there
spillover effects between Coastal regions and Non-coastal regions? If any
exist, how should we measure their effects? Although some studies have
tentatively attempted to reveal spillover effects by using an econometric
model, an interregional input–output model should be regarded as the
most appropriate and effective tool to measure feedback and spillover
effects between the core and the periphery of the region. We have dis-
cussed the methodology on feedback and spillover effect analysis in the
context of input–output framework. And we have clarified the fact, by
our method for the case of two regions, that the interregional spillover
and feedback effects play very important roles in regional economic
development. It should be noted that the spillover effects are clearly
stronger than the corresponding feedback effects in terms of linkage,
multiplier and inducing effect. In addition, with regard to the multi-
plier, the interregional spillover and feedback effects for the Non-coastal
region seem to be much stronger than that for the Coastal regions. Simil-
arly, gross total output induced by the Non-coastal region’s final demand
seems to be larger than that for the Coastal region’s. Therefore, we can
state that the development of the manufacturing industries – especially
the high-tech sector – in the Coastal region, might get the benefit from
the nation-wide economic growth, while the Non-coastal region could
better utilize the advantage in terms of both materials and resources. On
the other hand, the Non-coastal region does not show the consistent
technology transfer effect, and even the output-inducing effect, which
was initiated by the Coastal region’s demands (see Figure 10.1).

Keeping those findings in mind, what conclusions can we draw confid-
ently from the empirical studies detailed in this book? Our key findings
can be summarized as follows:

(1) The Northeast region, which is considered to be a heavy indus-
trial area, has a self-sufficient structure with relatively few spatial
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North Municipalities

Non-coastal region Coastal region

Northeast

Northwest

Southwest

Central

North Coast 

Complex linkage
structure among
machinery sectors
Large linkage of
electronics sectors
within the region

East Coast

South Coast 

Figure 10.1 Spatial structure in China

Notes
Shaded boxes show industrial agglomeration region.
Arrows show trickle-down or spillover effect.

linkages to other regions. By contrast, the East Coast and South
Coast regions are regarded as the development centre or growth poles
of the Chinese economy, in which industry is highly concentrated,
and their economic activity has a certain amount of spillover effects
to both the Central and Southwest regions. The Central and North
Coast regions might occupy the economic position as suppliers of
both materials and intermediate goods, to support the development
of the coastal region. However, the Northwest region is dependent
to a considerable extent on other regions.

(2) From the viewpoint of regional development policy, it is very import-
ant to consider the spatial interactions between different regions.
From our results so far, we may conclude, as some policy implica-
tions, that the Northeast region should form more intensive spatial
linkages with the North Coast and North Municipalities regions,
while the Northwest region should introduce more investments of
new industry into the associated region.

10.3 Some concluding remarks for further study

As Dietzenbacher and Lahr (2001, p. 1) mentioned, in the recent liter-
ature input–output analysis has been used as one of the major tools in
applied quantitative economics. This input–output technique is widely
used for the analysis of all sorts of economic issues, such as structural
economics, development economics, regional economics and regional
science among others. Input–output research fell out of favour during the
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1970s and 1980s, but, following the development of economic theory in
the new growth theory, new trade theory and spatial economics, it is very
natural that the next step of research on these topics should be a positive
and empirical work in both multi-sectoral and multi-regional framework.
Thus, it should be noted that input–output analysis has experienced a
strong revival in the 1990s.

In China, the uneven development of the regional economies has been
a subject of considerable interest in the late 1990s, and some studies have
tried to approach this issue from the aspects of endogeneous growth the-
ory (Jian, Sacks and Warner 1996; Raiser 1998; Yao and Zhang 2001) and
also from the aspect of spatial economics (Fujita and Hu 2001; Kimura
2003). Therefore, in accordance with the historical development of an
input–output research, the empirical studies on regional development
in China have been needed for their multi-sectoral and multi-regional
aspects. In this context, an interregional input–output model has been
particularly required by regional economists. To meet their expectations,
and also to satisfy this potential demand for interregional input–output
model, we have compiled the full-scale Multi-regional Input–Output
Model for China, always appreciating the severe data restrictions.

In addition, this book has tried to consider spatial structure and
regional development in China, based on an interregional input–output
approach that has used our estimated data to the fullest possible extent.
As already summarized in this book, not only could we obtain very mean-
ingful information on regional development problems in China, but we
could also explain how to utilize new frontiers of interregional input–
output analysis. Therefore, we are convinced that this book may serve
to deepen the understanding both of regional development in China
and of the possibilities for interregional input – output analysis in gen-
eral. Finally, we are looking forward strongly to working together to
conduct further empirical studies on spatial structures and/or regional
developments based on our shared analytical methods and interests.

Notes

1. Then, we, in turn, applied our own analytical methods to such areas as the
analysis of inter-industrial linkages (Chapter 7), the spatial structural ana-
lysis (Chapters 6 and 8), the decomposition technique for structural change
(Chapter 5), and the multipliers (Chapter 9), so as to provide in-depth analysis
of the development of the regional economies of China.

2. Through the empirical study of a comparison of the estimated model and
the original provincial/interregional table, we can conclude the following:
(1) that we can use national technical coefficient for regional economic



Nobuhiro Okamoto and Takeo Ihara 209

analysis instead of using the regional one if the region concerned has a relative
large GDP, and that the regional input coefficient estimated by the location
quotient approach might also be useful for regional impact analysis: (2) but
regarding interregional input coefficient estimated by the same method, the
result was not so good, especially in respect of interregional transaction parts
because the location quotient method does not measure cross-hauling between
regions.
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