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1 Introduction 

The effects of international trade and foreign direct investment (FDI) on 
developing economies have always been controversial. From about the 
1980s, however, the countries adopting open policies have tended to out-
perform those adopting closed policies. The former, essentially the econo-
mies of Asia and some countries of Latin America, have grown faster than 
the latter, the economies of sub-Saharan Africa. With the unstoppable 
spread of globalization and the supremacy of “open” policies over 
“closed” ones, the debate between “participating” and “not participating” 
in the world economy has been superseded by discussions on the best pol-
icy measures for expanding participation and enhancing the accrued wel-
fare gains. The countries of sub-Saharan Africa have no choice but to take 
part in international trade and investment. Policies to strengthen interna-
tional competitiveness are almost unanimously considered crucial means 
towards those ends.  

A key way of making a country more competitive is to strengthen its  
international competitiveness in trade and investment.  Competitiveness in 
international trade is defined, in the present analysis, as the ability of a 
country to produce and sell goods in the international market at a lower 
price than competitor countries. Competitiveness in international invest-
ment, on the other hand, is understood as the ability of a country to attract 
large inflows of foreign investment. Given that competitors also strive to 
increase their abilities to sell goods and attract, the study takes a dynamic 
approach, as opposed to a static approach, to comparative advantage.  

This book examines two policies frequently used to enhance interna-
tional competitiveness: the exchange rate policy and productivity policy. 
We explore the effectiveness of these policies in raising international com-
petitiveness as assessed through two channels, namely, trade competitive-
ness and FDI competitiveness. 

The book is structured as follows. Chapters 2 and 3 empirically ana-
lyze the trade-FDI and growth relationship in the countries of sub-
Saharan Africa. The development of the new growth theory has led to a 
wide recognition of the potential power of international trade and FDI in 
enhancing growth. The analysis in Chap. 2 focuses on the relationship 
between international trade and economic growth. The analysis in Chap. 3
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focuses on the relationship between FDI and economic growth. We use 
the standard time series technique, i.e. variance decomposition, to exam-
ine the problems in these chapters.  

Chapters 4 and 5 examine policy measures with the potential to enhance 
trade by strengthening trade competitiveness. We focus specifically on  
exchange rate and productivity policies, delving into the effectiveness of 
each. The depreciation of a local currency can be expected to instantly lower 
the prices of a country’s exports in foreign currency and thereby boost  
exports. At the same time, however, the depreciation might exert upward 
pressure on domestic inflation. If the export prices in a local currency rise 
as a result of this, the inflation might offset the expected effects of the  
exchange rate policy. In Chap. 4 we empirically investigate the exchange 
rate and inflation pass-through mechanism. Three techniques are applied in 
our investigation: a VAR (vector autoregression) or VEC (vector error cor-
rection)-based Granger causality test, an LA (lag augmented)-VAR-based 
causality test, and a CCF (cross correlation function)-approach-based cau-
sality test. Both causalities are tested, in mean and in variance. To directly 
inspect and compare the effectiveness of exchange rate policy and produc-
tivity policy in bringing about stronger trade competitiveness, Chap. 5 uses 
the “bounds” cointegration test to investigate how export prices relate to 
exchange rates and productivity over the long run.   

Chapter 6 explores FDI competitiveness, or the ability of a country to 
attract foreign investment. Factors determining the inflows of FDI are inv-
estigated in order to seek out areas where policy measures can be imple-
mented to improve the attractiveness of a country for foreign investors. 
Specifically, we use a panel data analysis to identify determinants of FDI 
and empirically analyze how those determinants relate to FDI inflow.  

Having confirmed the importance and supremacy of productivity policy 
over exchange rate policy in the earlier chapters of the book, we try to find 
direct policy measures to enhance total factor productivity in Chap. 7. We 
use six determinants for empirical analysis, i.e. human capital, reallocation 
of production factors from low- to high-productivity sectors, agglomera-

Trade deficits pose difficulties for sub-Saharan African countries. As 
economies grow, their demand for foreign goods grows in parallel and 
world trade benefits as a whole. Without a stable balance between exports 
and imports, however, a newly emerging trade deficit will tend to expand. 
Chapter 8 uses panel cointegration techniques to empirically analyze the 
sustainability of trade accounts.    

tion, demographic age structure, infrastructure development, and black 
market premiums. A panel causality test is used to empirically investigate 
these factors.   
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Changes in an exchange rate affect a trade balance by changing the 
terms of trade. According to the Marshall-Lerner condition, deterioration 
in the terms of trade will improve a country s trade balance if the sum of 
the country’s price elasticity of demand for exports and imports is greater 
than one in absolute value. Chapter 9 uses heterogeneous panel cointegra-
tion techniques to empirically examine the relationship between trade bal-
ance and terms of trade in sub-Saharan African countries. 

According to the purchasing power parity (PPP) theory, the long-run 
equilibrium exchange rate of two currencies is the rate that equalizes the 
purchasing powers of the currencies. Over the long term, the exchange rate 
between the currencies shifts in accordance with the relative purchasing 
power of each. The simplicity and intuitive appeal of PPP has attracted 
many researchers and prompted many analyses of the theory. Chapter 10 
uses heterogeneous panel cointegration techniques to empirically analyze 
whether the PPP theory holds true in sub-Saharan African countries. 

This book closes with the concluding remarks in Chap. 11.    
We hope that this work sheds light on the development of the countries 

of sub-Saharan Africa. 

,



2 Trade and Economic Growth 

2.1 Introduction 

The trade and growth nexus has been a topic of intense debate among  
researchers as well as policymakers. For the former, findings from theo-
retical models and empirical investigations have led to heterogeneous, 
even diverging conclusions. For the latter, various and dissimilar policies 
have been tested and implemented across countries and across time. This 
chapter empirically analyzes the relationship between the foreign trade 
(openness) and economic growth for sub-Saharan African countries  
(Fig. 2.1).  

2.2 Literature Review 

The literature on the trade and growth relationship can be classified into 
two groups: (i) studies that put forward the beneficial effects of trade on 
growth, what we qualify as “Pro’s,” and (ii) studies that emphasize either 
non-existent or adverse effects of trade on growth, what we call “Con’s.” 

2.2.1 Pro’s 

In theoretical development, trade was portrayed as an important engine of 
growth from the time of Adam Smith up to the time of Ricardo and Solow. 
Trade leads to a better allocation of resources and allows a higher level of 
income. In the theoretical neoclassical growth model pioneered by Solow 
(1956), trade policy affects the allocation of resources between sectors  

 

Economic
Growth

Openness ?

 

Fig. 2.1. Openness and economic growth 
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along the transitional path as an economy converges towards its steady 
state. Trade thus influences the steady state level of savings and capital  
accumulation. After reaching the steady state, however, trade no longer  
affects the equilibrium growth of an economy, a process solely determined 
by an exogenous factor – technological progress. 

The growth effects of trade openness are made more explicit by the use 
of the new growth theory led by Romer (1986) and Lucas (1988). Within 
this framework, Grossman and Helpman (1991) establish that openness 
enhances economic growth through the following channels. Trade enlarges 
the available variety of intermediate goods and capital equipment, which 
can expand the productivity of the country’s other resources. Trade permits 
developing countries to access the improved technology in developed 
countries, in the form of embodied capital goods. Trade makes it possible 
to intensify capacity utilization, a process that increases products produced 
and consumed. Openness offers a larger market for domestic producers,  
allowing them to operate at a minimum required scale and to reap benefits 
from increasing returns to scale.  

Many empirical studies have assessed the positive effect of trade on 
growth. Krueger (1978) uses data from individual country studies to test 
two hypotheses: (1): more liberalized regimes result in higher rates of 
growth of exports; and (2) a more liberalized trade sector has a positive  
effect on aggregate growth. In the latter case, Krueger argues that there are 
two channels through which openness positively affects growth. First, 
there are direct effects that operate via dynamic advantages, including 
higher capacity utilization and more efficient investment projects. Second, 
there are indirect effects that work through exports: more open economies 
have faster growth of exports and these, in turn, result in faster economic 
growth.  

Feder (1982) discovers, from a cross-sectional analysis of 31 semi-  
industrialized countries, that exports have positive externality effects on 
economic growth. Esfahani (1991) extends Feder’s work by introducing 
the idea that apart from the externality effects, the contribution of exports 
to growth appears more substantial through its effect of reducing import 
shortages. Esfahani tests the robustness of his findings by running a cross- 
sectional analysis of a set of semi-industrialized countries. He concludes 
that the significant impact of exports on growth is the alleviation of scar-
city of imports faced by those countries. When the second channel is taken 
into account, the coefficient of the externality effects drops rather  
remarkably. 

Coe, Helpman and Hoffmaister (1997) show that trade allows develop-
ing countries to benefit from research conducted in developed countries. 
Imports of a larger variety of intermediate and capital goods, which
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sectional study of 77 developing countries, the work shows that R&D 
spillovers through trade are transmitted from 22 industrial countries to the 
former group. 

Frankel and Romer (1996) address the controversy related to the endo-
geneity between trade variables and growth by introducing geographic factors 
to derive instrumental variables. They argue that those factors substantially  
determine conditions of trade and are unlikely to be directly correlated to 
growth. They conclude that trade has a significant positive effect on growth, 
and that the results from ordinary least squares underestimate that effect. 

Edwards (1998) uses a data set of 93 countries to test the robustness of 
the impact of trade on growth by introducing nine measures of openness, 
first alternatively and then simultaneously. He concludes that each proxy 
for openness is correlated positively with economic growth and that the 
composite index from those proxies also enters with a positive coefficient 
in the growth regression. 

Likewise, Wacziarg (2001) suggests a composite index of the usual 
measures. He studies the trade and growth relationship in a set of 57 coun-
tries. To deal with the direction of causality problem, he estimates the eff-
ects of the new openness indicator on six principal sources of economic 
growth: macroeconomic policy, government size, price distortion, factor 
accumulation, technology transfer, and foreign direct investment. He con-
cludes that, depending on the specification, between 46% and 63% of the 
impact of trade openness on growth occurs through the accumulation of 
physical capital. He also argues that the analysis thoroughly captures the 
impact of trade on growth. 

Most studies on the trade and growth relationship have employed the 
cross sectional approach. This approach has two main drawbacks, how-
ever. First, as pointed out by Harrison (1996), long-run averages are unsat-
isfactory measures of openness because they do not reflect the significant 
fluctuations in trade policy over time. Second, according to Jin (2000), 
cross-sectional analysis cannot distinguish the specific characteristics of 
each country. It thus might be misleading to generalize the effect of trade 
on openness in one economy to other economies, even when their charac-
teristics are rather similar. 

Harrison (1996) provides ways to address the measurement error and 
cross-sectional analysis controversy. He uses seven different measures to 
proxy the degree of openness of each country. The analysis covers the per-
iod 1960–1988 for 51 countries. A long-run average cross-sectional analysis 
and a cross-country time series panel analysis are both conducted. From the 
former method we find that (i) only 1 of the 7 openness indices enters the 

can increase the productivity of the developing economy. From a cross-
incorporate the outcome of research led in the developed trading partners,
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growth regression with a positive and statistically significant coefficient, (ii) 
3 of the 7 indices affect growth positively when average five-year data are 
analyzed, and (iii) 6 of the 7 indices become statistically significant when  
annual data are considered. Hence, the study accentuates the importance of a 
time-series approach in analyzing the trade and growth relationship. 

Jin (2000) studies the short-run dynamics of trade openness and eco-
nomic growth in six East Asian economies by analyzing time-series data 
for each country. He employs a five-variable VAR model incorporating 
GDP, money supply, government spending, foreign price, and openness. 
Impulse response functions (IRF) and variance decompositions (VDC) are 
computed to look at the effects of trade on growth. From the IRFs, he finds 
that the short-run output impacts of trade are positive but small and insig-
nificant for five countries. From the VDCs, the forecast error variance of 
GDP explained by the trade openness innovation is also small and insig-
nificant for the five countries. The effects of the shocks on government 
spending and foreign price are more substantial. 

Hatemi and Irandoust (2001) study the direction of causality between 
export and productivity in five OECD countries. First, the Johansen 
method suggests the existence of one cointegrating vector between export 
and productivity. Then, the Granger causality test augmented with the 

are rather disparate, causality generally runs from export to productivity. 
VDCs between export and total factor productivity (TFP) are also com-
puted. The export innovations explain around 3% of the forecast error 
variance of TFP in France, 48% in Germany, 42% in Italy, 80% in Sweden,
and 86% in the UK. 

Van Den Berg (1996) addresses the causality controversy in six Latin 
American countries by comparing results from single equation and  
simultaneous equation models. He argues the following: first, that imports 
and exports both have positive and distinct effects on economic growth; 
second, that there is simultaneity between trade and growth; and finally, 
that the impacts of openness on growth are higher and more significant in 
the simultaneous equation model than in the single equation model.1 

2.2.2 Con’s 

Theoretical skepticism about the effect of trade openness on income is 
based essentially on two premises, as put forward by Prebisch (1950) and 

                                                      
1 However, Afxentiou and Serletis (2000) do not find any causal relationship  

between exports or imports and growth. 

error-correction term is carried out for each country. Although the results 
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Singer (1950). First, incessant decreases in the international prices of raw 
materials and primary commodities would lead, without industrialization 
in developing countries, to more profound differences between developed 
and developing countries. Second, developing economies require short- or 
medium-term protection of their infant industries in order to industrialize.   

Krugman (1994) and Rodrik (1995), amongst others, argue that outward 
policy has little to no effect on growth. 

Rodriguez and Rodrik (1999) argue that effect of trade on growth can-
not be unambiguously signed. The impact is positive if the resource alloca-
tion effects of trade policy promote sectors that generate more long-run 
growth, and negative otherwise. 

Skepticism about the effect of trade on economic growth is stronger for 
the case of African economies. The structure of trade under which exports 
are concentrated on a few primary products and imports are constituted 
mostly by manufactured goods, renders those economies overly dependent 
and vulnerable. Because of the low price elasticity of African exports and 
the contained demand for primary products in the international market,  
African economies face continuously decreasing terms of trade. 

Among the few empirical studies on the trade and growth relationship in 
Africa, Rodrik (1998) focuses on the role of trade and trade policy in 
achieving sustained long-term growth in sub-Saharan Africa. His first con-
clusion is that trade policy in sub-Saharan Africa works in much the same 
way it does elsewhere. Stringent trade restrictions have been important  
obstacles to exports in the past, and an easing of restrictions can be expected
to significantly improve the trade performance in the region. Going 
against the thoughts mentioned above, however, his paper argues that there 
are no grounds to presume that Africa’s divergent conditions, poor infra-
structure, geography, or dependence on limited numbers of primary goods 
for export and manufactured goods for import make the region an excep-
tional case where exports remain unresponsive to prices or instruments of 
trade policy. As a second and major conclusion in his paper, Rodrik (1998) 
asserts that trade policy has only small and indirect effects on economic 
growth. An increase in the share of income exported was proven to not, in 
itself, contribute to growth in per-capita income. Besides, none of the trade 
policy indexes, the Sachs-Warner openness index, import taxes and black 
market premium entered the growth regression significantly. Rodrik 
(1998) showed that the role of trade policy in economic growth is largely 
auxiliary and of an enabling nature: sharply increased export taxation and 
import restrictions can suffocate economic activities in their beginnings, 
while an open trade policy will not, on its own, set an economy on a sus-
tained path of growth. 
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2.3 Data  

We investigate the trade and growth relationship in sub-Saharan African 
countries and in selected developing countries in Asia and Latin America. 
All sub-Saharan African countries with available data are included. Two 
criteria have been used to select the Latin American and Asian countries 
included in the study: (i) the per capita incomes of the selected countries 
were within the range of the minimum and maximum per capita incomes 
of the sub-Saharan African economies at the beginning of the study period 
(1960), and (ii) the selected countries achieved somewhat higher growth 
performance compared to the sub-Saharan African economies. As a result, 
we use the data of following countries. 

Sub-Saharan African countries: Benin; Botswana; Burkina Faso; Burundi; 

Asian countries: Hong Kong; Korea; Philippines; Malaysia; Thailand; 
Indonesia. 

The empirical results will be compared to assess the specific characteris-
tics of the African economies. 

Trade is proxied with the share of imports and exports to GDP. Though 
the trade share continues to be severely criticized as a measure of the 
openness of an economy, we take this proxy for two reasons. First, alterna-
tive measures are not available on a long-term basis. Without such alterna-
tives, an appropriate time-series analysis cannot be conducted. Second, the 
trade share appears to have the highest correlation coefficients with other 
proxies, among the indexes of trade openness.2 

Hence, the variables introduced in the model are real gross domestic 
product (GDP) in 1995 prices and trade share, both in logarithmic form. 

We use annual data from 1960 to 2001, but the sample period is short-
ened for countries with no data available for the entire sample. We attempt 
to extensively use information embodied in the data. Unlike most studies 
that apply the cross-section approach to focus on this topic, we use the 
time series of each country and apply a variance decomposition analysis. 
                                                      
2 As in Harisson (1996), the trade share generally shows the largest correlation  

coefficients with a high significance level. Stryker and Pandolfi (1998) also 
choose the trade share for their analysis of sub-Saharan African economies. 

Latin American countries: Brazil; Mexico; Bolivia; Colombia; Costa Rica; 
Paraguay; Uruguay; Dominican Republic; Ecuador; El Salvador; Venezuela. 

Cameroon; Chad; Comoros; Democratic Republic of the Congo; Republic 
of the Congo;  d Ivoire; Gabon; Gambia; Ghana; Guinea Bissau; 
Kenya; Lesotho; Madagascar; Malawi; Mali; Mauritius; Mozambique; 
Nigeria; Rwanda; Senegal; Sierra Leone; South Africa; Swaziland; Togo; 
Zambia; Zimbabwe. 

’Côte
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2.4 Empirical Techniques  

The variance decomposition (VDC) technique computes the percentage of 
the forecast variance of one variable accounted for by one other variable 
introduced in the model.3  

Let us explain the procedure of variance decomposition based on the 
bivariate VAR model. If the variables constituting the vector = 1, 2,[ ] 't t ty Y Y  
are stationary, we can transform the VAR (vector autoregression) in vector 
moving average representation using the following procedure. We start with 

0 1 1t t ty y u−= Φ + Φ + , (2.1) 

Then, we use a lag operator L  to get 

1 0( ) .t tI L y u− Φ = Φ +  (2.2) 

This gives us 
1 1

1 0 1

1
1 0 1

0

0
0

( ) ( )

( )

,

t t

i
t i

i

i t i
i

y I L I L u

I L u

u

− −

∞
−

−
=

∞

−
=

= − Φ Φ + − Φ

= − Φ Φ + Φ

= Ψ + Ψ

∑

∑

 

(2.3)

where ( )I L 1
0 1 0

−Ψ = −Φ Φ  and 1
i

iΨ = Φ .  
Updating (2.3) n  periods, we obtain 

0
0

.t n i t n i
i

y u
∞

+ + −
=

= Ψ + Ψ∑  (2.4) 

If we take conditional expectation of (2.4), the n -step-ahead forecast of 
t ny +  is  

0( | ) ,t n t i t n i
i n

E y I u
∞

+ + −
=

= Ψ + Ψ∑  (2.5) 

where ( | )tE I• is the conditional expectations operator given the  infor-
mation available at time t , and 1 1( , , , , )t t t t tI y u y u− −= L  is the information
set ava ilable at time t . Thus, the n -period forecast error ( | )t n t n ty E y I+ +−  is   

                                                      
3 Enders (2004) is a good reference for applied time series analysis. 

where tu  is the vector of error terms with zero mean and finite variance. 
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1
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It follows from (2.6) that the n -step-ahead forecast errors of 1,tY  and 2,tY  

are respectively given as  

If we take conditional variance of (2.7) and (2.8), the n -step-ahead fore-
cast error variances of 1,tY  and 2,tY  are respectively given as  

Now it is possible to decompose the n -step-ahead forecast error variance 
into the proportion due to each shock. Thus, the relative variance contribu-
tion (RVC) is defined as follows: 
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2.5 Empirical Results  

As a preliminary analysis, we check the order of integration of each vari-
able. We use the augmented Dickey-Fuller (ADF) test for this purpose 
(Dickey and Fuller, 1979). As a result, both of GDP and trade share are 
found to have a unit root for most cases. We then proceed to the Engle-
Granger cointegration test (Engle and Granger, 1987). As we find no coin-
tegration for almost all countries, we generalize that the GDP and trade 
share are not cointegrated.  

Hence, we estimate the bivariate VAR for the growth rate of GDP and 
trade share, and compute the share of the forecast variance of aggregate 
economic growth accounted for by the trade share. Table 2.1 gives the  
results of this variance decomposition analysis. As clearly seen from the  
table, the share of forecast variance of GDP growth accounted for by trade 
after twenty periods exceeds 10% in 21 out of the 30 sub-Saharan African 
countries examined. For Asia, the share exceeds 10% in none of the 6 coun-
tries. For Latin America, the share exceeds 10% in 3 out of the 11 countries.  

In brief, it is confirmed that (i) trade openness influence markedly growth, 
(ii) economic growth is particularly sensitive to trade in sub-Saharan African 
economies compared to the examined Asian and Latin American economies. 
Therefore, it is necessary to find out measures that will lead to the broaden-
ing of the countries’ participation in international trade. Sharpening interna-
tional competitiveness is at the core of such measures. 

Table 2.1. Variance decomposition 

 Tra de sh are
Africa   
Benin 11.809  88.191  
Botswana 37.711  62.289  
Burkina Faso 5.965  94.035  
Burundi 3.033  96.967  
Cameroon 12.459  87.541  
Chad 22.888  77.112  
Comoros 9.571  90.429  
Congo Dem. Rep. 4.404  95.596  
Congo Rep. 14.585  85.415  
Cô te d’Ivoire 12.196  87.804   
Gabon 4.466  95.534  

which sums up to 100%. The forecast error variance decomposition tells us 
the proportion of the movements in a sequence due to its own shocks ver-
sus shocks to the other variable.     

GDP
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  Tra de sh are
Gambia 16.793  83.207  
Ghana 19.952  80.048  
Guinea Bissau 12.017  87.983  
Kenya 0.350  99.650  
Lesotho 21.992  78.008  
Madagascar 12.670  87.330  
Malawi 25.895  74.105  
Mali 32.231  67.769  
Mauritius 28.431  71.569  
Mozambique 14.919  85.081  
Nigeria 0.702  99.298  
Rwanda 48.764  51.236  
Senegal 2.979  97.021  
Sierra Leone 39.375  60.625  
South Africa 18.336  81.664  
Swaziland 9.917  90.083  
Togo 13.329  86.671  
Zambia 21.000  79.000  
Zimbabwe 22.248  77.752  
 
Asia 

  

Hong Kong 8.077  91.923  
Korea 3.310  96.690  
Philippines 0.136  99.864  
Malaysia 3.201  96.799  
Thailand 1.782  98.218  
Indonesia 1.992  98.008  
   
Latin America   
Brazil 2.466  97.534  
Mexico 22.322  77.678  
Bolivia 4.063  95.937  
Colombia 9.685  90.315  
Costa Rica 16.862  83.138  
Paraguay 19.798  80.202  
Uruguay 2.087  97.913  
Dominican Rep. 9.965  90.035  
Ecuador 2.457  97.543  
El Salvador 5.732  94.268  
Venezuela 3.265  96.735  
 Note: The values in the table show the decomposi-

Table 1. (cont.)2.

tion of the forecast variance of GDP accounted for 
by the GDP and the Trade Share in the 20th period. 

GDP
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2.6 Conclusion 

In this chapter we have empirically analyzed the relationship between the 
trade share and economic growth using variance decomposition. Our major 
conclusions can be summarized as follows:  

(1) Trade accounts for a large share of the forecast variance of GDP 
growth in African countries. The share after 20 periods exceeds 10% for 
two-thirds of the 30 African countries and exceeds 20% for more than one-
third of those countries. 

(2) Interestingly, the computed VDCs reveal that the influence of trade 
on GDP is generally larger in sub-Saharan African economies than in Latin 
American and Asian economies. The share of forecast variance of GDP 
accounted for by trade exceeds 10% in only 3 out of the 11 Latin Ameri-
can countries studied and fails to reach the 10% level in any of the 6 Asian 
economies studied. 

Hence, trade policy offers large room and can serve as a powerful tool 
for policymakers working to foster economic growth in sub-Saharan 

Following this analysis of the trade and growth relationship, the next 
chapter turns to the second channel of participation in globalization, 
namely, Foreign Direct Investment, and analyzes its effect on economic 
growth. 
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3 FDI and Economic Growth 

3.1 Introduction 

Foreign direct investment (FDI) becomes crucial for many developing 
countries. FDI has some potentially desirable features that affect the 
growth with significant implications for poverty reduction. Thus, this is an 
important issue particularly in the case of sub-Saharan African countries 
with a small share of FDI inflows relatively to other developing countries. 
This chapter empirically analyzes the relationship between foreign direct 
investment (FDI) and economic growth (Fig. 3.1).  

3.2 Literature Review 

The literature on FDI and growth relationship can be classified into two 
groups: (i) studies that emphasizing favorable contributions of FDI on 
growth, what we qualify as “Pro’s,” and (ii) studies that emphasize either 
weak or even harmful effects of FDI on growth, what we call “Con’s.” 

3.2.1 Pro’s 

According to the neoclassical growth theory, long-run economic growth 
stems from technological progress and labor force growth, factors assumed 
to be exogenous. Under this assumption, FDI can only be expected to have 
a short-run effect on output growth. However, the recent development of 
endogenous growth theory has encouraged researchers to analyze the 
channels through which FDI promotes economic growth in the long-run 
(Grossman and Helpman, 1991).  

 

Economic
Growth

FDI ?

 
Fig. 3.1. FDI and economic growth 
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The impact of FDI on economic growth is postulated to run through two 
channels. First, FDI is expected to stimulate economic growth by encour-
aging the incorporation of new inputs and foreign technologies in the pro-
duction function of the host country through capital accumulation. Second, 
FDI is expected to augment the level of knowledge in the host country 
through labor training, skill acquisition, and the introduction of alternative 
management practices and organizational arrangements.  

On this basis, FDI can be seen as a vehicle for industrial development 
and technological progress. By increasing productivity and technological 
progress in a host country, foreign investors might therefore have positive 
impacts on economic growth. In developing countries in particular, a com-
bination of advanced management skills and newer technologies is likely 
to increase the efficiency of FDI. Indeed, FDI may be the main channel 
through which advanced technology is transferred to developing countries 
(Borensztein et al., 1998, p. 133). 

The works by Balasubramanyam et al. (1996) and Borensztein et al. 
(1998) are prominent among the empirical studies on the relationship  
between FDI and economic growth. 

Balasubramanyam et al. (1996) employ a new growth theory framework 
to examine the role of FDI in the growth of developing countries with dif-
ferent trade policy regimes. Using annual average data on a cross-section 
of 46 developing countries from 1970 to 1985, they demonstrate empiri-
cally that FDI has a positive and significant effect on economic growth. 
They also show that FDI enhances economic growth more robustly in 
countries that promote exports (e.g. Singapore, Malaysia, South Korea, 
and Chile) than in countries that adopt import substitution policies (e.g. 
Bangladesh, Peru, Philippines, and Mexico). 

Borensztein et al. (1998) empirically test the effect of foreign direct  
investment (FDI) on economic growth in a cross-country regression frame-
work using data on 69 developing countries between 1970 and 1989. Their 
results suggest that FDI is an important vehicle for the transfer of technol-
ogy and that it contributes relatively more to growth than domestic invest-
ment. They also find that the effect of FDI on economic growth depends 
on the level of human capital available in the host economy.  

Many of the existing studies on this subject make that prior presumption 
that FDI responds to or causes economic growth. Few, however, consider 
the feedback relationship between FDI and economic growth. To strike a 
better balance, there have been several attempts to focus more closely on 
the causal relationship between FDI and growth using different samples 
and estimation techniques. Noteworthy among these are the studies

oust (2001), and Chowdhury andby Zhang (2001), Ericsson and Irand
Mavrots (2003). 
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Zhang (2001) empirically analyzes the relationship between FDI and 
economic growth in developing countries using data on 11 economies in 
East Asia and Latin America. He finds that FDI can be expected to boost 
economic growth in the host country, but the extent of this growth-
enhancing effect appears to depend on country-specific characteristics. He 
also finds that FDI is more likely to promote economic growth when host 
countries adopt liberalized trade regimes, improve education (and thereby 
human capital conditions), encourage export-oriented FDI, and maintain 
macro-economic stability.  

Ericsson and Irandoust (2001) empirically examine the causal relation-
ship between FDI and economic growth in Denmark, Finland, Norway, 
and Sweden using annual data between 1970 and 1997. Their analysis is 
based on the LA-VAR (lag-augmented vector autoregression) procedure 
developed by Toda and Yamamoto (1995). They find that the causal link is 
bi-directional for Sweden, uni-directional from FDI to economic growth 
for Norway, and unsupportable for Finland and Denmark.  

Chowdhury and Mavrots (2003) empirically analyze the causal relation-
ship between FDI and economic growth in three developing countries, i.e. 
Chile, Malaysia, and Thailand. They analyze the issue by applying the  
LA-VAR procedure using annual data between 1969 and 2000. Their emp-
irical results provide strong evidence of a bi-directional causality between 
GDP and FDI for Malaysia and Thailand, and of a unidirectional causality 
from GDP to FDI for Chile.   

3.2.2 Con’s 

The most intense debate on the possible adverse effects of FDI on eco-
nomic growth has centered on the economic circumstances of the recipient 
economy. Human capital and the financial markets in the host country may 
influence the FDI effects.  

Borensztein et al. (1998) stress the importance of human capital in the 
host country. They suggest that the FDI effects on economic growth  
depend on the level of human capital available. Their empirical results ind-
icate that the higher productivity of FDI holds only when the host country 
has a minimum threshold stock of human capital. If they are correct, FDI 
can only be expected to contribute to economic growth when the host 
economy has a sufficient capability to absorb advanced technologies.  

Alfaro et al. (2004) point out that local financial markets must be suffi-
ciently developed if FDI is to enhance economic growth. They empirically 
analyze the link among FDI, financial markets, and economic growth  
using cross-country data between 1975 and 1995. Their empirical results 
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show that FDI alone plays an ambiguous role in contributing to economic 
growth overall. In countries with well-developed financial markets, on the 
other hand, they find that the gains from FDI are significant. They also 
provide evidence of a causal link between FDI and growth, whereby FDI 
promotes growth through financial markets.  

Durham (2004) examines the effects of FDI on economic growth using 
data on 80 countries from 1979 through 1998. His empirical results sug-
gest that the FDI effects on economic growth are contingent on the absorp-
tive capacity of the host country, particularly with respect to financial and 
institutional development. 

The crowding-out effect is another of the possible adverse effects of 
FDI on a domestic economy. If domestic firms lack sufficient competitive-
ness compared to foreign firms, they can be pushed out of the market and 
forced to cease their activities. The crowding-out effect results essentially 
from the competition between FDI and domestic firms in the local goods 
and factor markets (labor, financial market). If the inflow of FDI is more 
productive and produces higher value added than the domestic firms and 
forces the domestic firms to shift to activities which produce value added 
at least as large as that of their foreign competitors, then the crowding-out 
effect might benefit the economy overall. This phenomenon is qualified as 
“constructive destruction.” Borensztein et al. (1998) report evidence in 
support of a crowding-in effect, namely, that FDI is complementary to 
domestic investment.1  

3.3 Data  

We investigate the FDI and growth relationship in sub-Saharan African 
countries and in selected developing countries in Asia and Latin America. 
All sub-Saharan African countries with available data are included. Two 
criteria have been used to select the Latin American and Asian countries 
included in the study: (i) the per capita incomes of the selected countries 
were within the range of the minimum and maximum per capita incomes 
of the sub-Saharan African economies at the beginning of the study period 
(1960), and (ii) the selected countries achieved somewhat higher growth 
performance compared to the sub-Saharan African economies. As a result, 
we use the data of following countries. 

                                                      
1 De Gregorio (1992) reports that FDI is about three times more efficient than

domestic investment using a panel data of 12 Latin American countries. 

Sub-Saharan African countries: Benin; Botswana; Burkina Faso; Burundi; 
Cameroon; Chad; Comoros; Democratic Republic of the Congo; Republic of 
the Congo; Cô te d’Ivoire; Gabon; Gambia; Ghana; Guinea Bissau; Kenya;
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Asian countries: Hong Kong; Korea; Philippines; Malaysia; Thailand; 
Indonesia. 

Latin American countries: Brazil; Mexico; Bolivia; Colombia; Costa Rica; 
Paraguay; Uruguay; Dominican Republic; Ecuador; El Salvador; Venezuela. 

The empirical results will be compared to assess the specific characteris-
tics of the African economies. Annual data from 1980 to 2001 are employed.  

We measure the foreign investments as the real inward stock of FDI 
rather than as the FDI inflows because of two reasons: (i) all of the exist-
ing FDI in the host-country (not solely the FDI recently invested) is  
included in the aggregate capital for the production of GDP; (ii) all of the 
existing FDI in the host-country (not solely the FDI recently invested)  
embodies higher know-how and technology. 

Hence, real GDP (USD 1995 prices) and inward stock of FDI are  
included in the model. Data on real GDP are taken from the World Devel-
opment Indicators of the World Bank (2003); the real inward stock of FDI 
is computed from the nominal inward stock of FDI obtained from the 
Global Development Finance (2003), and deflated with the World Con-
sumer Price Index drawn from the International Financial Statistics of the 
International Monetary Fund (June 2004).  

3.4 Empirical Analysis  

3.4.1 Variance Decomposition 

Following the discussion of Chap. 2, we analyze the relationship between 
FDI and economic growth using the variance decomposition (VDC) tech-
niques.2  

Then, after constructing a bivariate vector autoregression (VAR) model 
for each country, we apply the VDC technique on the growth rate of GDP 
and the growth rate of the inward stock of FDI. The forecast error variance 

                                                      
2 Enders (2004) is a good reference for applied time series analysis. 

           
Rwanda; Senegal; Sierra Leone; South Africa; Swaziland; Togo; Zambia; 
Zimbabwe. 

Lesotho; Madagascar; Malawi; Mali; Mauritius; Mozambique; Nigeria; 

As a preliminary analysis, we carry out the unit root test to check the 
order of integration of each variable. We adopt the commonly employed 
augmented Dickey-Fuller (ADF) test for this purpose (Dickey and Fuller, 
1979). As a result, both of FDI and economic growth rates are found to be 
stationary for most cases. 
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decomposition tells us the proportion of the movements in a sequence due 
to its own shocks versus shocks to the other variable. 

The decomposition of the forecast variance of GDP growth displayed in 
Table 3.1 gives us insight into the share accounted for by FDI. We can  
deduce the following findings from these results.  

 
1. FDI accounts for a large share of the forecast variance of GDP in 

most of the countries investigated. 
2. FDI accounts for more than 10% of the forecast variance of GDP in 

16 out of the 30 sub-Saharan African countries examined, and for 
more than 15% in 9 of the countries. 

3. In contrast to our earlier findings on the trade-growth relationship in 
Chap. 2, our findings on the pattern of the FDI-growth relationship in 
the sub-Saharan Africa economies do not clearly differ from those in 
Asian and Latin American economies. This suggests that foreign 
investments might affect growth in the SSA economies via patterns 
somewhat similar to those of the FDI effects in other economies, i.e. 
mainly in terms of time-lengths and magnitudes. 

Table 3.1. Variance decomposition 

 FDI GDP 
Africa   
Benin 14.762  85.238  
Botswana 11.576  88.424  
Burkina Faso 11.126  88.874  
Burundi 8.923  91.077  
Cameroon 16.263  83.737  
Chad 4.954  95.046  
Comoros 0.569  99.431  
Congo Dem. Rep 10.799  89.201  
Congo Rep. 0.887  99.113  
C te d’Ivoire 16.570  83.430  
Gabon 2.833  97.167  
Gambia 18.411  81.589  
Ghana 2.466  97.534  
Guinea Bissau 2.133  97.867  
Kenya 19.657  80.343  
Lesotho 1.205  98.795  
Madagascar 14.191  85.809  
Malawi 1.387  98.613  
Mali 1.860  98.140  
Mauritius 67.614  32.386  
Mozambique 16.009  83.991  

ô
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 FDI  GDP  
Nigeria 0.946  99.054  
Rwanda 28.362  71.638  
Senegal 22.757  77.243  
Sierra Leone 13.620  86.380  
South Africa 5.150  94.850  
Swaziland 12.979  87.021  
Togo 11.373  88.627  
Zambia 42.085  57.915  
Zimbabwe 0.769  99.231  
   
Asia   
Hong Kong 1.689  98.311  
Korea 4.092  95.908  
Philippines 0.583  99.417  
Malaysia 5.410  94.590  
Thailand 46.304  53.696  
Indonesia 19.454  80.546  
   
Latin America   
Brazil 4.844  95.156  
Mexico 13.759  86.241  
Bolivia 33.026  66.974  
Colombia 78.346  21.654  
Costa Rica 7.937  92.063  
Paraguay 19.082  80.918  
Uruguay 9.204  90.796  
Dominican Rep. 53.895  46.105  
Ecuador 6.469  93.531  
El Salvador 1.415  98.585  
Venezuela 4.908  95.092  
 Note: The values in the table represent the      

 
4. FDI has been seen as an engine of the rapid growth in some of the 

Asian and Latin American economies presently selected, whereas the 
inward stock of FDI in Africa is relatively low. Given that economic 
growth is as sensitive to FDI in Africa as it is in Asia and Latin 
America, an enhanced level of FDI might contribute vigorously to 
economic growth in the sub-Saharan African economies examined. 

Table 1. (cont.)3.

decomposition of the forecast varianc
accounted for by GDP and FDI in the 10th 
period. 

e of GDP 
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3.4.2 Causality Tests 

We examine the direction of causality between FDI and income in the 
economies of sub-Saharan Africa for two purposes. Our first purpose is to 
strengthen our statement that FDI enhances growth. Our second purpose 
relates to the implications of earlier findings. Some studies assert that FDI 
firms tend to operate more actively in medium-income countries than in 
less developed economies, because of the advantages of better developed 
infrastructure and other factors. Inherent in this is the assumption that up to 
a certain level, causality runs from development or GDP to FDI inflow.  

To benefit from the information embodied in the panel structure of the 
data, we apply the panel-data-based Granger causality test suggested by 
Hurlin and Venet (2001). Hurlin and Venet (2001) extended the Granger 
causality test methodology developed for time series models to panel data. 
Different maximum lag lengths are used (from lag one to five) to verify the 
accuracy of the inference. Table 3.2 displays the results. Three findings 
stand out from the results given.   

 
1. All models from the five different lag lengths confirm that FDI 

Granger causes economic growth in the sub-Saharan African 
economies. 

2. Only two of the five models depicts a causal relationship from 
economic growth to FDI in those African countries. 

3. The panel-data-based causality test confirms the finding from the 
VDC analysis, namely, that FDI policy can serve as a strong tool for 
fostering economic growth in Africa. 

3.5 Conclusion 

In this chapter, we empirically analyze the relationship between FDI and 
economic growth. Our work confirms the following in the sub-Saharan  
African economies examined: (i) foreign investments markedly influence 

Table 3.2. Panel causality test, GDP – FDI in Africa 

Note: ***(**) indicate the significance level at 1%(5%) 

Lag From FDI to GDP From GDP to FDI
1 17.208*** 5.804** 
2 10.381*** 21.094*** 
3 8.412*** 2.11 
4 5.368*** 2.647 
5 7 .658***  1.489 
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growth and (ii) the direction of causality runs uni-directionally from for-
eign investments to economic growth. Henceforth it will be necessary to 
identify measures that can be expected to increase the inward stock of for-
eign investments. Sharpening international competitiveness will be at the 
core of such measures. The ensuing chapters focus on the effectiveness of 
policy measures in bringing about stronger competitiveness, both in inter-
national trade and in foreign direct investment. 
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4 Trade Competitiveness: Exchange  
Rate and Inflation 

4.1 Introduction 

In keeping with the Ricardian theory and the Heckscher–Ohlin theorem, 
economists originally associated a country’s international participation 
with its pattern of comparative advantage. The concept of comparative  
advantage can be explained in simple terms. A country specializes in the 
production of goods or services that it can provide at lower relative prices. 
Lower relative prices result from the intensive use of relatively abundant 
factor endowments or the development of better technologies for the pro-
duction of goods or services in the sector in which the country holds a 
comparative advantage. By leading each participant to seek out and exploit 
its comparative advantage, trade improves the allocation of resources 
among participants and ultimately improves the welfare of each. The the-
ory of comparative advantage was originally presented in a static setting; in 
other words, the analysis was conducted in terms of the “existing” factor 
endowments.  

Later on, economists extended the analysis to a dynamic setting and  
established the concept of “dynamic comparative advantage.” The “dyn-
amic” dimension of this concept is the tendency of the factor endowments 
of a country to change through participation in international trade. As one 
example, the growth-enhancing effects of international trade can positively 
influence the gross capital formation of a country and thereby alter the 
capital-labor ratio. International trade can also heighten the ratio between 
skilled and non-skilled labor. These types of transformation will differ 
from one country to another, which in turn will change the patterns of 
comparative advantages among the countries.  

Subsequently, recent studies on international trade have incorporated the 
concepts of competitive advantage and competitiveness into the frame-
work of static and dynamic comparative advantage. As Porter (1990) 
pointed out, the competitiveness of countries has become a major concern 
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not only among researchers, but more importantly, among policymakers. 
Researchers and policymakers now understand that higher competitiveness 
in international trade lies at the core of intensifying participation in inter-
national trade. Put more simply, a more competitive country can trade on a 
larger scale. 

In this chapter we classify the published studies on international trade into 
two groups based on their approaches to trade competitiveness. The first 
group is comprised of what we describe as “Pro’s,” namely, studies that con-
sider and emphasize the importance of trade competitiveness and the use of 
policy tools to strengthen it. The second group is made up of what we des-
cribe as the “Con’s,” namely, analyses that consider competitiveness at the 
sectoral level while dismissing it as less “less meaningful” at the national 
level. By the “Con’s” line of reasoning, any enhancement in participation in 
international trade should be based solely on comparative advantage.   

4.2 Literature Review 

4.2.1 Pro’s 

Various groups of researchers and policymakers, including those affiliated 
with international organizations involved in development assistance, have 
touted the importance of international competitiveness. The strengthening 
of international competitiveness is advocated as a way to foster economic 
growth through openness. Trade competitiveness at the national level has 
been variously defined in the literature (Aiginger, 1998, Table 1): 

 
The ability to sell. 
The ability to sell products on international markets, while incomes 
in the domestic markets increase in a sustainable way (Competitive- 
ness Policy Council, 1994). 
The ability to create the preconditions for high wages. 

 The ability to develop specialty products and technical solutions 
which generate income growth under full employment, in spite of 
the emerging competition of the newly industrialized countries. 

 A nation state’s ability to produce, distribute, and service goods in 
the international economy, and to do so in a way that earns a rising 
standard of living (Scott and Lodge, 1985, p.15). 
The ability of a country to realize central economic policy goals, 
especially growth in income and employment, without running into 
balance-of-payment difficulties (Fagerberg, 1988, p.355). 

– 
– 

– 
– 

– 

 – 
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 The only meaningful concept of competitiveness at the national 
level is national productivity (Porter, 1990, p.6ff.). 
To produce goods and services which meet the test of foreign 
competition while simultaneously maintaining and expanding 
domestic real income (OECD/TEP, 1992, p.237). 
Competitiveness as the ability to combine growth with balanced trade. 
World competitiveness is the ability of a country or a company to 
proportionally generate more wealth than its competitors in the 
world markets.   

 The ability to increase or to maintain the living standard relative to 
comparable economies (e.g. developed industrialized countries) 
without long-run deterioration of external balance. 
Competitive policy...supports the ability of companies, industries, 
regions and nations or supra-national regions to generate relatively 
high factor income and factor employment levels on a sustainable 
basis while remaining exposed to international competition (OECD, 
1995a, p.8). 
Competitiveness policy seeks to enhance the competitiveness of 
nations by supporting the ability of companies, industries, regions, 
nations, or supra-national regions to generate relatively high factor 
income and factor employment levels while remaining opposed to 
international competition (OECD, 1995b, p.3). 
Historians have tended to equate competitiveness  ... with political, 
technical, and commercial leadership. 

 
These various definitions share the common assumption that competi-

tiveness involves the ability to expand the sales of goods and services in 
international markets. This ability is conditioned by two factors:1 

 
(i) Short-run macroeconomic factors: a lack of competitiveness is 

regarded as a problem with real exchange rates when a country in full 
employment runs a persistent and unwelcome current account deficit 
which will in due course require adjustment, usually via a mixture of 
deflation and depreciation (Boltho, 1996, p.2). The measures of 
competitiveness here are the relative price and/or cost indices 
expressed in a common currency. Working on the assumption that the 
underlying common factors are constant (or irrelevant), this approach 
focuses on the types of short-term macroeconomic management 
which affect the relative prices of national goods and services relative 
to other countries. 

                                                      
1 Lall (2001, p.1503). 

– 

 – 

– 
– 

– 

– 

– 

– 
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(ii) Medium- and long-run structural factors: competitiveness is thought 
to be conditioned by factors such as productivity, innovation, skills, 
etc. (Fagerberg 1996). These factors are the focus of most analyses 
on national competitiveness. 

4.2.2 Con’s 

Recent critics of the concept of international competitiveness have charged 
that the concept is invalid. While the widespread discussion of competi-
tiveness may suggest that it has an accepted definition and measures, these 
detractors argue that this is not the case, at least in the science of econom-
ics. As Lall (2001) has pointed out, the concept was originally conceived 
as a basis for strategic analyses in business school literature. Companies 
compete in markets for goods and resources. They measure competitive-
ness using relative market shares or profitability and they implement com-
petitiveness strategy to increase their performance.  

National competitiveness is assumed to be similar. Economies compete 
with each other in international markets for goods and factors. They can 
measure competitive performance and design competitiveness policy 

uggests that this may make sense for 
competitive performance in specific activities. An economist may argue, 
for example, that it is “meaningful” to say that the United States has

petitive in making computers, whereas it may be “meaningless” to say that 
the United States is becoming less or more competitive as an economy. 

Krugman (1994 p.44) typifies the Con’s point of view when he states, 
“…competitiveness is a meaningless word when applied to national 
economies. And the obsession with competitiveness is both wrong and 
dangerous.” As Krugman frames it, the people preoccupied with national 
competitiveness misunderstand simple economic theory, or even worse, 
understand but ignore it. His contentions raise two separate issues: (i) 
whether “national competitiveness” has a valid economic definition, and 
(ii) if it does, whether competitiveness strategy is justifiable.2 Krugman 
also argues that the concept of national competitiveness and the associated 
structural factors mentioned above are in conflict with the basic theory of 
comparative advantage. When nations trade with each other, as opposed to 
firms, they do not engage in competitive collusion. Whereas a gain in mar-
ket share for a competing firm will inevitably decrease the market share of 
at least one of its competitors, nations engage in a non-zero sum game that 

                                                      
2 Lall (2001). 

accordingly. The “Con’s” literature s

become less competitive in making television sets or textiles and more com-
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benefits all parties. With the gains they reap from specialization according 
to their factor endowments, all participating countries do better with trade 
than they would without it. Focusing on competitive gaps in particular  
activities is partial and misleading. Weakening competitiveness in a few 
sectors (e.g. televisions or textiles) does not imply that the US economy is 
becoming less competitive. Declines in the competitiveness of certain  
industries may reflect changes in the pattern of endowments and indicate a 
need to reallocate resources from old to new areas of comparative advan-
tage. The only important condition in a general equilibrium setting is optimal
resource allocation, not the rise or decline of particular activities. The 
finding and defining of national competitiveness would therefore be a 
daunting and meaningless task.  

Nevertheless, the criticisms raised in the “Con’s” literature do not nec-
essarily exclude “competitiveness” as a valid issue in economics. As is 
well known in economic theory, the concept of comparative advantage is 
based on some assumptions and optimized resource allocation through free 
trade occurs only when several strong assumptions hold. These assump-
tions include perfect competition with efficient markets, homogenous 
products, universal access to technology with no learning costs, and no  
externalities. If those assumptions are not met, which is a closer case to the 
real world, competitiveness might become more “meaningful” as an eco-
nomic concept.  When there are market failures, resources are allocated at 
a sub-optimal level, therefore countries can improve their competitiveness 
and ultimately their resource allocations, by taking proactive actions. Such 
concept of competitiveness is particularly important for developing coun-
tries where market failures are striking. As Lall (2001) stresses, the main 
aim of competitiveness strategy in the context of market imperfections is 
to help countries realize or build dynamic advantages.  

Porter (1990), a pioneer of the concept of national competitiveness, 
points out that a country cannot be “competitive in all industries.” After 
reviewing various concepts of competitiveness (‘every firm is competi-
tive,’ ‘positive balance of trade,’ ‘market share,’ ‘job creation’), he even 
comes quite close to concluding that national competitiveness is meaning-
less in and of itself. “The search for a convincing explanation of both  
national and firm prosperity must begin by asking the right question,” he 
emphasizes. “We must abandon the whole notion of a “competitive nation” 
as a term having much meaning for economic prosperity. The principle 
goal of a nation is to produce a high and rising standard of living for its 
citizens. The ability to do so depends not on the amorphous notion of 
competitiveness but on the productivity with which a nation’s resources 
(labor and capital) are employed… The only meaningful concept of com-
petitiveness at the national level is national productivity” (Porter, 1990). In 
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commenting on Porter’s analysis, Reich (1990) similarly dismisses natio-
nal competitiveness as “one of the rare terms of public discourse that 
have gone directly from obscurity to meaninglessness without any inter-
vening period of coherence.”3 

In this study we will analyze measures used to increase trade competi-
tiveness, i.e. the ability to expand sales in the international market. Poli-
cymakers from developing countries have relied on exchange rate policy 
and productivity policy as key tools for achieving such goals. Here we will 
analyze the effectiveness of these two policy tools. 

The devaluation of a local currency instantly reduces the prices of a 
country’s exports in foreign currencies. On this basis, the devaluation is 
expected to raise the trade competitiveness of a country and boost exports 
immediately and automatically. Many developing countries will nominally 
devalue their currencies as a means of improving their trade competitiveness. 
When they do so, however, the resulting rise in domestic prices (including 
prices of imports and production factors) usually feeds into domestic infla-
tion, creating an inflationary pressure which eventually spreads into the 
export sector over time. This inflationary effect in the export sector is 
somewhat stronger when the devaluating country is more dependent on the 
importation of the raw materials used in its export sector. As it turns out, 
many developing countries meet this condition. The inflation resulting as a 
side effect of the devaluation can offset the immediate gains in exports. In 
investigating the impact of exchange rate adjustment, one therefore has to 
correct the nominal exchange rate for any changes in domestic and foreign 
price levels. This results in a real exchange rate, the same rate used in 
many macroeconomic models. The policy tool, in contrast, is the nominal 
exchange rate. With the use of this tool, nominal devaluation will only  
improve trade competitiveness if it leads to real devaluation.4 

Friedman (1953) assumes that nominal prices are set in the currencies of 
the producer countries and that the exchange rate changes will entirely 
pass through to the final users of the goods and alter prices at the export 
destination markets. Two assumptions underpin the concept of devaluation 
as a policy for instantly spurring competitiveness: (i) the prompt respon-
siveness of end consumer prices and (ii) the stickiness of producer prices. 
Both of these assumptions are controversial in the theoretical literature and 
often stand at odds with empirical findings. 

The first assumption, “prompt responsiveness of end consumer prices,” 
or what can be called “consumer-currency pricing,” has been scrutinized 
and debated by groups such as Betts and Devereux (1996, 2000) and 
                                                      
3 Aiginger (1998, p.161). 
4 Bahmani-Oskooee and Miteza (2002). 
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Chari, Kehoe and McGrattan (2000). We can quickly construct a theoreti-
cal model for this debate by remembering that actual physical goods often 
account for only a small share of the total price paid by the end consumer. 
The final price is considerably amplified by costs of transportation, dis-

ng, and so on. When these costs
goods, they reduce the effects of

ces in export destination markets 
(McCallum and Nelson, 1999). 

The second assumption, “stickiness of producer prices,” has been sanc-
tioned by Feldstein (1992) and Obstfeld and Rogoff (1995). Under this ass-
umption, or what can be called “producer-currency pricing,” we can draw 
three implications. (i) A flexible exchange rate policy leads to relative 
price adjustment: exchange rate flexibility substitutes for flexible nominal 
prices. (ii) The resulting flexible price allocation is a Pareto optimum: no 
monetary policy will lead to a more desirable allocation. (iii) This optimal 
policy is self-oriented: no policy coordination across countries is required 
or even desirable. Many reject the assumption of stickiness of producer 
prices. The principal reason for doing so is the pass-through mechanism 
from exchange rate to inflation: the depreciation of a local currency will 
increase the prices of imported consumption and intermediate goods, the 
price difference will be transmitted to the cost of production factors, and 
the prices of export goods will ultimately be inflated as a result. The infla-
tionary effects of exchange rate devaluation have been explained in con-
siderable detail in the literature.5 

4.3 Empirical Techniques 

4.3.1 Granger Causality Tests 

In this section we empirically investigate the effectiveness of the exchange 
rate policy and productivity policy in bringing about stronger trade com-
petitiveness. The pass-through mechanism from exchange rate to inflation 
is perhaps the most important issue to be analyzed when considering the 
exchange rate policy to promote international competitiveness. With this in 
mind, we employ various empirical techniques to verify such pass-through 
mechanism, or the causality between exchange rate and domestic inflation. 
We investigate both causality in mean and causality in variance, through 
three techniques: the Engle-Granger causality test, the Lag-Augmented-

                                                      
5 See, for example, Adams and Gros (1986) and Montiel and Ostry (1991). 

exchange rate devaluations on pri

tribution, non-traded marketing, retaili
exceed the actual cost for the physical 
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VAR-based causality test, and the causality test based on the cross correla-
tion function (CCF). To begin we will briefly explain each of these empiri-
cal techniques and subsequently we will present the results of our analyses 
based on those techniques  

The Granger causality test, a tool proposed by Granger (1969) and 
popularized by Sims (1972), is based on a Vector Autoregression (VAR) 
or Vector Error Correction (VEC). Granger causality suggests that a vari-
able 2Y  Granger causes a variable 1Y  if the former can help to build a 
more accurate forecast of the latter. The test proceeds as follows. 

First, we test the stationarity of all variables by unit root test. If the vari-
ables are found to be non-stationary, we test for cointegration. When the 
null hypothesis of no-cointegration cannot be rejected, we estimate VAR 
formulated in first difference. As the present analysis considers a bivariate 
system, we can write the VAR as follows: 

1 10 11 1 12 2 1
1 1

( ) ( )
p p

t t k t k t
k k

Y k Y k Y uφ φ φ− −
= =

Δ = + Δ + Δ +∑ ∑ , (4.1)

2 20 21 1 22 2 2
1 1

( ) ( )
p p

t t k t k t
k k

Y k Y k Y uφ φ φ− −
= =

Δ = + Δ + Δ +∑ ∑ , (4.2)

exchange rate at time t ; Δ  represents first differences; 10φ , φ20 , φ11 , φ12 , 
φ21 , φ22  are parameters or vectors of parameters; 1tu  and 2tu  are error 
terms; and p  is the lag length. 

We test the hypothesis that 2Y  Granger causes 1Y  by testing the restric-
tions which set the coefficients 12( )kφ  ( 1,2, , )k p= L to zero. Similarly, 
we test the hypothesis that 1Y  Granger causes 2Y  by testing the restrictions 
which set the coefficients 21( )kφ  ( 1,2, , )k p= L  to zero. Under the null 
hypothesis, the Wald statistic follows a Chi-square distribution with a

When the null hypothesis of no-cointegration is rejected, we construct 
the following VEC: 

1 10 11 1 12 2 10 1 1
1 1

( ) ( )
p p

t t k t k t t
k k

Y k Y k Y EC uα− − −
= =

Δ = Γ + Γ Δ + Γ Δ + +∑ ∑ , (4.3)

2 20 21 1 22 2 20 1 2
1 1

( ) ( )
p p

t t k t k t t
k k

Y k Y k Y EC uα− − −
= =

Δ = Γ + Γ Δ + Γ Δ + +∑ ∑ , (4.4)

degree of freedom equal to the number of excluded lagged variables. 

where 1tY  is the level of the price index at time t ; 2tY  is the level of the 
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where  α αΓ Γ Γ Γ Γ Γ10 20 11 12 21 22 10 20, , , , , , , are  parameters  and −1tEC  is  an 
error correction term derived from the cointegrating relation. Causality can 
be put forward in two ways in a VEC framework. First, the presence of 
cointegration indicates in itself causality, or a long-run interdependence 
between the variables; the direction can be determined theoretically or  
intuitively. Second, we can inspect short-run causality using lagged  
parameters restrictions tests, as in the VAR. Namely, 2Y  causes 1Y  in the 
short run if the null hypothesis of Γ =12( ) 0k  =( 1,...., )k p  is rejected, and 
similarly 1Y  causes 2Y  in the short run if the null hypothesis of Γ =21( ) 0k  

=( 1,...., )k p  is rejected. As for the VAR, the Wald statistic under the null 
hypothesis follows a Chi-square distribution with a degree of freedom 
equal to the number of excluded lagged variables. 

4.3.2 LA-VAR Causality Tests 

Here we will attempt to ascertain the accuracy of the results of the VAR 
and VEC-based Granger causality test using the “Lag-Augmented-VAR- 
based causality test.” The LA-VAR technique, developed by Toda and 
Yamamoto (1995), allows the testing of coefficient restrictions in a level 
VAR when the variables are of unknown integration or cointegration order.
As mentioned above, the construction of the usual VAR or VEC relies 
on the prior test of integration or cointegration order. It has been pointed 
out, however, that the conclusions of the two tests might be debatable, especi-
ally when testing with small sample sizes. If there are indeed flaws in 
these conclusions, the coefficient restrictions test based on the usual VAR 
or VEC will presumably be subject to pretest biases. The LA-VAR method 
eludes these biases by elaborating the Granger causality test and other tests 
of coefficient restriction, i.e. tests which are robust to the arbitrary integra-
tion and cointegration order of the variables. 

The method proceeds, briefly, as follows. Let { }ty , the n-dimensional 
vector constituted by the level of the variables in the study, be generated 
by: 

0 1 1 -1 2 -2 -... , 1,2,...t t t k t k ty g g t J y J y J y e t T= + + + + + + = , (4.5) 

the vectors or matrices of coefficients, and εt , an i.i.d sequence of  
n -dimensional random vectors with zero mean and covariance matrix ε∑ . 

where t  represents the time trend, k , the lag length, 0 1 1 2, , , ,..., kg g J J J , 
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Suppose the interest is on testing restrictions on a subset of parameters 
in the model, formulated as: 

0 : ( ) 0H f φ = . (4.6) 

The test can be conducted through the following VAR model, in level 
form, estimated by Ordinary Least Squares (OLS): 

 

0 1 1 1 2 2
ˆ ˆ ˆˆ ˆ ˆ...t t t p t p ty t J y J y J yγ γ ε− − −= + + + + + + , (4.7)

represents the true lag length k  augmented by a suspected maximum inte-
gration order maxd  ( ≥ maxk d ). Since the true values of +1,...,k pJ J  are zero, 
those parameters are not included in restriction (4.6). Toda and Yamamoto 
establish that if ≥ + maxp k d  under the null hypothesis in (4.6), the Wald 
statistic will asymptotically follow a Chi-square distribution with the degrees
of freedom equal to the number of excluded lagged variables regard-
less of the integration order of the process or the existence of a cointegrat-
ing relation.  

4.3.3 Cross Correlation Function Approach 

The CCF approach can be explained using the models presented by 
Cheung and Ng (1996) and Hamori (2003). As with the previous causality 
tests, the CCF approach on causality suggests that a series of values 1Y , 
grouped together as a set of information, will cause 2Y  if it helps to build a 
more accurate forecast of the latter. The technique consists of a two-step 
causality test which remains asymptotically robust to distributional  
assumptions.  

The first step is to estimate a univariate time-series model for each of 
the variables, in order to allow for time variation in both conditional 
means and conditional variances. The second step is to construct two 
types of new time series: the resulting residuals standardized by condi-
tional variances and the squares of the standardized residuals. Next, the 
CCF of the standardized residuals of two series is examined to test for 
causality in mean. Once this is accomplished, the CCF of the squares of 
the standardized residuals of the two series is investigated to test for cau-
sality in variance. 

We assume that 1Y  and 2Y  can be expressed as: 

where circumflex (^) indicates an estimation by OLS and ≥ + maxp k d  
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1 11 , ,t y t y t tY hμ ε= + , (4.8) 

2 22 , ,t y t y t tY hμ ζ= + , (4.9) 

Estimates of the following standardized residuals are used to test the 
causality in mean: 
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estimates of the conditional mean and variance of 1tY  and 2tY , as follows: 
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(0) (0)
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c c
εζ

εζ
εε ζζ

γ =) , (4.12) 

where εζ ( )c k is the k – th lag sample cross-covariance given by 

1
( ) ( )( ), 0, 1, 2,...t t kc k k

Tεζ ε ε ζ ζ−= − − = ± ±∑
) )) ) , (4.13)

and εε (0)c  and ζζ (0)c  are the respective sample variances of εt  and ζ t . 
The null hypothesis of no causality in mean can be tested using

εζ εζγ γ) )
1( ( ),..., ( ))mT k k ,  which  converges  in  distribution  to  (0, )mN I . 

The test of causality at a specified lag k  can be carried out using the sta-
tistic εζγ

) ( )T k  and the standard normal distribution. A test statistic larger 
than the critical value of normal distribution implies a rejection of the null 
of no causality in mean. 

Next, the estimated values of the following squared standardized residu-
als are used to test the causality in variance: 

where 
1,y t

 and 
2 ,y t

 are the mean values of 1Y  and 2Y , 
1,y t
h  and 

2 ,y t
h  are 

variances of the error terms, and { }t and { }t are independent white noise 

processes with zero mean and unit variance. 

μ μ
ε ζ

The sample correlation coefficient at lag k is computed from consistent 
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The sample correlation coefficient at lag k is computed from consistent 
estimates of the conditional mean and variance of 1tY  and 2tY , as follows: 
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where ( )uvc k is the k – th lag sample cross-covariance given by 

1
( ) ( )( ), 0, 1, 2,...uv t t kc k u u v v k

T −= − − = ± ±∑ ) )) ) , (4.17) 

and (0)uuc  and (0)vvc are the respective sample variances of tu  and tv . 
The null hypothesis of no causality in variance can be tested using 
γ γ) )

1( ( ),..., ( ))uv uv mT k k , which converges in distribution to (0, )mN I . The 
test of causality at a specified lag k  can be carried out using the statistic 

γ) ( )uvT k  and the standard normal distribution. A test statistic larger than 
the critical value of normal distribution implies a rejection of the null of no 
causality in variance. 

The CCF approach is employed to re-examine the causality in mean and 
to investigate causality in variance between the exchange rate and the price 
index. The list of countries, the data used, and the sample period are simi-
lar to those of the two previous causality tests. 

In the first step, as explained above, we estimate univariate models fol-
lowing the AR(k )-EGARCH( ,p q ) specification. EGARCH is the expo-
nential generalized autoregressive conditionally heteroskedasticity model, 
developed by Nelson (1991). We can write the conditional mean and con-
ditional variance as follows: 

0
1

k

t i t i t
i

y yπ π ε−
=

= + +∑ , 
(4.18) 
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method proposed by Bollerslev and Wooldridge (1992) to compute the asymp-
totic standard errors, which are robust to departures from normality. 
Based on SBIC and the diagnostic test, we choose k  from 1 to 4, q  from 1 
and 2, and p  from 1 and 2. Table 4.3 lists the specifications of the univari-
ate models for the exchange rates and price indexes of every country.6  

In the second step, we collect the standardized residuals from the previ-
ously estimated AR(k )-EGARCH( ,p q ) models into time-series. We 
compute the cross correlation coefficients between the residuals of the exc-
hange rate and the residuals of the price index using the procedure  
described above. We then obtain the test statistic by multiplying the cross 
correlation coefficient at a specific lag with the square root of the number 
of observations, and apply the standard normal distribution. Using the lag 
and lead patterns of causality provided by this technique, we focus on the 
correlation coefficients between lags of the exchange rate and the current 
values of the price index. In other words, we focus on cases where the 
price index lags behind exchange rates, as this allows us to examine cau-
sality from the latter to the former. 

4.4 Data 

Here we apply the VAR-based Granger causality test to analyze the pass-
through mechanism from exchange rate to inflation The analysis is per-
formed using monthly data from January 1960 to April 20047 on 27 
economies from sub-Saharan Africa (all of the economies in sub-Saharan 
Africa with available data), 8 selected economies from Latin America, and 
5 selected economies from East and Southeast Asia. Data were taken from 
the International Financial Statistics (International Monetary Fund, June 
2004). The exchange rate is measured as local currency per unit of US 
Dollar. The consumer price index (base year 1995) is used as the price  
index. 

                                                      
6 We omit the estimated models to save space. 
7 The sample spans are shorter for economies where data for the full sample are not 

available. 

Each equation is estimated by Maximum Likelihood. Next, we use the 
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4.5 Empirical Results 

The Engle–Granger cointegration test is carried out for pairs of variables in 
each country. The results are presented in Column 2 of Table 4.1. We find 
evidence of cointegration between the exchange rate and CPI in only 5 of 
the countries. Accordingly, we run the Granger causality test based on 
VEC for the 5 countries where cointegration is found and based on the 
usual VAR for the other 35 countries. The results of the causality test are 
presented in Columns 3 and 4 of Table 4.1. If we accept the aforemen-
tioned assumption that the causality relationship arises from both the cointe-
gration relationship and causality test, we find causality from the exchange 
rate to CPI in 33 out of the 40 countries. In other words, exchange rate  
depreciation will feed into the price level to bring about high inflation. The 
inflation equation presented above is verified. The higher price levels, in 
combination with the higher wage and production costs they elicit (exp-
lained in the theoretical model), will push up the prices of home goods 
(some of which are exported). Hence, the assumption of fixed producer 
prices, the core rationale behind the devaluation policy to strengthen com-
petitiveness, might not hold. 

Then, we apply the LA-VAR-based causality test to re-examine the 
pass-through mechanism from the exchange rate to inflation. The data and 
sample period are similar to those used in the VAR-based causality test. 
The results are given in Table 4.2. The pass-through mechanism from the 
exchange rate to CPI is found in 35 out of the 40 countries of our sample. 
Causality from the exchange rate to the price index is identified in 24 out 
of the 27 sub-Saharan African economies in our sample. 

Table 4.1. Engle-Granger cointegration and VAR- and VEC-based causality tests 
from exchange rate to price index 

Country Cointegration Test(a) Causality Test(b) p-value(c) 
Africa    
Benin –1.876 1.609 0.100 
Botswana –2.031 1.047 0.406 
Burkina Faso –2.093 2.131 0.049 
Burundi –2.472 3.189 0.042 
Cameroon –1.853 2.559 0.003 
Chad –2.651 4.199 0.000 
Congo, Dem. Rep. –2.478 1.836 0.040 
C te d’Ivoire –1.739 3.142 0.044 
Gabon –1.575 3.851 0.000 
Gambia –1.678 2.570 0.003 
Ghana –1.762 0.681 0.770 

ô
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Notes: 
(a): values indicate the ADF-statistic of the unit root test on residuals of the coin-
tegration equation 
(b): values indicate the F -statistic of causality test based on VAR or VEC 
(c): p-values corresponding to the F -statistic of causality test 
***, (**), and [*] indicate significance at 1%, (5%), and [10%]. 

 

Table 4.1. (cont.)

Country Cointegration Test(a) Causality Test(b) p-value(c) 
Guinea-Bissau –3.874** 40.256 0.000 
Kenya –2.290 3.218 0.000 
Madagascar –2.029 3.519 0.000 
Malawi –2.659 2.618 0.003 
Mali –2.412 2.316 0.035 
Mauritius –2.047 2.260 0.037 
Mozambique –2.707 3.606 0.000 
Nigeria –1.678 1.398 0.163 
Rwanda –1.176 1.972 0.025 
Senegal –1.990 2.366 0.006 
Sierra Leone –4.359*** 6.682 0.351 
South Africa –1.939 3.910 0.000 
Swaziland –1.996 0.666 0.784 
Togo –2.668 4.792 0.000 
Zambia –3.033* 21.429 0.006 
Zimbabwe –1.143 2.333 0.099 

Asia    
Korea, Rep. –2.143 2.674 0.002 
Philippines –3.048* 10.978 0.089 
Malaysia –0.764 0.929 0.518 
Thailand –1.976 0.604 0.839 
Indonesia –2.368 6.852 0.000 

Latin America    
Brazil –15.246*** 5.458 0.000 
Mexico –2.132 7.572 0.000 
Bolivia –2.418 13.504 0.000 
Colombia –1.248 5.239 0.000 
Costa Rica –2.461 12.492 0.000 
Dominican Rep. –2.206 1.941 0.073 
Ecuador –1.555 4.354 0.000 
Venezuela, RB –2.300 2.744 0.001 
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Table 4.2. LA-VAR-based causality test on exchange rate and price index 

Country True Lag Length F -stat(a) p-value(b) 
Africa    
Benin 6 3.048  0.008  
Botswana 9 0.785  0.582  
Burkina Faso 6 1.937  0.073  
Burundi 6 1.756  0.100  
Cameroon 6 3.571  0.002  
Chad 6 7.447  0.000  
Congo, Dem. Rep. 6 2.139  0.048  
C te d’Ivoire 2 2.768  0.064  
Gabon 6 6.452  0.000  
Gambia  8 2.722  0.006  
Ghana 6 0.493  0.814  
Guinea-Bissau 6 4.590  0.000  
Kenya 8 4.612  0.000  
Madagascar 6 6.250  0.000  
Malawi 12 2.961  0.001  
Mali 8 2.662  0.009  
Mauritius 6 2.069  0.055  
Mozambique 6 4.550  0.000  
Nigeria 12 1.598  0.089  
Rwanda 12 1.937  0.029  
Senegal 6 2.963  0.008  
Sierra Leone 6 2.417  0.029  
South Africa 12 3.094  0.000  
Swaziland 9 0.581  0.746  
Togo 6 6.199  0.000  
Zambia 8 1.927  0.058  
Zimbabwe 2 2.383  0.094  

Asia    
Korea, Rep. 6 3.030  0.007  
Philippines 6 2.437  0.025  
Malaysia 6 0.895  0.499  
Thailand 8 0.405  0.918  
Indonesia 8 8.653  0.000  

Latin America    
Brazil 8 8.162  0.000  
Mexico 6 12.910  0.000  
Bolivia 12 14.201  0.000  
Colombia 12 5.121  0.000  

ô
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Notes: 
(a): values indicate the F -statistic of causality test based on LA-VAR. 
(b): p-values corresponding to the F -statistic of causality test. 

 
The LA-VAR-based causality technique confirms the findings from the 

VAR or VEC-based causality test, i.e. that the exchange rate devaluation 
brings about higher inflation in the domestic economy and thereby might 
offset the expected effect on export competitiveness. 

Finally, we employ the third technique, the Cross Correlation Function 
(CCF), to (i) verify the robustness of the previous findings on mean causal-
ity and (ii) examine the variance causality. The full results, the lead and lag 
structures for residuals and squared residuals of 40 countries, are too vol-
uminous to present here. Table 4.3 indicates the empirical model of the 
consumer price index and the exchange rate for each country. Table 4.4 
summarizes the existence or non-existence of causality in mean and vari-
ance for each country, based on the CCF approach. When one or more cor-
relation coefficients at a specific lag are statistically significant at the 10% 
significance level or better, we conclude that a causality relationship from 
the exchange rate to the price index exists. 

Causality in mean from the exchange rate to the price index is confirmed to 
exist in 36 out of the 40 countries examined. Causality in mean is confirmed to 
exist in 26 of the 27 countries of sub-Saharan Africa. Interestingly, our 
method confirms the existence of causality in variance from the exchange rate 
to the price index in more than two-thirds of the sample countries. Causality in 
variance is confirmed in 19 of the 27 countries of sub-Saharan Africa. 

Table 4.3. AR-EGARCH model specification of exchange rate and price index 

Table 4.2. (cont.)

Country True Lag Length F -stat(a) p-value(b) 
Costa Rica 12 11.204  0.000  
Dominican Rep. 6 2.005  0.064  
Ecuador 6 9.007  0.000  
Venezuela, RB 6 2.903  0.009  

Country Variable(a) Specification SBIC 
Africa    
Benin CPI AR(1)-EGARCH(1,1) –5.400  
 EXC AR(2)-EGARCH(1,2) –5.216  
Botswana CPI AR(2)-EGARCH(1,4) –7.556  
 EXC AR(2)-EGARCH(1,1) –5.938  
Burkina Faso CPI AR(1)-EGARCH(1,1) –4.599  
 EXC AR(2)-EGARCH(1,2) –5.216  
Burundi CPI AR(2)-EGARCH(2,2) –4.799  
 EXC AR(2)-EGARCH(1,4) –5.608  
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Table 4.3. (cont.)

Country Variable(a) Specification SBIC 
Cameroon CPI AR(2)-EGARCH(2,3) –5.625  
 EXC AR(2)-EGARCH(1,2) –5.216  
Chad CPI AR(1)-EGARCH(1,1) –4.393  
 EXC AR(2)-EGARCH(1,3) –5.148  
Congo, Dem. Rep. CPI AR(2)-EGARCH(2,1) –2.267  
 EXC AR(2)-EGARCH(1,4) –2.542  
C te d’Ivoire CPI AR(2)-EGARCH(2,3) –5.369  
 EXC AR(2)-EGARCH(1,2) –5.216  
Gabon CPI AR(2)-EGARCH(2,3) –5.840  
 EXC AR(2)-EGARCH(1,2) –5.216  
Gambia CPI AR(2)-EGARCH(2,4) –4.964  
 EXC AR(2)-EGARCH(1,1) –5.377  
Ghana CPI AR(2)-EGARCH(2,4) –4.751  
 EXC AR(2)-EGARCH(2,1) –4.862  
Guinea-Bissau CPI AR(2)-EGARCH(1,4) –3.290  
 EXC AR(2)-EGARCH(1,2) –4.405  
Kenya CPI AR(1)-EGARCH(1,3) –5.953  
 EXC AR(2)-EGARCH(2,4) –6.249  
Madagascar CPI AR(2)-EGARCH(2,4) –5.770  
 EXC AR(2)-EGARCH(1,3) –5.948  
Malawi CPI AR(2)-EGARCH(2,4) –4.782  
 EXC AR(2)-EGARCH(1,1) –5.288  
Mali CPI AR(1)-EGARCH(2,1) –6.187  
 EXC AR(2)-EGARCH(2,2) –5.252  
Mauritius CPI AR(1)-EGARCH(1,2) –6.396  
 EXC AR(2)-EGARCH(1,1) –6.203  
Mozambique CPI AR(2)-EGARCH(2,3) –5.380  
 EXC AR(2)-EGARCH(2,4) –5.546  
Nigeria CPI AR(2)-EGARCH(2,4) –5.256  
 EXC AR(2)-EGARCH(2,1) –4.441  
Rwanda CPI AR(2)-EGARCH(2,2) –5.636  
 EXC AR(2)-EGARCH(2,4) –4.860  
Senegal CPI AR(1)-EGARCH(1,3) –5.347 
 EXC AR(2)-EGARCH(1,3) –5.148 
Sierra Leone CPI AR(1)-EGARCH(2,3) –3.261 
 EXC AR(2)-EGARCH(2,3) –4.463 
South Africa CPI AR(2)-EGARCH(1,4) –8.068 
 EXC AR(2)-EGARCH(1,4) –5.905 
Swaziland CPI AR(2)-EGARCH(2,4) –5.641 
 EXC AR(2)-EGARCH(1,3) –5.909 
Togo CPI AR(1)-EGARCH(2,1) –5.055 
 EXC AR(2)-EGARCH(1,1) –5.181 
Zambia CPI AR(2)-EGARCH(1,3) –4.686 
 EXC AR(1)-EGARCH(1,3) –4.350 

ô
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Notes: 
(a): CPI indicates the consumer price index, and EXC shows the exchange rate. 

Table 4.4. CCF approach: mean and variance causality from exchange rate to

Table 4.3. (cont.)

price index 

Country Variable(a) Specification SBIC 
Zimbabwe CPI AR(2)-EGARCH(2,3) –5.436 
 EXC AR(2)-EGARCH(2,2) –3.880 

Asia    
Korea, Rep. CPI AR(1)-EGARCH(1,4) –7.544 
 EXC AR(2)-EGARCH(2,3) –5.904 
Philippines CPI AR(2)-EGARCH(2,3) –6.770 
 EXC AR(2)-EGARCH(1,3) –5.985 
Malaysia CPI AR(2)-EGARCH(2,4) –8.063 
 EXC AR(2)-EGARCH(2,4) –6.402 
Thailand CPI AR(1)-EGARCH(1,3) –7.790 
 EXC AR(2)-EGARCH(2,4) –8.829 
Indonesia CPI AR(2)-EGARCH(2,4) 2.530 
 EXC AR(1)-EGARCH(2,4) –4.828 

Latin America    
Brazil CPI AR(1)-EGARCH(2,2) –5.601  
 EXC AR(2)-EGARCH(2,4) –2.472  
Mexico CPI AR(2)-EGARCH(2,4) –5.426  
 EXC AR(2)-EGARCH(2,3) –6.689  
Bolivia CPI AR(1)-EGARCH(2,4) –5.095  
 EXC AR(2)-EGARCH(1,4) –4.535  
Colombia CPI AR(1)-EGARCH(1,4) –7.103  
 EXC AR(2)-EGARCH(1,4) –7.111  
Costa Rica CPI AR(2)-EGARCH(1,4) –6.677  
 EXC AR(2)-EGARCH(2,4) –8.038  
Dominican Rep. CPI AR(1)-EGARCH(1,4) –5.682  
 EXC AR(2)-EGARCH(2,4) –7.360  
Ecuador CPI AR(2)-EGARCH(2,2) –5.922  
 EXC AR(2)-EGARCH(2,2) –6.033  
Venezuela, RB CPI AR(1)-EGARCH(2,4) –7.050  
 EXC AR(1)-EGARCH(1,4) –5.068 

Country Causality in Mean Causality in Variance 
 From EXC to CPI From EXC to CPI 
Africa   
Benin O X 
Botswana O O 
Burkina Faso O O 
Burundi O O 
Cameroon O O 
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 Notes: 
O indicates the existence of causality. 
X indicates the non-existence of causality. 

Table 4.4. (cont.)

Chad O O 
Congo, Dem. Rep. O X 

O O 
Gabon O O 
Gambia  O O 
Ghana X X 
Guinea-Bissau O X 
Kenya O O 
Madagascar O O 
Malawi O O 
Mali O O 
Mauritius O X 
Mozambique O O 
Nigeria O X 
Rwanda O O 
Senegal O X 
Sierra Leone O O 
South Africa O O 
Swaziland O O 
Togo O X 
Zambia O O 
Zimbabwe O O 

Asia   
Korea, Rep. O O 
Philippines O O 
Malaysia O O 
Thailand O O 
Indonesia O O 

Latin America   
Brazil O O 
Mexico O O 
Bolivia X X 
Colombia O O 
Costa Rica O O 
Dominican Rep. X X 
Ecuador X O 
Venezuela, RB O O 

Country Causality in Mean Causality in Variance 
 From EXC to CPI From EXC to CPI 

C te d’Ivoire ô



Trade Competitiveness: Exchange Rate and Inflation      47 

4.6 Conclusion 

In sum, we can recapitulate the results from the three techniques as follows 
(Table 4.5): 

 
• Results for the entire sample (40 countries): 
 

Causality in mean from the exchange rate to the price index is found in 
39 countries, based on at least one of the three techniques used in this 
study (the VAR-based Granger causality test, the LA-VAR-based causality 
test, or the causality test based on the CCF approach). Ghana is the only 
country without evidence of causality. 

Causality in mean from the exchange rate to the price index is con-
firmed by all three techniques in 31 countries. Causality in variance from 
the exchange rate to the price index is found in 30 countries. Causality 
from the exchange rate to the price index is found in 39 countries using at 
least one of four techniques. Ghana is the only country without evidence of 
causality in either mean or in variance.   
 

• Results for the sub-Saharan African economies (27 countries): 
 

Causality in mean from the exchange rate to the price index is found in 
26 countries, based on at least one of the three techniques used in this 
study (the VAR-based Granger causality test, the LA-VAR-based causality 
test, or the causality test based on the CCF approach). 

Table 4.5. Recapitulation, causality from exchange rate to CPI 

  Full sample Sub-Saharan Africa 
  ( 40 countries) ( 27 countries) 
Mean Causality VAR - VEC 33 countries 22 countries 
 LA - VAR 35 countries 24 countries 
 CCF 36 countries 26 countries 
 All three techniques 30 countries 22 countries 
 
 

At least one of the  39 countries 26 countries 

Variance Causality CCF 30 countries 19 countries 

Either Mean or 
Variance Causality 

At least one of the  39 countries 26 countries 

 Note: This table lists the numbers of countries with confirmed causality from  
Exchange Rate to CPI. 

three techniques 

three Techniques 
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Causality in mean from the exchange rate to the price index is con-
firmed by all three techniques in 23 countries. Causality in variance from 
the exchange rate to the price index is found in 19 countries. Causality 
from the exchange rate to the price index is found in 26 countries using at 
least one of four techniques. 

Thus, the assumption that the producer price is fixed, the rationale 

petitiveness, does not hold in most of the countries examined in this analysis. 
Depreciation of the local currency drives up inflation, wages, and produc-
tion costs, which in turn increases the prices of home goods denominated 
in the local currency and might thereby offset the expected gains in inter-
national competitiveness. In the next section we investigate the potential 
for this adverse outcome by directly analyzing the relationship between the 
exchange rate and export price index. 
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5 Trade Competitiveness: Exchange Rate, 
Productivity, and Export Price 

5.1 Introduction 

This chapter empirically investigates the effectiveness of the exchange rate 
policy and productivity policy in strengthening trade competitiveness. 

As we learned in the last chapter, causality from the exchange rate to 
the price index is confirmed in almost all of the countries examined (39 
of 40). Henceforth we will examine whether the pass-through mechanism 
offsets the expected effects of devaluation policy on competitiveness. 
Various measures of international competitiveness have been proposed in 
the literature. Many studies use the real exchange rate, while others use 
the real effective exchange rate, an alternative which considers factors 
such as domestic and foreign inflation. Given our fairly narrow focus of 
interest here, the ability of the countries to sell in international markets, 
we use the price index of the exports of each country as a measure of 
competitiveness. This index allows us to directly quantify increases or 
decreases in a country’s competitiveness relative to the previous year1. In 
selecting any measure, we must remember that the adverse effects of the 
exchange rate on export price might arise only after the short-run impacts 
of the previously studied causality. We account for this by adopting an 
empirical technique, cointegration analysis, to analyze the long-term  
relationship. If devaluation policy ultimately strengthens competitiveness 
in the medium- and long-run, we can expect cointegration of the  
exchange rate and export price; when no cointegration relationship is 
found, the beneficial effects of the devaluation policy might be offset by 
the resulting accumulated inflation. 

 
 
 

                                                      
1 Note, however, that this index only compares the country to itself. Thus, it omits 

changes of competitiveness of other countries exporting to the same interna-
tional markets. These types of studies require more comprehensive analyses. 
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This chapter also analyzes productivity policy, the second policy cus-
tomarily adopted to strengthen trade competitiveness. Productivity policy 
is premised on the notion that higher productivity of production factors, 
i.e. capital and labor, ultimately brings down the prices of goods produced 
domestically, including export goods, by decreasing the unit production 
cost. Lower prices of domestically produced goods for exports strengthen a 
country’s competitiveness in international trade.   

5.2 Empirical Techniques: “Bounds” Cointegration Tests 

We adopt the “bounds test” of cointegration proposed by Pesaran et al. 
(2001). When working with a relatively small sample size, as in the pre-
sent case, the accuracy of the results of unit root and cointegration tests  
often remains disputable. The bounds test permits a cointegration analysis 
irrespective of whether the variables are I(0) or I(1). This test produces 
more accurate estimates for small sample sizes than the usual residuals-
based Engle-Granger test (Engle and Granger, 1987) or the VAR-based 
Johansen test (Johansen and Juselius, 1990).2 

The bounds test starts from the estimation of an unrestricted error cor-
rection model (UECM) of the form 

1 2

2 0 1 1 2 2
0 0

3 2 1 4 1 1 2

ln ln ln

ln ln ,

k k

t i t i i t i
i i

t t t

Y Y Y

Y Y u

β β β

β β

− −
= =

− −

Δ = + Δ + Δ

+ + +

∑ ∑  (5.1)

where Δ and ln denote the first difference and logarithm, respectively. 
The bounds test methodology calls for an analysis of the null hypothesis of 
no cointegration through a joint significance test of the lagged variables 

2 1ln tY −  and 1 1ln tY −  based on the Wald or F-statistic. Thus, the null  
hypothesis ( 0H ) and the alternative hypothesis ( AH ) are given by, 

0 3 4: 0H β β= = , 

3 4: 0, or 0AH β β≠ ≠ . 
and 

 
 

                                                      
2 Pattichis (1999) and Tang and Nair (2002) provide good examples of the use of 

the bounds test. 
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Pesaran et al. (2001) establish that the asymptotic distribution of the  
F-statistic obtained is non-standard under the null hypothesis of no cointe-
gration, regardless of the degree of integration of the variables. They  
develop two bounds of critical values for the different model specifications 
(intercept and/or trend): the upper bound applies when all variables are I(1) 
and the lower bound applies when all variables are I(0). If the computed  
F-statistic exceeds the upper bound for a chosen significance level, the null 
hypothesis of no cointegration is rejected. If the F-statistic is inferior to the 
lower bound, the null hypothesis of no cointegration cannot be rejected. If 
the F-statistic falls between the two bounds, no conclusive inference can 
be made and the order of integration of the variables must be determined. 
The long-run equilibrium is defined as: 

3 2 1 4 1 1n ln 0t tY Yβ β− −+ = . (5.2) 

5.3 Data 

Here we analyze 30 countries from sub-Saharan Africa, 6 countries from 
Asia, 10 countries from Latin America. The export price index is com-
puted as the ratio of nominal exports (current US Dollars) to real exports 
(constant US Dollars 1995). The exchange rate is measured as local cur-
rency per US Dollar. All data are drawn from the World Development  
Indicators (World Bank 2003). The sample period extends from 1960 to 
2001, though for some countries the period is reduced due to the unavail-
ability of data.  

5.4 Empirical Results 

5.4.1 Exchange Rate and Export Price 

Lag lengths in the unrestricted error correction models are determined 
through SBIC. Results of the bounds test are displayed in Table 5.1 for the 
model specification with unrestricted intercept and no trend, and in Table 
5.2 for the model specification with unrestricted intercept and unrestricted 
trend. 
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Country Lag Length F-Stat 
Africa   
Benin 4 0.803  
Botswana 1 4.003  
Burkina Faso 1 0.837  
Burundi 1 1.729  
Cameroon 1 4.393  
Chad 1 1.542  
Comoros 4 3.396  
Congo Dem. Rep. 3 10.438*** 
Congo Rep. 2 0.420  

1 3.097  
Gabon 2 1.053  
Gambia 4 4.630  
Ghana 1 5.93** 
Guinea Bissau 1 2.748  
Kenya 1 1.750  
Lesotho 1 3.777  
Madagascar 2 0.042  
Malawi 1 2.283  
Mali 2 2.944  
Mauritius 1 1.148  
Mozambique 1 2.323  
Nigeria 1 1.211  
Rwanda 1 1.187  
Senegal 1 1.272  
Sierra Leone 1 2.305  
South Africa 2 4.095  
Swaziland 1 1.591  
Togo 2 3.605  
Zambia 4 7.476** 
Zimbabwe 2 8.351*** 

Asia   
Hong Kong 1 1.070  
Korea 1 1.622  
Philippines 1 3.280  
Malaysia 4 0.775  
Thailand 4 0.193  
Indonesia 3 3.676  

Latin America   
Brazil 3 0.932  
Mexico 1 1.566  

Table 5.1. Bounds cointegration test on exchange rate 
and export price specification: unrestricted intercept
and no trend 

Bolivia 2 6.286** 
Colombia 2 0.434  

C te d’Ivoire ô
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Country Lag Length F-Stat 

    
Uruguay 2 2.218  
Dominican Rep. 4 0.980  
El Salvador 1 0.213  
Venezuela 2 3.681  

Table 5.2. Bounds cointegration test on exchange rate 

Country Lag Length F-Stat 
Africa   
Benin 1 2.672  
Botswana 1 0.385  
Burkina Faso 1 4.496  
Burundi 1 6.773* 
Cameroon 1 3.632  
Chad 1 3.784  
Comoros 4 0.996  
Congo Dem. Rep. 3 10.823***
Congo Rep. 1 2.941  

1 2.191  
Gabon 1 1.845  
Gambia 4 0.492  
Ghana 1 6.555* 
Guinea Bissau 3 2.404  
Kenya 4 7.217  
Lesotho 4 6.121  
Madagascar 4 4.612  
Malawi 1 2.549  
Mali 4 1.716  
Mauritius 1 2.216  
Mozambique 4 5.602  
Nigeria 1 2.626  
Rwanda 1 0.538  
Senegal 1 0.645  
Sierra Leone 1 2.322  
South Africa 2 1.229  
Swaziland 1 2.587  

Table 5.1. (cont.)

and export price specification: unrestricted intercept and 
unrestricted trend 

Costa Rica 3 2.722  
Paraguay 4 0.699

Numbers in parentheses are p-values. 
***, (**), and [*] indicate significance at 1%, (5%), and 
[10%]. 

C te d’Ivoire ô

Notes:  Pesaran et al. (2001) provide the critical bounds 
F-statistic. for the 
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Country Lag Length F-Stat 

Zambia 4 4.686  
Zimbabwe 1 5.376  

Asia   
Hong Kong 1 0.423  
Korea 3 3.622  
Philippines 1 4.249  
Malaysia 1 2.567  
Thailand 2 2.977  
Indonesia 3 2.379  

Latin America   
Brazil 3 2.883  
Mexico 1 2.593  
Bolivia 2 1.739  
Colombia 1 2.874  
Costa Rica 3 5.287  
Paraguay 4 3.791  
Uruguay 3 3.422  
Dominican Rep. 1 1.576  
El Salvador 1 3.655  
Venezuela 4 9.525* 
Notes:  Pesaran et al. (2001) provide the critical bounds 

F-statistic. 
***, (**), and [*] indicate significance at 1%, (5%), 
and [10%]. 

Table 5.3. Bounds cointegration test on productivity 

Country Lag Length Bounds Stat 
Africa   
Benin 2 0.644  
Botswana 2 6.442** 
Burkina Faso 1 5.169* 
Burundi 3 5.851** 
Cameroon 3 1.856  
Chad 2 0.054  
Congo Dem. Rep. 2 3.072  
Congo Rep. 2 0.760  

2 1.587  
Gabon 4 7.861*** 
Gambia 2 3.840  

Table 5.2. (cont.)

and export price specification: unrestricted intercept and 
no trend 

Ghana 1 5.769* 

Togo 1 6.088  

C te d’Ivoire ô

for the 
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Country Lag Length Bounds Stat 

Madagascar 2 0.646  
Malawi 2 3.135  
Mali 4 6.015** 
Mauritius 2 4.444  
Mozambique 2 1.100  
Nigeria 2 0.995  
Rwanda 2 1.723  
Senegal 2 2.056  
Sierra Leone 2 1.739  
South Africa 2 2.349  
Swaziland 4 6.176** 
Togo 2 7.379** 
Zambia 2 3.084  

Asia   
Korea 2 2.326  
Philippines 2 1.356  
Malaysia 2 0.742  
Thailand 2 1.487  
Indonesia 2 3.609  

Latin America   
Brazil 2 5.451* 
Mexico 2 1.397  
Bolivia 4 7.258** 
Colombia 2 1.277  
Costa Rica 4 7.311** 
Paraguay 2 1.478  
Uruguay 2 1.718  
Dominican Rep. 2 2.377  
Venezuela 2 3.696  

Table 5.4. Bounds cointegration test on productivity 

Country Lag  Length Bounds  Stat  
Africa   
Benin 3 0.680  
Botswana 3 2.396  

Table 5.3. (cont.)

and export price specification: unrestricted intercept and 
unrestricted trend 

Guinea Bissau 2 1.249  
Kenya 2 0.991  

***, (**), and [*] indicate significance at 1%, (5%), 
and [10%]. 

Notes:  Pesaran et al. (2001) provide the critical bounds 
F-statistic. for the 
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Country Lag Length Bounds Stat 

Congo Dem. Rep. 3 11.975*** 
Congo Rep. 3 2.131  

3 3.180  
Gabon 3 8.196** 
Gambia 3 2.724  
Ghana 1 6.547* 
Guinea Bissau 3 0.206  
Kenya 3 2.731  
Madagascar 4 9.097** 
Malawi 3 1.826  
Mali 3 0.681  
Mauritius 4 6.648* 
Mozambique 4 32.479*** 
Nigeria 3 2.004  
Rwanda 3 1.585  
Senegal 3 1.322  
Sierra Leone 3 1.431  
South Africa 3 4.459  
Swaziland 3 3.407  
Togo 2 6.972* 
Zambia 3 3.002  

Asia   
Korea 3 0.016  
Philippines 1 6.494* 
Malaysia 3 1.633  
Thailand 3 3.005  
Indonesia 3 1.349  

Latin America   
Brazil 3 2.397  
Mexico 3 1.408  
Bolivia 3 0.988  
Colombia 4 9.528** 
Costa Rica 4 9.541** 
Paraguay 3 1.930  
Uruguay 3 2.276  
Dominican Rep. 3 2.577  
Venezuela 4 8.341* *
 

Table 5.4. (cont.)

Burkina Faso 3 1.701  
Burundi 3 6.011  
Cameroon 3 1.218  
Chad 4 12.182*** 

***, (**), and [*] indicate significance at 1%, (5%), 
and [10%]. 

C te d’Ivoire ô

Notes:  Pesaran et al. (2001) provide the critical bounds 
F-statistic. for the 
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Table 5.5. Recapitulation: bounds cointegration test between exchange rate or 
productivity, and export price 

 
Note: The table shows number of countries where cointegration is found 

 
The results are as follows. A cointegration relationship between the  

exchange rate and export price is found in only 7 out of the 46 countries 
analyzed. 

This cointegrating relation is found in only 5 out of the 30 sub-Saharan 
African economies studied. 

Hence, a devaluation of the local currency does not lead to a lower  
export price over the long term. The inflationary effects put forward above 
might offset the drops in export prices denominated in foreign currency by 
boosting the prices of export products denominated in local currency. 

In this case, devaluation is not expected to strengthen trade competitive-
ness in the long run. 

5.4.2 Productivity and Export Price 

We then empirically analyze the relationship between productivity and 

process, we apply the “bounds” cointegration test for the empirical investi-
gation. The results are presented in Table 5.3 and Table 5.4. A recapitula-
tion of the results, including the cointegration between the exchange rate 
and export price, is given in Table 5.5. 

The findings can be summarized as follows. A cointegration relationship 
between productivity and export price is found in 19 out of 41 countries 
analyzed, while a cointegration between the exchange rate and export price 
is found in only 7 countries. 

Cointegration between productivity and the export price is found in 13 
out of the 27 sub-Saharan African economies analyzed, while coint-
egration between the exchange rate and export price is found in only 5 
countries. 

 

export price. As productivity increase is intrinsically a medium- or long-term 

Specification Exchange Rate and 
Export Price 
(Sample: 46 countries) 

Productivity and 
Export Price 
(Sample: 41 countries) 

Constant 5 countries 11 countries 
Constant and Trend 4 countries 12 countries 
Either of the two 
specifications 

7 countries 19 countries 
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5.5 Conclusion 

Having completed our analysis of the first channel of participation in the 
global economy, international trade, we now turn to the second channel, 
foreign direct investment (FDI). 
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6 FDI Competitiveness 

The inflow of foreign direct investment (FDI) to developing countries 
has soared over the last decades. From 1990 to 2000 alone, the figure 
rose from US$24 billion to US$178 billion, or from 24% to 61% of the 
total foreign investment worldwide. As it turns out, however, the coun-
tries of sub-Saharan Africa (SSA) have not received a proportional share. 
According to UNCTAD (1995), “The African continent did not benefit 
from the increased investment flows to developing countries as a 
whole…” Several figures illustrate the magnitude of the disparity: the per-
iod averages of FDI inflow into sub-Saharan Africa increased by a mere 
59% from 1980 1989 to 1990 1998, while growth rates in developing 
countries in other parts of the world soared over the same periods 
(5,200% in the developing countries of Europe and Central Asia, 942% 
in East Asia and Pacific, 740% in South Asia, 455% in Latin America 
and the Caribbean, and 672% for the developing world as a whole).  
Astonishingly, the sub-Saharan African share of total FDI inflow into 
developing countries plummeted from an average of 36% during 1970 74 
to 3% during 1995 99. Table 6.1 traces the changing patters of FDI  
inflow to developing countries and Africa.  

As explained in the theoretical literature, FDI serves as an important engine 
for growth in developing countries through two main channels: (i) expanding 
capital stocks in host countries and (ii) bringing employment, managerial 
skills, and technology. 

The first contribution is crucial for countries where incomes and domes-
tic savings are particularly low, such as the countries of sub-Saharan  
Africa. While these countries vitally depend on external capital for invest-
ment and growth, poor credibility and other factors limit their access to the 
international capital markets. As a consequence, they are forced to rely 
solely on FDI and official loans as sources of fresh foreign capital. Alarm-
ingly, these sources are now being rapidly depleted. Official loans (as 
share of GNP) to SSA countries dropped from 6% in 1990 to 3.8% in 
1998. Foreign assistance per capita shrunk from US$35 to US$28 from 

6.1 Introduction 

– –

–
–
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Table 6.1. Annual averages of net FDI inflow to developing countries, 1970–1999 
(millions US$) 

Sources: Asiedu (2002); Global Development Finance, World Bank (2002) 
 

1989 92 to 1993 97. Hence, the need for FDI in the SSA countries now 
appears to be more urgent than ever before.1 

Given the importance of FDI inflow for SSA, the countries of the region 
must find newer and more effective policies to attract foreign investment. 
Despite its many policy efforts, SSA Africa has received only a small pro-
portion of the global surge of FDI inflow. Measures to strengthen the abil-
ity of SSA countries to attract FDI, i.e. “FDI competitiveness,” need to be 
examined. One way to identify effective measures for this purpose is to  
investigate the factors that determine inflow of FDI into specific regions, 
countries, or localities. 

6.2 Literature Review 

Most analyses of the determinants of FDI inflow have included the size of 
the host markets, measured with GDP. The size of the market has been 
widely found to be a significant incentive for FDI, and in some cases it has 
proven to be the most important incentive. A larger market brings in higher 
returns on investment by allowing a more efficient utilization of resources 
                                                      
1 Asiedu (2001) and the World Development Report from the World Bank (various 

issues). 

FDI inflow 1970–74 1975–79 1980–84 
All developing countries 2,058 5,967 8,896 
East Asia & Pacific 464 1,034 2,346 
Europe & Central Asia 58 65 87 
Latin America & Caribbean 1,500 3,496 5,467 
South Asia 50 71 163 
Sub-Saharan Africa 741 803 866 
SSA share (%) 36 13 10 
    
FDI inflow 1985–89 1990–94 1995–99 
All developing countries 15,222 25,347 153,805 
East Asia & Pacific 5,588 26,352 60,342 
Europe & Central Asia 341 4,469 20,784 
Latin America & Caribbean 5,960 15,629 59,332 
South Asia 350 863 3,693 
Sub-Saharan Africa 1,337 1,847 5,170 
SSA share (%) 9 4 3 

– –
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and the exploitation of economies of scale (Moore, 1993; Wang and 
Swain, 1995; Raggazi, 1973). Chakrabarti (2001) have compiled a rela-
tively comprehensive list of studies which have identified the size of an 
economy as a considerable determinant of FDI inflow for developed and 
developing economies alike. The size of the market, however, might be 
less influential, or even insignificant, when FDI is invested to exploit the 
host country solely as a production base; that is, to reap profits from the 
cost advantage of the host economy by exporting the production, more 
competitively, to markets at home or in third countries (Agarwal, 1980).  

A second potential determinant is the movement in the price level. A 
large and uncontainable increase in the price level, or high inflation, might 
reflect instability of the macroeconomic policy of the host country. This 
type of instability creates uncertainty in the investment environment (Bajo-
Rubia and Sosvilla-Rivero, 1994; Yang et al., 2000). High inflation dis-
courages FDI for re-exportation since the relative costs of production in 
the host country rise. In contrast, falling price levels and the resulting con-
traction in economic activities might trigger a deflationary spiral and even-
tually bankrupt the host country’s firms. This can induce local investors to 
sell off their interests in the host country’s companies to foreign investors 
at low prices, thereby expanding the inflow of FDI. 

A third frequently noted factor is the strength of the host country’s cur-
rency, measured by exchange rates. A depreciation of the host country cur-
rency might attract FDI for two reasons. First, a depreciation of the host 
country currency renders the shares of host country firms relatively cheap, 
motivating M&A from foreign firms. Second, in cases where the FDI is 
invested for re-export to markets at home or in third countries, a deprecia-
tion of the host country’s currently will enhance the competitiveness of 
producing in the host country, thereby raising the investors’ wealth. In 
cases where FDI is invested for the sale in the host market, on the other 
hand, a depreciation of the currency might hinder inflow. Again, there are 
two reasons for this. First, as FDI is projected over the long-run horizon, 
the stream of return on investments might fall in terms of the currency of 
the country of origin. Second, a depreciation of the currency lowers the 
relative purchasing power of consumers in the host country. All in all, 

FDI inflow are rather ambiguous 

The volatility of the host country’s exchange rates can also be a notable 
determinant of the extent of incoming FDI. Instability of a currency has  
often been identified as a significant impediment for the inflow of FDI.  
Income stream from a highly volatile currency area is associated, in the 
long run, with high exchange risk (Chakrabarti, 2001). FDI investors lack 
the security of portfolio investors, as the latter can reduce the risk of  

the effects of exchange rate levels on 
(Benassy-Quere et al., 2001). 
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exchange rate variability by hedging through the derivative market in the 
short run. As hedging is impossible in the long run, FDI investors must pay 
much closer attention to exchange rate volatility. This factor is a particu-
larly robust determinant for risk-averse investors (Benassy-Quere et al., 
2001). On the other hand, a policy of maintaining stable nominal exchange 
rates very often leads to a loss of price competitiveness, leading to another 
condition which discourages FDI inflow. In the presence of comparatively 
high inflation, a stable nominal currency hides a cumulated appreciation of 
the real currency and therefore pushes up real prices. In contrast, a less  
restrictive policy towards volatility of nominal exchange rates makes it 
possible to eliminate trends in real exchange rates and maintain price com-
petitiveness. Hence, using the stability of exchange rates as an incentive to 
attract FDI involves a trade-off between volatility and price competitive-
ness.  

Finally, the instability of the host country currency tends to reduce FDI 
inflow by discouraging the repatriation of investment returns. On the con-
trary, a positive relationship between FDI inflow and exchange rate volatil-
ity might be found if investment in the local market is used as a substitute 
to exporting. When variance is judged as too high, one way to escape the 
vagaries of the currency market is to produce through FDI into the local 
market. In the short run, larger volatility will lead to greater FDI inflow. In 
the long run, however, the negative effects of volatility in attracting FDI 
will outweigh the positive effects due to the mechanisms described above 
(Harvey, 1990). 

A straightforward incentive for foreign investors is the level of capital 
return in the host country. FDI will flow into a country that can offer a 
higher rate of return. However, measuring the rate of capital return can be 
a daunting task in developing countries, especially in Africa, a region lack-
ing effective capital markets. One way to overcome the challenge is to  
employ the inverse of GDP as a proxy. Asiedu (2002) explains the reason-
ing behind this approach. When the capital return is assumed to be equal to 
the marginal product of capital, a country with scarcer capital will turn out 
to have proportionally higher return. Given that a lower income level  
induces smaller capital stock, investment in low-income countries can be 
expected to yield high return. This, in turn, justifies the use of the inverse 
of GDP as a proxy for capital return. The observed facts support this rea-
soning. According to UNCTAD (1995), FDI from the USA in 1990 to 
1993 gained considerably higher average returns in the developing world 
(17%) than in the developed world (10%). Table 6.2 presents the different 
rates of return on capital in various regions in more detail. Taken as a 
whole, the data support the argument that lower income countries produce 
higher capital returns. 
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Table 6.2. Rates of return on US FDI, 1991–96 

Region 1991 1992 1993 
Africa 30.6 28.4 25.8 
Asia & Pacific 23.8 22.6 20.7 
Latin America & Caribbean 12.2 14.3 14.9 
Developing Countries 15.9 17.2 16.9 
All countries 11.6 10.4 11.1 
    Region 1994 1995 1996 
Africa 24.6 35.3 34.2 
Asia & Pacific 18.4 20.2 19.3 
Latin America & Caribbean 15.3 13.1 12.8 
Developing Countries 16.5 15.8 15.3 
All countries 11.7 13.3 12.5 
Source: UNCTAD (1999) 

6.3 Empirical Analysis 

In this section we present an empirical analysis of the FDI determinants in 
sub Saharan African (SSA) economies and selected economies of Asia and 
Latin America. Referring to the list of variables raised in the literature  
review and the explicit relationship shown in the theoretical model of 
Lucas (1993), we introduce the following variables as potential determi-
nants of FDI in our analysis: total factor productivity (TFP) measured with 
the Solow residuals, exchange rate (EXC) measured with the host coun-
try’s currency per US Dollar, inflation measured with the consumer price 
index (CPI), volatility of CPI (VolCPI) measured with the variance, trade 
share (TRS) measured with the ratio of the sum of exports and imports 
over GDP, capital return or rental measured with the inverse of GDP, and 
the market size measured with GDP. The selection of variables was dic-
tated in part by the availability of data. We use annual data covering 
1980 to 2001. We use the data of the following 41 countries: Benin; Bot-
swana; Burkina Faso; Burundi; Cameroon; Chad; Democratic Republic 
of the Congo; Republic of the Congo; Cote d’Ivoire; Gabon; Gambia; 
Ghana; Guine Bisau; Kenya; Madagascar; Malawi; Mali; Mauritius;  
Mozambique; Nigeria; Rwanda; Senegal; Siera Leone; South Africa;  
Swaziland; Togo; Zambia; Korea; Philipines; Malaysia; Thailand; Indonesia; 
Brazil; Mexico; Bolivia; Colombia; Costa Rica; Paraguay; Uruguay; Domini-
can Republic; Venezuela. 
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We employ the panel cointegration test suggested by Pedroni (2001). 
The technique starts by estimating the following equation using ordinary 
least squares:2 

 
0 1 2 3 4

5 6 7 1

8 2

(1/ ) [(1/ ) ]

[(1/ ) ] ,t

FDI TFP EXC CPI VolCPI

TRS GDP GDP D

GDP D u

β β β β β

β β β

β

= + + + +

+ + + ×

+ × +

 (6.1) 

Then, the residuals from the regression equation are collected to con-
struct a new panel data. The panel unit root test proposed by Levin et al. 
(2002) is carried out on the newly constructed panel data. A rejection of 
the null hypothesis of unit root would indicate that the variables in (6.1) 
are cointegrated and that estimated relationship represents an equilibrium 
long-term relationship. The technique depicts and focuses on a unique 
cointegration equation although there might exist multiple cointegrating 
equations. 

The results of the empirical investigation are displayed in Table 6.3. 
Three specifications are examined: the first is a specification without dis-
tinction between the countries in the analysis; the second, a specification 
with a dummy variable for the Asian countries; and the third, a specifica-
tion with distinct dummy variables for respectively Asian and African 
countries. The dummy variables are applied to the coefficient on the  
inverse of GDP, to make the latter reflect either capital return or market 
size. We also attempted to apply the dummy variables on the intercept as 
well as on the other slope coefficients, but no distinguished features  
appeared. 

The results of the panel cointegration test are given under the Levin and 
Lin statistic displayed at the bottom of each specification. The null  
hypothesis of the existence of a unit root in the residuals is rejected for all 
three specifications. Hence, we can conclude that the variables are cointe-
grated. The estimated equations, particularly the third specification, repre-
sent the long-run equilibrium relationship between FDI inflow and the  
related potential determinants. This specification allows us to make the fol-
lowing assessments. 

                                                      
2 More formal explanation of panel cointegration tests will be given in Chaps. 8, 9 

and 10. 

where 1D  and 2D  are dummy variables, respectively, for Asia and Africa, 
and tu  is the error term. 
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Table 6.3. Determinants FDI, panel cointegration test 

 t-statistic and p-value, respectively. 
***(**)[*] indicate significance level at 1% (5%) [10%]. 

 
Both the total factor productivity (TFP) and exchange rate, the main  

focuses of our analysis, appear as strong determinants of inflow of foreign 
investment. An increase in TFP pulls down the productivity-adjusted 
wage, as well as several other variables. As shown in various theoretical 
models, this decrease in wage opens up incentives for the inflow of foreign 
investment. Enhanced productivity diminishes the per-unit cost of produc-
tion and allows larger profit margins for investments. Results with respect 
to the exchange rate imply that a depreciation of the local currency invites 
an inflow of FDI. Currency depreciation permits foreign investments to 
acquire locally existing firms and to establish new Greenfield plants at 
lower prices in foreign currency. Depreciation also reduces the cost of 
production in the host country relative to the cost in other locations. The 
incentives from exchange rate depreciation are particularly important for 

Notes: Numbers in ( ) and [ ] are 

 Spec 1 Spec 2 Spec 3 
Constant 19.761*** 22.273*** 21.31*** 
  (10.087) (10.791) (10.276) 
TFP 0.792*** 0.799*** 0.777** 
  (2.394) (2.434) (2.381) 
Exchange Rate 0.0001*** 0.00006*** 0.00006*** 
  (3.288) (3.584) (3.82) 
CPI –0.00002* –0.00002* –0.00002* 
  (–1.607) (–1.776) (–1.813) 
Volatility of CPI –0.022*** –0.022*** –0.024*** 
  (–8.085) (–8.116) (–8.707) 
Trade Share 0.003* 0.001  0.001  
  (0.061) (0.713) (0.357) 
1/GDP 0.539*** 0.735*** 0.154  
  (6.232) (7.244) (0.745) 

1D (1 GDP )  - Asia   –0.617*** –0.057  
    (–3.621) –0.235  

2D (1 GDP )  - Africa     0.759*** 
   (3.221) 

Adjusted 2R  0.935  0.936  0.936  
F-stat 249.153  248.102  246.256  
Levin and Lin Stat –8.876  –8.268  –8.326  
 [0.001] [0.001] [0.001] 
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firms which use the host country as a production base and export the prod-
ucts to markets at home (origin) or in third countries. 

Our results suggest that both productivity policy and exchange rate pol-
icy can be effective in sharpening FDI competitiveness, i.e. in attracting 
foreign investments. The level and volatility of CPI can both discourage 
inflow of FDI. From the viewpoint of foreign investors, high inflation and 
high CPI volatility are likely to be perceived as signs of unstable domestic 
macroeconomic conditions. Trade share weakly determines FDI inflow. 

An important finding emerges from the inverse of GDP and the dummy 
variables. The coefficient on the variable is positive and highly significant 
for the sub-Saharan African economies. This is a strong indication that the 
capital return plays a far more important role than the market size in att-
racting foreign investment into Africa. Indeed, by the reasoning explicated 
above, the countries with the lowest GDPs in the present sample, that is, 
the countries of sub-Saharan Africa, can be expected to have the thinnest 
stock of capital and the smallest capital-labor ratio, hence the highest rate 
of return on capital. This stands to reason, as a high return on capital is one 
of the consequential incentives for FDI. In this scenario, foreign invest-
ments use the SSA countries as a production base and export their products 
rather than targeting the SSA market itself (the level of GDP). In contrast, 
the sign of the variable (inverse of GDP) is negative for the Asian coun-
tries, suggesting that GDP itself (as opposed to its inverse) appears as a det-
erminant of FDI inflow. The market size seems to be the main incentive 
for FDI inflow in the presently studied Asia economies; indeed, these 
countries exhibit the highest GDP in our sample. 

The results of our analysis of trade competitiveness have shown that 
productivity policy is more effective than exchange rate policy, chiefly  
because the latter may generate inflation which can potentially offset its 
beneficial effects. In our analysis of FDI competitiveness, on the other 
hand, both policies have been found to be significant determinants of FDI 
inflow, i.e. both policies can be employed to enhance the ability of the 
country to attract foreign investment.3 

6.4 Conclusion  

Given the low level of domestic savings and the decreasing per-capita for-
eign aid in sub-Saharan Africa, FDI in the region is expected not only to 
provide numerous benefits for the recipient economies, but to play a  
                                                      
3 More detailed research will have to be conducted to investigate the differences

among the magnitudes of contributions of the respective policies. 
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crucial role in bringing in fresh foreign capital. Discouragingly, however, 
only a tiny fraction of the recent surge in worldwide foreign investment 
over the past decades has flown into the SSA countries. The facts at hand 
implicate the weak competitiveness of SSA countries in attracting FDI. 
This chapter has pointed out a number of measures which may help to 
strengthen this competitiveness in the region. Most notably, our findings 
underline the importance of policy measures to enhance total factor pro-
ductivity. Another approach is to implement the exchange rate policy. Mac-
roeconomic stability and an open trade policy can be expected to positively 
affect FDI inflow.  

Lastly, we demonstrate that the relatively high rate of return on invest-
ment in SSA countries can provide incentive for FDI. This incentive needs 
to be realized and complemented through the policy measures of the type 
described above.4 
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7 Productivity Determinants 

7.1 Introduction 

In this chapter, we analyze the channels through which policy makers can 
directly act to enhance aggregate productivity. Specifically, we consider 
the following variables as channels to enhance total factor productivity: 
human capital, reallocation of production factors, agglomeration econo-
mies, demographic age structure, infrastructure development, and black 
market premium in the exchange rate market.  

7.2 Literature Review 

We investigate six major determinants of productivity. Some are often 
cited in the literature; others are rather new.  

The first is human capital stock. Three models can be used to clarify the 
effects of human capital on productivity (Wolff, 2000): the human capital 
model, catch-up model, and interaction-with-technical-change model. 

Second is the reallocation of production factors. Such reallocation has 
frequently been considered in growth theory (e.g. see Chenery, Robinson, 
and Syrquin, 1986). Young (1995) showed that inter-sectoral reallocations 
of one production factor, labor, drove a large part of TFP growth in East 
Asia from the 1960s to the early 1990s. Poirson (1998) found a high corre-
lation between growth and the reallocation of the labor force from agricul-
tural to non-agricultural activities. 

Third is agglomeration economies. This determinant of productivity can 
be classified into three groups: (i) at the firm level from improved access 
to market centers, (ii) at the industry level from intra-industry localization 
economies, and (iii) at the regional level from inter-industry urbanization 
economies (Lall et al., 2004). The locations and geographic concentrations 
of economic activity have attracted strong interest in recent years. The 
analyses are essentially based on regional and location theory (Krugman, 
1991; Fujita et al., 1999; Weber, 1909; Hotelling, 1929; Greenhut and 
Greenhut, 1975; Isard, 1956). Increasing return to scale is viewed as the 
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main channel towards the spatial concentration of economic activities and 
enhanced productivity. (Fujita and Thisse, 1996).  

Fourth is the demographic age structure. Kogel (2005) found that total 
factor productivity rises when the growth rate of the total population shifts 
from higher to lower relative to the growth rate of the working population. 
The East Asia countries experienced this phenomenon after World War II 
(Bloom and Williamson, 1998). The growth rates of the total populations 
in those countries exceeded the growth rates of the working age popula-
tions until the mid-1960s. Thereafter, from about the mid-1970s, the ten-
dency was reversed. This demographic change has been described as a 
significant contributor to the productivity and economic growth of East 
Asia. Two channels can be put forward. First, a rising ratio of the working 
age population to the total population increases the ratio of “producers” to 
“consumers” and contributes positively to growth of output per capita. 
Second, the demographic change allows each producer to save a larger 
share of its production output, which in turn increases the capital per labor 
ratio and increases productivity. 

Fifth is infrastructure development. Infrastructure is frequently pointed 
out in the literature as a crucial factor underlying total factor productivity. 
Extended infrastructure reduces the direct and indirect costs of production. 
Infrastructure is included among the seven factors identified as “drivers of 
industrial competitiveness” (UNIDO, 2002). The availability of infrastruc-
ture is a precondition for the development of the industrial sector in any 
country. As explained in the Global Competitiveness Report (GCR, 2003), 
expansion of industries requires two main favorable environments: a 

economic environment including infrastructure. Hazell and Fan (2002) 
stress the importance of developing infrastructure for agricultural activities 
to counterbalance the frequent bias of infrastructure development towards 
industrialization.  

The sixth determinant of productivity is the black market premium in 
the exchange rate market, which reflects the degree of distortions in dom-
estic prices. Market distortions can be expected to impede efficient 

 productivity. Governments in 

conditions for specific sectors in their economies or specific groups in their 
societies. The patterns of relative prices are also sometimes modified to 
promote the import substitution sector. Under an export-based policy, gov-
ernments influence price structures by implementing measures to create 
incentives for the export sector. When governments rush to open their sec-
tors to international markets, relative prices are often biased voluntarily in 
favor of tradable goods and at the expense of non-tradable goods. Also, 

microeconomic or business environment including regulations, and a macro-

allocations of resources and thereby hamper
developing countries often alter price structures to create favorable 
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due to political motives or policy objectives, governments frequently lower 
the prices of rural agricultural goods relative to urban industrial goods in 
order to secure support from politically strong urban populations. How-
ever, it is also important to note that a change in relative prices in the  
opposite direction would also be harmful.  A naturally arising relative 
price can be expected to bring about the optimal allocation of resources.1 

7.3 Data  

Here we analyze how TFP growth relates to the seven determinants of pro-
ductivity described above in 27 economies in sub-Saharan Africa. These are 

Lacking similar data for comparison, we exclude the Asian and Latin 
American economies from this analysis. The sample constitutes annual 
data spanning the period from 1965 to 1999. TFP is measured by the  
Solow residuals. The variables used as proxies for the TFP determinants 
are taken from the World Bank Africa Database (2001). The following 
methods were used to measure each variable.   

Human capital is measured based on the illiteracy rate among the popula-
tion aged 15 years old or over. Questions on the functional utility of 
“merely” literate workers might give rise to controversy on the effectiveness 
of illiteracy reduction in influencing productivity. Though the level of sec-
ondary or higher education may be preferable as a measure of human capi-
tal, data of this type are unavailable for the entire period sampled. Thus, we 
have no choice but to rely on the illiteracy rate. In any case, an increase in 
secondary or higher schooling reflects a higher government priority on edu-
cation, a factor likely to be strongly correlated with illiteracy. 
                                                      
1 Economic diversification may be another determinant of productivity. This is 

that do not necessarily imply different productivity levels. As the standard mod-
els from Romer (1990) show, diversification can be treated as a production fac-
tor in itself as an enhancer of productivity for both labor and human capital. 
Romer constructs a model of economy with three sectors: a final goods sector, 
an intermediate goods sector, and a research sector. The research sector devel-
ops and provides advanced technologies for the intermediate goods sector, 
thereby increasing the variety of intermediate goods produced. This diversifica-
tion in intermediate goods enhances the productivity of the final good sector. 

defined as the spreading of production to a growing number of different outputs 

Benin; Botswana; Burkina Faso; Burundi; Cameroon; Chad; Democratic  
Republic of the Congo; Republic of the Congo;  d’Ivoire; Gabon;  
Gambia; Ghana; Guinee Bissau; Kenya; Madagascar; Malawi; Mali; 
Mauritius; Mozambique; Nigeria; Rwanda; Senegal; South Africa; Swaziland; 
Togo; Zambia; Zimbabwe. 

Côte
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Reallocation of production is based on the share of the manufacturing 
value-added in the total GDP. Straightforward measures of capital and  
labor use in each of the sectors would give more accurate insight. Again, 
however, these data are unavailable. Given that the share of production 
factors employed in each sector determines the share in total production, 
the share of manufacturing value-added in the total GDP is arguably an 

Agglomeration economies are proxied with the share of the urban popu-
lation in the total population. A direct measure of industry agglomeration, 
such as the number of existing clusters or industry densities (the numbers 
of industries in specific areas), would be preferable. Again, however, the 
data are unavailable from the countries in our sample. By adapting the rea-
soning of Krugman (1991), Fujita et al. (1999) and Lall et al. (2004), we 
assume that industries concentrate in locations which permit easy access 
to, and low transport cost for, inputs such as labor. A higher concentration 
of labor, such as an increase in the share of urban population, is thus likely 
to increase the concentration of industries in a given area. 

The demographic age structure is measured by the age dependency  
ratio, i.e. the ratio of dependents (under 15 and over 60) to the working age 
population (between 15 and 60). 

The level of infrastructure development is captured by the number of 
main telephone lines per thousand people. The available data on other  
potentially useful measures, such as kilometers of paved roads or electric-
ity supply, do not cover the entire sample period. 

The black market premium is measured by the ratio of the parallel  
exchange rate to the official exchange rate. 

7.4 Empirical Analysis 

We employ the panel Granger causality test suggested by Hurlin and Venet 
(2001) to examine the relationship between the TFP growth in SSA 
economies and the potential determinants.  

The panel unit root test is carried out for each of the variables before the 
causality test, in accordance with the method of Levin et al. (2002).2 Table 
7.1 presents the results of the panel unit root tests. The following variables 
are found to be stationary in level form: TFP growth, the share of manu-
facturing value-added in the total GDP, the ratio of the parallel exchange 
rate to the official exchange rate, the age dependency ratio, the illiteracy 

                                                      
2 More formal explanation of panel unit root tests will be given in Chaps. 8, 9 and 10. 

accurate reflection of the pattern of reallocation. 
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rate, and the ratio of urban to total population. The number of phone lines 
per thousand people is found to include one unit root. Hence, all of the 
variables are introduced in the causality test in level form,3 with the  
exception of the infrastructure variable used in first difference.  

Table 7.2 presents the results of the test on the causality from the poten-
tial determinants to TFP growth.  

First, we find that enhancements in manufacturing industries influence 
aggregate productivity. Reallocation of production factors leads to the  
restructuring of an economy and pulls up productivity through two chan-
nels: the direct channel, the intrinsically higher productivity of the manu-
facturing sector compared to the agriculture and service sectors; and the 
indirect channel, the spreading externality effects of the manufacturing 
sector on the productivity of other sectors in the economy. 

Table 7.1. Productivity determinants, unit root test (Levin, Lin and Chu Test) 

ce at the 1% (5%) level 

Table 7.2. Productivity determinants, causality test 

Excluded Variables  F statistic p-value 
Manuf. Value Added 3.305 0.011 
Black Market Premium 2.578 0.037 
Age Dependency Ratio 0.386 0.819 
Illiteracy Rate 0.441 0.779 
Urban Pop. Ratio 8.326 0.001 
Phone Line 8.942 0.001 

 

                                                      
3 Given that the age dependency ratio and the illiteracy rate are only stationary in 

level form under the “none” specification, we also verified the causality test usi-
ng the first difference form of those two variables. The thrust of the results has
not been altered. 

(dependent variable: TFP growth) 

Note: ***(**) indicates significan

Variables Constant & Trend Constant None 
TFP growth –18.378*** –25.241*** –47.563*** 
Manuf. Value Added –0.650 –2.492*** –0.358 
Black Market Premium –97.056*** –67.29*** –0.850 
Age Dependency Ratio –0.527 –1.135 –1.955** 
Illiteracy Rate 3.660 10.103 –9.207*** 
Urban Pop. Ratio –5.476*** –2.304*** 1.910 
Phone Line 9.324 18.015 13.405 
Phone Line –3.864*** –0.786 –3.007*** 
(first difference)    
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Second, the black market premium measured by the ratio of the parallel 
exchange rate to the official exchange rate impacts aggregate productivity. 
Distortions arising from factors underlying larger black market premiums 
impede the optimal allocation of resources and hinder productivity growth. 

Third, agglomeration economies measured by the ratios of urban to total 
populations affect TFP growth. The concentration of production factors 
(here measured with labor) stimulates the concentration of industries, which 
in turn creates and widens the scope for productivity growth. Firms and 
workers both benefit when the former locate themselves in areas with con-
centrated labor. Lower transport cost is just one of the benefits. A higher 
concentration of labor give firms a wider choice of workers, and the firms 
drawn into an area to take advantage of the labor pool give the workers a 
wider choice of employers. The overall scenario improves both efficiency 
and productivity in an entire area, and the formation of similar agglomera-
tions in various parts of a country benefits an economy as a whole. Policies 
to promote the concentration of production factors and industries are highly 
recommendable for the SSA countries. These policies can include the crea-
tion of industrial zones through the development of specific infrastructures, 
or the creation of tax free zones using specific tax treatments.  

Fourth, we find the causality relationship from the availability of infra-
structure to aggregate productivity. It is important to note that the sole avail-
ability of infrastructure might not accurately reflect the need for higher  
productivity. The functionality of the existing infrastructure is more important. 

Finally, we find no causal relationships from the age-dependency ratio 
and illiteracy rate to aggregate productivity. We plan to investigate these 
relationships further in future research. 

We also analyze the reverse causal relationship from TFP growth to 
each of the factors mentioned above. Table 7.3 presents the results. With 
the exception of the infrastructure variable, no reverse causal relationship 
is depicted. These results support our assessment that factors raised here 
can indeed serve as primary policy tools to enhance the aggregate produc-
tivity of an economy. 

Table 7.3. Productivity determinants, reverse cau-

Dependent Variables F statistic p -value 
Manuf. Value added 1.218 0.302 
Black Market Premium 1.054 0.379 
Age Dependency Ratio 0.621 0.648 
Illiteracy Rate 0.651 0.626 
Urban Pop. Ratio 1.263 0.283 
Phone Line 2.201 0.068 

sality (excluded variable: TFP growth) 
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7.5 Conclusion 

In this chapter, we sought direct policy measures to increase productivity 
by investigating the determinants of productivity. Besides the usual factors 
such as human capital, infrastructure, and price distortions, we delved into 
three other factors which have yet to be sufficiently considered in the lit-
erature: agglomeration economies, reallocation of production factors, and 
demographic age structure. 

Human capital is measured based on the illiteracy rate among the popu-
lation aged 15 years old or over. Reallocation of production is based on the 
share of the manufacturing value-added in the total GDP. Agglomeration 
economies are proxied with the share of the urban population in the total 
population. The demographic age structure is measured by the age depend-
ency ratio, i.e. the ratio of dependents (under 15 and over 60) to the working 
age population (between 15 and 60). The level of infrastructure develop-
ment is captured by the number of main telephone lines per thousand peo-
ple. The black market premium is measured by the ratio of the parallel  
exchange rate to the official exchange rate. 

Empirical results show that reallocation of production, black market 
premium, agglomeration economies, and the level of infrastructure devel-
opment are significant factors to increase productivity.  
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8 Sustainability of Trade Accounts 

8.1 Introduction 

Trade deficits pose difficulties not only for developing countries, but also 
for industrialized countries such as the U.S. and the countries of Europe.  
As economies grow, their demand for foreign goods grows in parallel and 
world trade benefits as a whole. Any problems which appear derive not 
from rising imports, but from the mismatch between export and import 
growth. Without a stable balance between exports and imports, a newly 
emerging trade deficit will tend to expand.  

We use the concept of cointegration to examine changes in the trade  
accounts of sub-Saharan African countries. Specifically, we seek to deter-
mine whether changes in the trade accounts of sub-Saharan Africa are 
temporary or permanent. If the changes in the trade accounts are tempo-
rary, then exports and imports are cointegrated and the changes are self-
correcting. If the changes in trade accounts are permanent, then exports 
and imports are not cointegrated and the changes are explosive. 

This type of analysis is important from a policy perspective, but only 
when the changes in trade accounts are permanent. When changes in trade 
accounts are temporary, the imbalances in the trade account converge  
toward equilibrium over the long run. When the changes are permanent, 
however, the trade deficits gradually expand. In the former case, short-run 
trade deficits do not pose significant policy problems. In the latter, gov-
ernments must use macroeconomic policies to control the changes in trade 
accounts. 

Several groups have analyzed the problem of negative trade accounts. 
Mann (2002), for example, has published an excellent survey on the topic. 
Only a few papers, however, have addressed the idea of long-run equilib-
rium between exports and imports. The study by Husted (1992) is probably 
the most important among those so far published. In an analysis of quar-
terly U.S. data from 1967 to 1989 using the Engle and Granger test (Engle 
and Granger, 1987), Husted (1992) identified a long-run equilibrium  
between exports and imports. This result shows that U.S. trade deficits are 
temporary and that the imbalances of the U.S. trade account converge  
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toward equilibrium over the long run. It also indicates that trade deficits 
are sustainable as a whole. Even without macroeconomic policies to cor-
rect deficits in the U.S. trade account, equilibrium seems to be achieved in 
the long run. 

Arize (2002) investigated the long-run convergence between imports 
and exports in 50 countries (including nine African countries) over the 
quarterly period between 1973 and 1998.1 This study finds evidence of 
cointegration between imports and exports for the majority of the coun-
tries, and supports the view of Husted (1992). This indicates that these 
countries are not in violation of their international budget constraint. The 
evidence further suggests that imports and exports are cointegrated, not 
just in low income countries but in middle-income and high-income coun-
tries as well. Empirical results concerning constancy of the cointegrating 
space are robust to income classification.   

Irandoust and Ericsson (2004) also expanded on Husted’s (1992) analy-
sis by focusing on a larger sample set of six countries—the U.S., Germany, 
the U.K., France, Sweden, and Italy—between 1971 and 1997. Their  
objective was to search for cointegrating relationships between exports and 
imports in those countries using the Johansen and Juselius test (Johansen, 
1988; Johansen and Juselius, 1990). Cointegrating relationships between 
exports and imports were found in Germany, the U.S., and Sweden. This 
implies that these countries are not in violation of their international 
budget constraint and that trade imbalances are short-run phenomena and, 
in the long-run, are sustainable. 

In this chapter we empirically analyze trade account issues in the coun-
tries of sub-Saharan Africa. In doing so, we are forced to rely extensively 
on analyses with the panel unit root test.2 Standard unit root tests lack  
robustness with small samples, and limitations of available data from sub-
Saharan Africa pose serious challenges for analyses of the region (often 
only annual data can be used). By applying the panel unit root test, how-
ever, we can perform both time series and cross section analyses without 
limiting the power of our analyses due to a small sample size. 

                                                      
1 These nine African countries are Burundi, Ethiopia, Kenya, Mauritius, Morocco, 

Nigeria, South Africa, Tunisia, and Zambia. 
2 Phillips and Moon (2000) and Baltagi (2005, Chap. 12) are good reference for 

nonstationary panel data analysis. 
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8.2 Basic Model  

Following Husted (1992), Arize (2002), and Irandoust and Ericsson 
(2004), we examine the international budget constraint for analyzing the 
dynamics of the trade balance. These studies show that the international 
budget constraint for a given country can be written as follow: 

0 1 ,t t tEX IM uβ β= + +  (8.1) 

disturbance at time t . Under the null hypothesis states that the economy 
satisfies its international budget constraint, it is expected that 1 1β =  and 

tu  is a stationary process. In other words, if exports and imports are non-
stationary variables, then under the null hypothesis they are cointegrated 
with a cointegrating vector (1,-1).   

8.3 Data 

This chapter analyzes 30 sub-Saharan African countries, i.e. Benin; Bot-
swana; Burkina Faso; Burundi; Cameroon; Cape Verde; Central African 

ria; Rwanda; Senegal; Seychelles; Sierra Leone; South Africa; Swaziland; 
Tanzania; Togo; Zambia; Zimbabwe. We use annual data from between 
1960 and 2004. The data were obtained from the International Financial 
Statistics (CD ROM; International Monetary Foundation). Exports and  
imports are both expressed in terms of US $ millions. Table 8.1 shows the 
countries and their sample periods.  

Figures 8.1 through 8.30 show the trade balance movements in each 
country. Trade deficits are clearly a problem for many of the countries of 
sub-Saharan Africa, and in many cases the deficits levels start to climb 
from around the 1980’s. Taking this into account, we divide the study  
period into three sample periods for the empirical analysis: 

[Sample A]: 1960 2004, 
[Sample B]: 1960 1980, 
[Sample C]: 1981 2004. 

Sample A is the total sample period. Sample B and Sample C corre-
spond to the first half and second half, respectively. 

 

–
–
–

where tEX  is exports at time t , tIM  is imports at time t , and tu  is the 

Rep.; Chad; Republic of the Congo; Côte d’Ivoire; Equatorial Guinea; 
Gabon; Gambia; Kenya; Madagascar; Malawi; Mali; Mauritius; Niger; Nige-
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Table 8.1. Country and sample period  Country and sample period 

Country Sample Period  
Benin 1960–2004 
Botswana 1960–1998 
Burkina Faso 1960–2003 
Burundi 1960–2004 
Cameroon 1960–2002 
Cape Verde 1960–2001 
Central African Rep. 1960–2002 
Chad 1960–2002 
Congo Rep. 1960–2000 
Côte d’Ivoire 1960–2003 
Equatorial Guinea 1960–2000 
Gabon 1960–2001 
Gambia 1960–2002 
Kenya 1960–2003 
Madagascar 1960–2003 
Malawi 1964–2003 
Mali 1960–2003 
Mauritius 1960–2004 
Niger 1960–2003 
Nigeria 1960–2004 
Rwanda 1960–2004 
Senegal 1960–2003 
Seychelles 1960–2003 
Sierra Leone 1960–2004 
South Africa 1960–2003 
Swaziland 1965–2002 
Tanzania 1960–2004 
Togo 1960–2004 
Zambia 1960–2000 
Zimbabwe 1964–2001 
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Fig. 8.1. Trade balance (US millions): Benin 
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Fig. 8.2. Trade balance (US millions): Botswana 
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Fig. 8.3. Trade balance (US millions): Burkina Faso 
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Fig. 8.4. Trade balance (US millions): Burundi 
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Fig. 8.5. Trade balance (US millions): Cameroon 
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Fig. 8.6. Trade balance (US millions): Cape Verde 
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Fig. 8.7. Trade balance (US millions): Central African Rep. 
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Fig. 8.8. Trade balance (US millions): Chad 
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Fig. 8.9. Trade balance (US millions): Republic of the Congo
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Fig. 8.10. Trade balance (US millions): Côte d’Ivoire 
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Fig. 8.11. Trade balance (US millions): Equatorial Guinea 
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Fig. 8.12. Trade balance (US millions): Gabon 
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Fig. 8.13. Trade balance (US millions): Gambia
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Fig. 8.14. Trade balance (US millions): Kenya 
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Fig. 8.15. Trade balance (US millions): Madagascar 
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Fig. 8.16. Trade balance (US millions): Malawi 
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Fig. 8.17. Trade balance (US millions): Mali 
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Fig. 8.18. Trade balance (US millions): Mauritius 
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Fig. 8.19. Trade balance (US millions): Niger 
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Fig. 8.20. Trade balance (US millions): Nigeria 
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Fig. 8.21. Trade balance (US millions): Rwanda 
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Fig. 8.22. Trade balance (US millions): Senegal 
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Fig. 8.23. Trade balance (US millions): Seychelles 
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Fig. 8.24. Trade balance (US millions): Sierra Leone 
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Fig. 8.25. Trade balance (US millions): South Africa 
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Fig. 8.26. Trade balance (US millions): Swaziland 
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Fig. 8.27. Trade balance (US millions): Tanzania 
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Fig. 8.28. Trade balance (US millions): Togo 
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Fig. 8.29. Trade balance (US millions): Zambia 
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Fig. 8.30. Trade balance (US millions): Zimbabwe 

8.4 Empirical Analysis 

8.4.1 Panel Unit Root Tests 

To begin with, unit root tests must be performed on exports and imports.  
Here we encounter a problem, however, as the use of annual data alone  
reduces the sample size for each country. Levin et al. (2002) suggest that 
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individual unit root tests have limited power against alternative hypothe-
ses, especially in small samples. Panel unit root tests help us to overcome 
this problem. Consider the following AR(1) process for the panel data: 

, , 1 , ,i t i i t i m t i ty y dρ δ ε−= + + , (8.2) 

1,2, it T= L ; iρ  is an autoregressive coefficient; ,m td  is the vector of  
deterministic variables for model m =1,2,3; iδ  is the corresponding vector 
of coefficients. Note that 1,td ={empty set}, 2, {1}td =  and 3, {1, }td t= . 
The errors itε  in (8.2) are assumed to be mutually independent.  

Equation (8.2) can be specified as follows: 

, , 1 , 1,, fori t i i t i t ty y dρ ε−= + , (8.2a) 

, , 1 0, , 2,, fori t i i t i i t ty y dρ δ ε−= + + , (8.2b) 

, , 1 0, 1, , 3,, fori t i i t i i i t ty y t dρ δ δ ε−= + + + . (8.2c) 

Equation (8.2a), (8.2b) and (8.2c) include no deterministic term, indi-
vidual constant, and individual constant and trend, respectively. If 
| | 1iρ < , then iy  is weakly (trend-) stationary. If 1iρ = , then iy  contains 
a unit root.  

We can make two natural assumptions about iρ . First, we can assume 
that the persistence parameters are common across cross-sections, such 
that iρ ρ=  for every i . Levin et al. (2002) make the same assumption. 
Second, we can allow iρ  to vary freely across cross-sections. Im et al. 
(2003) take this approach.  

Levin et al. (2002) establish a testing procedure for a common unit root 
process, such that iρ  is identical across cross-sections. Levin et al. (2002) 
employ the following specification: 

, , 1 , , , ,1
ip

i t i t i j i t j i m t i tj
y y y dα β δ ε− −=

Δ = + Δ + +∑ , (8.3)

where a common 1α ρ= −  is assumed but the lag order for the differ-
ence terms ( ip ) is allowed to vary across cross-sections. The null and  
alternative hypotheses for the tests can be written thus: 

0 : 0H α = , 

 

where 1,2, ,i N=  are the cross-section series observed over periods 
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and  

: 0AH α < . 

The null hypothesis holds that each individual time series has a unit 
root. The alternative hypothesis holds that each time series is stationary.  

The test proposed by Levin et al. (2002) is restrictive in the sense that it 
requires ρ  to be homogeneous across i . Im et al. (2003) allow for a het-
erogeneous coefficient of iρ  and propose an alternative testing procedure 
based on the averaging of individual unit root test statistics. They consider 
a separate ADF regression for each cross section: 

, , 1 , , , ,1
.ip

i t i i t i j i t j i m t i tj
y y y dα β δ ε− −=

Δ = + Δ + +∑  (8.4)

The null hypothesis is written as, 

0 : 0iH α = ,  for all i , 

while the alternative hypothesis is given by: 

1

1 1

0, for 1,2, , ,
:

0, for 1, 2, , .
i

A
i

i N
H

i N N N

α

α

= =⎧⎪
⎨ < = + +⎪⎩

L

L
 

 

The null hypothesis holds that each series in the panel has a unit root. 
The alternative hypothesis allows for some (but not all) of the individual 
series to have unit roots.3  

Table 8.2 shows the results of panel unit root tests performed on exp-
orts.  The table lists the LLC (Levin, Lin, and Chu) statistics, the IPS (Im, 
Pesaran and Shin) statistics, and their respective p-values. The selection for 
the number of lags in the regression for cross sections, (8.3) or (8.4), was 
based on the AIC. We use two types of specification for the deterministic 
component: one is the individual constant and the other is the individual 
constant and trends.    

Looking first at the results for the entire sample period of 1960-2004, 
the LLC statistic and its p -value are 2.084 and 0.981 for 3,td , and 6.650 
and 1.000 for 2,td , respectively. The IPS statistic and its p -value are

3,td , and 9.128 and 1.000 for 2,td , respectively. Thus, 
the null hypothesis that exports have a unit root is accepted.   

 
                                                      
3 In Monte Carlo experiments, Im et al. (2003) show that the small sample proper-

ties of IPS test is better than those of the LLC test if a large enough lag order is 
selected for the underlying ADF regressions. 

-0.955 and 0.170 for 
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Table 8.2. Results of panel unit root test: export 

Note:  
Null hypothesis is no unit root. 
LLC indicates the Levin, Lin and Chu (2002) test.  
IPS indicates the Im, Pesaran and Shin (2003) test. 

3,td  indicates the individual effect and individual trend. 
2,td  indicates the individual effect.  
 
Next we examine the results when the sample period is divided into two 

halves, with 1980 as the midpoint. The division of the sample period at this 
midpoint is presumably meaningful, given that the trade balance of many 
countries begins to expand in about 1980. Perron (1989) pointed out that 
researchers often encounter unit roots in analyses performed without con-
sidering structural changes. As we clearly see from Table 8.1, however, the 
null hypothesis that exports have a unit root cannot be rejected for each 
sub-sample. The result stays the same when the testing method and the 
specification of the deterministic component are changed.   

Table 8.3 shows the results of panel unit root tests performed on  
imports.  With only a few exceptions, these results clearly indicate that 
imports have a unit root. Here, too, the result stays the same when the test-
ing method, the specification of the deterministic component, and the  
sample period are changed.   

Method Deterministic Term Test Statistic p -value 
[Sample A]: 1960-2004   
LLC 3,td  2.084 0.981 

 2,td  6.650 1.000 
IPS 3,td  –0.955 0.170 
 2,td  9.128 1.000 
[Sample B]: 1960-1980   
LLC 3,td  13.415 1.000 
 2,td  15.113 1.000 
IPS 3,td  9.002 1.000 
 2,td  17.395 1.000 
[Sample C]: 1981-2004   
LLC 3,td  1.101 0.865 
 2,td  3.879 1.000 
IPS 3,td  –0.746 0.228 
 2,td  4.997 1.000 
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Table 8.3. Results of panel unit root test: import 

Note:  
Null hypothesis is no unit root. 
LLC indicates the Levin, Lin and Chu (2002) test.  
IPS indicates the Im, Pesaran and Shin (2003) test. 

3,td  indicates the individual effect and individual trend. 
2,td  indicates the individual effect.  

8.4.2 Panel Cointegration Tests 

Lastly, we search for a cointegrating relationship between exports and imports. 
The trade account, or trade balance, is defined by the following equation: 

( )1 1 ,
t

t t t
t

EX
TB EX IM

IM
⎛ ⎞

= − = − ⎜ ⎟⎜ ⎟
⎝ ⎠

 (8.5)

Method Deterministic Term Test Statistic p-value 
[Sample A]: 1960-2004   
LLC 3,td  6.922 1.000 
 2,td  5.615 1.000 
IPS 3,td  –1.570 0.058 
 2,td  6.923 1.000 
[Sample B]: 1960-1980   
LLC 3,td  17.097 1.000 
 2,td  24.103 1.000 
IPS 3,td  14.455 1.000 
 2,td  20.241 1.000 
[Sample C]: 1981-2004   
LLC 3,td  1.892 0.971 
 2,td  2.372 0.991 
IPS 3,td  –2.215 0.013 
 2,td  1.047 0.852 

where tTB  represents the trade balance at time t , tEX  represents exports 
at time t , and tIM  represents imports at time t . Consequently, if exports 
and imports have a cointegrating relationship with a cointegrating vector 
(1, 1)− , then t tEX IM−  becomes a stationary variable and the trade bal-
ance also becomes stationary as a result. Husted (1992) pointed out that if 
an intertemporal budget constraint is satisfied, then exports and imports 
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Table 8.4 shows the results of panel unit root tests performed on trade bal-
ance. If exports and imports have a cointegrating relationship with a coin-
tegrating vector (1, 1)− , then trade accounts also become stationary. As is 
clear from the table, trade accounts are non-stationary variables in almost 
all the cases. This suggests that there is no cointegrating relation between 
exports and imports with a cointegrating vector (1, 1)− . The result remains 
the same when the testing method, specification of the deterministic com-
ponent, and sample period are changed. 

Table 8.4. Results of panel cointegration test: trade balance 

Note:  
Null hypothesis is no unit root. 
LLC indicates the Levin, Lin and Chu (2002) test.  
IPS indicates the Im, Pesaran and Shin (2003) test. 

3,td  indicates the individual effect and individual trend. 
2,td  indicates the individual effect.  

Method Deterministic Term Test Statistic p-value 
[Sample A]: 1960-2004   
LLC 3,td  4.548 1.000 
 2,td  5.809 1.000 
IPS 3,td  –0.973 0.165 
 2,td  4.165 1.000 
[Sample B]: 1960-1980   
LLC 3,td  7.771 1.000 
 2,td  14.528 1.000 
IPS 3,td  6.461 1.000 
 2,td  11.906 1.000 
[Sample C]: 1981-2004   
LLC 3,td  0.325 0.627 
 2,td  1.594 0.945 
IPS 3,td  –2.854 0.002 
 2,td  –0.920 0.179 

have a cointegrating relationship with a cointegrating vector (1, 1)− . It thus 
follows that testing for a cointegrating relationship between exports and 
imports under this constraint is effectively the same as testing for unit 
roots in trade accounts.   
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8.5 Conclusion 

In this chapter we performed tests on changes in the trade accounts of sub-
Saharan African countries. As demonstrated earlier by Husted (1992), the 
trade balance of an economy is a stationary variable when the economy 
satisfies intertemporal budget constraints. Husted (1992), Arize (2002) and 
Irandoust and Ericsson (2004) showed that the trade deficit is stationary 
and that trade account imbalances will converge to a certain equilibrium 
over the long run in many countries. According to the analyses in this 
chapter, however, the trade accounts of sub-Saharan African countries are 
very likely to be non-stationary variables. The stationarity of these vari-
ables has important policy implications. If trade accounts are stationary 
variable, then even short-run trade deficits will not pose significant prob-
lems in the long run. But if they are non-stationary variables, policies must 
be put in place to prevent the trade deficits from expanding. In this case we 
must try to determine the effective policy for controlling changes in trade 
accounts. This is a question warranting serious examination. 
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9 Trade Balance and the Terms of Trade  

9.1 Introduction 

Changes in the exchange rate impact the trade balance by changing the 
terms of trade. The relationship between terms of trade and the trade bal-
ance is ordinarily analyzed using the Marshall-Lerner condition (ML con-
dition). The ML condition holds that deterioration in the terms of trade is 
to improve a country’s trade balance, provided that the sum of the coun-
try’s price elasticity of demand for exports and imports must be greater 
than one in absolute value. The principle is named after the economists  
Alfred Marshall and Abba Lerner. As a devaluation of the exchange rate 
reduces the price of exports, the demand for exports will increase. The 
price of imports, meanwhile, will rise, and the demand for imports will  
decrease. The net effect on the trade balance will depend on price elastic-
ities. If exported goods are elastic to price, their demand will increase pro-
portionately more than the decrease in price, and the total export revenue 
will increase. If imported goods are elastic, the total import expenditure 
will decrease. The trade balance will improve in both cases (Fig. 9.1). 

Terms
of

Trade

Balance
of

Trade

ML condition

 
Fig. 9.1. Marshall-Lerner condition 

To check the ML condition using actual data, it is necessary to estimate 
both the import function and the export function. Such an approach has been 
taken in past research, i.e. Arize (1990), Goldstein and Khan (1978), 
Houthakker and Magee (1969), and Warner and Kreinin (1983). In such  
research, it was reported that the ML condition was fulfilled. However, there 
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With the recent development of time series analysis, cointegration 
analysis is now used for analyzing long-run relationships among variables. 
Arize (1996) uses cointegration analysis to empirically analyze the long-
run equilibrium between the trade balance and the terms of trade using 
quarterly data on sixteen countries from 1973 to 1992, i.e. the G7 members 
(Canada, France, Germany, Italy, Japan, the United Kingdom, the United 
States), Denmark, Finland, the Netherlands, Switzerland, and five newly 
industrializing economies (NIES: India, Korea, Malaysia, Mexico, Sri Lanka). 
Arize (1996) reports a long-run relationship between the trade balance and
the terms of trade in many countries. 

This chapter expands on this Arize (1996) analysis by empirically ana-
lyzing the relationship between the trade balance and the terms of trade in 
sub-Saharan African countries. A distinctive feature of this research is the 
use of panel unit root and panel cointegration analysis, an approach not  
attempted by Arize (1996). With many of the sub-Saharan African coun-
tries, the only data available are annual and the samples sizes are small. 
The individual nonstationary time series analysis is known to have low 
power for short span of the data. We pool the data of sub-Saharan coun-
tries in the hopes of adding cross-sectional variation to the data that will 
increase the power of panel unit root or panel cointegration tests.  

9.2 Basic Model  

Following Haynes and Stone (1982) and Arize (1996), we can write the 
long-run relationship between the trade balance and the terms of trade as 
follows:  

t t tTB TOT uα β= + + , (9.1) 

is a problem with this approach. In order to estimate the export function and 
the import function, it is necessary to collect data such as world income, 
world export prices and effective exchange rates, and to specify trading 
partners. For many countries, however, it is difficult to collect such data. 

Haynes and Stone (1982) attempt to address this issue by directly analyz-
ing the relationship between the trade balance and terms of trade – an alterna-
tive approach. They analyze the impact of terms of trade on the trade balance 
by looking at the estimated coefficients of terms of trade using a distributed 
lag model. Haynes and Stone (1982), on the other hand, conduct their analy-
sis within the framework of regression analysis and are thus unable to avoid 
the spurious regression of Granger and Newbold (1974). 
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time t , and tu  is a disturbance at time t . If trade balance and terms of 
trade are cointegrated, they have a long-run equilibrium relationship. If the 
ML condition is satisfied in the long-run, then an increase in the terms of 
trade can be expected to increase the trade balance, and thus 0β > . 

9.3 Data  

This chapter analyzes 19 sub-Saharan African countries using annual data 
for the period between 1970 and 2004: Benin; Burkina Faso; Cameroon, 

C te

lows: exports of goods and services (in constant local currency unit) minus 
imports of goods and services (in constant local currency unit). Note that 
the real trade balance is measured as a share of real GDP for empirical 
analysis. The terms of trade are obtained as a ratio of export prices to  
import prices in the local currency unit. The data are balanced panel data 
without any missing observations.  

Figures 9.2a through 9.20b show the movements of the trade balance 
and the terms of trade for each country. These figures suggest that the 
trade balance and the terms of trend may move together and thus may have 
a cointegrating relation in many of the countries.  
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Fig. 9.2a. Trade balance: Benin 

ô

where tTB  is the trade balance at time t , tTOT  is the terms of trade at 

Chad; Republic of the Congo;  d’Ivoire; Gabon; Ghana; Guinea-Bissau; 
Kenya; Madagascar; Malawi; Mali; Nigeria; Rwanda; Senegal; South 
Africa; Togo; Zambia. The data were obtained from the World Develop-
ment Indicators (The World Bank). The real trade balance and terms of trade 
are used for the empirical analysis. The real trade balance is obtained as fol-
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Fig. 9.2b. Terms of trade: Benin 

– .20

– .18

– .16

– .14

– .12

– .10

– .08

– .06

1970 1975 1980 1985 1990 1995 2000  
Fig. 9.3a. Trade balance: Burkina Faso 
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Fig. 9.3b. Terms of trade: Burkina Faso 
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Fig. 9.4a. Trade balance: Cameroon 
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Fig. 9.4b. Terms of trade: Cameroon 
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Fig. 9.5a. Trade balance: Chad 
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Fig. 9.5b. Terms of trade: Chad 
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Fig. 9.6a. Trade balance: Republic of the Congo
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Fig. 9.6b. Terms of trade: Republic of the Congo
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Fig. 9.7a. Trade balance: C te d’Ivoire 
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Fig. 9.7b. Terms of trade: Cô te d’Ivoire 
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Fig. 9.8a. Trade balance: Gabon 
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Fig. 9.8b. Terms of trade: Gabon 
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Fig. 9.9a. Trade balance: Ghana 
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Fig. 9.9b. Terms of trade: Ghana 
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Fig. 9.10a. Trade balance: Guinea-Bissau 
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Fig. 9.10b. Terms of trade: Guinea-Bissau 
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Fig. 9.11a. Trade balance: Kenya 
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Fig. 9.11b. Terms of trade: Kenya 
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Fig. 9.12a. Trade balance: Madagascar 
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Fig. 9.12b. Terms of trade: Madagascar 
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Fig. 9.13a. Trade balance: Malawi 
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Fig. 9.13b. Terms of trade: Malawi 
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Fig. 9.14a. Trade balance: Mali 
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Fig. 9.14b. Terms of trade: Mali 
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Fig. 9.15a. Trade balance: Nigeria 
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Fig. 9.15b. Terms of trade: Nigeria 
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Fig. 9.16a. Trade balance: Rwanda 
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Fig. 9.16b. Terms of trade: Rwanda 
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Fig. 9.17a. Trade balance: Senegal 
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Fig. 9.17b. Terms of trade: Senegal 
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Fig. 9.18a. Trade balance: South Africa 
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Fig. 9.18b. Terms of trade: South Africa 
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Fig. 9.19a. Trade balance: Togo 
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Fig. 9.19b. Terms of trade: Togo 
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Fig. 9.20a. Trade balance: Zambia 
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Fig. 9.20b. Terms of trade: Zambia 

9.4 Empirical Analysis 

9.4.1 Panel Unit Root Tests  

To begin with, we need to perform unit root tests on the trade balance and 
the terms of trade. In doing so, however, the use of annual data in this 
study forces us to work with fairly small sample sizes for each country. 
Levin et al. (2002) suggest that individual unit root tests have limited 
power against alternative hypotheses, especially in small samples. Panel 
unit root tests help us to overcome the problem.1 

We use two types of panel unit root tests for empirical analysis. One is 
the LLC test proposed by Levin et al. (2002) and the other is the Breitung 
test developed by Breitung (2000). Breitung (2000) finds that the LLC test 
suffers from a substantial loss of power if individual-specific trends are  
included, and proposes a test statistic whose power is substantially higher 
than that of LLC.  

For LLC and Breitung tests, we use the following specification:  

, , 1 , , 0, 1, ,1
,ip

i t i t i j i t j i i i tj
y y y tα β δ δ ε− −=

Δ = + Δ + + +∑  (9.2)

                                                      
1 Phillips and Moon (2000) and Baltagi (2005, Chap. 12) are good reference for 

nonstationary panel data analysis. 
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where 1,2, ,i N= L  are the cross-section series observed over periods 
1,2, it T= L ; 0,iδ  are fixed effects, 1,itδ  are individual time trends; Δ  is 

the difference operator, i.e.  , , , 1i t i t i ty y y −Δ = − ; and the errors itε  are  
assumed to be mutually independent disturbances.  

The null and alternative hypotheses for the tests can be written as: 

0 : 0H α = , 

and  

: 0AH α < . 

The null hypothesis holds that each individual time series has a unit 
root. The alternative hypothesis holds that each time series is stationary.  

Table 9.1 shows the results of panel unit root tests. The LLC test statis-
tics, the Breitung test statistics, and their respective p-values are included. 
The AIC was used as the criterion for selecting the number of lags ( ip ) in 
(9.2). Individual constant and time trend are used for the deterministic 
component.  

 

Table 9.1. Results of panel unit root tests 

p

Note:  
Null hypothesis is no unit root. 
LLC test indicates the Levin, Lin and Chu (2002) test.  
Breitung test indicates the Breitung (2000) test. 
Δ  is the difference operator, i.e. 1t t ty y y −Δ = − . 

 
 
 

Variable Method Test Statistic -value 
tTB  LLC test 1.667 0.952 

 Breitung test –0.493 0.311 

tTOT  LLC test –1.215 0.112 
 Breitung test –0.884 0.189 

tTBΔ  LLC test –9.202 0.000 
 Breitung test –7.153 0.000 

tTOTΔ  LLC test –10.679 0.000 
 Breitung test –10.868 0.000     



128      Chapter 9  

From the results in Table 9.1, we find that the LLC test statistic and its 
p -value are 1.667 and 0.952 for the level of trade balance, and -9.202 and 
0.000 for the first difference of trade balance. We obtain the similar results 
when we use the Breitung test. Thus, the trade balance has a unit root. 

Table 9.1 also shows the results of panel unit root tests performed on the 
terms of trade. The results indicate that the LLC test statistic and its  
p -value are -1.215 and 0.112 for the level of the terms of trade, and

obtain the similar results for the Breitung test. Thus, the terms of trade has 
a unit root as well. 

Thus, we can say that the trade balance and the terms of trade are non-
stationary variables. 

9.4.2 Panel Cointegration Tests  

The two series were unable to reject the null of the unit root. Our next step, 
therefore, is to perform the cointegration test. We start with the following 
equation: 

, , , , 1,2, , , 1,2, , .i t i i i t i tTB TOT u i N t Tα β= + + = =L L  (9.3) 

sample properties of the test statistic to test the null hypothesis of  
no-cointegration in the panel. While both the homogeneous and heteroge-
neous panel models are possible, the heterogeneous model such as (9.3) is 
consistent with the class of model when parameters α  and β  are allowed 
to vary across countries. Having no reason to believe that all of the  
parameters are the same across countries, as is assumed in the homogene-
ous model, we thus decided to employ the heterogeneous model in our 
analysis.  

Pedroni (1999) derives the asymptotic distribution and explores the 
small sample performances of seven different statistics. Of these seven sta-
tistics, four are based on pooling along what is commonly referred to as 
the “within-dimension” and three are based on pooling along what is 
commonly referred to as the “between-dimension.” Pedroni (1999)  
describes the former as “panel cointegration statistics” and the latter as 
“group mean panel cointegration statistics.”  

The first of the simple panel cointegration statistics, the “panel 
ν -statistic,” is a non-parametric variance ratio statistic. The second, the 
“panel ρ -statistic,” is a panel version of a non-parametric statistic analo-
gous to the familiar Phillips and Perron ρ -statistic. The third, the “panel 

-10.679 and 0.000 for the first difference of the terms of trade. Here too, we 

In a bivariate context, Pedroni (1999) develops asymptotic and finite-
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t -statistic (non-parametric),” is a non-parametric statistic analogous to the 
Phillips and Perron t -statistic. The fourth of these simple panel cointegra-

The other three panel cointegration statistics are based on a group mean 
approach. The first, the “group ρ -statistic,” is analogous to the Phillips and 
Perron ρ -statistic. The last two, the “group t -statistic (non-parametric) and 
group t -statistic (parametric),” are analogous to the Phillips and Perron  
t -statistic and the augmented Dickey-Fuller t -statistic, respectively.  

The following four steps must be taken in all cases, regardless of the sta-
tistic we choose to construct. 

 
(Step 1) Compute the residuals îtu  of the panel regression in (9.3) after  

incorporating all the desired terms such as fixed effects or the time 
trend.  

(Step 2) Compute the residuals îtη  of the following differenced regression:  

, , , .i t i i t i tTB TOTβ ηΔ = Δ +  (9.4) 

(Step 3)  Calculate the long-run variance of ,î tη  using a kernel estimator 
such as the Newey-West (1987) estimator. 

(Step 4)  Estimate the appropriate autoregression using the residuals îtu  of 
the original cointegrating regression, choosing either of the fol-
lowing forms (a) or (b):  
(a) For the non-parametric statistics, estimate  

, , 1 ,ˆ ˆi t i i t i tu u vγ −= + , (9.5) 

and use the residuals to compute the long-run variance of ,i tv .  
(b) For the parametric case, estimate 

, , 1 , ,1 ,
ˆ ˆ ˆiK

i t i i t i k i tk i t k
u u u wγ δ− = −

= + Δ +∑ , (9.6)

and use the residuals to compute the simple variance of itw .  
By taking these four steps we can construct seven test statistics. Next, 

we normalize these statistics by the appropriate mean and variance adjust-
ment terms reported in Pedroni’s Table 2 (Pedroni, 1999, p.666) so that the 
appropriate tails of the normal distribution can be used to judge their  
significance.  

                                                      
2 See Table 1 of Pedroni (1999, p.660). 

tion statistics, the “panel t − statistic (parametric),” is a parametric statistic 
analogous to the familiar augmented Dickey-Fuller t -statistic.2  
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The within-dimension statistics are based on estimators that effectively 
pool the autoregressive coefficient across different members for the unit 
root tests on the estimated residuals. The between-dimension statistics are 
based on estimators that simply average the individually estimated coeffi-
cients for each member i . A consequence of this distribution arises in 
terms of the autoregressive coefficient, iγ , of the estimated residuals (9.5) 
or (9.6) under the alternative hypothesis of cointegration. 

The null and alternative hypotheses for the within-dimension statistics 
are given by,  

0 : 1iH γ =  for all i , 

and 

1 : 1iH γ γ= <  for all i ,  

where the alternative hypothesis presumes a common value for iγ γ= .  
In contrast, the null and alternative hypotheses for the between-  

dimension statistics are given by,  

0 : 1iH γ =  for all i , 

and 

1 : 1iH γ <  for all i , 

iγ γ= . Thus, the between-dimension-based statistics allow the modeling 
of an additional source of potential heterogeneity across individual mem-
bers of the panel.  

Table 9.2 shows the results of panel unit cointegration tests on the trade 
balance and the terms of trade. The test statistics are as follows: 3.297 for 
the panel ν -statistic, -6.035 for the panel ρ -statistic, -5.875 for the non-
parametric panel t -statistic, -5.646 for the parametric panel t -statistic,

ρ -statistic, -5.574 for the non-parametric group  
t -statistic, and -5.626 for the parametric group t -statistic. This table 
clearly indicates that the null hypothesis of no cointegration is rejected for 
every case considered. Thus, the trade balance and the terms of trade are 
cointegrated in sub-Saharan African countries.   

 
 
 
 
 

-4.081 for the group 

where the alternative hypothesis does not presume a common value for 
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Table 9.2. Results of panel cointegration test  

Panel statistics are weighted by long-run variance. 

9.4.3 Panel Cointegration Estimation 

Having found that trade balance and the terms of trade have a cointegrat-
ing relation, we are now ready to estimate this cointegrating relation and 
determine whether the ML condition is satisfied. As we stressed before, if 
the ML condition is satisfied in the long-run, then an increase in the terms 
of trade can be expected to increase the trade balance, and thus the terms 
of trade have a positive coefficient.  

Table 9.3 shows the empirical results of individual FMOLS (fully modi-
fied ordinary least squares) and the group-mean panel FMOLS developed 
by Pedroni (2001). FMOLS estimates and t -statistics for 0 : 0iH β =  
against : 0A iH β >  are reported in the table.   

The results from both the individual tests and the panel tests reject the 
null hypothesis. Among the individual country tests, the null hypothesis is 
rejected for fourteen out of nineteen countries at the 1% level, and fifteen 
out of nineteen countries at the 10% level. For the panel tests, coefficient 
of the terms of trade is estimated to be 0.31 and its t -statistic is 16.23. The 
null hypothesis is rejected at the 1% significance level and the positive  
coefficient is empirically supported. We can thus conclude that the ML 
condition is empirically supported in sub-Saharan African countries. That 
is, an increase in the terms of trade increases the trade balance in the  
long-run.   

cointegration. 

Method Test Statistic 
 Panel ν -Statistic  3.297 
 Panel ρ -Statistic –6.035 
 Panel t -Statistic (non-parametric)  –5.875 
 Panel t -Statistic (parametric) –5.646 
  
 Group ρ -Statistic –4.081 
 Group t -Statistic (non-parametric) –5.574 
 Group t -Statistic (parametric) –5.626 

Note: All reported value are distributed N(0,1) under null of no 
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Table 9.3. Results of panel FMOLS 

Country Coefficient of the Terms  
of Tra de

t -stat 

Individual FMOLS Results   
Benin 0.02 0.08 
Burkina Faso 0.01 0.50 
Cameroon 0.42 6.06** 
Chad 0.53 2.99** 
Congo, Rep 0.58 4.42** 

0.26 5.44** 
Gabon 0.47 5.23** 
Ghana 0.02 1.28 
Guinea-Bissau 0.27 5.04** 
Kenya 0.20 7.17** 
Madagascar 0.18   4.44** 
Malawi 0.89 5.55** 
Mali 0.42 4.50** 
Nigeria 0.47 5.84** 
Rwanda 0.16 3.58** 
Senegal 0.18 2.85** 
South Africa 0.02 0.23 
Togo 0.13 1.49* 
Zambia 0.62 5.24** 

Panel Group FMOLS Results 0.31 16.23** 
 Note: 
t -stats are for 0 : 0.0iH β = . 
* and ** indicate 10% and 1% rejection levels, respectively. 

9.5 Conclusion 

This chapter has applied the recent development of non-stationary panel 
data analysis to examine the long-run relationship between the trade bal-
ance and the terms of trade for 19 sub-Saharan African countries. Using 
the methodologies of Haynes and Stone (1982) and Arize (1996), we  
directly analyze the long-run relationship between the two variables. This 
is an attractive and practical approach which requires no estimations of the 
import and export demand function.  

The results of the panel unit root tests suggest that all of the series con-
sidered in the study are nonstationary integrated variables. The major find-
ing, based on Pedroni (1999)’s panel cointegration test, suggests that the 

–
–

–
–

C te d’Ivoire ô
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trade balance and the terms of trade are cointegrated. Moreover, we can 
obtain a significant positive estimate for the coefficient of the terms of 
trade with the use of the group-mean panel FMOLS developed by Pedroni 
(2001). This implies that the Marshall-Lerner condition is satisfied in the 
long run, and accordingly, that deterioration in the terms of trade will  
improve a country’s trade balance.  
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10 Purchasing Power Parity 

10.1 Introduction 

The theory of purchasing power parity (PPP) came into general use after it 
was originally formulated by Gustav Cassel in 1922. According to the PPP 
theory, the long-run equilibrium exchange rate of two currencies is the rate 
that equalizes the purchasing powers of the currencies. Over the long term, 
the exchange rate between the currencies adjusts in accordance with the rela-
tive purchasing power of each. When the domestic prices of a country 
increase (inflation), the exchange rate of the country’s currency must fall in 
order to return to PPP. The PPP theory is based on an extension and varia-

price in an efficient market. Thus, in the absence of transportation and other 
transaction costs, competitive markets will equalize the prices of an identical 
good in two countries when the prices are expressed in the same currency.1  

A PPP exchange rate equalizes the purchasing power of different cur-
rencies for a given basket of goods (Fig. 10.1). These special exchange 
rates are often used to compare the standards of living of two or more 
countries.2 The OECD (2006), e.g. has provided Purchasing Power Parities 
(PPPs) for OECD member countries since 1980.  

The simplicity and intuitive appeal of PPP has attracted many research-
ers and prompted many analyses of the theory. A search of the American 
Economic Association’s EconLit, a leading database of economics litera-
ture, resulted in 1139 articles (as of September 2006) that have been pub-
lished since 1969 and use the term “purchasing power parity.” Some 
prominent examples are Enders (1988), Corbae and Ouliaris (1988), Papell 
(1997), O’Connell (1998) and Pedroni (2001). 

                                                      

tion of the law of one price; i.e. that identical goods must have only one 

1 PPP is often called absolute PPP to distinguish it from a related theory called 
relative PPP. Relative PPP shows the relationship between the two countries’ 
relative inflation rates and the change in the exchange rate of their currencies. 

2 The simple approach to calculate purchasing power parity between two countries 
is to compare the price of an identical good across countries. The Economist 
magazine publishes a “Big Mac Index,” which compares the price of a ham-
burger (Big Mac) around the world (http://www.economist.com/markets/ 
Bigmac/Index.cfm). 
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Fig. 10.1. Purchasing power parity 

Enders (1988) empirically analyzes the purchasing power parity  
between the United States and its major trading partners (Canada, Japan 
and Germany) using ARIMA (auto-regressive integrated moving average) 
and cointegration techniques. He uses the data for the Bretton Woods and 
flexible exchange rate periods. Empirical results provide mixed evidence 
of PPP.   

Papell (1997) empirically investigates the long-run PPP using panel data 
methods. He tests for unit roots in real exchange rates between the United 
States and 20 industrialized countries under the current float system.  
Empirical results as a whole are found to be consistent with long-run PPP.    

O’Connell (1998) points out the importance of controlling for cross-
sectional dependence when testing for a unit root in panels of real  
exchange rates. Controlling for cross-sectional dependence, he finds no 
evidence against the random walk in panels of up to 64 real exchange 
rates. He also suggests that cross-sectional heterogeneity might be impor-
tant to reconcile with the time series evidence that has been found in favor 
of PPP.  

Pedroni (2001), among others, developed a technique to test hypotheses 
in cointegrated panels for the testing of purchasing power parity. To its 
great advantage, this technique pools only information concerning the 
long-run hypothesis of interest and allows the short-run dynamics to be  
potentially heterogeneous. Through this approach, we no longer need to 
construct estimators that force us to apply similar transmission dynamics 
among the different countries of the panel. Using monthly data on 20 

Chapter 10

Corbae and Ouliaris (1988) tests whether PPP holds between the United 
States and some industrialized countries such as Canada, France, Germany, 
Italy, Japan and the United Kingdom using the theory of cointegration 
process. Since the null hypothesis of a unit root is not rejected for the real 
exchange rate, they claim that the long-run absolute version of PPP is  
rejected.  
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countries from June 1973 to November 1993, Pedroni (2001) reports the 
rejection of the PPP hypothesis.3   

This chapter expands on this Pedroni (2001) analysis by empirically 
analyzing the PPP hypothesis in the countries of sub-Saharan Africa. 
Through this approach, we can explicitly consider the heterogeneous char-
acteristics of each country of sub-Saharan Africa.  

10.2 Basic Model  

According to the theory of purchasing power parity, the exchange rate  
between one currency and another is in equilibrium when the domestic 
purchasing powers of the currencies at that rate of exchange are equiva-
lent. In other words, the exchange rate adjusts so that an identical good in 
two different countries has the same price when expressed in the same cur-
rency. Because of its simplicity and intuitive appeal, PPP has been used 
extensively in theoretical models of exchange rate determination.  

PPP can be written as follows: 
*

1t t

t

S Pk
P

= , 
(10.1) 

price level at time t , and tP  is the price level at time t . Taking the loga-
rithms of (10.1) and rearranging the equation, we get, 

t ts rpα= + , (10.2) 

where log( )t ts S= , log( )kα = − , and *log( )t t trp P P= .  Based on (10.2),

 we use the empirical specification as follows: 

t t ts rp uα β= + + , (10.3) 

where β  is a constant and tu  is a stochastic disturbance.  
If two conditions are satisfied in this case, 

(1) exchange rates ( ts ) and CPI ratios ( trp ) are cointegrated, and 
(2) 1β = , 

then we can conclude that the strong PPP holds. 

                                                      
3

(2001) to a set of Asian developing countries and report the rejection of PPP. 
 Basher and Mohsin (2004) apply the empirical techniques developed by Pedroni 

where k  is a constant, tS  is exchange rates at time t , *
tP  is the foreign 
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10.3 Data  

The data were obtained from the World Development Indicators (The 
World Bank). Bilateral US dollar exchange rates and aggregate consumer 
price (CPI) index ratios are employed for empirical analysis. Both variables 
are measured in logarithms. The aggregate CPI index ratios of the sub-
Saharan African countries are ratios to the aggregate CPI index of the US.  

Figures 10.2 through 10.29 show the movements of the log of exchange 
rates ( ts ) and the log of CPI index ratios ( trp ) for each country. The data 
suggest that the nominal exchange rates and CPI ratios move together in 
many of the countries. Thus, there may be a cointegrating relation between 
the two variables in many of the countries.  
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Fig. 10.2. Exchange rate and CPI ratio: Botswana 

Chapter 10

ô

This chapter analyzes 28 sub-Saharan African countries using annual data 
for the period between 1980 and 2004: Botswana; Burkina Faso; Burundi; 
Cameroon; Cape Verde; Central African Republic; Democratic Republic 
of the Congo; C te d’Ivoire; Gambia; Ghana; Kenya; Lesotho; Madagascar; 
Malawi; Mauritius; Niger; Nigeria; Rwanda; Senegal; Seychelles; Sierra 
Leone; South Africa; Sudan; Swaziland; Tanzania; Togo; Uganda; Zimbabwe. 
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Fig. 10.3. Exchange rate and CPI ratio: Burkina Faso 
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Fig. 10.4. Exchange rate and CPI ratio: Burundi 
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Fig. 10.5. Exchange rate and CPI ratio: Cameroon 
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Fig. 10.6. Exchange rate and CPI ratio: Cape Verde 
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Fig. 10.7. Exchange rate and CPI ratio: Central African Republic 
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Fig. 10.8. Exchange rate and CPI ratio: Democratic Republic of the Congo
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Fig. 10.9. Exchange rate and CPI ratio: Cô te d’Ivoire 
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Fig. 10.10. Exchange rate and CPI ratio: Gambia
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Fig. 10.11. Exchange rate and CPI ratio: Ghana 
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Fig. 10.12. Exchange rate and CPI ratio: Kenya 
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Fig. 10.13. Exchange rate and CPI ratio: Lesotho 
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Fig. 10.14. Exchange rate and CPI ratio: Madagascar 
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Fig. 10.15. Exchange rate and CPI ratio: Malawi 
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Fig. 10.16. Exchange rate and CPI ratio: Mauritius 
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Fig. 10.19. Exchange rate and CPI ratio: Rwanda 
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Fig. 10.20. Exchange rate and CPI ratio: Senegal 
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Fig. 10.21. Exchange rate and CPI ratio: Seychelles 
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Fig. 10.22. Exchange rate and CPI ratio: Sierra Leone 
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Fig. 10.23. Exchange rate and CPI ratio: South Africa 
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Fig. 10.24. Exchange rate and CPI ratio: Sudan 
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Fig. 10.25. Exchange rate and CPI ratio: Swaziland 
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Fig. 10.26. Exchange rate and CPI ratio: Tanzania 
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Fig. 10.27. Exchange rate and CPI ratio: Togo 
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Fig. 10.28. Exchange rate and CPI ratio: Uganda 
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Fig. 10.29. Exchange rate and CPI ratio: Zimbabwe 

10.4 Empirical Analysis 

10.4.1 Panel Unit Root Tests  

To begin with, we need to perform unit root tests on exchange rates and 
relative CPI ratios. In doing so, however, the use of annual data in this 
study forces us to work with fairly small sample sizes for each country. 
Levin et al. (2002) suggest that individual unit root tests have limited 
power against alternative hypotheses, especially in small samples. Panel 
unit root tests help us to overcome the problem.4  

We use three types of panel unit root tests for empirical analysis. One is 
the IPS test proposed by Im et al. (2003) and the other is the Fisher-type 
tests developed by Maddala and Wu (1999) and Choi (2001). Both IPS and 
Fisher-type tests combine information based on individual unit root tests. 
                                                      
4

nonstationary panel data analysis. 
 Phillips and Moon (2000) and Baltagi (2005, Chap. 12) are good reference for 
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These tests have the advantage over LLC test (Levin et al., 2002) in that 
they do not require the homogeneous autoregressive coefficients under the 
alternative hypothesis.   

For IPS and Fisher-type tests, we use the following ADF regression for 
each cross section:  

, , 1 , , 0, 1, ,1
ip

i t i t i j i t j i i i tj
y y y tα β δ δ ε− −=

Δ = + Δ + + +∑ , (10.4)

1,2, it T= L ; 0,iδ  are fixed effects, 1,itδ  are individual time trends; Δ  is 
the difference operator, i.e. , , , 1i t i t i ty y y −Δ = − ; and the errors itε  are  
assumed to be mutually independent disturbances.  

The null hypothesis is expressed as, 

0 : 0iH α = , for all i , 

while the alternative hypothesis is given by: 
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The IPS t -bar statistic is defined as the average of the individual ADF 
statistics as follows: 
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Alternatively, Maddala and Wu (1999) and Choi (2001) proposed a 
Fisher-type test (Fisher, 1932) that combines the p -values from individual 

where 1,2, ,i N=  are the cross-section series observed over periods 

The null hypothesis is that each series in the panel has a unit root and the 
alternative hypothesis allows for some (but not all) of the individual  
series to have unit roots.  

where it  is the individual t -statistics for i  in (10.4). Then, Im et al. 
(2003) show that a properly standardized t -bar statistic has an asymptotic 
standardized normal distribution: 

where the value of [ ]iE t  and [ ]iV t  are provided by Im et al. (2003) via 
simulations. 
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unit root tests. Let ip  be the p -value from unit root tests for each cross-
section i  to test for unit root in panel data, then Maddala and Wu (1999) 
show that 

2
1

2 ln( ) (2 ).
N

ii
p Nχ

=
− →∑  (10.7) 

Choi (2001) also shows that  

1
1

1
( ) (0,1)

N
ii

Z p N
N

−
=

= Φ →∑ , (10.8) 

Table 10.1 shows the results of panel unit root tests performed on  
exchange rates. The IPS test statistics, the Fisher-type test statistics and 
their respective p-values are included. The AIC was used as the criterion 
for selecting the number of lags in the ADF regression for cross sections, 
(10.4). Individual constant and individual trends are included for the  
deterministic component. 

From the results in Table 10.1, we find that the IPS test statistic and its 
p -value are 1.449 and 0.926 for the level of exchange rates, and -8.960 
and 0.000 for the first difference of exchange rates. We obtain the similar 
results when we use Fisher-type tests. Thus, the exchange rate has a unit 
root. 

Table 10.1. Results of panel unit root test: exchange rate 

 Method Test Statistics  
Level IPS 1.449 0.926 
 Fisher Chi-square 44.017 0.877 
 Fisher Z-stat 1.584 0.943 

First Difference IPS 8.960 0.000 
 Fisher Chi-square 183.562 0.000 
 Fisher Z-stat 8.5472 0.000  
Note:  
The null hypothesis is no unit root. 
IPS is the Im, Pesaran and Shin (2003) test. 
Fisher Chi-square is the Maddala and Wu (1999) test. 
Fisher Z-stat is the Choi test (2001). 
p -value for the Fisher Chi-square test is computed using an asymptotic chi-

 
square distribution. All other tests assume asymptotic normality. 
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p-value 

–

–

where 1−Φ  is the inverse of the standard normal cumulative distribution 
function.  
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Table 10.2. Results of panel unit root test: CPI ratio 

 Method Test Statistics 
Level IPS 1.583 0.943 
 Fisher Chi-square 54.593 0.528 
 Fisher Z-stat 2.044 0.980 

First Difference IPS 6.228 0.000 
 Fisher Chi-square 141.692 0.000 
 Fisher Z-stat 5.831 0.000  
Note:  
The null hypothesis is no unit root. 
IPS is the Im, Pesaran and Shin (2003) test. 
Fisher Chi-square is the Maddala and Wu (1999) test. 
Fisher Z-stat is the Choi test (2001). 
p-value for the Fisher Chi-square test is computed using an asymptotic chi-

 
Table 10.2 shows the results of panel unit root tests performed on the 

CPI ratio. The results indicate that the IPS test statistic and its p -value are 
1.583 and 0.943 for the level of the CPI ratio, and -6.228 and 0.000 for the 
first difference of the CPI ratio. Here too, we obtain the similar results for 
Fisher-type tests. Thus, the CPI ratio has a unit root as well. 

Thus, we can say that the exchange rates and CPI ratios are non-
stationary variables with a unit root.  

10.4.2 Panel Cointegration Tests  

The two series were unable to reject the null of the unit root. Our next step, 
therefore, is to perform the cointegration test. We begin by implementing 
the following equation: 

, , , , 1,2, , ; 1,2, , ,i t i i i t i ts rp u i N t Tα β= + + = =L L  (10.3’) 

α
and iβ  are constant for country i , and ,i tu  is the disturbance term for a 
country i  at time t .  

In a bivariate context, Pedroni (1999) develops asymptotic and finite-
sample properties of the test statistic to test the null hypothesis of  
no-cointegration in the panel. While both the homogeneous and heteroge-
neous panel models are possible, the heterogeneous model such as (10.3’) 

square distribution. All other tests assume asymptotic normality. 

p-value 

–

–

where ,i ts  is the log of bilateral US nominal exchange rate, ,i trp  is the log 

the CPI between the two countries, i  of aggregate price ratio in terms of 
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is consistent with the class of model when parameters α  and β  are  
allowed to vary across countries. Having no reason to believe that all of 
the parameters are the same across countries, as is assumed in the homo-
geneous model, we employ the heterogeneous model in our analysis.  

Pedroni (1999) derives the asymptotic distribution and explores the 
small sample performances of seven different statistics. Of these seven sta-
tistics, four are based on pooling along what is commonly referred to as 
the “within-dimension” and three are based on pooling along what is 
commonly referred to as the “between-dimension.” Pedroni (1999)  
describes the former and latter as “panel cointegration statistics” and 
“group mean panel cointegration statistics.”  

The first of the simple panel cointegration statistics, the “panel  
ν -statistic”, is a non-parametric variance ratio statistic. The second, the 
“panel ρ -statistic”, is a panel version of a non-parametric statistic analo-
gous to the familiar Phillips and Perron ρ -statistic. The third, the “panel 

Table 10.3 shows the results of panel cointegration tests performed on 
exchange rates and CPI ratios. The test statistics are as follows: 2.898 for 
the panel ν -statistic, -2.358 for the panel ρ -statistic, -3.207 for the non-
parametric panel t -statistic, -4.014 for parametric the panel t -statistic, 
-0.306 for the group ρ -statistic, -2.458 for the non-parametric group  
t -statistic, and -4.633 for the parametric group t -statistic. This table 
clearly indicates that the null hypothesis of no cointegration is rejected for 
most cases. Thus, exchange rates and CPI ratios are cointegrated in the 
countries of sub-Saharan Africa.   

 

 

                                                      
5 See Table 1 of Pedroni (1999, p.660). 
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The other three panel cointegration statistics are based on a group 
mean approach. The first, the “group -statistic”, is analogous to the 
Phillips and Perron -statistic. The last two, the “group t -statistic (non-
parametric)” and the “group t -statistic (parametric)”, are analogous to 
the Phillips and Perron t -statistic and the augmented Dickey-Fuller  
t -statistic, respectively.  

ρ
ρ

t -statistic (non-parametric)”, is a non-parametric statistic analogous to the 
Phillips and Perron t -statistic. The fourth of these simple panel cointegra-
tion statistics, the “panel t − statistic (parametric)”, is a parametric statistic 
analogous to the familiar augmented Dickey-Fuller t -statistic.5  
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Table 10.3. Results of panel cointegration test  

Method Test Statistic 
Panel ν -Statistic  2.898 
Panel ρ -Statistic 2.358 
Panel t -Statistic (non-parametric)  3.207 
Panel t -Statistic (parametric) 4.014 

 
Group ρ -Statistic 0.306 
Group t -Statistic (non-parametric) 2.458 
Group t -Statistic (parametric) 4.633 

Panel statistics are weighted by long-run variance. 

10.4.3 Panel Cointegration Estimation 

Having found that exchange rates and CPI ratios have a cointegrating rela-
tion, we are now ready to estimate this cointegrating relation and examine 
whether the strong PPP is satisfied.  

Table 10.4 shows the empirical results of individual FMOLS (fully 
modified ordinary least squares) and the group-mean panel FMOLS devel-
oped by Pedroni (2001). The table gives the FMOLS estimates and  
t -statistics for 0 : 1iH β =  against : 1A iH β ≠ . The results from both the 
individual tests and the panel tests reject the null hypothesis. For the indi-
vidual country tests, data from 21 out of 28 countries produce rejections at 
the 10% level. For the panel test, the coefficient of CPI ratio is estimated 
to be 1.36 and t -statistic is 14.77. The reported results clearly reject the 
null hypothesis at the 1% significance level. We can thus conclude that 
strong PPP is empirically rejected in the countries of sub-Saharan Africa.  

Pedroni (2001) reports that the PPP does not hold true for 20 countries 
for post Bretton Woods period. Basher and Mohsin (2004) also show that 
the PPP does not hold for ten Asian developing countries over the period 
from 1980 to 1999. Our results are consistent with Pedroni (2001) and 
Basher and Mohsin (2004). 

 
 
 

Note: All reported value are distributed N(0,1) under null 
of no cointegration. 

–
–
–

–
–
–
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Table 10.4. Results of panel FMOLS 

Country Coefficient of  
CPI Ratio 

t -stat 

Individual FMOLS Results   
Botswana 1.20   2.16* 
Burkina Faso 3.02 1.91* 
Burundi 1.56 5.48** 
Cameroon 1.82 1.67 
Cape Verde 0.60 1.22 
Central African Republic 1.00 0.00 
Congo, Dem. Rep. 1.03 3.62** 

1.92 2.98** 
Gambia 1.39 2.29* 
Ghana 1.43 4.39** 
Kenya 1.02 0.62 
Lesotho 1.26 2.16* 
Madagascar 1.31 4.27** 
Malawi 1.18 7.13** 
Mauritius 1.28 2.77** 
Niger 
Nigeria 
Rwanda 
Senegal 
Seychelles 
Sierra Leone 
South Africa 
Sudan 
Swaziland 
Tanzania 
Togo 
Uganda 
Zimbabwe 

0.04   
1.23 
1.43 
2.63   
1.30 
1.07 
1.24 
1.08 
1.37   
1.38 
2.11 
1.18 
1.09 

1.30 
1.76* 
4.77** 
1.80* 
1.33 
5.84**  
1.95* 
2.53* 
4.09** 
5.29** 
3.85** 
4.74** 
1.27 

Panel Group FMOLS Results 1.36 14.77** 
 Note: 
t -stats are for 0 : 1.0iH β = . 
* and ** indicate 10% and 1% rejection levels, respectively. 

10.5 Conclusion 

This chapter has applied the recent development of non-stationary panel data 
analysis to examine the long-run relationship implied by the purchasing 
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–

–

power parity hypothesis for 28 countries of sub-Saharan Africa. Using the 

C te d’Ivoire ô
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methodologies of Pedroni (2001), we empirically analyze the long-run  
relationship between exchange rates and CPI ratios. Through this attractive 
and practical approach, we are no longer forced to apply constrained 
transmission dynamics which are similar among the countries of the panel.   

The results of the panel unit root tests suggest that all of the series con-
sidered in the study are nonstationary integrated variables. The major find-
ing, based on Pedroni (1999)’s panel cointegration test, suggests that the 
exchange rates and CPI ratios are cointegrated. With the use of the group-
mean panel FMOLS developed by Pedroni (2001), however, we strongly 
reject the null hypothesis that the coefficient of CPI ratios is one. Though 
the nominal exchange rate and CPI ratios move together over the long-run, 
this result implies that the PPP itself does not hold true for the countries of 
sub-Saharan Africa. The findings from this study are consistent with those 
of Pedroni (2001) and Basher and Mohsin (2004).  
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11 Concluding Remarks 

Participation in the globalization process has always been a topic of con-
troversy among researchers and policymakers. The debate tends to be 
fiercest in discussions on developing countries. 

For some developing countries of a certain size or structure, a shift  
towards complete openness to international trade and investment might 
bring more disadvantages than benefits. In trade, the relatively low prices 
and low income elasticities of the products exported by developing coun-
tries tend to disallow rapid enhancements. The exports of developing coun-
tries also consist largely of primary products which fall in price in world 
markets and thus bring down the terms of trade. Imports, on the other 
hand, can drive uncompetitive domestic producers out of business. In the 
realm of foreign direct investment (FDI), meanwhile, investment mainly 
targeting a domestic market may “crowd-out” the less competitive domes-
tic firms, while investment committed solely to take advantage of cheap 
production costs in a host country may fail to fully integrate into the econ-
omy or spread potential externality effects. 

The professed benefits of international trade are well known. By allowing 
each country to specialize in its comparative advantage, trade with overseas 
partners can permit a better or optimal allocation of resources. All participat-
ing countries gain. The larger size of the world market allows trade partici-
pants to operate at the minimum required levels and to benefit from the  
increasing return to scale. Competition and exchange with overseas partners 
also help an economy by pulling up know-how and productivity. Better skill, 
the various types of knowledge embedded in intermediate goods imported 
from developed countries improve production processes in developing coun-
tries. FDI inflow, meanwhile, can complement or substitute other forms of 
fresh foreign capital. This is crucial for countries with limited access to  
international financial markets and diminishing levels of incoming foreign 
aid. The flow of foreign investments also adds to existing domestic invest-
ment, thus providing benefits important for countries with low income and 
consequently low savings. Finally, FDI acts as a channel for technology 
transfer from developed to developing countries; indeed, most foreign  
investment in the latter originates from the former. 
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Saddled with so many contrasting theories on international trade and 
FDI, researchers and policymakers spent many years in dispute over the 
prudence of advocating openness in developing countries. Then, from 
about the 1980s, the economies which had embraced open policies began 
to discernibly outperform those which had opted for closed ones. As  
arguments in favor of participation in international trade and investment 
gained momentum, the focus of debate shifted to policies for optimizing 
the benefits of this participation. An important strategy towards this end is 
to enhance competitiveness in trade and foreign investment.  

Our analyses focused on two policies often put in place to strengthen  
international competitiveness: the exchange rate policy and productivity 
policy. Our studies mainly focused on the countries of sub-Saharan Africa. 

In contrast, higher productivity cuts down the per unit cost of production 
and allows exportation at lower prices. Indeed, we found a long-run rela-
tionship between export prices and productivity in the countries studied 
more often than a long-run relationship between export prices and the  
exchange rate (Chap. 5). 

Our next investigations explored FDI competitiveness. Specifically, we 
focused on the determinants of FDI inflow to identify the areas where 
policymakers can expect to improve a country’s attractiveness to foreign 
investors. The various potential determinants put forward in the literature 
were also considered. Our two variables of focus, the exchange rate and 

Chapter 2 and Chapter 3 of this book describe our initial investigations 
on the trade-FDI and growth relationship. These investigations produced 
three core findings: (i) trade openness and FDI markedly influence growth, 
(ii) economic growth is more sensitive to trade in sub-Saharan African 
economies than in the Asian and Latin American economies examined in 
our analyses, and (iii) the direction of causality runs unilaterally from FDI 
to economic growth in the sub-Saharan African economies. Thus, a poli-
cymaker needs to find measures that can be expected to broaden his or her 
country’s participation in international trade and heighten the inward stock 
of foreign investments. Key to these measures is their effectiveness in 
sharpening international competitiveness. The next chapters (Chap. 4 and 
Chap. 5) focus on the effectiveness of policy measures in bringing about 
stronger competitiveness in both international trade and foreign direct  
investment. 

In our next investigations on the effectiveness of the exchange rate policy 
and productivity policy, we found that the former might not be effective in 
strengthening trade competitiveness. Specifically, our results indicated that 
the expected falls in export prices due to the devaluation of the currency 
might be offset by the resulting inflation. Indeed, we established that the  
depreciation of the local currency pushes up domestic inflation (Chap. 4). 
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productivity, were confirmed to be significant determinants of FDI inflow. 
Both policies can be used to strengthen a host country’s appeal to foreign 
investors. We also found that the higher capital return in sub-Saharan  
Africa serves as an important incentive for foreign investors in spite of the 
higher risk (Chap. 6). 

Next we investigated the determinants of productivity to identify direct 
policy measures for increasing productivity. Besides the usual factors such 

Then, through a series of tests on changes in the trade accounts of sub-
Saharan African countries, we found that the trade accounts are very likely 
to be non-stationary variables. Thus, some appropriate policies must be put 
in place to prevent trade deficits from expanding. This calls for a serious 
exploration of the available methods for controlling changes in trade  
accounts (Chap. 8). 

Finally, we empirically analyzed the long-run relationship implied by the 
purchasing power parity hypothesis for sub-Saharan Africa. The exchange 
rates and CPI ratios were found to be cointegrated, but our analysis strongly 
rejected the null hypothesis that the coefficient of CPI ratios is one. Though 
the nominal exchange rate and CPI ratios move together over the long-run, 
this result implies that the PPP itself does not hold true. Thus, the adjustment 
mechanism of exchange rates has some limitations (Chap. 10).   

While the exchange rate might be expected to bring about higher trade 
and FDI competitiveness, its effectiveness in doing so is rather controversial. 
Productivity, on the other hand, turns out to be robust in enhancing trade and 
FDI, and ultimately in improving domestic welfare. The policy measures 
enumerated above can be used to ameliorate aggregate productivity. 

Moving forward from the analysis in Chap. 8, we analyzed the long-run 
relationship between the trade balance and the terms of trade for sub-
Saharan African countries. Our findings indicated that the Marshall-Lerner 
condition is satisfied in the long run, and accordingly, that deterioration in 
the terms of trade will improve a country’s trade balance (Chap. 9).  

as human capital, infrastructure, and price distortions, we delved into three 
other factors which have yet to be sufficiently considered in the literature: 
agglomeration economies, reallocation of production factors, and demo-
graphic age structure. Empirical results show that reallocation of produc-
tion, black market premium, agglomeration economies, and the level of 

(Chap. 7). 
infrastructure development are significant factors to increase productivity 
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