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## Preface

It has been a real pleasure to have taken part in organizing the 12th International Conference on Practice and Theory in Public Key Cryptography (PKC 2009). PKC 2009 was held March 18-20, 2009, on the campus of the University of California, Irvine (UCI). As usual, it was sponsored by the International Association for Cryptologic Research (IACR) in cooperation with:

- UCI Secure Computing and Networking Center (SCONCE)
- UCI Donald Bren School of Information and Computer Sciences (DBSICS)
- California Institute for Telecommunications and Information Technology (CalIT2)

The PKC 2008 Program Committee (PC) consisted of 33 internationally recognized researchers with combined expertise covering the entire scope of the conference.

Recent growth in the number of cryptography venues has resulted in stiff competition for high-quality papers. Nonetheless, PKC's continued success is evident from both the number and the quality of submissions. PKC 2009 received a total of 112 submissions. They were reviewed by the PC members and a highly qualified team of external reviewers. Each submission was refereed by at least three reviewers. After deliberations by the PC, 28 submissions were accepted for presentation. Based on extensive discussions, the PKC 2009 best paper award was given to Alexander May and Maike Ritzenhofen for their paper "Implicit Factoring: On Polynomial Time Factoring Given Only an Implicit Hint". The conference program also included two invited talks, by Anna Lysyanskaya (Brown University) and Amit Sahai (UCLA).

A number of people selflessly contributed to the success of PKC 2009. First and foremost, we thank the authors of all submissions. They are the backbone of this conference and their confidence and support are highly appreciated. We are similarly grateful to the dedicated, knowledgeable and hard-working PC members who provided excellent reviews (on time and on a tight schedule!) and took part in post-review discussions. Their altruistic dedication and community service spirit are commendable. We are also indebted to the PKC Steering Committee members for their guidance as well as to Shai Halevi and Christian Cachin for valuable technical assistance with revewing and organizational aspects. A special word of thanks to Moti Yung for his encouragement and help in the planning stage. Last, but surely not least, we greatefully acknowledge extramural financial support (especially appreciated in these tough economic times) by Microsoft Research, Google and Qualcomm.
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# Implicit Factoring: On Polynomial Time Factoring Given Only an Implicit Hint* 

Alexander May and Maike Ritzenhofen<br>Horst Görtz Institute for IT-security<br>Faculty of Mathematics<br>Ruhr-University of Bochum, 44780 Bochum, Germany<br>alex.may@ruhr-uni-bochum.de, maike.ritzenhofen@ruhr-uni-bochum.de


#### Abstract

We address the problem of polynomial time factoring RSA moduli $N_{1}=p_{1} q_{1}$ with the help of an oracle. As opposed to other approaches that require an oracle that explicitly outputs bits of $p_{1}$, we use an oracle that gives only implicit information about $p_{1}$. Namely, our oracle outputs a different $N_{2}=p_{2} q_{2}$ such that $p_{1}$ and $p_{2}$ share the $t$ least significant bits. Surprisingly, this implicit information is already sufficient to efficiently factor $N_{1}, N_{2}$ provided that $t$ is large enough. We then generalize this approach to more than one oracle query.


Keywords: Factoring with an oracle, lattices.

## 1 Introduction

Factoring large integers is one of the most fundamental problems in algorithmic number theory and lies at the heart of RSA's security. Consequently, since the invention of RSA in 1977 [18] there have been enormous efforts for finding efficient factorization algorithms. The Quadratic Sieve [16], the Elliptic Curve Method [9] and eventually the Number Field Sieve [10] have led to a steady progress in improving the factorization complexity. However, since 1993 there is little progress from the complexity theoretic point of view when using classical Turing machines as the model of computation.

Shor's algorithm from 1994 [19] demonstrates that the factorization problem is polynomial time solvable on quantum Turing machines. Nowadays, it seems to be highly unclear whether these machines can ever be realized in practice.

The so-called oracle complexity of the factorization problem was first studied at Eurocrypt 1985 by Rivest and Shamir [17], who showed that $N=p q$ can be factored given an oracle that provides an attacker with bits of one of the prime

[^2]factors. The task is to factor in polynomial time by asking as few as possible queries to the oracle. Rivest and Shamir showed that $\frac{3}{5} \log p$ queries suffice in order to factor efficiently.

At Eurocrypt 1992, Maurer [12] allowed for an oracle that is able to answer any type of questions by YES/NO answers. Using this powerful oracle, he showed that $\epsilon \log p$ oracle queries are sufficient for any $\epsilon>0$ in order to factor efficiently. At Eurocrypt 1996, Coppersmith [2] in turn improved the Rivest-Shamir oracle complexity for most significant bits to $\frac{1}{2} \log p$ queries. Coppersmith used this result to break the Vanstone-Zuccherato ID-based cryptosytem [21] that leaks half of the most significant bits.

In this work, we highly restrict the power of the oracle. Namely, we allow for an oracle that on input an RSA modulus $N_{1}=p_{1} q_{1}$ outputs another different RSA modulus $N_{2}=p_{2} q_{2}$ such that $p_{1}, p_{2}$ share their $t$ least significant bits. Moreover, we assume for notational simplicity that the bit-sizes of $p_{2}, q_{2}$ are equal to the bit-sizes of $p_{1}, q_{1}$, respectively.

Thus, as opposed to an oracle that explicitly outputs bits of the prime factor $p_{1}$, we only have an oracle that implicitly gives information about the bits of $p_{1}$. Intuitively, since $N_{2}$ is a hard to factor RSA modulus, it should not be possible to extract this implicit information. We show that this intuition is false. Namely, we show that the link of the factorization problems $N_{1}$ and $N_{2}$ gives rise to an efficient factorization algorithm provided that $t$ is large enough.

More precisely, let $q_{1}$ and $q_{2}$ be $\alpha$-bit numbers. Then our lattice-based algorithm provably factors $N_{1}, N_{2}$ with $N_{1} \neq N_{2}$ in quadratic time whenever $t>2(\alpha+1)$. In order to give a numerical example: Let $N_{1}, N_{2}$ have 750 -bit $p_{1}, p_{2}$ and 250 -bit $q_{1}, q_{2}$. Then the factorization of $N_{1}, N_{2}$ can be efficiently found provided that $p_{1}, p_{2}$ share more than 502 least significant bits. The bound $t>2(\alpha+1)$ implies that our first result works only for imbalanced RSA moduli. Namely, the prime factors $p_{i}$ have to have bit-sizes larger than twice the bit-sizes of the $q_{i}$.

Using more than one oracle query, we can further improve upon the bound on $t$. In the case of $k-1$ queries, we obtain $N_{2}, \ldots, N_{k}$ different RSA moduli such that all $p_{i}$ share the least $t$ significant bits. This gives rise to a lattice attack with a $k$-dimensional lattice $L$ having a short vector $\mathbf{q}=\left(q_{1}, \ldots, q_{k}\right)$ that immediately yields the factorization of all $N_{1}, \ldots, N_{k}$. For constant $k$, our algorithm runs in time polynomial in the bit-size of the RSA moduli. As opposed to our first result, in the general case we are not able to prove that our target vector $\mathbf{q}$ is a shortest vector in the lattice $L$. Thus, we leave this as a heuristic assumption. This heuristic is supported by a counting argument and by experimental results that demonstrate that we are almost always able to efficiently find the factorization.

Moreover, when asking $k-1$ queries for RSA moduli with $\alpha$-bit $q_{i}$ that share $t$ least significant bits of the $p_{i}$, we improve our bound to $t \geq \frac{k}{k-1} \alpha$. Hence for a larger number $k$ of queries our bound converges to $t \geq \alpha$, which means that the $p_{i}$ should at least coincide on $\alpha$ bits, where $\alpha$ is the bit-size of the $q_{i}$. In the case of RSA primes of the same bit-size, this result tells us that $N_{1}=p_{1} q_{1}, \ldots, N_{k}=p_{1} q_{k}$ with the same $p_{1}$ can efficiently be factored, which is
trivially true by greatest common divisor computations. On the other hand, our result is highly non-trivial whenever the bit-sizes are not balanced.

If we do not restrict ourselves to polynomial running time, then we can easily adapt our method to also factor balanced RSA moduli. All that we have to do is to determine a small quantity of the bits of $q_{i}$ by brute force search. Using these bits we can apply the previous method in order to determine at least half of the bits of all $q_{i}$. The complete factorization of all RSA moduli $N_{i}$ is then retrieved by the aforementioned lattice-based algorithm of Coppersmith [3].

Currently, we are not aware of an RSA key generation that uses primes sharing least significant bits. The Steinfeld-Zheng system [20] uses moduli $N=p q$ such that $p, q$ itself share least significant bits, for which our algorithm does not apply. Naturally, one application of our result is malicious key generation of RSA moduli, i.e. the construction of backdoored RSA moduli [5|22].

Another application is a novel kind of attack on a public key generator. Suppose an attacker succeeds to manipulate those $t$ registers of an RSA public key generator that hold the least significant bits of one prime factor such that these registers are stuck to some unknown value. E.g., take an attacker that simply destroys the registers with the help of a laser beam such that he has no control on the register's values. If the RSA key parameters are within our bounds, the attacker can easily collect sufficiently many RSA moduli that allow him to factor all of them. Thus, he uses the RSA key generator as an oracle. Notice that the RSA generator will usually not even notice such an attack since the RSA moduli look innocent.

Moreover, we feel that our algorithm will be useful for constructive cryptographic applications as well. Consider the task that our oracle has to solve, which we call the one more RSA modulus problem, i.e one has to produce on input an RSA modulus $N=p q$ other moduli $N_{i}=p_{i} q_{i}$ whose factors $p_{i}$ share their least significant bits.

Our construction shows that this problem is for many parameter settings equivalent to the factorization problem. So the one more $R S A$ modulus problem might serve as a basis for various cryptographic primitives, whose security is then in turn directly based on factoring (imbalanced) integers.

In addition to potential applications, we feel that our result is of strong theoretical interest, since we show for the first time that quite surprisingly implicit information is sufficient in order to factor efficiently. In turn, this implies that already a really weak form of an oracle suffices for achieving a polynomial time factorization process. In the oracle-based line of research, reducing the number of queries and diminishing the power of the oracles is the path that leads to a better understanding of the complexity of the underlying factorization problem.

We organize our paper as follows. In Section 2, we give the necessary facts about lattices. In Section 3, we introduce our rigorous construction with one oracle query, i.e. with two RSA moduli. In Section 4, we generalize our construction to an arbitrary fixed number of queries. This makes our construction heuristic. In Section 5, we adapt our heuristic construction to the case of balanced RSA moduli. In Section 6, we experimentally confirm the validity of our heuristics.

## 2 Preliminaries

An integer lattice $L$ is a discrete additive subgroup of $\mathbb{Z}^{n}$. An alternative equivalent definition of an integer lattice can be given via a basis.

Let $d, n \in \mathbb{N}, d \leq n$. Let $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{d}} \in \mathbb{Z}^{n}$ be linearly independent vectors. Then the set of all integer linear combinations of the $\mathbf{b}_{\mathbf{i}}$ spans an integer lattice $L$, i.e.

$$
L=\left\{\sum_{i=1}^{d} a_{i} \mathbf{b}_{\mathbf{i}} \mid a_{i} \in \mathbb{Z}\right\}
$$

We call $B=\left(\begin{array}{c}\mathbf{b}_{\mathbf{1}} \\ \vdots \\ \mathbf{b}_{\mathbf{d}}\end{array}\right)$ a basis of the lattice, the value $d$ denotes the dimension or rank of the basis. The lattice is said to have full rank if $d=n$. The determinant $\operatorname{det}(L)$ of a lattice is the volume of the parallelepiped spanned by the basis vectors. The determinant $\operatorname{det}(L)$ is invariant under unimodular basis transformations of $B$. In case of a full rank lattice $\operatorname{det}(L)$ is equal to the absolute value of the Gramian determinant of the basis $B$.

Let us denote by $\|\mathbf{v}\|$ the Euclidean $\ell_{2}$-norm of a vector $\mathbf{v}$. Hadamard's inequality [13] relates the length of the basis vectors to the determinant.

Lemma 1 (Hadamard). Let $B=\left(\begin{array}{c}\mathbf{b}_{\mathbf{1}} \\ \vdots \\ \mathbf{b}_{\mathbf{n}}\end{array}\right) \in \mathbb{Z}^{n \times n}, n \in \mathbb{N}$, be an arbitrary non-singular matrix. Then

$$
\operatorname{det}(B) \leq \prod_{i=1}^{n}\left\|\mathbf{b}_{\mathbf{i}}\right\|
$$

The successive minima $\lambda_{i}(L)$ of the lattice $L$ are defined as the minimal radius of a ball containing $i$ linearly independent lattice vectors of $L$. In a two-dimensional lattice $L$, basis vectors $\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}$ with lengths $\left\|v_{1}\right\|=\lambda_{1}(L)$ and $\left\|v_{2}\right\|=\lambda_{2}(L)$ are efficiently computable via Gaussian reduction.

Theorem 1. Let $\mathbf{b}_{\mathbf{1}}, \mathbf{b}_{\mathbf{2}} \in \mathbb{Z}^{n}$ be basis vectors of a two-dimensional lattice $L$. Then the Gauss-reduced lattice basis vectors $\mathbf{v}_{\mathbf{1}}, \mathbf{v}_{\mathbf{2}}$ can be determined in time $O\left(\log ^{2}\left(\max \left\{\left\|\mathbf{v}_{\mathbf{1}}\right\|,\left\|\mathbf{v}_{\mathbf{2}}\right\|\right\}\right)\right.$. Furthermore,

$$
\left\|\mathbf{v}_{\mathbf{1}}\right\|=\lambda_{1}(L) \text { and }\left\|\mathbf{v}_{\mathbf{2}}\right\|=\lambda_{2}(L)
$$

Information on Gaussian reduction and its running time can be found in [13].
A shortest vector of a lattice satisfies the Minkowski bound, which relates the length of a shortest vector to the determinant and dimension of the lattice.

Theorem 2 (Minkowski [14]). Let $L \subseteq \mathbb{Z}^{n \times n}$ be an integer lattice. Then $L$ contains a non-zero vector $\mathbf{v}$ with

$$
\|\mathbf{v}\|=\lambda_{1}(L) \leq \sqrt{n} \operatorname{det}(L)^{\frac{1}{n}}
$$

Vectors with short norm can be computed by the LLL algorithm of Lenstra, Lenstra, and Lovász [11.

Theorem 3 (LLL). Let $L$ be a d-dimensional lattice with basis $\mathbf{b}_{\mathbf{1}}, \ldots, \mathbf{b}_{\mathbf{d}} \in$ $\mathbb{Z}^{n}$. Then the LLL algorithm outputs a reduced basis $\mathbf{v}_{\mathbf{1}}, \ldots, \mathbf{v}_{\mathbf{d}}$ with the following property:

$$
\left\|\mathbf{v}_{\mathbf{1}}\right\| \leq 2^{\frac{d-1}{4}} \operatorname{det}(L)^{\frac{1}{d}} .
$$

The running time of this algorithm is $O\left(d^{4} n\left(d+\log b_{\max }\right) \log b_{\max }\right)$, where $b_{\max } \in$ $\mathbb{N}$ denotes the largest entry in the basis matrix.

For a proof of the upper bound of a shortest LLL vector compare [11]. The running time is the running time of the so-called $L^{2}$-algorithm, an efficient LLL version due to Nguyen and Stehlé [15.

The LLL algorithm can be used for factoring integers with partly known factors as Coppersmith showed in [3].

Theorem 4 ([3] Theorem 5). Let $N$ be an n-bit composite number. Then we can find the factorization of $N=p q$ in polynomial time if we know the low order $\frac{n}{4}$ bits of $p$.

## 3 Implicit Factoring of Two RSA Moduli

Assume that we are given two different RSA moduli $N_{1}=p_{1} q_{1}, N_{2}=p_{2} q_{2}$, where $p_{1}, p_{2}$ coincide on the $t$ least significant bits. I.e., $p_{1}=p+2^{t} \tilde{p}_{1}$ and $p_{2}=p+2^{t} \tilde{p}_{2}$ for some common $p$ that is unknown to us. Can we use the information that the prime factors of $N_{1}$ and $N_{2}$ share their $t$ least significant bits without knowing these bits explicitly? I.e., can we factor $N_{1}, N_{2}$ given only implicit information about one of the factors?

In this section, we will answer this question in the affirmative. Namely, we will show that there is an algorithm that recovers the factorization of $N_{1}$ and $N_{2}$ in quadratic time provided that $t$ is sufficiently large.

We start with

$$
\begin{aligned}
\left(p+2^{t} \tilde{p}_{1}\right) q_{1} & =N_{1} \\
\left(p+2^{t} \tilde{p}_{2}\right) q_{2} & =N_{2} .
\end{aligned}
$$

These two equations contain five unknowns $p, p_{1}, p_{2}, q_{1}$ and $q_{2}$. By reducing both equations modulo $2^{t}$, we can eliminate the two unknowns $\tilde{p}_{1}, \tilde{p}_{2}$ and get

$$
\begin{gathered}
p q_{1} \equiv N_{1} \bmod 2^{t} \\
p q_{2} \equiv N_{2} \bmod 2^{t}
\end{gathered}
$$

Since $q_{1}, q_{2}$ are odd, we can solve both equations for $p$. This leaves us with $\frac{N_{1}}{q_{1}} \equiv \frac{N_{2}}{q_{2}} \bmod 2^{t}$, which we write in form of the linear equation

$$
\begin{equation*}
\left(N_{1}^{-1} N_{2}\right) q_{1}-q_{2} \equiv 0 \bmod 2^{t} . \tag{1}
\end{equation*}
$$

The set of solutions

$$
L=\left\{\left(x_{1}, x_{2}\right) \in \mathbb{Z}^{2} \mid\left(N_{1}^{-1} N_{2}\right) x_{1}-x_{2} \equiv 0 \bmod 2^{t}\right\}
$$

forms an additive, discrete subgroup of $\mathbb{Z}^{2}$. Thus, $L$ is a 2-dimensional integer lattice. $L$ is spanned by the row vectors of the basis matrix

$$
B_{L}=\left(\begin{array}{ll}
1 & N_{1}^{-1} N_{2} \\
0 & 2^{t}
\end{array}\right)
$$

Let us briefly check that the integer span of $B_{L}$, denoted by $\operatorname{span}\left(B_{L}\right)$, is indeed equal to $L$. First, $\mathbf{b}_{\mathbf{1}}=\left(1, N_{1}^{-1} N_{2}\right)$ and $\mathbf{b}_{\mathbf{2}}=\left(0,2^{t}\right)$ are solutions of $\left(N_{1}^{-1} N_{2}\right) x_{1}-$ $x_{2}=0 \bmod 2^{t}$. Thus, every integer linear combination of $\mathbf{b}_{\mathbf{1}}$ and $\mathbf{b}_{\mathbf{2}}$ is a solution which implies that $\operatorname{span}\left(B_{L}\right) \subseteq L$.

Conversely, let $\left(x_{1}, x_{2}\right) \in \bar{L}$, i.e. $\left(N_{1}^{-1} N_{2}\right) x_{1}-x_{2}=k \cdot 2^{t}$ for some $k \in \mathbb{Z}$. Then $\left(x_{1},-k\right) B_{L}=\left(x_{1}, x_{2}\right) \in \operatorname{span}\left(B_{L}\right)$ and thus $L \subseteq \operatorname{span}\left(B_{L}\right)$.

Notice that by Eq. (1), we have $\left(q_{1}, q_{2}\right) \in L$. If we were able to find this vector in $L$ then we could factor $N_{1}, N_{2}$ easily. Let us first provide some intuition under which condition the vector $\mathbf{q}=\left(q_{1}, q_{2}\right)$ is a short vector in $L$. We know that the length of the shortest vector is upper bounded by the Minkowski bound $\sqrt{2} \operatorname{det}(L)^{\frac{1}{2}}=\sqrt{2} \cdot 2^{\frac{t}{2}}$.

Since we assumed that $q_{1}, q_{2}$ are $\alpha$-bit primes, we have $q_{1}, q_{2} \leq 2^{\alpha}$. If $\alpha$ is sufficiently small, then $\|\mathbf{q}\|$ is smaller than the Minkowski bound and, therefore, we can expect that $\mathbf{q}$ is among the shortest vectors in $L$. This happens if

$$
\|\mathbf{q}\| \leq \sqrt{2} \cdot 2^{\alpha} \leq \sqrt{2} \cdot 2^{\frac{t}{2}}
$$

So if $t \geq 2 \alpha$ we expect that $\mathbf{q}$ is a short vector in $L$. We can find a shortest vector in $L$ using Gaussian reduction on the lattice basis $B$ in time $\mathcal{O}\left(\log ^{2}\left(2^{t}\right)\right)=$ $\mathcal{O}\left(\log ^{2}\left(\min \left\{N_{1}, N_{2}\right\}\right)\right)$. Hence, under the heuristic assumption that $\mathbf{q}=\left(q_{1}, q_{2}\right)$ is a shortest vector in $L$ we can factor $N_{1}, N_{2}$ in quadratic time. Under a slightly more restrictive condition, we can completely remove the heuristic assumption.

Theorem 5. Let $N_{1}=p_{1} q_{1}, N_{2}=p_{2} q_{2}$ be two different RSA moduli with $\alpha$ bit $q_{i}$. Suppose that $p_{1}, p_{2}$ share at least $t>2(\alpha+1)$ bits. Then $N_{1}, N_{2}$ can be factored in quadratic time.

Let

$$
B_{L}=\left(\begin{array}{cc}
1 & N_{1}^{-1} N_{2} \\
0 & 2^{t}
\end{array}\right)
$$

be the lattice basis defined as before.
$B_{L}$ spans a lattice $L$ with shortest vector $\mathbf{v}$ that satisfies

$$
\|\mathbf{v}\| \leq \sqrt{2} \operatorname{det}(L)^{\frac{1}{2}}=2^{\frac{t+1}{2}}
$$

Performing Gaussian reduction on $B_{L}$, we get an equivalent basis $B=\binom{\mathbf{b}_{\mathbf{1}}}{\mathbf{b}_{\mathbf{2}}}$ such that

$$
\left\|\mathbf{b}_{\mathbf{1}}\right\|=\lambda_{1}(L) \text { and }\left\|\mathbf{b}_{\mathbf{2}}\right\|=\lambda_{2}(L)
$$

Our goal is to show that $\mathbf{b}_{\mathbf{1}}= \pm \mathbf{q}= \pm\left(q_{1}, q_{2}\right)$ which is sufficient for factoring $N_{1}$ and $N_{2}$.

As $L$ is of full rank, by Hadamard's inequality we have

$$
\left\|\mathbf{b}_{\mathbf{1}}\right\|\left\|\mathbf{b}_{\mathbf{2}}\right\| \geq \operatorname{det}(L)
$$

This implies

$$
\left\|\mathbf{b}_{\mathbf{2}}\right\| \geq \frac{\operatorname{det}(L)}{\left\|\mathbf{b}_{\mathbf{1}}\right\|}=\frac{\operatorname{det}(L)}{\lambda_{1}(L)}
$$

Substituting $\operatorname{det}(L)=2^{t}$ and using $\lambda_{1}(L) \leq 2^{\frac{t+1}{2}}$ leads to

$$
\left\|\mathbf{b}_{\mathbf{2}}\right\| \geq \frac{2^{t}}{2^{\frac{t+1}{2}}}=2^{\frac{t-1}{2}}
$$

This implies for any lattice vector $\mathbf{v}=a_{1} \mathbf{b}_{\mathbf{1}}+a_{2} \mathbf{b}_{\mathbf{2}}$ with $\|\mathbf{v}\|<2^{\frac{t-1}{2}}$ that $a_{2}=0$, as otherwise $\lambda_{2}(L) \leq\|\mathbf{v}\|<\left\|\mathbf{b}_{\mathbf{2}}\right\|$ which contradicts the optimality of $\mathbf{b}_{\mathbf{2}}$ from Theorem 1 Thus, every $\mathbf{v}$ with $\|\mathbf{v}\|<2^{\frac{t-1}{2}}$ is a multiple of $\mathbf{b}_{\mathbf{1}}$. Notice that $\mathbf{q}=\left(q_{1}, q_{2}\right) \in L$ fulfills $\|\mathbf{q}\|=\sqrt{2} \cdot 2^{\alpha}=2^{\frac{2 \alpha+1}{2}}$. Consequently, we have $\|\mathbf{q}\|<\left\|\mathbf{b}_{\mathbf{2}}\right\|$ if

$$
2^{\frac{2 \alpha+1}{2}}<2^{\frac{t-1}{2}} \Leftrightarrow 2(\alpha+1)<t
$$

Therefore, we get $\mathbf{q}=a \mathbf{b}_{\mathbf{1}}$ for some $a \in \mathbb{Z}-\{0\}$. Let $\mathbf{b}_{\mathbf{1}}=\left(b_{11}, b_{12}\right)$, then $\operatorname{gcd}\left(q_{1}, q_{2}\right)=\operatorname{gcd}\left(a b_{11}, a b_{12}\right) \geq a$. But $q_{1}, q_{2}$ are primes and wlog $q_{1} \neq q_{2}$, since otherwise we can factor $N_{1}, N_{2}$ by computing $\operatorname{gcd}\left(N_{1}, N_{2}\right)$. Therefore, $|a|=1$ and we obtain $\mathbf{q}= \pm \mathbf{b}_{\mathbf{1}}$, which completes the factorization.

The running time of the factorization is determined by the running time of the Gaussian reduction, which can be performed in $\mathcal{O}\left(t^{2}\right)=\mathcal{O}\left(\log ^{2}\left(\min \left\{N_{1}, N_{2}\right\}\right)\right)$ steps.

## 4 Implicit Factoring of k RSA Moduli

The approach from the previous section can be generalized to an arbitrary fixed number $k-1$ of oracle queries. This gives us $k$ different RSA moduli

$$
\begin{gather*}
N_{1}=\left(p+2^{t} \tilde{p}_{1}\right) q_{1}  \tag{2}\\
\vdots \\
N_{k}=\left(p+2^{t} \tilde{p}_{k}\right) q_{k}
\end{gather*}
$$

with $\alpha$-bit $q_{i}$.
We transform the system of equations into a system of $k$ equations modulo $2^{t}$

$$
\begin{aligned}
p q_{1}-N_{1} & \equiv 0 \quad\left(\bmod 2^{t}\right) \\
& \vdots \\
p q_{k}-N_{k} & \equiv 0 \quad\left(\bmod 2^{t}\right)
\end{aligned}
$$

in $k+1$ variables.

Analogous to the two equation case, we solve each equation for $p$. This can be done because all the $q_{i}$ are odd. Thus, we get $\frac{N_{1}}{q_{1}}=\frac{N_{i}}{q_{i}}\left(\bmod 2^{t}\right)$ for $i=2, \ldots, k$. Writing this as $k-1$ linear equations gives us:

$$
\begin{aligned}
N_{1}^{-1} N_{2} q_{1}-q_{2} & \equiv 0 \quad\left(\bmod 2^{t}\right) \\
& \vdots \\
N_{1}^{-1} N_{k} q_{1}-q_{k} & \equiv 0 \quad\left(\bmod 2^{t}\right)
\end{aligned}
$$

With the same arguments as in the preceding section the set

$$
L=\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{Z}^{k} \mid N_{1}^{-1} N_{i} x_{1}-x_{i} \equiv 0 \quad\left(\bmod 2^{t}\right) \text { for all } i=2, \ldots, k\right\}
$$

forms a lattice. This lattice $L$ is spanned by the row vectors of the following basis matrix

$$
B_{L}=\left(\right)
$$

Note that $\mathbf{q}=\left(q_{1}, \ldots, q_{k}\right) \in L$ has norm $\|\mathbf{q}\| \leq \sqrt{k} 2^{\alpha}$. We would like to have $\|\mathbf{q}\|=\lambda_{1}(L)$ as in Section 3. The length $\lambda_{1}(L)$ of a shortest vector in $L$ is bounded by

$$
\lambda_{1}(L) \leq \sqrt{k}(\operatorname{det}(L))^{\frac{1}{k}}=\sqrt{k}\left(2^{t(k-1)}\right)^{\frac{1}{k}} .
$$

Thus, if $\mathbf{q}$ is indeed a shortest vector then

$$
\begin{equation*}
\|\mathbf{q}\|=\sqrt{k} 2^{\alpha} \leq \sqrt{k} \cdot 2^{t \frac{k-1}{k}} \tag{3}
\end{equation*}
$$

This implies the condition $t \geq \frac{k}{k-1} \alpha$. We make the following heuristic assumption.

Assumption 6. Let $N_{1}, \ldots, N_{k}$ be as defined in Eq. (2) with $t \geq \frac{k}{k-1} \alpha$. Further, let $\mathbf{b}_{\mathbf{1}}$ be a shortest vector in $L$. Then $\mathbf{b}_{\mathbf{1}}= \pm\left(q_{1}, \ldots, q_{k}\right)$.

Theorem 7. Let $N_{1}, \ldots, N_{k}$ be as defined in Eq. (2) with $t \geq \frac{k}{k-1} \alpha$. Under Assumption 6, we can find the factorization of all $N_{1}, \ldots, N_{k}$ in time polynomial in $\left(k^{\frac{k}{2}}, \max _{i}\left\{\log N_{i}\right\}\right)$.

We show the validity of Assumption 6 experimentally in Section 6 .
The running time is determined by the time to compute a shortest vector in $L$ [87]. This implies that for any lattice $L$ of rank $k$ such that $k^{\frac{k}{2}}=$ $\operatorname{poly}\left(\max _{i}\left\{\log N_{i}\right\}\right)$, i.e. especially for lattices with fixed rank $k$, we can compute the factorization of all $N_{i}$ in time polynomial in their bit-size.

For large $k$, our bound converges to $t \geq \alpha$. This means that the amount $t$ of common least significant bits has to be at least as large as the bit-size of
the $q_{i}$. In turn, this implies that our result only applies to RSA moduli with different bit-sizes of $p_{i}$ and $q_{i}$. On the other hand, this is the best result that we could hope for in our algorithm. Notice that we construct the values of the $q_{i}$ by solving equations modulo $2^{t}$. Thus, we can fully recover the $q_{i}$ only if their bitsize $\alpha$ is smaller than $t$. In the subsequent section, we will overcome this problem by avoiding the full recovery of all $q_{i}$, which in turn leads to an algorithm for balanced RSA moduli.

Remark: All of our results still hold if $2^{t}$ is replaced by an arbitrary modulus $M \geq 2^{t}$. We used a power of two only to illustrate our results in terms of bits.

## 5 Implicit Factoring of Balanced RSA Moduli

We slightly adapt the method from Section 4 in order to factor balanced $n$-bit integers, i. e. $N_{i}=p_{i} q_{i}$ such that $p_{i}$ and $q_{i}$ have bitsize $\frac{n}{2}$ each. The modification mainly incorporates a small brute force search on the most significant bits.

Assume that we are given $k$ RSA moduli as in (21). From these moduli we derive $k-1$ linear equations in $k$ variables:

$$
\begin{aligned}
N_{1}^{-1} N_{2} q_{1}-q_{2} & \equiv 0 \quad\left(\bmod 2^{t}\right) \\
& \vdots \\
N_{1}^{-1} N_{k} q_{1}-q_{k} & \equiv 0 \quad\left(\bmod 2^{t}\right)
\end{aligned}
$$

The bitsize of the $q_{i}$ is now fixed to $\alpha=\frac{n}{2}$ which is equal to the bitsize of the $p_{i}$, i. e. now the number $t$ of bits on which the $p_{i}$ coincide has to satisfy $t \leq \alpha$. In the trivial case of $t=\alpha=\frac{n}{2}$ we can directly factor the $N_{i}$ via greatest common divisor computations as then $p_{i}=p$ for $i=1, \ldots, k$.

Thus, we only consider $t<\frac{n}{2}$. With a slight modification of the method in Section 4 we compute all $q_{i}\left(\bmod 2^{t}\right)$. Since $t<\frac{n}{2}$, this does not give us the $q_{i}$ directly, but only their $t$ least significant bits. But if $t \geq \frac{n}{4}$, we can use Theorem 4 for finding the full factorization of each $N_{i}$ in polynomial time. In order to minimize the time complexity, we assume $t=\frac{n}{4}$ throughout this section.

To apply Theorem [7 of Section 4 the bit-size of the $q_{i}$ has to be smaller than $\frac{k-1}{k} t$. Thus, we have to guess roughly $\frac{1}{k} \cdot t=\frac{n}{4 k}$ bits for each $q_{i}$. Since we consider $k$ moduli, we have to guess a total number of $\frac{n}{4}$ bits. Notice that this is the same amount of bits as for guessing one half of the bits of one $q_{j}$, which in turn allows to efficiently find this $q_{j}$ using Theorem 4. With a total amount of $\frac{n}{4}$ bits however, our algorithm will allow us to efficiently find all $q_{i}, i=1, \ldots, k$.

Let us describe our modification more precisely. We split $q_{i}\left(\bmod 2^{\frac{n}{4}}\right)$ into $2^{\beta} \tilde{q}_{i}+x_{i}\left(\bmod 2^{\frac{n}{4}}\right)$. The number $\beta$ depends on the number of oracle calls $k-1$ such that the condition $\beta<\frac{(k-1)}{k} \cdot \frac{n}{4}$ holds. We therefore choose $\beta$ to be the largest integer smaller than $\frac{(k-1) n}{4 k}$. This implies that the $x_{i} \leq 2^{\beta}$ are small enough to be determined analogous to Section 4, provided that the $\tilde{q}_{i}$ are known. As discussed before, in practice we can guess an amount of $\frac{n}{4 k}$ bits for determining each $\tilde{q}_{i}$, or we can find these bits by other means, e.g. by side-channel attacks.

Suppose now that the $\tilde{q}_{i}$ are given for each $i$. We obtain the following set of equations

$$
\begin{align*}
& N_{1}^{-1} N_{2} x_{1}-x_{2} \equiv 2^{\beta}\left(\tilde{q_{2}}-N_{1}^{-1} N_{2} \tilde{q_{1}}\right) \quad\left(\bmod 2^{\frac{n}{4}}\right) \\
& \vdots  \tag{4}\\
& N_{1}^{-1} N_{k} x_{1}-x_{k} \equiv 2^{\beta}\left(\tilde{q_{k}}-N_{1}^{-1} N_{k} \tilde{q_{1}}\right) \quad\left(\bmod 2^{\frac{n}{4}}\right) .
\end{align*}
$$

Let $c_{i}=2^{\beta}\left(\tilde{q}_{i}-N_{1}^{-1} N_{i} \tilde{q_{1}}\right), i=2, \ldots, k$, denote the known right-hand terms. In contrast to Section (4) the equations (4) that we have to solve are inhomogenous. Let us first consider the lattice $L$ that consists of the homogenous solutions

$$
L=\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{Z}^{k} \left\lvert\, N_{1}^{-1} N_{i} x_{1}-x_{i} \equiv 0 \quad\left(\bmod 2^{\frac{n}{4}}\right)\right., i=2, \ldots, k\right\}
$$

$L$ is spanned by the rows of the following basis matrix

$$
B_{L}=\left(\begin{array}{ccccc}
1 & N_{1}^{-1} N_{2} & \cdots & & N_{1}^{-1} N_{k} \\
0 & 2^{\frac{n}{4}} & 0 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & \vdots \\
\vdots & & \ddots & \ddots & 0 \\
0 & 0 & \cdots & 0 & 2^{\frac{n}{4}}
\end{array}\right)
$$

Let $l_{i} \in \mathbb{Z}$ such that $N_{1} N_{i}^{-1} x_{1}+l_{i} 2^{t}=x_{i}+c_{i}$. Then we let

$$
\mathbf{q}^{\prime}:=\left(x_{1}, l_{2}, \ldots, l_{k}\right) B_{L}=\left(x_{1}, x_{2}+c_{2}, \ldots, x_{k}+c_{k}\right) \in L
$$

Moreover, if we define the target vector $\mathbf{c}:=\left(0, c_{2}, \ldots, c_{k}\right)$, then the distance between $\mathbf{q}^{\prime}$ and $\mathbf{c}$ is

$$
\left\|\mathbf{q}^{\prime}-\mathbf{c}\right\|=\left\|\left(x_{1}, \ldots, x_{k}\right)\right\| \leq \sqrt{k} 2^{\beta} \leq \sqrt{k} \cdot 2^{\frac{(k-1) n}{4 k}}
$$

This is the same bound that we achieved in Section 4 for the length of a shortest vector in Eq. (3) when $t=\frac{n}{4}$. So instead of solving a shortest vector problem, we have to solve a closest vector problem in $L$ with target vector c. Closest vectors can be found in polynomial time for fixed lattice dimension $k$ (see Blömer [1]). We make the heuristic assumption that $\mathbf{q}^{\prime}$ is indeed a closest vector to $\mathbf{c}$ in $L$.

Assumption 8. Let $N_{1}, \ldots, N_{k}$ be as defined in Eq. (4) with $\beta<\frac{(k-1) n}{4 k}$. Further, let $\mathbf{b}_{\mathbf{1}}$ be a closest vector to $\mathbf{c}$ in $L$. Then $\mathbf{b}_{\mathbf{1}}= \pm \mathbf{q}_{\mathbf{1}}^{\prime}$.

Theorem 9. Let $N_{1}, \ldots, N_{k}$ be as defined in Eq. (4) with $\beta<\frac{(k-1) n}{4 k}$. Under Assumption 8, we can find the factorization of all $N_{1}, \ldots, N_{k}$ in time $2^{\frac{n}{4}}$. $\operatorname{poly}\left(k!, \max _{i}\left\{\log N_{i}\right\}\right)$.

The running time is determined by the time for guessing each $\tilde{q}_{i}$ and the time for finding a closest vector in $L$.

## 6 About Our Heuristic Assumptions

In this section we have a closer look at the two heuristics from the previous sections, Assumption 6 and Assumption 8 . We first give a counting argument that supports our heuristics and then demonstrate experimentally that our constructions work very well in practice.

### 6.1 A Counting Argument That Supports Our Assumptions

Recall that in Section 4 the lattice $L$ consists of all solutions $\mathbf{q}=\left(q_{1}, \ldots, q_{k}\right)$ of the system of equations

$$
\begin{align*}
N_{1}^{-1} N_{2} q_{1} & \equiv q_{2} \quad\left(\bmod 2^{t}\right)  \tag{5}\\
& \vdots \\
N_{1}^{-1} N_{k} q_{1} & \equiv q_{k} \quad\left(\bmod 2^{t}\right)
\end{align*}
$$

As $\operatorname{gcd}\left(N_{1}^{-1} N_{i}, 2^{t}\right)=1$ for any $i$, the mapping $f_{i}: x \mapsto N_{1}^{-1} N_{i} x\left(\bmod 2^{t}\right)$ is bijective. Therefore, the value of $q_{1}$ uniquely determines the values of $q_{i}$, $i=2, \ldots, k$.

In total the system of equations has as many solutions as there are values to choose $q_{1}$ from, which is $2^{t}$. Now suppose $q_{1} \leq 2^{\frac{(k-1) t}{k}}$. How many vectors $\mathbf{q}$ do we have such that $q_{i} \leq 2^{\frac{(k-1) t}{k}}$ for all $i=1, \ldots, k$ and thus $\|\mathbf{q}\| \leq \sqrt{k} 2^{\frac{(k-1) t}{k}}$ ?

Assume for each $i=2, \ldots, k$ that the value $q_{i}$ is uniformly distributed in $\left\{0, \ldots, 2^{t}-1\right\}$ and that the distributions of $q_{i}$ and $q_{j}$ are independent if $i \neq j$. Then the probability that $q_{i} \leq 2^{\frac{(k-1) t}{k}}$ is

$$
\operatorname{Pr}\left(q_{i} \leq 2^{\frac{(k-1) t}{k}}\right)=\frac{2^{\frac{(k-1) t}{k}}}{2^{t}}=2^{-\frac{t}{k}}
$$

Furthermore, the probability that $q_{i} \leq 2^{\frac{(k-1) t}{k}}$ for all $i=2, \ldots, k$ is

$$
\operatorname{Pr}\left(q_{2} \leq 2^{\frac{(k-1) t}{k}}, \ldots, q_{k} \leq 2^{\frac{(k-1) t}{k}}\right)=\left(2^{-\frac{t}{k}}\right)^{k-1}=2^{-\frac{(k-1) t}{k}}
$$

Consequently, for a given value of $q_{1} \leq 2^{\frac{(k-1) t}{k}}$ the expected number of vectors $\mathbf{q}$ such that $q_{i} \leq 2^{\frac{(k-1) t}{k}}$ for all $i=1, \ldots, k$ is $2^{\frac{(k-1) t}{k}} \cdot 2^{-\frac{(k-1) t}{k}}=1$. Therefore, we expect that only one lattice vector, namely $\mathbf{q}$, is short enough to satisfy the Minkowski bound. Hence, we expect that $\pm \mathbf{q}$ is a unique shortest vector in $L$ if its length is significantly below the bound $\sqrt{k} 2^{\frac{(k-1) t}{k}}$. This counting argument strongly supports our Assumption 6 .

Remark: In order to analyze Assumption 8 we can argue in a completely analogous manner. The inhomogenous character of the equations does not influence the fact that the $q_{i}$ are uniquely determined by $q_{1}$.

### 6.2 Experiments

We verified our assumptions in practice by running experiments on a Core2 Duo 1.66 GHz notebook. The attacks were implemented using Magma ${ }^{1}$ Version 2.11. Instead of taking a lattice reduction algorithm which provably returns a basis with a shortest vector as first basis vector we have used the LLL algorithm [11, more precisely its $L^{2}$ version of Nguyen and Stehlé [15] which is implemented in Magma. Although by LLL reduction the first basis vector only approximates a shortest vector in a lattice, for our lattice bases with dimensions up to 100 LLL-reduction was sufficient. In nearly all cases the first basis vector was equal to the vector $\pm \mathbf{q}= \pm\left(q_{1}, \ldots, q_{k}\right)$, when we chose suitable attack parameters.

First, we considered the cased of imbalanced RSA moduli from Theorem 7 We chose $N_{i}=\left(p+2^{t} \tilde{p}_{i}\right) q_{i}, i=1, \ldots, k$, of bit-size $n=1000$ with varying bitsizes of $q_{i}$. For fixed bitsize $\alpha$ of $q_{i}$ and fixed number $k$ of moduli, we slightly played with the parameter $t$ of common bits close to the bound $t \geq \frac{k}{k-1} \alpha$ in order to determine the minimal $t$ for which our heuristic is valid.

Table 1. Attack for imbalanced RSA moduli

| bitsize $\alpha$ <br> of the $q_{i}$ | no. of <br> moduli $k$ | bound <br> $\frac{k}{k-1} \alpha$ | number of <br> shared bits $t$ | success <br> rate |
| :---: | :---: | :---: | :---: | :---: |
| 250 | 3 | 375 | 377 | $0 \%$ |
| 250 | 3 | 375 | 378 | $97 \%$ |
| 350 | 10 | 389 | 390 | $0 \%$ |
| 350 | 10 | 389 | 391 | $100 \%$ |
| 400 | 100 | 405 | 409 | $0 \%$ |
| 400 | 100 | 405 | 410 | $100 \%$ |
| 440 | 50 | 449 | 452 | $16 \%$ |
| 440 | 50 | 449 | 453 | $97 \%$ |
| 480 | 100 | 485 | 491 | $38 \%$ |
| 480 | 100 | 485 | 492 | $98 \%$ |

The running time of all experiments was below 10 seconds.
In Table 1, we called an experiment successful if the first basis vector $\mathbf{b}_{1}$ in our LLL reduced basis was of the form $\mathbf{b}_{\mathbf{1}}= \pm \mathbf{q}= \pm\left(q_{1}, \ldots, q_{k}\right)$, i.e. it satisfied Assumption6. There were some cases, where other basis vectors were of the form $\pm \mathbf{q}$, but we did not consider these cases.

As one can see by the experimental results, Assumption 6 only works smoothly when our instances were a few extra bits beyond the bound of Theorem 7 This is not surprising since the counting argument from Section 6.1 tells us that we loose uniqueness of the shortest vector as we approach the theoretical bound. In practice, one could either slightly increase the number $t$ of shared bits or the number $k$ of oracle calls for making the attack work.

[^3]Analogously, we made experiments with balanced RSA moduli to verify Assumption 8 Instead of computing closest vectors directly, we used the well-known standard embedding of a $d$-dimensional closest vector problem into an $(d+1)$ dimensional shortest vector problem ([6], Chapter 4.1), where the shortest vector is of the form $\mathbf{b}_{\mathbf{1}}=\left(\mathbf{q}^{\prime}-\mathbf{c}, c^{\prime}\right), c^{\prime}$ constant. Since $\mathbf{c}$ and $c^{\prime}$ are known, this directly yields $\mathbf{q}^{\prime}$ and therefore the factorization of all RSA moduli. For solving the shortest vector problem, we again used the LLL algorithm.

As before we called an experiment successful, if $\mathbf{b}_{\mathbf{1}}$ was of the desired form, i.e. if Assumption 8 held. In our experiments we used 1000 bit $N_{i}$ with a common share $p$ of $t=250$ bits.

Table 2. Attack for balanced 1000 -bit $N_{i}$ with 250 bits shared

| no. of <br> moduli $k$ | bound <br> $\left\lceil\frac{n}{4 k}\right\rceil$ | bits known <br> from $q_{i}$ | success <br> rate |
| :---: | :---: | :---: | :---: |
| 3 | 84 | 85 | $74 \%$ |
| 3 | 84 | 86 | $99 \%$ |
| 10 | 25 | 26 | $20 \%$ |
| 10 | 25 | 27 | $100 \%$ |
| 50 | 5 | 8 | $46 \%$ |
| 50 | 5 | 9 | $100 \%$ |

All of our experiments ran in less than 10 seconds. Here, we assumed that we know the required bits of each $q_{i}$, i.e. the running time does not include the factor for a brute-force search.

Similar to the experimental results for the imbalanced RSA case, our heuristic Assumption 8 works well in the balanced case, provided that we spend a few extra bits to the theoretical bound in order to enforce uniqueness of the closest vector.

## References

1. Blömer, J.: Closest vectors, successive minima, and dual HKZ-bases of lattices. In: Welzl, E., Montanari, U., Rolim, J.D.P. (eds.) ICALP 2000. LNCS, vol. 1853, pp. 248-259. Springer, Heidelberg (2000)
2. Coppersmith, D.: Finding a small root of a bivariate integer equation, factoring with high bits known. In: Maurer, U.M. (ed.) EUROCRYPT 1996. LNCS, vol. 1070, pp. 178-189. Springer, Heidelberg (1996)
3. Coppersmith, D.: Small solutions to polynomial equations and low exponent vulnerabilities. Journal of Cryptology 10(4), 223-260 (1997)
4. Coppersmith, D.: Finding small solutions to small degree polynomials. In: Silverman, J.H. (ed.) CaLC 2001. LNCS, vol. 2146, pp. 20-31. Springer, Heidelberg (2001)
5. Crépeau, C., Slakmon, A.: Simple backdoors for RSA key generation. In: Joye, M. (ed.) CT-RSA 2003. LNCS, vol. 2612, pp. 403-416. Springer, Heidelberg (2003)
6. Micciancio, D., Goldwasser, S.: Complexity of Lattice Problems: A cryptographic perspective. Kluwer International Series in Engineering and Computer Science, vol. 671. Kluwer Academic Publishers, Boston (2002)
7. Helfrich, B.: Algorithms to Construct Minkowski Reduced and Hermite Reduced Lattice Basis. Theoretical Computer Science 41, 125-139 (1985)
8. Kannan, R.: Minkowski's Convex Body Theorem and Integer Programming. Mathematics of Operations Research 12(3), 415-440 (1987)
9. Lenstra Jr., H.W.: Factoring Integers with Elliptic Curves. Ann. Math. 126, 649673 (1987)
10. Lenstra, A.K., Lenstra Jr., H.W.: The Development of the Number Field Sieve. Springer, Heidelberg (1993)
11. Lenstra, A.K., Lenstra, H.W., Lovász, L.: Factoring polynomials with rational coefficients. Mathematische Annalen 261, 513-534 (1982)
12. Maurer, U.M.: Factoring with an oracle. In: Rueppel, R.A. (ed.) EUROCRYPT 1992. LNCS, vol. 658, pp. 429-436. Springer, Heidelberg (1993)
13. Meyer, C.D.: Matrix Analysis and Applied Linear Algebra. Cambridge University Press, Cambridge (2000)
14. Minkowski, H.: Geometrie der Zahlen. Teubner-Verlag (1896)
15. Nguyen, P.Q., Stehlé, D.: Floating-point LLL revisited. In: Cramer, R. (ed.) EUROCRYPT 2005. LNCS, vol. 3494, pp. 215-233. Springer, Heidelberg (2005)
16. Pomerance, C.: The quadratic sieve factoring algorithm. In: Beth, T., Cot, N., Ingemarsson, I. (eds.) EUROCRYPT 1984. LNCS, vol. 209, pp. 169-182. Springer, Heidelberg (1985)
17. Rivest, R.L., Shamir, A.: Efficient factoring based on partial information. In: Pichler, F. (ed.) EUROCRYPT 1985. LNCS, vol. 219, pp. 31-34. Springer, Heidelberg (1986)
18. Rivest, R.L., Shamir, A., Adleman, L.: A Method for Obtaining Digital Signatures and Public-Key Cryptosystems. Communications of the ACM 21(2), 120-126 (1978)
19. Shor, P.: Algorithms for Quantum Computation: Discrete Logarithms and Factoring. In: Proceedings 35 th Annual Symposium on Foundations of Computer Science, Santa Fe, NM, pp. 124-134. IEEE Computer Science Press, Los Alamitos (1994)
20. Steinfeld, R., Zheng, Y.: An advantage of low-exponent RSA with modulus primes sharing least significant bits. In: Naccache, D. (ed.) CT-RSA 2001. LNCS, vol. 2020, pp. 52-62. Springer, Heidelberg (2001)
21. Vanstone, S.A., Zuccherato, R.J.: Short RSA Keys and Their Generation. Journal of Cryptology 8(2), 101-114 (1995)
22. Young, A., Yung, M.: The prevalence of kleptographic attacks on discrete-log based cryptosystems. In: Kaliski Jr., B.S. (ed.) CRYPTO 1997. LNCS, vol. 1294, pp. 264276. Springer, Heidelberg (1997)

# The Security of All Bits Using List Decoding 

Paz Morillo and Carla Ràfols<br>Dept. Matemàtica Aplicada IV<br>Universitat Politècnica de Catalunya<br>C. Jordi Girona 1-3, E-08034 Barcelona, Spain<br>\{paz, crafols\}@ma4.upc.edu


#### Abstract

The relation between list decoding and hard-core predicates has provided a clean and easy methodology to prove the hardness of certain predicates. So far this methodology has only been used to prove that the $O(\log \log N)$ least and most significant bits of any function with multiplicative access -which include the most common number theoretic trapdoor permutations- are secure. In this paper we show that the method applies to all bits of any function defined on a cyclic group of order $N$ with multiplicative access for cryptographically interesting $N$. As a result, in this paper we reprove the security of all bits of RSA, the discrete logarithm in a group of prime order or the Paillier encryption scheme.
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## 1 Introduction

One-way functions are one of the most fundamental cryptographic primitives and it is not an overstatement to say that they are behind most of modern cryptography. If some reasonable computational assumptions hold, a one-way function is easy to compute but hard to invert. In some cases, this security requirement may not be enough: in particular, the definition of one-way function does not say anything about how much information it can leak. A predicate of the preimage, $P$, is a hard-core of $f$ if $f$ does not give away any information about $P$, that is, if there exists a polynomial time reduction from guessing $P$ to inverting $f$.

The study of hard-core predicates is of interest for various reasons, not only because it strengthens our understanding of the real hardness of the considered one-way function, but also because of its applications, which include the construction of secure bit commitment schemes or cryptographically strong pseudorandom generators. Further, the study of bit security has led to important techniques and insights which have found other applications. For instance, the study of the security of the least significant bit of RSA led to the two-point based sampling technique introduced in [2], later used to prove the well known result of the Goldreich and Levin bit - GL from now on - which states that every one-way function has a hard-core bit. We emphasize that the importance
of the GL result reaches far beyond the domain of bit security, and many works in other lines of research are in some way indebted to it, for instance in learning theory [4, 7 .

Many bit security results have very technical and sophisticated proofs. Although many proofs for different one-way functions have a similar structure, they have to be adapted to each particular case. In contrast, Akavia, Goldwasser and Safra [1] give a very elegant and general methodology to prove bit security results. In particular, they show how this methodology applies to prove the security of $O(\log \log N)$ least and most significant bits of any function with multiplicative access - such as RSA and DL, for instance.

Akavia et al. raised the question whether this methodology applies to prove the security of internal bits, a question which we answer in the affirmative in this paper. Since the existing security proofs for the hardness of internal bits of RSA and DL are particularly technical and cumbersome to follow in all detail we refer the reader to [8] for an example-, we feel that a more readable proof should contribute much to the public discussion of the results and thus also to their credit and diffusion.

### 1.1 Previous Work

The GL result, which gives a hard-core predicate for any one-way function, can be reinterpreted as a list decoding algorithm for the Hadamard code. This suggested the possibility of a general methodology to prove bit security results. This methodology was formalized by Akavia et al. in 2003, where it was used to prove (or often reprove known results) the hardness of certain predicates for one way functions defined on a cyclic group $\mathbb{G}$ of order $N$ and having the property of multiplicative access, that is, functions $f$ for which given $f(x), f(x \cdot y)$ can be computed for any known $y$ in almost all of the cases.

The most common number theoretic trapdoor permutations in cryptography, such as $R S A_{N, e}(x)=x^{e} \bmod N, \operatorname{Rabin}(x)=x^{2} \bmod N, E X P_{p, g}(x)=g^{x}$ $\bmod p$ and $E C L_{p, a, b, Q}(x)=x Q$ - exponentiation in the group of $\mathbb{F}_{p^{-}}$rational points of an elliptic curve $E_{p, a, b}\left(\mathbb{F}_{p}\right)$ - have this property.

A part from the formalization of the list decoding methodology, one of the key contributions of Akavia et al. is to give a learning algorithm for functions $f: \mathbb{Z}_{N} \rightarrow \mathbb{C}$, which is a necessary piece to provide the aforementioned results.

The security of the internal bits had already been proved for some one-way functions with multiplicative access such as RSA and the discrete logarithm in [8] and the Paillier encryption scheme in [3].

### 1.2 Organization

Sections 2, 3 and 4 are introductory: in section 2 we define the concept of hardcore predicate and give some of the results of Akavia et al. Sections 3 and 4 are devoted to basics of Fourier analysis and list decodable codes and to the relation between hard-core predicates and list decoding. We stress that many of the results and definitions given in these sections are taken from the work of

Akavia et al. but are necessary to introduce our contributions. In section 5 we prove one of our main results concerning the security of all bits of any one-way function with multiplicative access for special $N$, while in section 6 we prove it for all $N$ of cryptographic interest. Next, in section 7 we prove the security of all bits of the Paillier encryption scheme. Possible extensions of these results are discussed in section 8, In section 9 we summarize our contribution.

## 2 Parts That Are as Hard as the Whole

Informally, a hard-core bit for a one-way function $f: \mathcal{D} \rightarrow R$ is a boolean predicate $P: \mathcal{D} \rightarrow\{ \pm 1\}$ which does not leak from $f$. Obviously, we cannot prevent an adversary from taking a random guess, but the point is that there should not be any strategy to predict $P$ which works significantly better than the random one. Define

Definition 1. $\operatorname{maj}_{P} \stackrel{\text { def }}{=} \max _{b \in\{ \pm 1\}} \operatorname{Pr}(P(x)=b: x \leftarrow D)$ and minor ${ }_{P} \stackrel{\text { def }}{=}$ $1-m a j_{P}$.

We write $x \leftarrow D$ to indicate that we choose an element $x$ in $D$ according to the uniform distribution.

Definition 2. A function $\nu(\cdot)$ is negligible if for any constant $c \geq 0$ there exists $n_{0} \in \mathbb{Z}$, s.t $\nu(n)<n^{-c}$ for all integers $n \geq n_{0}$.

This definition of hard-core predicate is taken from [1].
Definition 3. For each $n \in \mathbb{N}$, let $I_{n}$ be a countable index set, and set $I=$ $\left(I_{n}\right)_{n \in \mathbb{N}}$. Let $F=\left(f_{i}: D_{i} \rightarrow R_{i}\right)_{i \in I}$ be a family of one-way functions and $\mathcal{P}=\left(P_{i}: D_{i} \rightarrow\{ \pm 1\}\right)_{i \in I}$ a family of Boolean predicates, where w.l.o.g. if $i \in I_{n}$ $D_{i} \subset\{0,1\}^{n}$. We will say that $\mathcal{P}$ is a family of hard-core predicates for $F$ if and only if, for all $n \in \mathbb{N}$ and $i \in I_{n}$ :

- $P_{i}$ can be computed by means of a Monte-Carlo algorithm $\mathcal{A}_{1}(i, x)$.
- $P_{i}(x)$ is not computable by means of any efficient algorithm from $f_{i}(x)$; that is, for any PPT algorithm $\mathcal{A}_{2}$,

$$
\operatorname{Pr}\left(\mathcal{A}_{2}\left(i, f_{i}(x)\right)=P_{i}(x): x \leftarrow D_{i}\right) \leq \operatorname{maj}_{P_{i}}+\nu(n),
$$

where $\nu(\cdot)$ is a negligible function.
While there are predicates which are a hard-core of any one-way function, like the GL bit [6] or all the bits of $a x+b \bmod p$ [9], there are also many results concerning the security of a certain bit of the binary representation of the preimage for a specific one-way function (e.g. the least significant bit of RSA or Rabin, see for instance [2]).

Given an element $x \in \mathbb{Z}_{N}$, define $[x]$ as the representative of the class of $x$ in $[0, N)$ and $a b s_{N}(x)=\min \{[x], N-[x]\}$. The i-th bit of an element $x \in \mathbb{Z}_{N}$ is
defined as $B_{i}(x)=1$ if the i-th bit of the binary representation of $[x]$ is 0 and as -1 otherwise.

Akavia et al. prove the security of any basic t-segment predicate, $t \in \operatorname{poly}(n)$, for any one-way function with multiplicative access having domain in $\mathbb{Z}_{N}$, where $n \stackrel{\text { def }}{=}\lfloor\log N\rfloor$.
Definition 4. A predicate $P_{N}: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}$ is said to be a basic $t$-segment predicate if there are at most $t$ values of $x \in \mathbb{Z}_{N}$ for which $P_{N}(x+1) \neq P_{N}(x)$.

In particular, their result implies that the predicate $B_{n-i}$, where $i \in \operatorname{poly}(\log n)$, is a hard-core of any one-way function with multiplicative access, since trivially $B_{n-i}$ is a basic $t$-segment predicate, where $t=2^{i+1}$.

Further, there is a correspondence between $B_{i}$, where $i \in O(\log n)$ and some t-basic segment predicate with $t \in \operatorname{poly}(n)$. For instance, it is easy to verify that $l s b_{N}(x)=\operatorname{hal} f_{N}\left(\frac{x}{2}\right)$, where half $f_{N}(x)$ is a basic 2 -segment predicate which is equal to 1 if $[x] \leq N / 2$ and is -1 otherwise. This correspondence allows to prove that the predicates $B_{i}$, where $i \in O(\log n)$ are also hard-core of any one-way function with multiplicative access when $N$ is odd (see [1] for details).

## 3 Preliminaries

Before sketching the list decoding methodology of [1] , we begin with some basic concepts.

### 3.1 Fourier Analysis in $\mathbb{Z}_{N}$

In the space of functions from $\mathbb{Z}_{N}$ to $\mathbb{C}$ it is possible to define the inner product

$$
\langle g, h\rangle \stackrel{\text { def }}{=} \frac{1}{N} \sum_{x \in \mathbb{Z}_{N}} g(x) \overline{h(x)}
$$

For each $\alpha \in \mathbb{Z}_{N}$, the $\alpha$-character is defined as a function $\chi_{\alpha}: \mathbb{Z}_{N} \rightarrow \mathbb{C}$ such that $\chi_{\alpha}(x)=w_{N}^{\alpha x}$, where $w_{N} \stackrel{\text { def }}{=} e^{\frac{2 \pi j}{N}}$. It is easy to check that $B_{\alpha} \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: \alpha \in \mathbb{Z}_{N}\right\}$ is an orthonormal basis of the space of functions going from $\mathbb{Z}_{N}$ to $\mathbb{C}$.

If $\Gamma$ is a subset of $\mathbb{Z}_{N}$, it is natural to consider the projection of $g$ in the set of $\Gamma$ characters, that is,

$$
g_{\mid \Gamma}=\sum_{\alpha \in \Gamma} \widehat{g(\alpha)} \chi_{\alpha}
$$

where $\widehat{g(\alpha)}=\left\langle g, \chi_{\alpha}\right\rangle$ are the Fourier coefficients. Observe that, if $h(y)=g(a y)$ for some $a \in \mathbb{Z}_{N}^{*}$, then $\widehat{h(\alpha)}=\widehat{g(\alpha / a)}$.

Because $B_{\alpha}$ is an orthonormal basis,

$$
\|g\|_{2}^{2}=\sum_{\alpha \in \mathbb{Z}_{N}}|\widehat{g(\alpha)}|^{2} \text { and }\left\|g_{\mid \Gamma}\right\|_{2}^{2}=\sum_{\alpha \in \Gamma}|\widehat{g(\alpha)}|^{2}
$$

Finally, define

Definition 5. (Fourier Concentrated) A function $g: \mathbb{Z}_{N} \rightarrow \mathbb{C}$ is Fourier concentrated if for every $\epsilon>0$ there exists a set $\Gamma$ consisting of poly $(n / \epsilon)$ characters, so that

$$
\left\|g-g_{\mid \Gamma}\right\|_{2}^{2}=\sum_{\alpha \notin \Gamma}|\widehat{g(\alpha)}|^{2} \leq \epsilon .
$$

In the following, this condition will be referred to as $g$ is $\epsilon$-concentrated on the set $\Gamma$.

The heavy characters of $g$ are the characters for which the projection of $g$ has a greater modulus, that is, given $\tau>0$ and $g: \mathbb{Z}_{N} \rightarrow \mathbb{C}$, define

$$
\operatorname{Heavy}_{\tau}(g) \stackrel{\text { def }}{=}\left\{\chi_{\alpha}:|\widehat{g(\alpha)}|^{2} \geq \tau\right\} .
$$

### 3.2 Codes

A binary code is a subset of $\{ \pm 1\}^{*}$. To encode the elements of $\mathbb{Z}_{N}$ we will limit ourselves to codewords of length $N$, in this case the code is a subset $\mathcal{C} \subset\{ \pm 1\}^{N}$. Each codeword $C_{x}$ can be seen as a function $C_{x}: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}$, expressed as $\left(C_{x}(0), C_{x}(1), \ldots, C_{x}(N-1)\right)$.

Definition 6. The normalized Hamming distance between two functions $g, h$ : $\mathbb{Z}_{N} \rightarrow\{ \pm 1\}$ is $\Delta(g, h)=\operatorname{Pr}\left(g(x) \neq h(x): x \leftarrow \mathbb{Z}_{N}\right)$.

The next definition is a natural extension of the concept of error correcting codes.
Definition 7. $A$ code $\mathcal{C}=\left\{C_{x}: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}\right\}$ is list decodable if there exists $a$ PPT algorithm which given access to a corrupted codeword $w$ and inputs $\delta, \epsilon, 1^{n}$ returns a list $L \supseteq\left\{x: \Delta\left(C_{x}, w\right) \leq\right.$ minor $\left._{C_{x}}-\epsilon\right\}$ with probability $1-\delta$.

Remark 1. In this definition it says "given access to $w$ " because in our examples it will be computationally infeasible to read the whole word $w$ due to its size.

### 3.3 List Decodable Codes

In this section we give sufficient conditions for a code to be list decodable, for a detailed explanation we refer the reader to [1].

Definition 8. $A$ code $\mathcal{C}$ is concentrated if each of its codewords $C_{x}$ is Fourier concentrated.

Definition 9. $A$ code $\mathcal{C}$ is recoverable, if there exists a recovery algorithm, namely, a polynomial time algorithm that, given a character $\chi_{\alpha}($ for $\alpha \neq 0)$, a threshold $\tau$ and $1^{n}$, where $n=\lfloor\log N\rfloor$ returns a list $L_{\alpha}$ containing

$$
\left\{x \in \mathbb{Z}_{N}: \chi_{\alpha} \in \operatorname{Heavy}_{\tau}\left(C_{x}\right)\right\} .
$$

One of the main contributions of Akavia et al. is to prove that on input a threshold $\tau$ and given access to any function $g: \mathbb{G} \rightarrow \mathbb{C}$ where $\mathbb{G}$ is any abelian group with known generators of known orders, it is computationally feasible to obtain a list of all the Fourier coefficients in $\operatorname{Heavy}_{\tau}(g)$. In particular, in the $\mathbb{Z}_{N}$ case - which is enough for our purposes - they prove that

Theorem 1. There is an algorithm which, given query access to $g: \mathbb{Z}_{N} \rightarrow$ $\{ \pm 1\}, 0<\tau$ and $0<\delta<1$, outputs a list $L$, of $O(1 / \tau)$ characters s.t. $\operatorname{Heavy}_{\tau}(g) \subset L$ with probability at least $1-\delta$; and the running time of the algorithm is $\widetilde{O}\left(n \cdot \ln ^{2}(1 / \delta) / \tau^{5.5}\right)$, where the $\widetilde{O}()$ notation indicates that terms with complexity polynomial in $\log (1 / \tau), \log n$ or $\ln \ln (1 / \delta)$ have been eliminated.

Another algorithm to the same purpose was given by Strauss and Mutukrishnan [5], resulting in a running time with improved dependence in $1 / \tau$.

This theorem is used in [1] to prove the following
Theorem 2. Let $\mathcal{C}=\left\{C_{x}: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}\right\}$ be a concentrated and recoverable code, then $\mathcal{C}$ is list decodable.

The intuition behind the theorem is the following. Suppose that we have access to a corrupted word $w$ which is close enough to a codeword $C_{x}$, then:

- Because of the concentration of the code and the closeness of $w$ and $C_{x}$, there exists an explicit threshold $\tau$ - non-negligible in $n-$ such that $\chi_{\beta}$ is a $\tau$-heavy coefficient of both $w$ and $C_{x}$, that is, there exists a $\beta \in \mathbb{Z}_{N}, \beta \neq 0$, such that

$$
\chi_{\beta} \in \operatorname{Heavy}_{\tau}(w) \cap \operatorname{Heavy}_{\tau}\left(C_{x}\right)
$$

This is proven in the Concentration and agreement lemma of 1].

- Because of theorem on input this threshold $\tau$, we can recover a list $L$ with all the Fourier coefficients in $\operatorname{Heavy}_{\tau}(w)$ with probability $1-\delta$. We emphasize that if $\delta$ is non-negligible in $n$, both the running time of the algorithm and the length of the list - which is $1 / \tau$ - is polynomial in $n$.
- For each of these coefficients $\chi_{\beta}$ the recovery algorithm will output a list of codewords and $C_{x}$ will be in at least one of those lists.


## 4 The Relation between List Decoding and Hard-Core Predicates

In this section we summarize the connection between list decoding and hard-core predicates from [1].

Suppose we want to prove that $P: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}$ is a hard-core of $f: \mathbb{Z}_{N} \rightarrow R$. As it is standard in cryptography, the security of $P$ is proved by a reduction argument. The proof consists in trying to invert $f$ (recover $x$ ) given a challenge $f(x)$ and assuming we have access to an oracle predicting $P(y)$ from $f(y)$ with non-negligible advantage over a random guess.

When $f$ has multiplicative access, the connection between list decoding and hard-core predicates comes from encoding each element $x \in \mathbb{Z}_{N}$ as $C_{x}^{P}=$ $\left(C_{x}^{P}(0), C_{x}^{P}(1), \ldots, C_{x}^{P}(N-1)\right)$, where $C_{x}^{P}(j)=P(j x)$. This is the so-called multiplication code. An oracle predicting $P(y)$ from $f(y)$ without errors would give us access to $C_{x}^{P}$, but since the oracle gives incorrect answers we have access to a corrupted codeword $w$ instead. If the code is list decodable we can find a list of codewords containing $C_{x}^{P}$, thus inverting $f$.

Now, in general, for any function $f$ - not necessarily with multiplicative access - to prove that $P$ is a hard-core predicate of $f$ following the list decoding methodology, it would suffice to somehow encode the elements of $\mathbb{Z}_{N}$ in such a way that,

- The code is concentrated and recoverable (that is, list decodable).
- Given the challenge $f(x)$ and an oracle predicting $P$ we can devise access to a corrupted codeword $w$ close enough to the encoding of $x$.

This is formalized in Theorem 2 (List Decoding Approach) of [1],
Theorem 3. Assume a collection of codes $\mathcal{C}^{P}=\left\{\mathcal{C}^{P_{i}}\right\}_{i \in I}$ s.t. $\forall i \in I$, (1) $\mathcal{C}^{P_{i}}$ is list decodable, and (2) $\mathcal{C}^{P_{i}}$ accessible with respect to $f_{i}$. Then $\mathcal{P}$ is hard-core of $F$.

The definition of accessible code is:
Definition 10. Let $\mathcal{P}$ be a collection of predicates and $F$ a family of one-way functions. The code $\mathcal{C}$ is accessible with respect to $F$ if there exists a PPT access algorithm $\mathcal{A}$, such that for all $i \in I_{n}, \mathcal{C}^{P_{i}}$ is accessible with respect to $f_{i}$, namely

1. Code access: $\forall x, j \in \mathcal{D}_{i}, \mathcal{A}\left(i, f_{i}(x), j\right)$ returns $f_{i}\left(x^{\prime}\right)$ such that $C_{x}^{P_{i}}(j)=$ $P_{i}\left(x^{\prime}\right)$
2. Well spread: For uniformly distributed $C_{x}^{P_{i}} \in \mathcal{C}^{P_{i}}$ and $j \in D_{i}$, the distribution of $x^{\prime}$ satisfying $f_{i}\left(x^{\prime}\right)=\mathcal{A}\left(i, f_{i}(x), j\right)$ is statistically close to the uniform distribution on $D_{i}$
3. Bias preserving: For every codeword $C_{x}^{P_{i}} \in \mathcal{C}^{P_{i}}$,

$$
\left|\operatorname{Pr}\left(C_{x}^{P_{i}}(j)=1: j \leftarrow \mathcal{D}_{i}\right)-\operatorname{Pr}\left(P_{i}(z)=1: z \leftarrow \mathcal{D}_{i}\right)\right| \leq \nu(n)
$$

where $\nu$ is a negligible function.
Lemma 3 of [1] proves that if $\mathcal{C}^{P}$ is accessible with respect to $F$ and an algorithm $\mathcal{B}$ that predicts $P$ from $F$ with probability at least $m a j_{P}+\epsilon$ is given, then, for a non-negligible fraction of the codewords $C_{x}^{P} \in \mathcal{C}^{P}$, given $f(x)$ we have access to a corrupted codeword $w_{x}$ close enough to $C_{x}^{P}$.

Akavia et al. prove that the multiplication code $\mathcal{C}^{P}$ is accessible with respect to RSA and $E X P_{p, g}$ and they state that it also holds for Rabin and $E C L$. In section 7] we prove that $\mathcal{C}^{P}$ is accessible with respect to the Paillier one-way function.

Once the accessibility of the code with respect to a one-way function $f$ is stablished, to prove that $P$ is a hard-core of $f$ it suffices to see that the multiplication code $C_{x}^{P}$ is concentrated and recoverable. Concerning the concentration, observe that if $x \in \mathbb{Z}_{N}^{*}$, from the definition of multiplication code, there is a simple relation between the Fourier coefficients of $C_{x}^{P}$ and $P, \widehat{C_{x}^{P}(\beta)}=\widehat{P(\beta / x)}$. As a consequence,

Lemma 1. For all $\epsilon>0$, if $P$ is $\epsilon$-concentrated in $\Gamma$ then $C_{x}^{P}$ is $\epsilon$-concentrated in $\Gamma^{\prime}=\left\{\chi_{\beta}: \beta=\alpha x \bmod N, \chi_{\alpha} \in \Gamma\right\}$.

## 5 The Security of All Bits for Special N

The purpose of this section is to prove that the predicate $P(x)=B_{i}(x)$, defined in section 2, is a hard-core predicate of any one-way function defined over $\mathbb{Z}_{N}$ for which the multiplication code is accessible, for $N$ of special form. Because of theorem 3 it suffices to prove that the multiplication code $\mathcal{C}^{B_{i}}$ is concentrated and recoverable.

The organization of this section is the following: to prove that $P$ is concentrated, we begin giving an explicit formula for the Fourier coefficients of the ith bit in subsection 5.1 This formula is used in subsection 5.2 to study the asymptotic behavior of $|\widehat{P(\alpha)}|^{2}$.

In subsection 5.3 we prove that $P$ is concentrated for all $N$ of a special form. Theorem 6 of subsection 5.4 proves one of the main results of the paper namely that the predicate ith bit is hard-core of any one-way function defined over $\mathbb{Z}_{N}$ for which the multiplication code is accessible, for $N$ of special form. To do this we prove the recoverability of the code $\mathcal{C}^{B_{i}}$ in theorem 55 It turns out that these partial results are enough to reprove the hardness of $O(\log n)$ most and least significant bits.

### 5.1 The Fourier Representation of the ith Bit

Let $P(x)=B_{i}(x)$ be the ith bit as defined in section 2 and $N=r 2^{i+1} \pm m$, where $0<m<2^{i}$. Define the function $g(x)=\frac{P\left(x+2^{i}\right)+P(x)}{2}$.

Recall that $w_{N}=e^{\frac{2 \pi j}{N}}$. From the definitions given in section 3.1 and using some properties of the Fourier coefficients, we have the following relation

$$
\widehat{g(\alpha)}=\frac{\left(w_{N}^{2^{i} \alpha}+1\right)}{2} \widehat{P(\alpha)}
$$

We consider two different situations:

- Case $1 N=r 2^{i+1}-m$. In this case $g(x)=1$ if and only if $x \in I_{1} \stackrel{\text { def }}{=}$ $\left[(r-1) 2^{i+1}+2^{i}-m,(r-1) 2^{i+1}+2^{i}-1\right]$, else $g(x)=0$.
- Case $2 N=r 2^{i+1}+m$. In this case $g(x)=1$ if and only if $x \in I_{2} \stackrel{\text { def }}{=}$ $\left[r 2^{i+1}, r 2^{i+1}+m-1\right]$, else $g(x)=0$.

In either of the two cases it is easy to compute the Fourier coefficients of $P$ explicitly. Indeed, it suffices to find $\widehat{g(\alpha)}$ since $w_{N}^{2^{i} \alpha}+1 \neq 0$ because $m \neq 0$. Note that in both Case 1 and Case 2, $g(x)$ is only different from 0 in an interval of length $m$. As a result the non-zero summands in the expression of $\widehat{g(\alpha)}$ form a geometric progression with exactly $m$ terms and $\widehat{g(\alpha)}$ can be computed explicitly. If $\alpha \neq 0$, in Case 1:

$$
\widehat{g(\alpha)}=\frac{1}{N} \sum_{y \in I_{1}} \overline{\chi_{\alpha}(y)}=\frac{1}{N} w_{N}^{-\alpha\left((r-1) 2^{i+1}+2^{i}-m\right)} \frac{\left(w_{N}^{-\alpha m}-1\right)}{\left(w_{N}^{-\alpha}-1\right)}
$$

Analogously, in Case 2, $\widehat{g(\alpha)}=\frac{1}{N} w_{N}^{-\alpha\left(r 2^{i+1}\right)} \frac{\left(w_{N}^{-\alpha m}-1\right)}{\left(w_{N}^{-\alpha}-1\right)}$. Moreover, in both cases, $\widehat{g(0)}=\frac{m}{N}$.

Taking the modulus, we obtain that in both cases, for any $\alpha \neq 0$

$$
|\widehat{g(\alpha)}|^{2}=\frac{1}{N^{2}} \frac{\sin ^{2}\left(\frac{m \alpha \pi}{N}\right)}{\sin ^{2}\left(\frac{\alpha \pi}{N}\right)}
$$

Using the fact that $\left|w_{N}^{2^{i} \alpha}+1\right|^{2}=4 \cos ^{2}\left(\frac{2^{i} \alpha \pi}{N}\right)$, we obtain

$$
\begin{equation*}
|\widehat{P(\alpha)}|^{2}=|\widehat{g(\alpha)}|^{2} \frac{1}{\cos ^{2}\left(\frac{2^{i} \alpha \pi}{N}\right)}=\frac{1}{N^{2}} \frac{\sin ^{2}\left(\frac{m \alpha \pi}{N}\right)}{\sin ^{2}\left(\frac{\alpha \pi}{N}\right) \cos ^{2}\left(\frac{2^{i} \alpha \pi}{N}\right)} \tag{1}
\end{equation*}
$$

Remark. There is an alternative trick to compute $|\widehat{P(\alpha)}|^{2}$, it suffices to consider the function $G(x)=\frac{P(x+1)-P(x)}{2}$. In this case,

$$
\begin{equation*}
|\widehat{P(\alpha)}|^{2}=|\widehat{G(\alpha)}|^{2} \frac{1}{\sin ^{2}\left(\frac{\alpha \pi}{N}\right)} \tag{2}
\end{equation*}
$$

Define Case 1 and Case 2 as above. Note that in either one of the cases the function takes values in $\{ \pm 1\}$ whenever $x=k 2^{i}-1$, for $k \in \mathbb{Z}$. Additionally, in Case $1, G(N-1)=1$. As a consequence, in both cases the function takes exactly $2 r$ non-zero values. This remark will be useful in subsections 5.2 and 5.3 .

### 5.2 Asymptotic Behaviour of the Fourier Coefficients of the ith Bit

We have just seen how to compute the coefficients $\widehat{P(\alpha)}$. In this section we use basic calculus techniques to study its asymptotic behavior.

## Proposition 1

$$
|\widehat{P(\alpha)}|^{2}=\Theta\left(\frac{a b s_{N}(m \alpha)^{2}}{a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-N / 2\right)^{2}}\right)
$$

The proof essentially follows from the following lemma.
Lemma 2. $\pi^{2}\left(1-\frac{\pi^{2}}{12}\right)\left(a b s_{N}(y)\right)^{2} \leq N^{2} \sin ^{2}\left(\frac{y \pi}{N}\right) \leq \pi^{2}\left(a b s_{N}(y)\right)^{2}$
Proof. We use the fact that $x^{2}-\frac{x^{4}}{3} \leq \sin ^{2} x \leq x^{2}$, for any $x \in[-\pi, \pi]$, then:

- Left inequality: Let $j$ be the only integer such that $|y-j N| \leq \frac{N}{2}$, then

$$
\begin{aligned}
& N^{2} \sin ^{2}\left(\frac{y \pi}{N}\right)=N^{2} \sin ^{2}\left(\frac{y \pi}{N}-j \pi\right) \geq N^{2}\left(\frac{y \pi}{N}-j \pi\right)^{2}\left(1-\frac{1}{3}\left(\frac{y \pi}{N}-j \pi\right)^{2}\right) \geq . \\
& \geq \pi^{2}\left(1-\frac{\pi^{2}}{12}\right)\left(a b s_{N}(y)\right)^{2}
\end{aligned}
$$

- Right inequality: Similarly, $N^{2} \sin ^{2}\left(\frac{y \pi}{N}\right) \leq N^{2}\left(\frac{y \pi}{N}-j \pi\right)^{2}=\pi^{2}\left(a b s_{N}(y)\right)^{2} . \square$

To prove proposition 1, we first define $j$ as the unique odd integer in $\left[-2^{i}, 2^{i}\right]$ such that $\left|2^{i} \alpha-j \frac{N}{2}\right| \leq \frac{N}{2}$. Since $\cos ^{2}\left(\frac{2^{i} \alpha \pi}{N}\right)=\sin ^{2}\left(\frac{2^{i} \alpha \pi}{N}-j \frac{\pi}{2}\right)$, proposition 1 is derived from expression (1) of $|\widehat{P(\alpha)}|^{2}$ and lemma 2 for $y=\alpha, y=m \alpha$ and $y=2^{i} \alpha-N / 2$.

Summarizing, we have proven proposition 1 and the constants implied in the symbol $\Theta()$ can be found explicitly, indeed,

$$
K_{1} \cdot \frac{a b s_{N}(m \alpha)^{2}}{a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-\frac{N}{2}\right)^{2}} \leq|\widehat{P(\alpha)}|^{2} \leq K_{2} \cdot \frac{a b s_{N}(m \alpha)^{2}}{a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-\frac{N}{2}\right)^{2}}
$$

where $K_{1} \stackrel{\text { def }}{=}\left(\frac{1}{\pi^{2}}-\frac{1}{12}\right)$ and $K_{2} \stackrel{\text { def }}{=} \frac{1}{\pi^{2}\left(1-\frac{\pi^{2}}{12}\right)^{2}}$.
Finally, if $K_{3} \stackrel{\text { def }}{=} \frac{1}{\pi^{2}\left(1-\frac{\pi^{2}}{12}\right)}$, we prove
Lemma 3. $|\widehat{P(\alpha)}|^{2} \leq K_{3} \cdot \min \left\{\frac{m^{2}}{a b s_{N}\left(2^{i} \alpha-\frac{N}{2}\right)^{2}}, \frac{4 r^{2}}{a b s_{N}(\alpha)^{2}}\right\}$.
Proof. The function $g$ is equal to 0 in all but $m$ elements of the domain and therefore $|\widehat{g(\alpha)}|^{2} \leq \frac{m^{2}}{N^{2}}$, since each coefficient is the sum of $m$ terms in the unit circle. The inequalities of lemma 2 and expression (1) imply that $|\widehat{P(\alpha)}|^{2} \leq$ $K_{3} \cdot \frac{m^{2}}{a b s_{N}\left(2^{i} \alpha-\frac{N}{2}\right)^{2}}$. To prove the other bound observe that $|\widehat{G(\alpha)}|^{2} \leq \frac{4 r^{2}}{N^{2}}$ and use expression (2) and lemma 2.

### 5.3 The Concentration of the ith Bit for Certain N

In the previous section we found an expression of the asymptotic behavior of the coefficients of $P$ which is hard to interpret. It is clear that the heavy coefficients of $P$ will be around the points that annihilate the denominator, but otherwise it is not trivial to show that there exists a set $\Gamma$ of size $\operatorname{poly}(n / \epsilon)$ such that $\left\|P-P_{\mid \Gamma}\right\|_{2}^{2} \leq \epsilon$.

In this section we prove that if $N=r 2^{i+1} \pm m$ and either $r \in \operatorname{poly}(n)$ or $m \in \operatorname{poly}(n)$ then $P$ is concentrated. The result is a consequence of the two following lemmas.

Lemma 4. For any $\epsilon>0,\left\|P-P_{\mid \Gamma_{2 i}}\right\|_{2}^{2} \leq \epsilon$, where

$$
\Gamma_{2^{i}} \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: a b s_{N}\left(2^{i} \alpha-N / 2\right) \leq O\left(\frac{m^{2}}{\epsilon}\right)\right\} .
$$

Proof. Let $\Gamma_{k}^{c} \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: a b s_{N}\left(2^{i} \alpha-N / 2\right)>k\right\}$ then, using one of the bounds of lemma 3

$$
\sum_{\chi_{\alpha} \in \Gamma_{k}^{c}}|\widehat{P(\alpha)}|^{2} \leq O\left(m^{2}\right) \sum_{\chi_{\alpha} \in \Gamma_{k}^{c}} \frac{1}{a b s_{N}\left(2^{i} \alpha-N / 2\right)^{2}}<O\left(\frac{m^{2}}{k}\right)
$$

Taking $k \in O\left(\frac{m^{2}}{\epsilon}\right),\left\|P-P_{\mid \Gamma_{2^{i}}}\right\|_{2}^{2} \leq \epsilon$.
Similarly, using the other bound of lemma 3
Lemma 5. For any $\epsilon>0,\left\|P-P_{\mid \Gamma_{0}}\right\|_{2}^{2} \leq \epsilon$, where

$$
\Gamma_{0} \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: a b s_{N}(\alpha) \leq O\left(\frac{r^{2}}{\epsilon}\right)\right\}
$$

That is, $P$ is concentrated in $\Gamma \stackrel{\text { def }}{=} \Gamma_{0} \cap \Gamma_{2^{i}}$ and in case either $r \in \operatorname{poly}(n)$ or $m \in \operatorname{poly}(n)$, the cardinal of this set is poly $(n / \epsilon)$. Because of lemma 1 we have proven the following theorem.

Theorem 4. The code $\mathcal{C}^{B_{i}}$ is concentrated for all $N=r 2^{i+1} \pm m, 0<m<2^{i}$, with either $r \in \operatorname{poly}(n)$ or $m \in \operatorname{poly}(n)$.

### 5.4 The Hardness of the ith Bit for Certain N

We study the recoverability of $\mathcal{C}^{P}$. The recovery algorithm is adapted from lemma 5 of [1] which proved that if $B$ is a t-segment predicate, $\mathcal{C}^{B}$ is recoverable. Combined with the concentration proven in theorem 4 the recoverability of $\mathcal{C}^{P}$ will prove the main result about the hardness of the ith bit for certain N .

Theorem 5. The code $\mathcal{C}^{B_{i}}$ is recoverable for all $N=r 2^{i+1} \pm m$ with either $r \in \operatorname{poly}(n)$ or $m \in \operatorname{poly}(n)$ for $N$ a prime or an RSA modulus.

Proof. We first consider the case $r \in \operatorname{poly}(n)$. In this case, because of lemma 1 and lemma 5 $C_{x}^{P}$ is $\tau$-concentrated in $\Gamma_{0}^{\prime} \stackrel{\text { def }}{=}\left\{\chi_{\beta}: \beta=\alpha x \bmod N, a b s_{N}(\alpha) \leq\right.$ $\left.O\left(\frac{r^{2}}{\tau}\right)\right\}$.

The inputs of the recovery algorithm are a character $\chi_{\beta}$ and a threshold parameter $\tau($ where $1 / \tau \in \operatorname{poly}(n))$. The output is a list containing $x \in \mathbb{Z}_{N}$ such that $\chi_{\beta} \in \operatorname{Heavy}_{\tau}\left(C_{x}^{P}\right)$.

Since, $C_{x}^{P}$ is $\tau$-concentrated in $\Gamma_{0}^{\prime}, \chi_{\beta} \in \operatorname{Heavy}_{\tau}\left(C_{x}^{P}\right)$ implies $\chi_{\beta} \in \Gamma_{0}^{\prime}$ and thus $\beta=\alpha x \bmod N$ for $a b s_{N}(\alpha) \leq \operatorname{poly}(n / \tau)$. The algorithm outputs the union of the lists $L_{\alpha}$ such that $L_{\alpha}$ contains all $x$ so that $x=\beta / \alpha \bmod N$. If $\alpha \in \mathbb{Z}_{N}^{*}$ there is a single solution to this equation. If $\operatorname{gcd}(N, \alpha)=d \neq 1$, the solution of $\frac{\alpha}{d} x=\beta \bmod \frac{N}{d}$ is either empty or a list

$$
L_{\alpha}=\left\{x+i \cdot \frac{N}{d} \quad \bmod N\right\}_{i=0, \ldots, d-1} .
$$

The union of the lists $L_{\alpha}$ (over all $\alpha$ such that $a b s(\alpha) \leq O\left(\frac{r^{2}}{\tau}\right)$ ) contains all $x$ such that $\operatorname{Heavy}_{\tau}\left(C_{x}^{P}\right) \ni \chi_{\beta}$. For the length of the lists and the time of constructing them be poly $(n / \tau)$, it must be that $d \in \operatorname{poly}(n)$, since $L_{\alpha}$ has length $d$. This condition is trivially satisfied if $N$ is a prime. If $N$ is an RSA modulus, $\operatorname{gcd}(N, \alpha) \neq 1$ implies factoring $N$. So, for an RSA modulus $N=r 2^{i+1} \pm m$ with $r \in \operatorname{poly}(n)$, either the code $\mathcal{C}^{B_{i}}$ is recoverable or $P$ is concentrated in a known
set $\Gamma_{0}$ of polynomial size which contains some element which allows to factorize $N$, contradicting the unfeasibility of factoring RSA modulus.

The case $m \in \operatorname{poly}(n)$ is proven in a similar way but now taking into account $C_{x}^{P}$ is $\tau$-concentrated in $\Gamma_{2^{i}}^{\prime} \stackrel{\text { def }}{=}\left\{\chi_{\beta}: \beta=\alpha x \bmod N, a b s_{N}\left(2^{i} \alpha-N / 2\right) \leq\right.$ $\left.O\left(\frac{m^{2}}{\tau}\right)\right\}$.

Theorem 2 states that, as a consequence of theorems 4 and 5, the code $\mathcal{C}^{B_{i}}$ is list decodable for all $N=r 2^{i+1} \pm m$ with either $r \in \operatorname{poly}(n)$ or $m \in \operatorname{poly}(n)$ and $N$ a prime or an RSA modulus.

Finally, we conclude
Theorem 6. The predicate $B_{i}$, ith bit, is a hard-core predicate for any one-way function defined over $\mathbb{Z}_{N}$ for which the multiplication code $\mathcal{C}^{B_{i}}$ is accessible, for all $N=r 2^{i+1} \pm m$ prime or RSA modulus such that either $r \in \operatorname{poly}(n)$ or $m \in \operatorname{poly}(n)$.

This theorem is a consequence of the list decodability of the code $\mathcal{C}^{B_{i}}$ and theorem 3.

This proves the hardness of all bits for $N$ with a special binary representation, but it also reproves the hardness of the $O(\log n)$ most and least significant bits for all $N$ of cryptographic interest.

- Most significant bits If $n-i \in O(\log n)$, then $r \in \operatorname{poly}(n)$. Theorem 6 proves the security of the first $O(\log n)$ most significant bits for all $N$ prime or RSA modulus for any one-way function defined over $\mathbb{Z}_{N}$ for which the multiplication code $\mathcal{C}^{B_{i}}$ is accessible.
- Least significant bits If $i \in O(\log n)$ then $m \in \operatorname{poly}(n)$. Theorem 6 proves the security of the first $O(\log n)$ most significant bits for all $N$ prime or RSA modulus for any one-way function defined over $\mathbb{Z}_{N}$ for which the multiplication code $\mathcal{C}^{B_{i}}$ is accessible.


## 6 The Security of All Bits for All $N$

This section is devoted to prove the hardness of all bits for all cryptographically relevant $N$. First of all in subsection 6.1] we study the bounds given in section 5.2 more accurately. In subsection 6.2 we proceed to prove that $P$ is concentrated for $N$ prime or RSA modulus. This result, together with the recovery algorithm given in subsection 6.3 and the accessibility of $\mathcal{C}^{P}$, implies the security of the internal bits for all $N$ of cryptographic interest. This is summarized in theorem 9

### 6.1 A Closer Look at the Asymptotic Behavior of $\mid \widehat{\left.\boldsymbol{P ( \alpha )}\right|^{2}}$

The bounds of section 5.2 are not enough to prove the concentration in the general case. Therefore, in this section we will study the asymptotic behavior of $|\widehat{P(\alpha)}|^{2}$ in more detail.

As it was proven in proposition 1

$$
|\widehat{P(\alpha)}|^{2}=\Theta\left(\frac{a b s_{N}(m \alpha)^{2}}{a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-N / 2\right)^{2}}\right) .
$$

We introduce some notation to express the elements $\alpha \in \mathbb{Z}_{N}$ as a function of some parameters useful to describe $a b s_{N}(\alpha)$ and $a b s_{N}\left(2^{i} \alpha-N / 2\right)$. Recall that $N=r 2^{i+1} \pm m$, where $0<m<2^{i}$.

Some parameters. We define some parameters depending on $\alpha \geq 0$ or $\alpha<0$. First consider the case $\alpha \in\left[0, \frac{N-1}{2}\right]$. Denote $\delta_{\alpha} \equiv \alpha 2^{i}-\frac{N-1}{2} \bmod N$, where $\delta_{\alpha} \in\left[-\frac{N-1}{2}, \frac{N-1}{2}\right]$ and let $\lambda_{\alpha}$ be the integer in $\left[0,2^{i-1}-1\right]$ such that

$$
\begin{equation*}
\alpha 2^{i}=(N-1) / 2+\delta_{\alpha}+\lambda_{\alpha} N \tag{3}
\end{equation*}
$$

Let $\alpha$ be an integer in $\left[-\frac{N-1}{2}, 0\right)$. Denote $\delta_{\alpha} \equiv \alpha 2^{i}+\frac{N+1}{2} \bmod N$, where $\delta_{\alpha} \in$ $\left[-\frac{N-1}{2}, \frac{N-1}{2}\right]$ and let $\lambda_{\alpha}$ be the integer in $\left[0,2^{i-1}-1\right]$ such that

$$
\begin{equation*}
\alpha 2^{i}=-(N+1) / 2+\delta_{\alpha}-\lambda_{\alpha} N . \tag{4}
\end{equation*}
$$

Finally, for any $\alpha \in\left[-\frac{N-1}{2}, \frac{N-1}{2}\right]$ we define $\mu_{\alpha} \in[0, r]$ as the only integer such that $a b s_{N}\left(2^{i} \alpha-(N-1) / 2\right)=\mu_{\alpha} 2^{i}+\widetilde{\delta}_{\alpha}$ with $\widetilde{\delta}_{\alpha} \in\left[0,2^{i}-1\right]$.

From equations 3 and 4 if $\alpha \geq 0$,

$$
\begin{equation*}
\alpha=\left((N-1) / 2+\delta_{\alpha}+\lambda_{\alpha} N\right) / 2^{i}, \tag{5}
\end{equation*}
$$

and if $\alpha<0$,

$$
\begin{equation*}
\alpha=\left(-(N+1) / 2+\delta_{\alpha}-\lambda_{\alpha} N\right) / 2^{i} . \tag{6}
\end{equation*}
$$

We emphasize that equations 3, 4, 5 and 6 are integer equalities.
The parameters $\mu_{\alpha}$ and $\widetilde{\delta}_{\alpha}$ are determined by $\delta_{\alpha}$. Indeed,
Lemma 6. For all $\alpha \in \mathbb{Z}_{N}, \mu_{\alpha} 2^{i}+\widetilde{\delta}_{\alpha}=\left|\delta_{\alpha}\right|$.
Proof. We will prove that $a b s_{N}\left(2^{i} \alpha-(N-1) / 2\right)=\left|\delta_{\alpha}\right|$. This is obvious when $\alpha \geq 0$, since $\alpha 2^{i}-(N-1) / 2 \equiv \delta_{\alpha} \bmod N$ and $\delta_{\alpha} \in\left[-\frac{N-1}{2}, \frac{N-1}{2}\right]$. When $\alpha<0$, note that

$$
\alpha 2^{i}-(N-1) / 2 \equiv \alpha 2^{i}+(N+1) / 2 \equiv \delta_{\alpha} \quad \bmod N .
$$

Since $\delta_{\alpha} \in\left[-\frac{N-1}{2}, \frac{N-1}{2}\right]$, $a b s_{N}\left(\alpha 2^{i}-(N-1) / 2\right)=\left|\delta_{\alpha}\right|$ by definition of absolute value.

Note that lemmas 4 and 5in section 5.3 imply that $\left\|P-P_{\mid \Gamma_{2^{i}} \cap \Gamma_{0}}\right\|_{2}^{2} \leq \epsilon$. That is, if there exists a set $\Gamma$ where $P$ is concentrated, then $\Gamma \subset \Gamma_{0} \cap \Gamma_{2^{i}}$. The choice of these parameters is motivated by the remark that points $\alpha \in \Gamma_{0} \cap \Gamma_{2^{i}}$ should be close to small odd multiples of $N / 2^{i+1}$, that is, observing that $N / 2^{i+1} \approx r$, we will have that $a b s_{N}(\alpha) \approx\left(2 \lambda_{\alpha}+1\right) r \pm \mu_{\alpha}$, with $\lambda_{\alpha}$ and $\mu_{\alpha}$ small. Indeed,

Lemma 7. For all $\alpha \in \mathbb{Z}_{N}$, abs $s_{N}(\alpha)=\left(2 \lambda_{\alpha}+1\right) r \pm \mu_{\alpha}+R$, with $|R| \leq \lambda_{\alpha}$.
Proof. First of all we consider the case $\alpha \in\left[0, \frac{N-1}{2}\right]$. In this case $a b s_{N}(\alpha)=\alpha$.
Suppose $\delta_{\alpha} \in\left[0, \frac{N-1}{2}\right]$ and $\underset{\sim}{N}=r 2^{i+1}-m$ (i.e., Case 1 of section 5.1). Since $\delta_{\alpha} \geq 0$, lemma 6 implies $\delta_{\alpha}=\widetilde{\delta}_{\alpha}+\mu_{\alpha} 2^{i}$. Substituting in equation 5, we get

$$
a b s_{N}(\alpha)=\left(2 \lambda_{\alpha}+1\right) r+\mu_{\alpha}+\frac{-\left(2 \lambda_{\alpha}+1\right) m+2 \widetilde{\delta}_{\alpha}-1}{2^{i+1}} .
$$

Similarly for the rest of cases, that is: (1) $\delta_{\alpha} \in\left[-\frac{N-1}{2}, 0\right)$ and $N=r 2^{i+1}-m$, (2) $\delta_{\alpha} \in\left[0, \frac{N-1}{2}\right]$ and $N=r 2^{i+1}+m$ and (3) $\delta_{\alpha} \in\left[-\frac{N-1}{2}, 0\right)$ and $N=r 2^{i+1}+m$, we obtain

$$
a b s_{N}(\alpha)=\left(2 \lambda_{\alpha}+1\right) r \pm \mu_{\alpha}+\frac{ \pm\left(2 \lambda_{\alpha}+1\right) m \pm 2 \widetilde{\delta}_{\alpha}-1}{2^{i+1}} .
$$

On the other hand, in the case $\alpha<0, a b s_{N}(\alpha)=-\alpha$. Considering all the possible combinations for the sign of $\delta_{\alpha}$ and Case 1 and Case 2, as above, and substituting in equation 6, we obtain

$$
a b s_{N}(\alpha)=\left(2 \lambda_{\alpha}+1\right) r \pm \mu_{\alpha}+\frac{ \pm\left(2 \lambda_{\alpha}+1\right) m \pm 2 \widetilde{\delta}_{\alpha}+1}{2^{i+1}}
$$

If $\lambda_{\alpha}=0$ it is easy to see that $R=0$ and the lemma is true. Indeed, $\lambda_{\alpha}=0$ implies $\pm m \pm 2 \widetilde{\delta}_{\alpha} \pm 1=0 \bmod 2^{i+1}$ due to the fact that equations 3 and 4 were integer equalities. Because of the range of definition of $m$ and $\widetilde{\delta}_{\alpha}$, this congruence is equivalent to the equality $\pm m \pm 2 \widetilde{\delta}_{\alpha} \pm 1=0$ and therefore $R=0$. Now, to prove the lemma proceed by induction over $\lambda_{\alpha}$.

Corollary 1. For all $\alpha \in \mathbb{Z}_{N}$, abs $s_{N}(\alpha) \geq \lambda_{\alpha}(2 r-1)$.
Proof. Simply note that $\mu_{\alpha} \in[0, r]$ and $|R| \leq \lambda_{\alpha}$. Then,

$$
a b s_{N}(\alpha)=\left(2 \lambda_{\alpha}+1\right) r \pm \mu_{\alpha}+R \geq 2 \lambda_{\alpha} r+R \geq \lambda_{\alpha}(2 r-1) .
$$

From these lemmas we can easily prove the following:
Lemma 8. $a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-\frac{N-1}{2}\right)^{2} \geq \lambda_{\alpha}^{2} \mu_{\alpha}^{2} r^{2} 2^{2 i+2} \frac{1}{4}$.
Proof. As we have seen in corollary 1 abs $s_{N}(\alpha) \geq \lambda_{\alpha}(2 r-1)$, therefore

$$
\begin{aligned}
& a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-\frac{N-1}{2}\right)^{2} \geq \lambda_{\alpha}^{2}(2 r-1)^{2}\left(\mu_{\alpha} 2^{i}+\widetilde{\delta}_{\alpha}\right)^{2} \geq \lambda_{\alpha}^{2}(2 r-1)^{2}\left(\mu_{\alpha} 2^{i}\right)^{2} \geq \\
& \geq \lambda_{\alpha}^{2} \frac{(2 r-1)^{2}}{(2 r)^{2}}(2 r)^{2}\left(\mu_{\alpha} 2^{i}\right)^{2} \geq \lambda_{\alpha}^{2} \mu_{\alpha}^{2} r^{2} 2^{2 i+2} \frac{1}{4} .
\end{aligned}
$$

Now it is easy to characterize the asymptotic behavior of $|\widehat{P(\alpha)}|^{2}$ in terms of $\lambda_{\alpha}$ and $\mu_{\alpha}$.
Proposition 2. For all $\alpha \in \mathbb{Z}_{N}$ such that $\lambda_{\alpha}>0$ and $\mu_{\alpha}>0$

$$
|\widehat{P(\alpha)}|^{2}<O\left(\frac{1}{\lambda_{\alpha}^{2} \mu_{\alpha}^{2}}\right)
$$

Proof. Since $a b s_{N}(m \alpha) \leq N / 2$, from proposition 1 and the lemma 8, if $\lambda_{\alpha}>0$ and $\mu_{\alpha}>0$,

$$
|\widehat{P(\alpha)}|^{2}<O\left(\frac{a b s_{N}(m \alpha)^{2}}{a b s_{N}(\alpha)^{2} a b s_{N}\left(2^{i} \alpha-N / 2\right)^{2}}\right)<O\left(\frac{N^{2}}{\lambda_{\alpha}^{2} \mu_{\alpha}^{2} r^{2} 2^{2 i+2}}\right)<O\left(\frac{1}{\lambda_{\alpha}^{2} \mu_{\alpha}^{2}}\right) . \square
$$

Before proceeding to prove our main theorem, we note that elements in $\mathbb{Z}_{N}$ have a convenient representation in these parameters.

Lemma 9. The following map is injective

$$
\left.\begin{array}{ccc}
\pi:\left[-\frac{N-1}{2}, \frac{N-1}{2}\right] & \longrightarrow & {\left[0,2^{i-1}-1\right] \times[0, r] \times\{ \pm 1\} \times\{ \pm 1\}} \\
\alpha & \longmapsto & \left(\lambda_{\alpha},\right. \\
\mu_{\alpha}, & s_{\alpha}, & s_{\delta}
\end{array}\right)
$$

where $s_{\alpha}=1$ if $\alpha \geq 0$ and -1 otherwise and $s_{\delta}=1$ if $\delta_{\alpha} \geq 0$ and -1 otherwise.
Proof. Reducing equations 3 and 4 modulo $2^{i}$ it is clear that $\lambda_{\alpha}$ and $s_{\delta}$ determine $\widetilde{\delta}_{\alpha}$ modulo $2^{i}$ and therefore $\widetilde{\delta}_{\alpha}$. Then $\alpha$ can be computed from $\pi(\alpha)$ using equations 5 or 6

### 6.2 The Concentration of the ith Bit for All N

As a result of lemma 9 of the above section, we can describe the elements of $\mathbb{Z}_{N}$ as regions in $\left[0,2^{i-1}-1\right] \times[0, r] \times\{ \pm 1\} \times\{ \pm 1\}$. Now we can present our result about the concentration of the ith bit.

Theorem 7. $P$ is $\epsilon$-concentrated in $\Gamma \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: \lambda_{\alpha}<O\left(\frac{1}{\epsilon}\right), \mu_{\alpha}<O\left(\frac{1}{\epsilon}\right)\right\}$.
Proof. Let $\Gamma_{k} \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: \lambda_{\alpha} \leq k, \mu_{\alpha} \leq k\right\}$, we will prove that

$$
\sum_{\chi_{\alpha} \notin \Gamma_{k}}|\widehat{P(\alpha)}|^{2}<O\left(\frac{1}{k}\right) .
$$

Note that $\mathbb{Z}_{N} \backslash \Gamma_{k}=\left\{\chi_{\alpha}: \lambda_{\alpha}=0, \mu_{\alpha}>k\right\} \cup\left\{\chi_{\alpha}: \lambda_{\alpha}>k, \mu_{\alpha}=0\right\} \cup\left\{\chi_{\alpha}:\right.$ $\left.\lambda_{\alpha}>k, \mu_{\alpha} \geq 1\right\} \cup\left\{\chi_{\alpha}: \lambda_{\alpha} \geq 1, \mu_{\alpha}>k\right\}$.

To bound the sum of $|\widehat{P(\alpha)}|^{2}$ over the two first sets, the bounds of lemma 3 of section 5.2 will suffice, while we will need proposition for the other bounds. Indeed, when $\lambda_{\alpha}=0$, using one of the bounds of lemma 3

$$
\begin{aligned}
\sum_{\lambda_{\alpha}=0, \mu_{\alpha}>k}|\widehat{P(\alpha)}|^{2} & \leq O\left(m^{2}\right) \sum_{\lambda_{\alpha}=0, \mu_{\alpha}>k} \frac{1}{a b s_{N}\left(2^{i} \alpha-(N-1) / 2\right)^{2}}< \\
& <O\left(m^{2}\right) \sum_{\lambda_{\alpha}=0, \mu_{\alpha}>k} \frac{1}{\frac{1}{\left(\widetilde{\delta}_{\alpha}+\mu_{\alpha} 2^{i}\right)^{2}}<} \\
& <O\left(m^{2}\right) \sum_{\lambda_{\alpha}=0, \mu_{\alpha}>k} \frac{1}{\left(\mu_{\alpha} 2^{i}\right)^{2}}< \\
& <O(1) \sum_{\lambda_{\alpha}=0, \mu_{\alpha}>k} \frac{1}{\mu_{\alpha}^{2}}<O\left(\frac{1}{k}\right) .
\end{aligned}
$$

On the other hand, when $\mu_{\alpha}=0$, using the other bound of lemma 3,

$$
\begin{aligned}
\sum_{\lambda_{\alpha}>k, \mu_{\alpha}=0}|\widehat{P(\alpha)}|^{2} & \leq O\left(r^{2}\right) \sum_{\lambda_{\alpha}>k, \mu_{\alpha}=0} \frac{1}{a b s_{N}(\alpha)^{2}}< \\
& <O\left(r^{2}\right) \sum_{\lambda_{\alpha}>k, \mu_{\alpha}=0} \frac{1}{\lambda_{\alpha}^{2}(2 r-1)^{2}}< \\
& <O(1) \sum_{\lambda_{\alpha}>k, \mu_{\alpha}=0} \frac{1}{\lambda_{\alpha}^{2}}<O\left(\frac{1}{k}\right) .
\end{aligned}
$$

To conclude the proof we need to show that

$$
\sum_{\lambda_{\alpha}>k, \mu_{\alpha} \geq 1}|\widehat{P(\alpha)}|^{2}+\sum_{\lambda_{\alpha} \geq 1, \mu_{\alpha}>k}|\widehat{P(\alpha)}|^{2}<O\left(\frac{1}{k}\right) .
$$

From proposition 6.2.

$$
|\widehat{P(\alpha)}|^{2}<O\left(\frac{1}{\lambda_{\alpha}^{2} \mu_{\alpha}^{2}}\right)
$$

As a consequence,

$$
\begin{aligned}
& \quad \sum_{\lambda_{\alpha}>k, \mu_{\alpha} \geq 1}|\widehat{P(\alpha)}|^{2}+\sum_{\lambda_{\alpha} \geq 1, \mu_{\alpha}>k}|\widehat{P(\alpha)}|^{2} \leq \sum_{\lambda_{\alpha}>k, \mu_{\alpha} \geq 1} \frac{1}{\lambda_{\alpha}^{2} \mu_{\alpha}^{2}}+\sum_{\lambda_{\alpha} \geq 1, \mu_{\alpha}>k} \frac{1}{\lambda_{\alpha}^{2} \mu_{\alpha}^{2}}= \\
& = \\
& \sum_{\mu_{\alpha} \geq 1} \frac{1}{\mu_{\alpha}^{2}}\left(\sum_{\lambda_{\alpha}>k} \frac{1}{\lambda_{\alpha}^{2}}\right)+\sum_{\lambda_{\alpha} \geq 1} \frac{1}{\lambda_{\alpha}^{2}}\left(\sum_{\mu_{\alpha}>k} \frac{1}{\mu_{\alpha}^{2}}\right)<O\left(\frac{1}{k}\right) .
\end{aligned}
$$

We conclude that if $k \in O\left(\frac{1}{\epsilon}\right), \sum_{\chi_{\alpha} \notin \Gamma}|\widehat{P(\alpha)}|^{2} \leq \epsilon$ as stated in theorem 7

### 6.3 The Hardness of the ith Bit for All N

In the previous section we proved the concentration of the predicate $B_{i}$. To complete the proof of the main theorem concerning its hardness, in this section we prove the recoverability of the code $\mathcal{C}^{B_{i}}$.

Theorem 8. The code $\mathcal{C}^{B_{i}}$ is recoverable for all $N$ prime or $R S A$ modulus.
Proof. This recovery algorithm is almost identical to the one given in 11.
Because of theorem 7 and lemma $1 C_{x}^{P}$ is $\tau$-concentrated in $\Gamma^{\prime} \stackrel{\text { def }}{=}\left\{\chi_{\beta}: \beta=\right.$ $\left.\alpha x \bmod N, \chi_{\alpha} \in \Gamma\right\}$, where $\Gamma \stackrel{\text { def }}{=}\left\{\chi_{\alpha}: \lambda_{\alpha}<O\left(\frac{1}{\tau}\right), \mu_{\alpha}<O\left(\frac{1}{\tau}\right)\right\}$.

The inputs of the recovery algorithm are a character $\chi_{\beta}$ and a threshold parameter $\tau$, where $1 / \tau \in \operatorname{poly}(n)$. The output is a list containing $x \in \mathbb{Z}_{N}$ such that $\chi_{\beta} \in \operatorname{Heavy}_{\tau}\left(C_{x}^{P}\right)$.

Since, $C_{x}^{P}$ is $\tau$-concentrated in $\Gamma^{\prime}, \chi_{\beta} \in \operatorname{Heavy}_{\tau}\left(C_{x}^{P}\right)$ implies $\chi_{\beta} \in \Gamma^{\prime}$ and thus $\beta=\alpha x \bmod N$ for $\lambda_{\alpha}<\operatorname{poly}(n / \tau)$ and $\mu_{\alpha}<\operatorname{poly}(n / \tau)$. The algorithm outputs the list $L \stackrel{\text { def }}{=}\left\{x: x=\beta / \alpha \bmod N, \chi_{\alpha} \in \Gamma\right\}$. The length of the list and the time of constructing it is $\operatorname{poly}(n / \tau)$.

Theorem 2 states that, as a consequence of theorems 7 and 8 the code $\mathcal{C}^{B_{i}}$ is list decodable for all $N$ prime or RSA modulus. We conclude

Theorem 9. If $N$ is prime or is an $R S A$ modulus, the predicate $B_{i}$ is hard-core for any one-way function defined over $\mathbb{Z}_{N}$ for which the multiplication code is accessible.

## 7 All Bits of the Paillier Encryption Scheme Are Secure

Let $N=p \cdot q$ be an RSA modulus, given an element $g \in \mathbb{Z}_{N^{2}}^{*}$ such that $N$ divides the order of $g$, the Paillier trapdoor permutation, introduced in [10] is the map:

$$
\begin{aligned}
\mathcal{E}_{g}: \mathbb{Z}_{N}^{*} \times \mathbb{Z}_{N} & \longrightarrow \mathbb{Z}_{N^{2}}^{*} \\
(r, m) & \mapsto r^{N} g^{m}
\end{aligned}
$$

Taking $r$ to be a random element and $m$ the plaintext, the Paillier probabilistic encryption scheme encrypts $m$ as $\mathcal{E}_{g}(r, m)$ and is semantically secure under the Decisional Composite N-th residuosity assumption.

In this section we will sketch the proof of the security of any bit $P$ of the message. We stress that by security of $P$ we mean that we relate the ability of an adversary in predicting $P(m)$ from $\mathcal{E}_{g}(r, m)$ to the ability of recovering $m$ from $\mathcal{E}_{g}(r, m)$, and not to the ability of inverting $\mathcal{E}_{g}$.

The concentration and recoverability of the multiplication code $\mathcal{C}^{P}$, where $P: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}$ is the predicate ith bit of the message, follows from our results of section 6.3. Then, the code $\mathcal{C}^{P}$ is list decodable.

The one-way function $\mathcal{E}_{g}$ has domain in $\mathbb{Z}_{N}^{*} \times \mathbb{Z}_{N}$, while the predicate has domain in $\mathbb{Z}_{N}$, so we need to slightly change the definition of accessibility to fit this situation. We will first give the access algorithm, then we will give the new definition of accessible code and argue that this new definition is enough to apply the list decoding methodology.

The access algorithm $\mathcal{A}$, on input $\left(N, g, \mathcal{E}_{g}(r, x), j\right)$, chooses a random element $\ell \in \mathbb{Z}_{N}^{*}$, and outputs $\left(\mathcal{E}_{g}(r, x)\right)^{j} \cdot \ell^{N}$. Note that

$$
\left(\mathcal{E}_{g}(r, x)\right)^{j} \cdot \ell^{N} \equiv \mathcal{E}_{g}\left(r^{j} \cdot \ell, x j\right) \quad \bmod N^{2}
$$

It is not hard to see that for this access algorithm $\mathcal{A}$ the code satisfies the following properties:

1. Code access: $\forall x, j \in \mathbb{Z}_{N}, \mathcal{A}\left(N, g, \mathcal{E}_{g}(r, x), j\right)$ returns $\mathcal{E}_{g}\left(r^{\prime}, x^{\prime}\right)$ such that $C_{x}^{P_{N, g}}(j)=P_{N, g}\left(x^{\prime}\right)$
2. Well spread: For uniformly distributed $C_{x}^{P_{N, g}} \in \mathcal{C}^{P_{N, g}}$ and $j \in \mathbb{Z}_{N}$, the distribution of $\left(r^{\prime}, x^{\prime}\right) \in \mathbb{Z}_{N}^{*} \times \mathbb{Z}_{N}$ satisfying $\mathcal{E}_{g}\left(r^{\prime}, x^{\prime}\right)=\mathcal{A}\left(N, g, \mathcal{E}_{g}(r, x), j\right)$ is statistically close to the uniform distribution on $\mathbb{Z}_{N}^{*} \times \mathbb{Z}_{N}$
3. Bias preserving: For every codeword $C_{x}^{P_{N, g}} \in \mathcal{C}^{P_{N, g}}$,

$$
\left|\operatorname{Pr}\left(C_{x}^{P_{N, g}}(j)=1: j \leftarrow \mathbb{Z}_{N}\right)-\operatorname{Pr}\left(P_{N, g}(z)=1: z \leftarrow \mathbb{Z}_{N}\right)\right| \leq \nu(n),
$$

where $\nu$ is a negligible function.

Compare these properties with the ones that an accessible code must verify (see definition 10 of section (4). Both definitions are almost identical but now the property that the code is well spread is for $\left(r^{\prime}, x^{\prime}\right) \in \mathbb{Z}_{N}^{*} \times \mathbb{Z}_{N}$ and not on the domain of the definition of the code.

Lemmas 2 and 3 of [1] prove that if the code $\mathcal{C}^{P}$ is accessible with respect to $F$, an oracle $\mathcal{B}$ predicting $P$ from $F$ with probability exceeding $\operatorname{maj}_{P}+\epsilon$ implies access to a corrupted codeword $w$ such that $\Delta\left(C_{x}, w\right) \leq$ minor $_{C_{x}}-\epsilon$. The property that the code is well spread is used in the proofs of these lemmas. It is immediate to see that to do the same reasoning in the Paillier case we need to require precisely the second condition above.

Summarizing, the definition we gave above is exactly the one we need to prove that an oracle predicting $P(x)$ from $\mathcal{E}_{g}\left(r^{\prime}, x\right)$ gives access to a corrupted codeword $w$ sufficiently close to $x$. But to prove theorem 3 which states that list decodability of $\mathcal{C}^{P}$ plus accessibility implies that $P$ is a hard-core of $F$, accessibility was only necessary to prove access to a corrupted codeword $w$. Therefore, the argument we gave in this section with the concentration and recoverability of the multiplication code $\mathcal{C}^{P_{N, g}}$ of section 6.3 implies the security of all bits of the message of the Paillier trapdoor permutation.

We emphasize that the security of all bits of the Paillier encryption scheme was only known based on a non-standard computational assumption [3].

## 8 Other Predicates

We note that theorem 6 is enough to reprove the hardness of segment predicates. Recall from section 2 that a t-segment predicate is a predicate which changes value $t \in \operatorname{poly}(n)$ number of times. Define $G$ as

$$
G(x)=\frac{P(x+1)-P(x)}{2}
$$

and note that $G(x) \neq 0$ for exactly $t$ values of $x$. Although in this case we cannot compute $\widehat{G(\alpha)}$ explicitly as before, we still have $|\widehat{G(\alpha)}|^{2} \leq t^{2} / N^{2}$. The same arguments as in lemma 5 prove that $P$ is concentrated up to $\epsilon$ in $\Gamma_{0} \stackrel{\text { def }}{=}$ $\left\{\chi_{\alpha}: a b s_{N}(\alpha) \leq O\left(\frac{t^{2}}{\epsilon}\right)\right\}$ - this corresponds to claim 4.1 of [1].

In the last section we proved the security of all bits in the binary representation of the preimage for any one-way function defined over $\mathbb{Z}_{N}$ with multiplicative access provided that $N$ is odd. Note that the same proof would do for any other "almost periodic" predicate. Indeed, for any $d \in \mathbb{N}$ define $P_{d}: \mathbb{Z}_{N} \rightarrow\{ \pm 1\}$ as 1 if $[x] \in[k d,(k+1) d-1], k$ even, and -1 otherwise. Write $N=r 2 d \pm m$, with $0<m<d$. Then all the results proven in the last section are also valid for $P_{d}$ just writing $d$ instead of $2^{i}$.

## 9 Conclusion

In our opinion the list decoding methodology formalized in [1] has not received enough attention. Because of the elegance and generality of the method and the
power of the different tools it uses it should be considered the starting point of any bit security proof. In this paper we have extended the number of predicates to which the list decoding methodology applies. As a result we prove the security of all bits of any of the usual cryptographic one-way functions with multiplicative access defined on a cyclic group of order $N$.
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#### Abstract

In this paper we present a new lattice construction for a lattice based partial key exposure attack for the RSA cryptography. We consider the situation that the RSA secret key $d$ is small and a sufficient amount of the LSBs (least significant bits) of $d$ are known by the attacker. We show that our lattice construction is theoretically more efficient than known attacks proposed in [27].
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## 1 Introduction

In this paper we present a new lattice construction for a lattice based partial key exposure attack for the RSA cryptography in the situation that the secret key $d$ is small and its LSBs (least significant bits) are exposed.

Boneh and Durfee [2] proposed the lattice based attack for the RSA cryptography. Its basic idea is to reduce the RSA key finding problem to problems of finding small roots of a modular equation such as $f\left(x_{1}, \ldots, x_{n}\right) \equiv 0(\bmod W)$, which are solved by the Coppersmith technique [6], the technique that solves a given modular equation by converting it to an algebraic equation by using a lattice basis reduction algorithm such as the LLL algorithm [11. Boneh and Durfee [2] showed that the secret key $d$ can be computed from a public key pair $e$ and $N$ in polynomial time in $\log N$ when $d<N^{0.292}$.

Since Boneh and Durfee's work, many of its variants have been proposed 477. Blömer and May [4] extended the technique for a partial key exposure attack, i.e., a problem of computing $d$ from $e, N$ and some partial information on $d$. This approach has been further extended by Ernst et al. 7] for several partial key exposure situations. In this paper we consider one of those situations where the secret key $d$ is small and a sufficient amount of $d$ is given (besides $e$ and $N$ ), and we show an improvement over the algorithm by Ernst et al. (7), thereby solving an open problem raised in their paper.

In order to state our improvement we need some notations; see the next section for the precise definition. Let $(e, N)$ be an RSA public key pair and let $d$ be its corresponding secret key. Here as usual we use $\ell_{N}=$ (the bit-length of $N$ ) as


Fig. 1. Our recoverable range. The limit of Boneh and Durfee (1) and that of Ernst et al. (2) are corresponding to the left/above of the line $\beta=0.292$ and the line Ernst et al. (2) respectively. Our new improvement area (3) is the left side of the dashed line Ours (1) in the area left of line $1-4 \beta+2 \delta=0$.
a security parameter. We consider the situation that $\ell_{d}=$ (the bit length of $d$ ) is relatively small compared with $\ell_{N}$, and some $\ell_{0}$ least significant bits of $d$ are known. Let $\beta=\ell_{d} / \ell_{N}$ and $\delta=\left(\ell_{d}-\ell_{0}\right) / \ell_{N}$; that is, they are respectively the ratios of the bit-length of $d$ and its unknown part. Now the asymptotic performance of the algorithms in 2|7] can be summarized in Figure (This is a rough image, not accurate.)

The algorithm of [2] works asymptotically when the parameters take values in the left of a vertical line labelled " $\beta=0.292$ ". That is, it obtains the secret key for

$$
\begin{equation*}
\beta<1-\frac{1}{\sqrt{2}}=0.292 \ldots \text { and any } \delta \tag{1}
\end{equation*}
$$

The algorithm of [7] works when

$$
\begin{equation*}
\delta<\frac{5}{6}-\frac{1}{3} \sqrt{1+6 \beta} . \tag{2}
\end{equation*}
$$

That is it works when $\beta$ and $\delta$ take values in the left/above of a curve labelled Ernst et al.(2). As shown in the Figure 1, the algorithm of [7] improves the solvable parameter range when $\delta$ is small; it has been however left open 77 to develop an algorithm that has a better solvable parameter range than both [2] and [7].

In this paper we propose an algorithm that can work asymptotically when the parameters take values in the left/above of the dashed line of Figure 1 More precisely, it works when

$$
\begin{equation*}
1-4 \beta+2 \delta>0 \text { if } 2 \sqrt{2(1-2 \beta)(\beta-\delta)}(\delta-\beta)-2 \beta^{2}+3 \beta+\delta-1<0 \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
1-4 \beta+2 \delta \leq 0 \text { if } \delta<\frac{5}{6}-\frac{1}{3} \sqrt{1+6 \beta} \tag{4}
\end{equation*}
$$

Note that the range (3) is our new improvement area which is the left/above of the dashed line Ours (1) in Figure (1) while the range (4) is already given by [7]. Consider the situation that we do not have any information on $d$, i.e., $\delta=\beta$. Substituting this to (3) and (4), we have $\beta<1-\sqrt{2} / 2 \approx 0.292$ and $\beta<7 / 6-\sqrt{7} / 3 \approx 0.284$ respectively. This means our range covers [7]'s range when $\delta \approx \beta$.

This paper is organized as follows. In Section 2, we introduce some notations and lemmas about the lattice based partial key exposure attack. Section 3 provides the overview of the lattice based partial key exposure attack. In Section 4 we describe the construction and the performance of our lattice. Section 5 provides the results of our computer experiments. The analysis of Section 4 is explained in Section 6

## 2 Preliminaries

We introduce some notations and state some known facts used in the following discussions. Then we review some key technical lemmas used in the lattice based attack.

We use standard RSA notations throughout this paper. A given RSA instance is defined by $p, q, e$, and $d$, where $p$ and $q$ are large primes, $e$ is a public key, and $d$ is a secret key. Let $N=p \times q$, and let $\varphi(N)$ be the Euler's function; here we will simplify assume that $\varphi(N)=(p-1)(q-1)$. The key relation is

$$
\begin{equation*}
e d \equiv 1(\bmod \varphi(N)) \tag{5}
\end{equation*}
$$

The partial key exposure attack is to compute the secret key $d$ from partial information on $d$, and the public key $(e, N)$. In this paper, we consider the situation that some LSBs of $d$ are exposed, that is, recovering $d$ from LSBs of $d$ (together with $e$ and $N$ ). We use $d_{0}$ to denote the exposed part and $\tilde{d}$ to denote the non-exposed part. That is, we assume that

$$
\begin{equation*}
d=\tilde{d} \cdot M+d_{0}, \tag{6}
\end{equation*}
$$

where $M=2^{k}$ and $k=\lg \left(d_{0} \sqrt{1}\right.$. We will use $M$ for denoting this number throughout this paper. Define $\beta=\log _{N} d$ and $\delta=\log _{N} \tilde{d}$. That is, $\beta$ and $\delta$ are the rough ratios of the bit-length of $d$ and $\tilde{d}$ relative to that of $N$ respectively.

In the algorithm, we need to solve a modular equation such as $f(x, y) \equiv$ $0(\bmod W)$ for a polynomial $f(x, y)$. Furthermore, we want to obtain a solution in a certain range. In general, this task is not easy. However there are some cases

[^4]where we may be able to use the standard numerical method for solving modular equations. The Howgrave-Graham lemma [9] provides us with one of such cases.

In order to state the Howgrave-Graham Lemma, we introduce the following notation.

Definition $1 X Y$-norm. Let $X$ and $Y$ be natural numbers and $f(x, y)=$ $\sum_{i, j} a_{i, j} x^{i} y^{j}$ be a polynomial with integral coefficient.

We denote the length of a coefficient vector of $f(X x, Y y)$ by $\|f(x, y)\|_{X Y}$, i.e.,

$$
\|f(x, y)\|_{X Y} \stackrel{\text { def }}{=} \sqrt{\sum_{i, j} a_{i, j}^{2} X^{2 i} Y^{2 j}}
$$

We call this the $X Y$-norm of $f(x, y)$.
Lemma 1 (Howgrave-Graham [9]). For any positive integers $X, Y$ and $W$, let $f(x, y)$ be a bivariate polynomial consisting of $w$ terms with integral coefficient. We suppose that the following holds

$$
\|f(x, y)\|_{X Y}<\frac{W}{\sqrt{w}}
$$

Then we have

$$
f(x, y) \equiv 0(\bmod W) \Leftrightarrow f(x, y)=0
$$

within the range of $|x|<X$ and $|y|<Y$.
Note that $f(x, y)=0$ clearly implies $f(x, y) \equiv 0(\bmod W)$. What is important is its converse. This lemma guarantees that the solution of $f(x, y) \equiv 0(\bmod W)$ in the target range can be found (if they exist) from the solutions of $f(x, y)=0$, which can be obtained by the standard numerical method.

In order to use the lemma, we need to obtain a polynomial with a small $X Y$ norm. The key idea of the lattice based attack is to formulate this task as the shortest vector problem and use approximate solutions computed by a polynomial time lattice basis reduction algorithm for the shortest vector problem.

We introduce some definitions and some lemmas about the lattice. Consider linearly independent vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \mathbb{R}^{\tilde{n}}$, then the lattice with basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ is defined by

$$
\begin{equation*}
L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{\sum_{i=1}^{n} a_{i} \mathbf{b}_{i} \mid a_{i} \in \mathbb{Z} \text { for } i=1, \ldots, n\right\} \tag{7}
\end{equation*}
$$

That is, the lattice is the set of integral linear combinations of its basis vectors. We denote by $n$ a number of vectors, which is usually called lattice dimension, and denote by $\tilde{n}$ a number of component of vector in basis, which we call lattice component size. Note that the lattice is a additive subgroup of $\mathbb{R}^{\tilde{n}}$.

The shortest vector problem, for given basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, is to find a vector $\mathbf{v}$ such that $\mathbf{v} \in L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \backslash\{\mathbf{0}\}$ and $|\mathbf{v}| \leq\left|\mathbf{v}^{\prime}\right|$ for ${ }^{\forall} \mathbf{v}^{\prime} \in L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \backslash\{\mathbf{0}\}$.

That is, this problem is to find a non-zero vector having the minimum length in $L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$.

In order to obtain polynomials with small $X Y$-norms, we need to compute short vectors as approximate solutions of this problem. We will use a polynomial time algorithm, named LLL, proposed in [11]. Some improvements have been proposed [13|14], but as shown later, these improvements are not essential for our application.

The approximation ratio of the LLL algorithm is exponential, it is however enough for our propose. The following theorem guarantees the upper bounds of the length of the computed vectors. The LLL algorithm computes a special basis $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$, named reduced basis, from given basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$. Our interest is short vectors in the reduced basis in the following theorem.

Theorem 1. [2, Fact 3.3] Let $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ be a given linearly independent basis. Then we can find linearly independent lattice vectors $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ such that

$$
\begin{align*}
& \left|\mathbf{v}_{1}\right| \leq 2^{(n-1) / 4}|\operatorname{det}(L)|^{1 / n}, \text { and } \\
& \left|\mathbf{v}_{2}\right| \leq 2^{n / 2}|\operatorname{det}(L)|^{1 /(n-1)} \tag{8}
\end{align*}
$$

Here, $L$ is the lattice with basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, and $\operatorname{det}(L)$ is the determinant of the lattice defined by using their Gram-Schmidt orthogonal basis $\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}$ as follows

$$
\begin{equation*}
\operatorname{det}(L)=\prod_{i=1}^{n}\left|\mathbf{b}_{i}^{*}\right| \tag{9}
\end{equation*}
$$

We will use (9) to evaluate the determinant of our lattice in the later section.
Note that the shortest vector problem is defined on vectors, while our targets are polynomials. Thus we consider a way to map polynomials to vectors. For example, the polynomial $f(x, y)=-3 x^{3}+4 x^{2} y-2 x y^{2}+7 x y^{3}$ is mapped to the vector $\left(-3 X^{3}, 4 X^{2} Y,-2 X Y^{2}, 7 X Y^{3}\right)$ by some natural numbers $X$ and $Y$. To state this correspondence formally, we first need to fix some linear ordering on pairs $(i, j)$ of nonnegative integers. With respect to this ordering let $(i(t), j(t))$ denote the $t$-th pair. Then our correspondence between polynomials and vectors is defined as follows.

Definition 2 Polynomials $\leftrightarrow$ vectors. Let $J$ be a sequence of pairs of nonnegative integers, where we assume some linear order on $J$, let it be fixed, and let $\tilde{n}$ denote $|J|$, the length of the sequence. We also fix some positive integers $X$ and $Y$. W.r.t. these $X$ and $Y$, for any $f(x, y)=\sum_{1 \leq t \leq \tilde{n}} a_{i(t), j(t)} x^{i(t)} y^{j(t)}$, the following vector $\mathbf{b}$ is the vectorisation of $f(x, y)$ with parameter $X$ and $Y$, and it is denoted by $\mathcal{V}_{J}(f ; X, Y)$.

On the other hand, for any $\mathbf{b}$ of size $\tilde{n}$, a polynomial $f(x, y)$ defined from $\mathbf{b}$ by interpreting it as below is called the functionalisation of $\mathbf{b}$ and it is denoted by $\mathcal{F}_{J}(\mathbf{b} ; X, Y)$.
$\begin{aligned} f(x, y) & =a_{i(1), j(1)} x^{i(1)} y^{j(1)}+a_{i(2), j(2)} x^{i(2)} y^{j(2)}+\cdots+a_{i(|J|), j(|J|)} x^{i(|J|)} y^{j(|J|)} \\ \downarrow & \downarrow \\ \mathbf{b} \quad & =\left(a_{i(1), j(1)} X^{i(1)} Y^{j(1)}, a_{i(2), j(2)} X^{i(2)} Y^{j(2)}, \ldots, a_{i(|J|), j(|J|)} X^{i(|J|)} Y^{j(|J|)}\right) .\end{aligned}$

Remark. When $J$ is clear from the context, we often omit $J$ and write as $\mathcal{V}(f ; X, Y)$ and $\mathcal{F}(\mathbf{b} ; X, Y)$. Then from the definition, the following relationships are immediate.

$$
\begin{align*}
& \|f(x, y)\|_{X Y}=|\mathcal{V}(f ; X, Y)|, \text { and }  \tag{10}\\
& \|\mathcal{F}(\mathbf{b} ; X, Y)\|_{X Y}=|\mathbf{b}| .
\end{align*}
$$

That is, these are equivalent to the length of a coefficient vector of $f(X x, Y y)$.

## 3 Overview of the Partial Key Exposure Attack

We give an overview of the lattice based partial key exposure attack in the situation that LSBs of $d$ are exposed. The goal of the attack is to compute the secret key $d$ from $d_{0}$, least significant bits of $d$, and a given public key pair. The lattice based attack achieves this goal by using a lattice reduction algorithm and the Howgrave-Graham lemma. It is said in 7] (and some papers) that the attack is effective if
(i) $d$, and unknown part of $d$ are short,
(ii) $e$ and $N$ are of similar bit length, and
(iii) $p$ and $q$ are of similar bit length.

In order to be precede, we consider in this paper, the following conditions.
(a) $\delta=\log _{N} \tilde{d}$ is smaller than 0.5 ,
(b) $\lg (e)=\lg (N)$, and
(c) $\lg (p)=\lg (q)$

In the following, we assume all parameters satisfy these conditions. More precisely, we will use the following inequalities in the later.

$$
\begin{equation*}
e<\varphi(N) \text { and } p+q<3 \sqrt{N} \tag{11}
\end{equation*}
$$

Our objective is to compute $d$ from a public key pair $(e, N)$ and $d_{0}$. As explained in Introduction, the key relation is the modular equation (5), from which it is easy to derive $e d=1-x \varphi(N)=1-x(y+N)$ for some $x, y \in \mathbb{Z}$. Also by using (6), we can deduce from the above that $e\left(\tilde{d} \cdot M+d_{0}\right)=1-x(y+N)$ and hence we have

$$
\begin{equation*}
x(N+y)+\left(e d_{0}-1\right) \equiv 0(\bmod e M) . \tag{12}
\end{equation*}
$$

We show here that it is relatively easy to enumerate all solutions $(x, y)$ of (12). First note that a solution $(x, y)$ exists if for integer $y$,

$$
\operatorname{gcd}\left(\frac{N+y}{g}, \frac{e M}{g}\right)=1 \text { where } g=\operatorname{gcd}\left(N+y, e M, e d_{0}-1\right)
$$

In fact in this case, we can compute $x$ by $x=\left(\frac{1-e d_{0}}{g}\right) \cdot\left(\left(\frac{N+y}{g}\right)^{-1} \bmod \frac{e M}{g}\right)$. But clearly what we need is some specific solution of (12). Among solutions ( $x, y$ ) of (12), we say that $\left(x_{0}, y_{0}\right)$ is useful if it indeed satisfies the following equation, from which we can recover the secret key.

$$
\begin{equation*}
d=\frac{1-x_{0}\left(N+y_{0}\right)}{e} \tag{13}
\end{equation*}
$$

Thus, our task is not computing some solutions $(x, y)$, but computing this useful solution among $(x, y)$ satisfying (12). Below we use $\left(x_{0}, y_{0}\right)$ to denote this useful solution. Let us consider a size of the useful solution $\left(x_{0}, y_{0}\right)$. We have the following upper bounds. Here, we use (11) and the fact that $\varphi(N)=N+y_{0}$ if $\left(x_{0}, y_{0}\right)$ is the useful solution.

$$
\begin{align*}
& \left|x_{0}\right|=\left|\frac{e d-1}{N+y_{0}}\right|<\frac{e d}{\varphi(N)}<d=N^{\beta}, \text { and }  \tag{14}\\
& \left|y_{0}\right|=|N-\varphi(N)|=p+q-1<3 N^{0.5}
\end{align*}
$$

Now let $X=\left\lceil N^{\beta}\right\rceil$ and $Y=\left\lceil 3 N^{0.5}\right\rceil$. Then, the useful solution $\left(x_{0}, y_{0}\right)$ is a solution of (12) satisfying $\left|x_{0}\right|<X$ and $\left|y_{0}\right|<Y$.

Conversely, we consider some heuristic condition on $\delta$ for a solution satisfying $|x|<X$ and $|y|<Y$ is useful. We assume that solutions of (12) are random numbers on $\{0, \ldots, e M-1\}^{2}$. Since the number of solution pairs of (12) is smaller than $e M$, we expect the number of solutions satisfy $|x|<X$ and $|y|<Y$ is smaller than

$$
e M \cdot \frac{4 X Y}{(e M)^{2}}=\frac{4 X Y}{e M} \approx \frac{4 \cdot N^{\beta} \cdot 3 N^{0.5}}{N \cdot N^{\beta-\delta}} \approx N^{\delta-0.5}
$$

Thus, if this value is smaller than 1 , we may expect a solution within the range $|X|<N^{\beta}$ and $|y|<N^{0.5}$ is only one, which is the useful solution guaranteed by (14). From this observation we propose a condition $\delta<0.5$ and the following heuristic assumption.
Heuristic Assumption. Consider the case $\delta<0.5$. Then, there is only useful solution $\left(x_{0}, y_{0}\right)$ within the range of $|x|<N^{\beta},|y|<3 N^{0.5}$ of the following equation.

$$
x(N+y)+\left(e d_{0}-1\right) \equiv 0(\bmod e M)
$$

Furthermore we can recover the secret key $d$ by $(13))^{2}$.
Remark. This assumption shows we can obtain the secret key by the exhaustive search when $\delta<0.5$.

For our discussion, let us define the following two functions 3

$$
\begin{align*}
f_{\text {main }}(x, y) & \stackrel{\text { def }}{=} x(N+y)+\left(e d_{0}-1\right)  \tag{15}\\
& =\left(e d_{0}-1\right)+N x+x y, \text { and } \\
f_{\mathrm{M}}(x, y) & \stackrel{\text { def }}{=} M(-1+x(N+y)) . \tag{16}
\end{align*}
$$

[^5]$$
f_{\mathrm{LSB}}(x, y, z)=e M x-N y+y z+e \tilde{d}-1=0 .
$$

1. Based on $f_{\text {main }}(x, y)$ (and $\left.f_{\mathrm{M}}(x, y)\right)$, define a certain family of polynomials $h_{1}(x, y), \ldots, h_{n}(x, y)$ such that

$$
f_{\operatorname{main}}(x, y) \equiv 0(\bmod e M) \Rightarrow h_{c}(x, y) \equiv 0\left(\bmod (e M)^{m}\right) \text { for } c=1, \ldots, n
$$

(Here $m$ and $n$ are some algorithm parameter defined later.)
2. Set $X=\left\lceil N^{\beta}\right\rceil$ and $Y=\left\lceil 3 N^{0.5}\right\rceil$. Consider vectors by $\mathbf{b}_{c}=\mathcal{V}_{J}\left(h_{c} ; X, Y\right)$ for $c=1, \ldots, n$. Here, a sequence $J$ is a set of appropriately ordered integer pairs $(i, j)$ such that a monomial $x^{i} y^{j}$ appears in $h_{c}(x, y)$.
3. For $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$, compute reduced basis by a lattice basis reduction algorithm. We denote by $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ this reduced basis.
4. Define $g_{1}(x, y)$ and $g_{2}(x, y)$ by $g_{a}(x, y)=\mathcal{F}_{J}\left(\mathbf{v}_{a} ; X, Y\right)$ respectively. Obtain solutions of $g_{1}(x, y)=g_{2}(x, y)=0$ numerically. Then from these solutions, compute $d$ as given by (13).

Fig. 2. Outline of the lattice based attack
$f_{\text {main }}(x, y)$ is the left-hand side of equation (12). The motivation of $f_{\mathrm{M}}(x, y)$ will be explained later; here we only point out that $f_{\mathrm{M}}\left(x_{0}, y_{0}\right) \equiv 0(\bmod e M)$, where $\left(x_{0}, y_{0}\right)$ is a useful solution.

Now we summarise the above explanation. Our technical goal is to obtain the useful solution $\left(x_{0}, y_{0}\right)$ satisfying (12), in other words, a pair satisfying both $f_{\text {main }}\left(x_{0}, y_{0}\right) \equiv 0(\bmod e M),\left|x_{0}\right|<N^{\beta}$ and $\left|y_{0}\right|<3 N^{0.5}$. For achieving this technical goal by solving the modular equation, we make use of the HowgraveGraham Lemma, and for this purpose, we modify $f_{\text {main }}(x, y)$ to some family of functions with small $X Y$-norm. The task of defining these polynomials is formulated as the shortest vector problem, and a known polynomial time algorithm such as the LLL algorithm is used. This is the rough sketch of the lattice based attack. The outline of our algorithm is stated as Figure 2.

Some remarks may be necessary. Note first that $m$ and $n$ are algorithm parameters; $m$ is chosen appropriately and $n$ is the number of polynomials $h_{c}(x, y)$ that is also determined appropriately based on $m$. Secondly note that we have for $|x|<X$ and $|y|<Y$ the following relation between these polynomials.

$$
\begin{align*}
& f_{\text {main }}(x, y) \equiv 0(\bmod e M) \Rightarrow h_{c}(x, y) \equiv 0\left(\bmod (e M)^{m}\right) \text { for } c=1, \ldots, n \\
& \Rightarrow g_{a}(x, y) \equiv 0\left(\bmod (e M)^{m}\right) \text { for } a=1,2 \Leftrightarrow g_{a}(x, y)=0 \text { for } a=1,2 \tag{17}
\end{align*}
$$

The key point of (17) is the relation $g_{a}(x, y) \equiv 0\left(\bmod (e M)^{m}\right) \Leftrightarrow g_{a}(x, y)=0$ for $a=1,2,|x|<X$ and $|y|<Y$. This holds when $\left\|g_{a}(x, y)\right\|_{X Y}=\left|\mathbf{v}_{a}\right|$ is smaller than $(e M)^{m} / \sqrt{w}$ from the Howgrave-Graham lemma. (Here $w$ is the number of terms of each $g_{a}(x, y)$.) Then we have the relation

$$
f_{\text {main }}(x, y) \equiv 0(\bmod e M) \Rightarrow g_{a}(x, y)=0 \text { for } a=1,2 .
$$

Hence we can obtain the useful solution from computing all solutions of $g_{1}(x, y)=$ $g_{2}(x, y)=0$ by some numerical method if it exists.

By (8) and (10), we have

$$
\left\|g_{1}(x, y)\right\|_{X Y}=\left|\mathbf{v}_{1}\right| \leq 2^{(n-1) / 4} \operatorname{det}(L)^{1 / n}, \text { and }
$$

$$
\left\|g_{2}(x, y)\right\|_{X Y}=\left|\mathbf{v}_{2}\right| \leq 2^{n / 2} \operatorname{det}(L)^{1 /(n-1)} .
$$

Since the second bound is larger, we obtain the following sufficient condition for using the Howgrave-Graham lemma:

$$
\begin{equation*}
2^{n / 2} \operatorname{det}(L)^{1 /(n-1)}<\frac{(e M)^{m}}{\sqrt{w}} \tag{18}
\end{equation*}
$$

We modify (18) to a more simple approximate bound as follows.

$$
\begin{equation*}
\operatorname{det}(L)^{1 / n}<(e M)^{m} \tag{19}
\end{equation*}
$$

Now our goal is to construct a lattice satisfying (19), and we will show in the next section that it is possible if $\beta$ and $\delta$ satisfies the condition (3) given in Introduction.

## 4 Our Construction

In this section, we explain our construction and a main result. The largest difference between former algorithm and ours is a lattice construction satisfying (19). We will give its analysis in detail in Section 6,

Let $\beta$ and $\delta$ be assumed bounds defined above, $m$ be an algorithm parameter introduced in the above outline, $\tau$ be a parameter used to optimise the bounds by $\beta$ and $\delta$. We fix them throughout this section. We introduce index series $I_{a}(m, \tau, \beta, \delta)$ for constructing our lattice $L(m, \tau, \beta, \delta)$.

Definition 3. We define our sequence $I_{1}(m, \tau, \beta, \delta), I_{2}(m, \tau, \beta, \delta)$ and $I_{3}(m, \tau$, $\beta, \delta)$ (In short, $I_{1}, I_{2}$ and $I_{3}$ respectively). Here we set

$$
\begin{aligned}
& I_{1}(m, \tau, \beta, \delta)=\{(i, j) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq i \leq m, 0 \leq j \leq i\}, \\
& I_{2}(m, \tau, \beta, \delta)=\{(i, j) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq i \leq m, i<j \leq i+\tau m\} \text { and } \\
& I_{3}(m, \tau, \beta, \delta)=\{(i, j) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq i \leq m, j \leq 2(1-\beta) i\} \backslash\left(I_{1} \cup I_{2}\right) .
\end{aligned}
$$

We consider the order $\prec$ in $I_{1}, I_{2}$ and $I_{3}$ by the lexicographic order of $(i, j)^{4}$. Then we define the index sequence $I(m, \tau, \beta, \delta)$ by concatenating $I_{1}, I_{2}$ and $I_{3}$. That is, order of elements in $I$ is defined as follows for $(i, j) \in I_{k}$ and $\left(i^{\prime}, j^{\prime}\right) \in I_{k^{\prime}}$,

$$
(i, j) \prec\left(i^{\prime}, j^{\prime}\right) \Leftrightarrow\left\{\begin{array}{l}
k<k^{\prime} \text { or } \\
k=k^{\prime} \text { and }(i, j) \prec\left(i^{\prime}, j^{\prime}\right) \text { in } I_{k} .
\end{array}\right.
$$

We define our polynomials $f_{i, j}(x, y)$ to construct our lattice (this is $h_{c}(x, y)$ in the outline).

[^6]
## Definition 4

$$
f_{i, j}(x, y)= \begin{cases}(e M)^{m-j} x^{i-j}\left(f_{\text {main }}(x, y)\right)^{j} & \text { for }(i, j) \in I_{1}  \tag{20}\\ (e M)^{m-i} y^{j-i}\left(f_{\text {main }}(x, y)\right)^{i} & \text { for }(i, j) \in I_{2} \\ e^{m-i} y^{j-i}\left(f_{\mathrm{M}}(x, y)\right)^{i} & \text { for }(i, j) \in I_{3}\end{cases}
$$

Then we define a sequence $J(m, \tau, \beta, \delta)=\left\{\left(i^{\prime}, j^{\prime}\right) \mid\right.$ a monomial $x^{i^{i}} y^{j^{\prime}}$ is appeared in some $\left.f_{i, j}(x, y)\right\}$ where we assume the standard lexicographic order in $J(m, \tau$, $\beta, \delta)$. We simply denote this by J.

It is clear that $f_{i, j}\left(x_{0}, y_{0}\right) \equiv 0\left(\bmod (e M)^{m}\right)$ for $(i, j) \in I$. The number of polynomials $|I|$ is just $n$ in Figure 2, Note also that $|J|=\tilde{n}$, the number of components of each vector $\mathbf{b}_{i, j}$ is $O(|I|)$ since we can rewrite a set $J$ by $\{(i, j) \in$ $\mathbb{Z} \times \mathbb{Z} \mid 0 \leq i \leq m, 0 \leq j \leq i+(1-2 \beta) m\}$. Hence $|I|$ and $|J|$ has a same order $\Theta\left(m^{2}\right)$.

By using these polynomials and indecies, we define our lattice $L(m, \tau, \beta, \delta)$ by

$$
L(m, \tau, \beta, \delta)=L\left(\mathbf{b}_{i_{1}, j_{1}}, \ldots, \mathbf{b}_{i_{n}, j_{n}}\right)
$$

Here $\left(i_{1}, j_{1}\right), \ldots,\left(i_{n}, j_{n}\right)$ are the index sequence in $I$ and $\mathbf{b}_{i_{\ell}, j_{\ell}}=\mathcal{V}_{J}\left(f_{i_{\ell}, j_{\ell}} ; X, Y\right)$, a vectorisation of $f_{i_{\ell}, j_{\ell}}(x, y)$ with parameters $X=\left\lceil N^{\beta}\right\rceil$ and $Y=\left\lceil 3 N^{0.5}\right\rceil$. The lattice dimension and lattice component size of $L(m, \tau, \beta, \delta)$ are $|I|$ and $|J|$ respectively.

For evaluating the determinant of $L$, we will show

$$
\begin{align*}
&\left|\mathbf{b}_{i, j}^{*}\right|=(e M)^{m-j} X^{i} Y^{j} \text { for }(i, j) \in I_{1}, \\
&\left|\mathbf{b}_{i, j}^{*}\right|=(e M)^{m-i} X^{i} Y^{j} \text { for }(i, j) \in I_{2}, \text { and }  \tag{21}\\
& e^{m-j} M^{m} X^{i} Y^{j} \leq\left|\mathbf{b}_{i, j}^{*}\right|<2 e^{m-j} M^{m} X^{i} Y^{j} \text { for }(i, j) \in I_{3} .
\end{align*}
$$

Here $\mathbf{b}_{i_{1}, j_{1}}^{*}, \ldots, \mathbf{b}_{i_{n}, j_{n}}^{*}$ is a Gram-Schmidt orthogonal basis of given basis. We give the proof of these bounds in Section 6. (Lemma 3, Lemma 4 and Lemma 5). Now we assume that these bounds hold, and we introduce an "evaluator" for deciding suitable $\tau$. The evaluator eval $(i, j)$ for $\mathbf{b}_{i, j}^{*}$ is defined by

$$
\begin{equation*}
\operatorname{eval}(i, j)=\log _{N}\left(\left|\mathbf{b}_{i, j}^{*}\right| /(e M)^{m}\right) \tag{22}
\end{equation*}
$$

We define the evaluator for index sequence $I$ by

$$
\begin{equation*}
\operatorname{eval}(I)=\sum_{(i, j) \in I} \operatorname{eval}(i, j) \tag{23}
\end{equation*}
$$

Then we can state the condition (19) in terms of eval.
Lemma 2. For our index sequence I satisfying

$$
\begin{equation*}
\operatorname{eval}(I)<0 \tag{24}
\end{equation*}
$$

the condition (19) holds.

Proof. By (9) and the definition of the evaluator, we have

$$
N^{\operatorname{eval}(I)}=N^{\sum_{(i, j) \in I} \operatorname{eval}(i, j)}=\prod_{(i, j) \in I}\left(\frac{\left|\mathbf{b}_{i, j}^{*}\right|}{(e M)^{m}}\right)=\operatorname{det}(L) /(e M)^{|I| \cdot m}
$$

Thus, (24) is equivalent to $\operatorname{det}(L)<(e M)^{|I| \cdot m}$. Which is indeed the condition (19).

Thus, we use eval $(I)<0$ as our (approximate) sufficient condition that the lattice based attack (under our construction of the lattice $L$ ) breaks a given RSA instance. Note that this condition is based on our heuristic assumption and it is only an approximate condition because of the approximation of (18) by (19); yet further approximation is used below for estimating eval. This means that the condition for parameters $\beta$ and $\delta$ we will derive below is, strictly speaking, not accurate nevertheless, we will argue by using our approximation for avoiding unnecessary complications. Justification of our approximation analysis and together with our heuristic assumption will be given by computer experiments shown later.

Now by using the bound (21) (see Proposition 1 in Section 6.1), we can approximately evaluate $\operatorname{eval}(i, j)$ as follow: $\sqrt[5]{ }$.

$$
\operatorname{eval}(i, j) \approx \begin{cases}i \beta-(\beta-\delta+0.5) j & (i, j) \in I_{1} \\ (\delta-1) i+0.5 j & (i, j) \in I_{2} \\ (-1+\beta) i+0.5 j & (i, j) \in I_{3}\end{cases}
$$

From this we can approximately estimate eval( $I$ ). From some calculation (see Section 6.2) we have

$$
\begin{equation*}
\operatorname{eval}(I)=\left(\frac{1}{6}(\beta+\delta-0.5)+\frac{\tau}{4}(2 \delta+\tau-1)-\frac{1}{12} \frac{(1-2 \beta-\tau)^{3}}{1-2 \beta}\right) m^{3}+o\left(m^{3}\right) \tag{25}
\end{equation*}
$$

for $1-2 \beta-\tau>0$, and we have

$$
\begin{equation*}
\operatorname{eval}(I)=\left(\frac{1}{6}(\beta+\delta-0.5)+\frac{\tau}{4}(2 \delta+\tau-1)\right) m^{3}+o\left(m^{3}\right) \tag{26}
\end{equation*}
$$

for $1-2 \beta-\tau \leq 0$. Note that conditions $1-2 \beta-\tau>0$ and $1-2 \beta-\tau \leq 0$ are corresponding to the cases $I_{3} \neq \phi$ and $I_{3}=\phi$ respectively. Then following the argument of 217], we analyze the bound for the ideal case by assuming that $m$ is sufficiently large. (We draw a figure to show the bounds for some concrete values of $m$, see Figure 4 in Section 5)

First we consider the case of $1-2 \beta-\tau>0$. Assuming that $m$ is sufficiently large, the condition (24) is approximately equivalent to

$$
\begin{equation*}
\frac{1}{6}(\beta+\delta-0.5)+\frac{\tau}{4}(2 \delta+\tau-1)-\frac{1}{12} \frac{(1-2 \beta-\tau)^{3}}{1-2 \beta}<0 \tag{27}
\end{equation*}
$$

[^7]where its left-hand side is minimised when $\tau$ takes value $\tau_{0}=\sqrt{2(1-2 \beta)(\beta-\delta)}$. Hence, substituting this to (27), we have
\[

$$
\begin{equation*}
\frac{1}{3} \sqrt{2(1-2 \beta)(\beta-\delta)}(\delta-\beta)-\frac{1}{3} \beta^{2}+\frac{1}{2} \beta+\frac{1}{6} \delta-\frac{1}{6}<0 . \tag{28}
\end{equation*}
$$

\]

This is equivalent to (3).
Next we consider the case of $1-2 \beta-\tau \leq 0$. Again assuming $m$ is sufficiently large, we have the following approximate condition (24).

$$
\begin{equation*}
\frac{1}{6}(\beta+\delta-0.5)+\frac{\tau}{4}(2 \delta+\tau-1)<0 \tag{29}
\end{equation*}
$$

By similar argument, we substitute $\tau_{1}=\frac{1-2 \delta}{2}$ to $\tau$ for minimising (29), and derive the following condition (29).

$$
\begin{equation*}
\delta<\frac{5}{6}-\frac{1}{3} \sqrt{1+6 \beta} . \tag{30}
\end{equation*}
$$

This is equivalent to the condition proposed by [7]. Therefore, we can recover the secret key of RSA in polynomial time in $\log N$ when $\beta$ and $\delta$ satisfies (3) or (4).

## 5 Computer Experiments

We carried out our preliminary computer experiments to check that our approach works and estimate its efficiency. We conducted our computer experiments on the TSUBAME supercomputer ${ }^{6}$ We implemented our experiment program by the C++ language using Shoup's NTL [12] of version 5.4.2. We carried out the lattice reduction part by $\mathrm{L}^{2}$ algorithm [1314] with parameter $\delta=0.99$ and $\eta=0.51 .7$ and implemented the resultant calculation algorithm by [8]. We compiled our source code by gcc-4.1.2 ( 64 bit version) with -06 option.

The procedure of our experiments is shown in Figure 3 The algorithm part is essentially the same as the outline in Figure 2. At Step 4, the vectors obtained by the $L^{2}$ algorithm are sorted by their length; this is because those vectors are approximate ones and we cannot guarantee that $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ are the smallest in reduced basis $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$. We check the algebraic independence of $g_{1}$ and $g_{2}$ by checking $R(x) \neq 0$ holds or not. More precisely, we regard the experiment is succeeded if $R(x) \neq 0$ and $R\left(x_{0}\right)=0$.

Input parameters of this experiments are $\ell, m, \beta$ and $\delta$, which are respectively the bit-size of $N$, the parameter for constructing lattice, the ratio of $\lg (d)$ to

[^8]Step 1: (Make sample RSA instance) Randomly choose $\ell / 2$-bit primes $p$ and $q$, and let $N=p q$. (In our program, we choose $p$ and $q$ the EulerJacobi pseudoprime to bases 2, 3, 5, 7 and 11.) Randomly choose $\lfloor\beta \ell\rfloor$-bit random odd integer as the secret key $d$ such that $\operatorname{gcd}(d,(p-1)(q-1))=1$, and let $M=2^{\lfloor(\beta-\delta) \ell\rfloor}$ and $d_{0}=d \bmod M$. Compute the public key $e \equiv d^{-1}(\bmod (p-1)(q-1))$, and let $f_{\text {main }}(x, y)=x(N+y)+\left(e d_{0}-1\right)$, and let $y_{0}=1-p-q$ and $x_{0}=(1-e d) /((p-1)(q-1))$.
Step 2: Let $\tau=\sqrt{2(1-2 \beta)(\beta-\delta)}, X=\left\lfloor N^{\beta}\right\rfloor$ and $Y=\left\lfloor 3 N^{0.5}\right\rfloor$. Then construct our lattice $L(m, \tau, \beta, \delta)$.
Step 3: Apply the $\mathrm{L}^{2}$ algorithm for $L(m, \tau, \beta, \delta)$ with $\mathrm{L}^{2}$ parameter $(\delta, \eta)=$ (0.99, 0.51).

Step 4: Sort the vectors of reduced basis $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ by these length to $\mathbf{v}_{1}^{\prime}, \ldots, \mathbf{v}_{n}^{\prime}$. Compute $g_{i}(x, y)=\mathcal{F}_{I}\left(\mathbf{v}_{i}^{\prime}, X, Y\right)$ for $i=1,2$.
Step 5: Check $g_{1}\left(x_{0}, y_{0}\right)=0$ and $g_{2}\left(x_{0}, y_{0}\right)=0$. (If $g_{1}\left(x_{0}, y_{0}\right) \neq 0$ or $g_{2}\left(x_{0}, y_{0}\right) \neq$ 0 , the experiment is failure.) Compute $R(x)=\operatorname{Res}\left(h_{1}, h_{2}\right)$ and check $R(x) \neq 0$ and $R\left(x_{0}\right)=0$ holds or not.

Fig. 3. Our computer experiment procedure
$\lg (N)$, and the ratio of $\lg (\tilde{d})$ to $\lg (N)$. (See Figure 2 for the parameters $m$ and $n$, and see Section 3 for the parameters $\beta$ and $\delta$.) A word "dim." means the lattice dimension in experiments, i.e., $n=|I|$ in our construction. By "total time" and "L2 time" we mean the CPU time of Step 2 through Step 4 and that of Step 3 respectively. Recall that the lattice component size is bounded by a constant time of the lattice dimension. Here, we disregard the time for computing the resultant of $g_{1}$ and $g_{2}$. Results are in Table 1 and Table 2 Table 1 shows the qualities of our lattices, that is, whether the experiment is succeeded or not, for these parameters. On the other hand, Table 2 shows the computational time of our experiments for various $\ell$ and $m$, and fixed $\beta$ and $\delta$.

## Quality of Lattice

For checking our approach indeed works and estimating the quality of our lattice construction, we carried out our preliminary computer experiments.

Note first that the bounds (3) and (4) are the ideal ones obtained by the asymptotic analysis assuming $m$ is sufficiently large. For each given value of $m$, we can determine the range of $\beta$ and $\delta$ satisfying eval $\left(I\left(m, \tau_{0}, \beta, \delta\right)\right)<0$ by numerically analyzing the original expressions (i.e., (34) ~ (36) of Appendix A.2). Figure 4 shows the bounds of $\beta$ and $\delta$ obtained in this way for some $m$ values, and the theoretical limit of our construction (3) and that of [7]'s construction (2). It can be seen that these bounds get close to our ideal bound when $m$ gets large. We focus on the range of $0.28 \leq \beta \leq 0.32$ and $0 \leq$ ratio $\leq 0.2$, mainly our new improvement area.

Our computer experiments are summarized in Figure5, which are for the cases $m=10$ and 14 . The instance size $\ell(=\lg (N))$ is 1024 for both cases; since these are still preliminary ones, we conducted only one execution for each instance. Note that a shade area in each figure is the area that $\operatorname{eval}\left(I\left(m, \tau_{0}, \beta, \delta\right)\right)<0$
obtained numerically for each $m$. A black circle (resp., a white circle) indicates the parameter $(\beta, \delta)$ (or the point $(\beta,(\beta-\delta) / \beta)$ ) that the experiment succeeds (resp., fails). Those results are shown in detail in Table 1 For $m=10$, the word "yes" in the column "success" in the tables means $R(x) \neq 0$ and $R(x)=0$ at the Step 5. On the other hand, "yes" for $m=14$ means $g_{1}\left(x_{0}, y_{0}\right)=g_{2}\left(x_{0}, y_{0}\right)=0$ at the Step 5. The difference is because of the resultant calculation is too heavy operation for our C++ implementation. We expect this problem will be solved by the technique of Glöbner basis 8

The word "no(1)" in the column "success" means $g_{1}\left(x_{0}, y_{0}\right)=0$ whereas $g_{2}\left(x_{0}, y_{0}\right) \neq 0$ at the Step 5 . In this case, we may expect to get the correct solution by generating enough number of polynomials $g_{i}$ by changing $X$ and $Y$ randomly within the same bit length. On the other hand, the word "no(0)" means that $g_{1}\left(x_{0}, y_{0}\right) \neq 0$ and $g_{2}\left(x_{0}, y_{0}\right) \neq 0$, or $R\left(x_{0}\right) \neq 0$ at Step 5 , which we regarded as a failure.

## Computational Time

Next we examine the efficiency of our algorithm based on our experiments. As seen by our analysis and experiments, the algorithm shows better performance by using large $m$. On the other hand, by using larger $m$, the lattice dimension also get larger. More specifically, the lattice dimension is $\Theta\left(m^{2}\right)$ by our construction. We examine how this indeed effects to the running time of the algorithm.


Fig. 4. Our recoverable range for many $m$

We carried out computer experiments with parameters $(\beta, \delta)=(0.3,0.225)$ and $(\beta, \delta)=(0.4,0.12)$, whereas parameters $m$ and $\ell$ are chosen as $m=6$, 8,10 and 12 , and $\ell=512,1024$, and 2048. Table 2 is experiments for these parameters. Total time and $\mathrm{L}^{2}$ time in these tables are the average running time of five executions. Notice that we checked the algebraic independence of $g_{1}(x, y)$ and $g_{2}(x, y)$, and compute the resultant $R(x)$ for $m=6,8$ and 10 . All of them are

[^9]success. However we did not check the algebraic independence for $m=12$, only checked $g_{1}\left(x_{0}, y_{0}\right)=g_{2}\left(x_{0}, y_{0}\right)=0$. At this meaning, experiments for $m=12$ are success.

These results show the total time and $\mathrm{L}^{2}$ time are close, which shows a lattice reduction algorithm is the main part of the lattice based attack. From these tables, we obtain our $\mathrm{L}^{2}$ time is approximately

Time $\approx 0.35\left(\frac{\ell}{512}\right)^{2} \cdot\left(\frac{m}{2}\right)^{8} \cdot \log _{2} \ell \cdot \log _{2} m \sec$ for $\beta=0.3$ and $\delta=0.225$, and
Time $\approx 0.6\left(\frac{\ell}{512}\right)^{2} \cdot\left(\frac{m}{2}\right)^{8} \cdot \log _{2} \ell \cdot \log _{2} m$ sec for $\beta=0.4$ and $\delta=0.12$.

## 6 Analysis

This section provides the precise analysis for some results in Section 4. Our objective is to derive our theoretical recoverable limit of our construction (28) and (30).

In order to obtain these inequalities, we first prove the approximated estimation

$$
\operatorname{eval}(i, j) \approx \begin{cases}\beta i-(\beta-\delta+0.5) j & (i, j) \in I_{1}  \tag{31}\\ (\delta-1) i+0.5 j & (i, j) \in I_{2} \\ (-1+\beta) i+0.5 j & (i, j) \in I_{3}\end{cases}
$$

in Section 6.1. Next in Section 6.2 we explain the way to derive our theoretical limit. We fix algorithm parameters and RSA instances throughout this section, and denote $f_{i, j}^{*}(x, y)$ the functionalisation of $\mathbf{b}_{i, j}^{*}$. (We recall that $\left\{\mathbf{b}_{i, j}^{*}\right\}_{(i, j) \in I}$ is the Gram-Schmidt orthogonal basis of our basis

$$
\left.\left\{\mathbf{b}_{i, j}\right\}_{(i, j) \in I} \stackrel{\text { def }}{=}\left\{\mathcal{V}\left(f_{i, j} ; X, Y\right)\right\}_{(i, j) \in I .}\right)
$$



Fig. 5. Summary of our experiments for $\ell=1024$

### 6.1 Approximating the Evaluator

We first compute the exact value of $\left|\mathbf{b}_{i, j}^{*}\right|$ for $(i, j) \in I_{1}$ and $I_{2}$ in Lemma 3 and Lemma $\boxed{4}$ respectively. Next we consider the bound for $\left|\mathbf{b}_{i, j}^{*}\right|$ for $(i, j) \in$ $I_{3}$ in Lemma [5. Then we estimate the approximated value of eval $(i, j) \stackrel{\text { def }}{=}$ $\log _{N}\left(\left|\mathbf{b}_{i, j}^{*}\right| /(e M)^{m}\right)$ in Proposition 1 .

The following lemmas are immediately derived by considering the diagonal part of the matrix representation of $L$. Hence we omit the proofs of them.
Lemma 3. For any $(i, j) \in I_{1}$, we have

$$
\begin{equation*}
\left|\mathbf{b}_{i, j}^{*}\right|=(e M)^{m-j} X^{i} Y^{j} . \tag{32}
\end{equation*}
$$

Lemma 4. For any $(i, j) \in I_{2}$, we have

$$
\begin{equation*}
\left|\mathbf{b}_{i, j}^{*}\right|=(e M)^{m-i} X^{i} Y^{j} . \tag{33}
\end{equation*}
$$

On the other hand, the proof of the following lemma is a bit involved. See the full version of this paper for the proofs of Lemma 3 to Lemma 5

Lemma 5. For any $(i, j) \in I_{3}$, we have

$$
e^{m-i} M^{m} X^{i} Y^{j} \leq\left|\mathbf{b}_{i, j}^{*}\right|<2 e^{m-i} M^{m} X^{i} Y^{j} .
$$

By using these lemmas, we obtain the approximated bounds for evaluators for each $(i, j)$.

## Proposition 1

$$
\operatorname{eval}(i, j) \approx \begin{cases}\beta i-(\beta-\delta+0.5) j & (i, j) \in I_{1} \\ (\delta-1) i+0.5 j & (i, j) \in I_{2} \\ (-1+\beta) i+0.5 j & (i, j) \in I_{3}\end{cases}
$$

Table 1. Quality of our lattice for $m=10$ and $m=14$

| Experiment <br> parameters |  | Results |  |  |
| ---: | ---: | ---: | ---: | ---: |
| $\beta$ | $\delta$ | dim. | $\mathrm{L}^{2}$ time | Success |
| 0.285 | 0.260 | 88 | 3 h 42 m | yes |
| 0.285 | 0.262 | 88 | 3 h 46 m | no(1) |
| 0.285 | 0.264 | 88 | 3 h 53 m | no(0) |
| 0.290 | 0.246 | 87 | 3 h 15 m | yes <br> 0.290 |
| 0.248 | 87 | 3 h 24 m | no(1) |  |
| 0.290 | 0.250 | 87 | 3 h 1 m | no(0) |
| 0.295 | 0.246 | 92 | 4 h 2 m | yes |
| 0.295 | 0.248 | 87 | 2 h 53 m | no(0) |
| 0.300 | 0.250 | 91 | 3 h 25 m | yes |
| 0.300 | 0.252 | 85 | 2 h 16 m | no(0) |

$m=10$

| Experiment <br> parameters |  |  | Results |  |
| :--- | ---: | ---: | ---: | ---: |
| $\beta \beta$ | $\delta$ | dim. | $\mathrm{L}^{2}$ time | Success |
| 0.285 | 0.264 | 162 | 2 d 20 h | yes <br> 0.285 |
| 0.266 | 162 | 2 d 18 h | no(1) |  |
| 0.285 | 0.268 | 162 | 2 d 9 h | no(0) |
| 0.290 | 0.260 | 165 | 2 d 22 h | yes |
| 0.290 | 0.262 | 165 | 2 d 16 h | no(1) |
| 0.290 | 0.264 | 165 | 2 d 16 h | no(0) |
| 0.295 | 0.254 | 164 | 2 d 19 h | yes |
| 0.295 | 0.256 | 164 | 2 d 17 h | no(0) |
| 0.300 | 0.250 | 163 | 3 d 7 h | yes |
| 0.300 | 0.252 | 163 | 3 d 14 h | no(1) |
| 0.300 | 0.254 | 163 | 3 d 11 h | no $(0)$ |

Proof. As we explained at the overview, we assumed that

$$
X \approx N^{\beta}, Y \approx N^{0.5}, \text { and } e \approx N
$$

from which by using (6) we derive $M=\frac{d-d_{0}}{\tilde{d}} \approx \frac{N^{\beta}}{N^{\delta}}=N^{\beta-\delta}$.
Substituting these for each bound of $\mathbf{b}_{i, j}^{*}$, we have by using eval $(i, j) \stackrel{\text { def }}{=} \log _{N}$ $\left(\frac{\left|\mathbf{b}_{i, j}^{*}\right|}{(e M)^{m}}\right)$,

$$
\begin{array}{ll}
\operatorname{eval}(i, j)=\log _{N}(e M)^{-j} X^{i} Y^{j} \approx \beta i-(\beta-\delta+0.5) j \text { for }(i, j) \in I_{1}, \\
\operatorname{eval}(i, j)=\log _{N}(e M)^{-i} X^{i} Y^{j} \approx(\delta-1) i+0.5 j & \text { for }(i, j) \in I_{2}, \text { and } \\
\operatorname{eval}(i, j) \approx \log _{N} e^{-j} X^{i} Y^{j} \approx(-1+\beta) i+0.5 j & \text { for }(i, j) \in I_{3}
\end{array}
$$

### 6.2 Some Calculations on $\operatorname{eval}(\mathbf{I})$

This section shows how to get our conditions (28) and (30) in detail.
First we state the expressions for $\operatorname{eval}\left(I_{1}\right), \operatorname{eval}\left(I_{2}\right)$, and eval $\left(I_{3}\right)$ derived from (23) and Proposition 1 .

$$
\begin{align*}
& \operatorname{eval}\left(I_{1}\right)=\sum_{i=0}^{m} \sum_{j=0}^{i} \operatorname{eval}(i, j)=\sum_{i=0}^{m} \sum_{j=0}^{i}(i \beta-(\beta-\delta+0.5) j),  \tag{34}\\
& \operatorname{eval}\left(I_{2}\right)=\sum_{i=0}^{m} \sum_{j=i+1}^{i+\lfloor\tau m\rfloor} \operatorname{eval}(i, j)=\sum_{i=0}^{m} \sum_{j=i+1}^{i+\lfloor\tau m\rfloor}((\delta-1) i+0.5 j), \text { and }  \tag{35}\\
& \operatorname{eval}\left(I_{3}\right)=\sum_{i=\lfloor B m\rfloor}^{m} \sum_{j=i+\lceil\tau m\rceil}^{\lfloor 2(1-\beta) i\rfloor} \operatorname{eval}(i, j)=\sum_{i=\lfloor B m\rfloor}^{m} \sum_{j=i+\lceil\tau m\rceil}^{\lfloor 2(1-\beta) i\rfloor}((-1+\beta)+0.5 j) . \tag{36}
\end{align*}
$$

Here we use $B$ to denote $\frac{\tau}{1-2 \beta}$. Figure 6 shows an area of $I_{1}, I_{2}$ and $I_{3}$. By definition, these are sets of integral points in each $I_{k}$. The cross point of the line $j=2(1-\beta)$ and $j=i+\tau m$, i.e., $\left(\frac{\tau}{1-2 \beta} m, \frac{2(1-\beta) \tau}{1-2 \beta} m\right)$, exists below the vertex point $(m, 2(1-\beta) m)$ when $1-2 \beta-\tau>0$. Thus, we separate our discussion into the case of $1-2 \beta-\tau>0$ and that of $1-2 \beta-\tau \leq 0$.

First we consider the case of $1-2 \beta-\tau>0$. This case corresponds $I_{3} \neq \phi$ and the following holds.

$$
\begin{aligned}
& \operatorname{eval}\left(I_{1}\right)=\sum_{i=0}^{m} \sum_{j=0}^{i} \operatorname{eval}(i, j)=\frac{1}{6}(\beta+\delta-0.5) m^{3}+o\left(m^{3}\right) \\
& \operatorname{eval}\left(I_{2}\right)=\sum_{i=0}^{m} \sum_{j=i+1}^{i+\lfloor\tau m\rfloor} \operatorname{eval}(i, j)=\frac{\tau}{4}(2 \delta+\tau-1) m^{3}+o\left(m^{3}\right) \\
& \operatorname{eval}\left(I_{3}\right)=\sum_{i=\lfloor B m\rfloor}^{m} \sum_{j=i+\lceil\tau m\rceil}^{\lfloor 2(1-\beta) i\rfloor} \operatorname{eval}(i, j)=-\frac{1}{12} \frac{(1-2 \beta-\tau)^{3}}{1-2 \beta} m^{3}+o\left(m^{3}\right)
\end{aligned}
$$

Table 2. Total time for $\ell=512,1024$ and 2048

| Experiment parameters |  |  |  | Results |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | $\delta$ | $m$ | deg. | $\mathrm{L}^{2}$ time | Total time |
| 0.3 | 0.225 | 6 | 36 | 1 m 6 s | 1 m 8 s |
|  |  | 8 | 58 | 10 m 31 s | 10 m 42 s |
|  |  | 10 | 91 | 1 h 25 m | 1 h 26 m |
|  |  | 12 | 124 | 6 h 13 m | 6 h 15 m |
|  |  | 14 | 171 | 25 h 28 m | 25 h 35 m |
| 0.4 | 0.12 | 6 | 35 | 2 m 4 s | 2 m 7 s |
|  |  | 8 | 54 | 16 m 32 s | 16 m 46 s |
|  |  | 10 | 77 | 1 h 10 m | 1 h 11 m |
|  |  | 12 | 117 | 10 h 11 m | 10 h 14 m |
|  |  | 14 | 150 | 29 h 56 m | 30 h 3 m |

$\ell=512$

| Experiment parameters |  |  |  | Results |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | $\delta$ | $m$ | deg. | $\mathrm{L}^{2}$ time | Total time |
| 0.3 | 0.225 | $\begin{array}{\|r\|} \hline 6 \\ 8 \\ 10 \\ 12 \\ 14 \end{array}$ | $\begin{array}{r} \hline 36 \\ 58 \\ 91 \\ 124 \\ 171 \end{array}$ | $\begin{gathered} 4 \mathrm{~m} 34 \mathrm{~s} \\ 40 \mathrm{~m} 5 \mathrm{~s} \\ 5 \mathrm{~h} 33 \mathrm{~m} \\ 21 \mathrm{~h} 25 \mathrm{~m} \\ 127 \mathrm{~h} 0 \mathrm{~m} \end{gathered}$ | 4 m 42 s 40 m 44 s 5 h 36 m 21 h 33 m 127 h 10 m |
| 0.4 | 0.12 | 6 8 10 12 14 | $\begin{array}{r} \hline 35 \\ 54 \\ 77 \\ 117 \\ 150 \\ \hline \end{array}$ | 8 m 41 s 64 m 22 s 4 h 56 m 43 h 35 m 159 h 40 m | 8 m 52 s 65 m 10 s 4 h 59 m 43 h 45 m 160 h 4 m |

$\ell=1024$

Our implementation code is not completely optimized. These are for comparing the ratio of the $\mathrm{L}^{2}$ times to the total times. The times in these tables are the average running time of five executions. The resultant check was carried out for $m=6,8$ and 10 .

From these we derive the equation (25) for $\operatorname{eval}(I) \stackrel{\text { def }}{=} \operatorname{eval}\left(I_{1}\right)+\operatorname{eval}\left(I_{2}\right)+$ $\operatorname{eval}\left(I_{3}\right)$.

We next consider the case of $1-2 \beta-\tau \leq 0$. This is a case of $I_{3}=\phi$, thus by $\operatorname{eval}(I)=\operatorname{eval}\left(I_{1}\right)+\operatorname{eval}\left(I_{2}\right)$ we obtain (26) .


Fig. 6. $I_{1}, I_{2}$ and $I_{3}$

## 7 Conclusion

We gave the new lattice construction for the lattice based attack for the RSA cryptography in the situation that $d$ is small and LSBs of $d$ is exposed. By this construction, the theoretical recoverable range has been improved as shown in Figure 1. which solves the open problem raised in 7. Also as shown by our preliminary experimental results, the total efficiency of the lattice based attack has been improved significantly compared with 7]. Some more improvement, however, is necessary for using this technique with large $m$. One possibility is to make use of parallelization for processing the lattice basis reduction algorithm. From a theoretical view point, it would be interesting if we can understand the limitation of this approach.
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#### Abstract

In this paper, we propose a variant of the Pollard rho method. We use an iterating function whose image size is much smaller than its domain and hence reaches a collision faster than the original iterating function. We also explicitly show how this general method can be applied to multiplicative subgroups of finite fields with large extension degree.

The construction for finite fields uses a distinctive feature of the normal basis representation, namely, that the $p$-th power of an element is just the cyclic shift of its normal basis representation, when the underlying field is of characteristic $p$. This makes our method appropriate for hardware implementations. On multiplicative subgroups of $\mathbf{F}_{p^{m}}$, our method shows time complexity advantage over the original Pollard rho method by a factor of approximately $\frac{3 p-3}{4 p-3} \sqrt{m}$.

Through the MOV reduction, our method can be applied to pairingbased cryptosystems over binary or ternary fields. Hence our algorithm suggests that the order of subgroups, on which the pairing-based cryptosystems rely, needs to be increased by a factor of approximately $m$.


Keywords: discrete logarithm problem, pairing, Pollard rho method, normal basis.

## 1 Introduction

Let $G$ be a finite cyclic group of order $q$ generated by $g$. Given $h \in G$, the discrete logarithm problem (DLP) over $G$ is to find the smallest non-negative integer $x$ satisfying $g^{x}=h$. The integer $x$, denoted by $\log _{g} h$, is called the discrete logarithm of $h$ to the base $g$. Given $g$ and $x$, exponentiation $g^{x}(=h)$ can be efficiently computed through the Square-and-Multiply method, but recovering $x$ from $h=g^{x}$ is considered to be difficult in many cases. Many cryptographic algorithms have been proposed under the assumption that the DLP is hard to solve under a specific presentation of the cyclic group.

The cyclic groups most widely used with cryptosystems are the multiplicative subgroups of finite fields and the subgroups of elliptic curves defined over finite fields. In practical use of finite fields, prime fields have drawn more attention, than other fields, because prime fields are easier to implement on general purpose

[^10]hardware and since the index calculus attack [2] is faster on binary fields than on prime fields [6]. In contrast, with pairing-based cryptography, binary and ternary fields are widely used as the base field over which Tate or Weil pairings are defined, due to the size of their embedding degrees [3411]. Note that the base problems on which pairing-based cryptosystems are built can be transformed into the DLP on binary or ternary fields through the MOV reduction [1310]. This increases the significance of the study of DLP on extension fields.

In this paper, we propose an algorithm to solve the DLP in large order extension fields. The normal basis representation is used, and this makes our algorithm suitable in hardware implementations. Our algorithm exploits the distinctive feature of the normal basis representation, namely, that the $p$-th power of an element is just the cyclic shift of its normal basis representation, where $p$ is the characteristic of the underlying field. This feature was used in [8|12|27] to speed up the Pollard rho method on elliptic or hyperelliptic curves with efficient automorphisms. Our main contribution is in giving a precise complexity analysis for the case when such feature is used to solve the DLP over finite fields of large extension degree.

The Pollard rho method on a cyclic group $G$ traces a random walk over $G$ by iteratively applying a function to $G$. The discrete logarithm of the target can be computed when a collision is reached in the random walk. When the iterating function is assumed to be random, a collision is expected to occur after about $\sqrt{|G|}$ applications of the iterating function, due to the birthday paradox. Thus the complexity of Pollard rho method is determined by the size of the base group $G$ on which random walk is performed and the running time of the iterating function. Reducing either one of these two factors will result in speedup of the Pollard rho method.

The recent work [7] proposes an improvement of the Pollard rho method on prime fields by reducing the average time taken for computing each application of the iteration function. In contrast, our method restricts the random walk to a subset $S$ of $G$ so that a collision occurs after about $\sqrt{|S|}$ applications of the iterating function, which is smaller than $\sqrt{|G|}$. The main difficulty in doing this was finding a fast iterating function with an image set $S$ that was much smaller than $G$. We make an explicit construction for subgroups of $\mathbf{F}_{p^{m}}^{\times}$, with the small prime and large extension degree case as our main target. Our construction yields speedup over the normal Pollard rho by a factor of $\frac{3 p-3}{4 p-3} \sqrt{m}$.

We also show how our method can be applied to a pairing-based cryptosystem, in which a bilinear map $e: G_{1} \times G_{2} \rightarrow G_{T}$ is used. When a Tate or Weil pairing is in use, $G_{1}$ is a subgroup of points on an elliptic curve $E\left(\mathbf{F}_{p^{\ell}}\right)$ and $G_{T}$ is a cyclic subgroup of $\mathbf{F}_{p^{k \ell}}^{\times}$, where $k$ is the embedding degree. The MOV attack 13 ] transforms the DLP on $G_{1}$ or $G_{2}$ into a DLP on $G_{T}$. When our algorithm is applied to $G_{T}$, which is a subgroup of $\mathbf{F}_{p^{k \ell}}^{\times}$, the complexity of the DLP on $G_{T}$ is reduced by a factor of $\frac{3 p-3}{4 p-3} \sqrt{k \ell}$. There are many cryptosystems 411] that suggest the use of bilinear maps over binary or ternary fields, for computational and communication efficiency reasons. To be more explicit, $k \ell$ is set to 1132 and 726
in the binary and ternary curves suggested in 411]. On these parameters, our method would give Pollard rho speedup by factors of 20.2 or 18.0, respectively.

We remark that, while we have achieved complexity lower than the straightforward application of Pollard rho, this does not conflict with the complexity lower bound known [18] for generic algorithms solving DLPs, as our method utilizes the encoding information for the group. When our construction is forcefully placed within the generic algorithm framework, the gain we achieve can be explained from the fact that some group operations are much easier than others, which is a property that is ignored in the generic algorithm framework. In fact, the result on generic algorithm complexity implies that, to achieve results better than normal Pollard rho, we should either exploit the group encoding or invent a method that mostly uses the fastest of the group operations.

Organization. In Section 2, we introduce the Pollard rho method and its variants. In Section 3, we present a variant of Pollard rho, called the random walk restriction. In Section 4 and 5, we apply this method to finite fields of large extension degree and pairing-friendly elliptic curves over binary or ternary fields, respectively. Section 6 concludes this paper.

## 2 Pollard rho Algorithm

Throughout this paper $G=\langle g\rangle$ will be a finite cyclic group of prime order $q$, and $h=g^{x}$ will be the target we wish to find the discrete logarithm of. In this section, we briefly review some variants of the Pollard rho method.

Let us start by explaining the parts that are common to all the variants. Suppose we know $(a, b),(c, d) \in \mathbf{Z}_{q} \times \mathbf{Z}_{q}$, such that $g^{a} h^{b}=g^{c} h^{d}$ and $b \neq d$. Such a pair implies the linear equation $a+b \cdot x \equiv c+d \cdot x(\bmod q)$ and we can easily solve for $x$ from this equation. All variants of the Pollard rho method suggest how to efficiently obtain such a double expression for a single element of $G$. The general strategy for obtaining the double expression is explained next.

We say that a function $f: G \rightarrow G$ is exponent traceable, or allows exponent tracing, with respect to $g$ and $h$, if it is possible to express the function in the form

$$
f\left(g^{a} h^{b}\right)=g^{f_{g}(a, b)} h^{f_{h}(a, b)}
$$

for some easily computable functions $f_{g}, f_{h}: \mathbf{Z}_{q} \times \mathbf{Z}_{q} \rightarrow \mathbf{Z}_{q}$. Let us fix an exponent traceable function $f$ and take a random $\left(a_{0}, b_{0}\right) \in \mathbf{Z}_{q} \times \mathbf{Z}_{q}$. We generate a sequence $\left(g_{i}\right)_{i \geq 0}$ through iterative applications of $f$, i.e., we set

$$
g_{0}=g^{a_{0}} h^{b_{0}} \quad \text { and } \quad g_{i+1}=f\left(g_{i}\right) \quad \text { for } i \geq 0
$$

Since $G$ is finite, there must be integers $\mu \geq 0$ and $\lambda>0$ satisfying $g_{\lambda+\mu}=$ $g_{\lambda}$. The smallest of such integers are called the pre-period and period of the sequence $\left(g_{i}\right)_{i \geq 0}$, respectively. The exponent traceable property of $f$ implies that we have access to the exponents $\left(a_{i}, b_{i}\right)$ for each $g_{i}=g^{a_{i}} h^{b_{i}}$. Thus, an appropriate collision of the generated sequence, i.e., the event of $g_{i}=g_{j}$ with
$b_{i} \neq b_{j}$, allows us to compute the discrete logarithm of $h$, through the method described previously.

Below, we shall describe two exponent traceable iterating functions and some methods for detecting collisions. Any combination of the two components will produce a version of the Pollard rho algorithm.

### 2.1 Iterating Functions

Because the value $\lambda+\mu$, called rho length, is expected to be $\sqrt{\pi q / 2}$ when the function $f$ is chosen uniformly at random from the set of all functions on $G$, an iterating function is considered to be of good design if its rho length is close to $\sqrt{\pi q / 2}$.

There are two main types of iterating functions. One is the original Pollard's iterating function and the other is called $r$-adding walks. They are defined as follows. Let $G=T_{0} \cup T_{1} \cup T_{2}$ be a partition of $G$ consisting of roughly equal sized subsets. The Pollard's iterating function $f_{P}$ [15] is

$$
f_{P}(y)= \begin{cases}g y, & \text { if } y \in T_{1} \\ y^{2}, & \text { if } y \in T_{2} \\ h y, & \text { if } y \in T_{3}\end{cases}
$$

Let $r$ be a small positive integer and let $T_{0} \cup \cdots \cup T_{r-1}$ be a partition of $G$ into roughly the same sized subsets. For each $s=0, \ldots, r-1$, set the multipliers $M_{s}=$ $g^{m_{s}} h^{n_{s}}$ with randomly selected integers $m_{s}, n_{s}$. With the indexing function $s$ : $G \rightarrow\{0,1, \ldots, r-1\}$, that specifies to which $T_{s(y)}$ a given element $y \in G$ belongs to, the $r$-adding walk $f_{T}$ is defined to be

$$
f_{T}(y)=y \cdot M_{s(y)}
$$

The work [17] shows that the expected rho length for random walk sequences generated by an $r$-adding walk using any $r \geq 8$ is roughly of the order $\mathcal{O}(\sqrt{q})$ on any cyclic group. Number of tests [25] over elliptic curves have shown that the rho length of Pollard's original iterating function is larger than $\sqrt{\pi q / 2}$, but that of 20-adding walks is very close to $\sqrt{\pi q / 2}$.

### 2.2 Collision Detection

The most naive approach to finding collisions is to store all generated points $g_{i}$ until a collision occurs. The main issues with collision detection is to do this with minimal number of iterating function applications after the actual collision and with a small amount of memory. Recall that $\mu$ and $\lambda$ denote the pre-period and period, respectively. Among the many collision detection methods proposed $91516|23| 14$, we briefly explain those suggested by Floyd, Brent, and Quisquater-Delescaille.

Floyd. The central idea is to wait for a collision of type $g_{i}=g_{2 i}$ to happen. Three applications of the iterating function are needed at each iteration to update the two current states $g_{i}$ and $g_{2 i}$ to $g_{i+1}$ and $g_{2(i+1)}$, respectively. This will reach a collision within $\lambda+\mu$ iterations, or equivalently, $3(\lambda+\mu)$ applications of the iterating function. So, with a good iterating function, $3 \sqrt{\pi q / 2}$ applications are expected.

Brent. We explain a method by Teske [24], which is an optimized version of the works [1915]. Eight most recent $g_{k}$, for which the index $k$ are powers of 3 , are kept in storage. After each application of the iterating function, the current $g_{i}$ is compared with the eight stored entries, and $g_{i}$ replaces the oldest of the eight entries if a new power of 3 has been reached. This will terminate with a collision between current $g_{i}$ and some $g_{k}$ from storage in $\{1.25 \cdot \max (\lambda / 2, \mu)+$ $\lambda\}$ iterations. When the iterating function is random, this is expected to be $1.229 \sqrt{\pi q / 2}$ iterating function applications.

Distinguished points. [16] This was originally an idea for use with timememory tradeoff techniques. Distinguished points are those elements of $G$ that satisfy a certain condition, which is easy to check. For example, with a fixed encoding for $G$, we may set them to be those elements with a certain number of starting bits equal to zero.

After each application of the iterating function, the current $g_{i}$ is added to a table, if and only if it is a distinguished point. The algorithm terminates when a collision is found among the stored distinguished points. The distinguished point should be defined so that this table is of manageable size.

Let $\theta$ be the fraction of elements in $G$ which satisfy the distinguishing property. The algorithm is expected to terminate with a collision after $\sqrt{\pi q / 2}+1 / \theta$ applications of the iterating function. This method has the advantage that it can lead to $n$-times speedup with $n$-processor parallelization [26].

## 3 Random Walk Restriction

In this section, we describe a general approach, previously applied to subgroups of elliptic curves [8|27], that results in faster DLP solving than straightforward applications of the Pollard rho variants. Recall that the complexity of Pollard rho variants is $\sqrt{\pi|G| / 2}$ evaluations of iterating function when the cost of collision detection is ignored. This shows that two factors influence the complexity of Pollard rho variants. One is the complexity of iterating function evaluation and the other is the size of space on which the random walk is traversed. There are corresponding two approaches to the speedup of Pollard rho. One is the reduction of complexity for the evaluation of the iterating function and the other is the restriction of the random walks to a subset of $G$. The former was studied in [7] and the latter is the approach taken by this paper. After explaining the general method, which we shall call random walk restriction, its application to more concrete settings shall be explored in the next section.

### 3.1 Solving DLP with an Iterating Function of Small Image Size

Fix any function $\varphi: G \rightarrow G$ which allows exponent tracing, but which may not be useful for solving DLP, i.e., the collisions generated are of the form $g^{a} h^{b}=g^{c} h^{d}$ with $b=d$. Let $f: G \rightarrow G$ be any exponent traceable iterating function suitable for solving DLP on $G$ and consider the function $f_{\varphi}:=\varphi \circ f$. It is clear that $f_{\varphi}$ maps $\bar{G}$ to $\bar{G}$, where $\bar{G}=\operatorname{Im}(\varphi)$ is a notation we shall use throughout this
section. Since $f$ is always chosen to be exponent traceable, $f_{\varphi}$ also satisfies the same condition. Notice that during the random walking of the Pollard rho method variants, we do not need $G$ to be closed under the group operation. Thus, we will have no problem using $f_{\varphi}$ as an iterating function on $\bar{G}$, which is a smaller set and which should bring earlier collision.

It remains to see if $f_{\varphi}$ will show properties close to a random function. We have the following proposition to support this when $\varphi$ is uniform in its number of pre-images.
Proposition 1. Let $\varphi: G \rightarrow G$ be a function such that $\left|\varphi^{-1}(y)\right|=|G| /|\bar{G}|$ for all $y \in \bar{G}=\operatorname{Im}(\varphi)$. If $f$ is selected uniformly at random from $G^{G}$, the set of all functions on $G$, then $f_{\varphi}=\varphi \circ f$ is a random function on $\bar{G}$.
Proof. Consider the function $\tilde{\varphi}: G^{G} \rightarrow \bar{G}^{\bar{G}}$ mapping $f \mapsto\left(f_{\varphi}=\varphi \circ f\right)$. It suffices to show that $\tilde{\varphi}$ is uniform in its number of pre-images, so that each function on $\bar{G}$ is equally likely to be chosen, when each function $f$ on $G$ is equally likely to be chosen.

Let $\mathbf{y}=\left(y_{j}\right)_{j \in \bar{G}} \in \bar{G}^{\bar{G}}$ be any function on $\bar{G}$. We are viewing $\mathbf{y}$ as the function on $\bar{G}$ sending $j \mapsto y_{j}$. Suppose that $\mathbf{x}=\left(x_{i}\right)_{i \in G} \in G^{G}$ satisfies $\tilde{\varphi}(\mathbf{x})=\mathbf{y}$. Then we must have $\varphi\left(x_{j}\right)=y_{j}$ for each $j \in \bar{G} \subset G$, but the equation $\tilde{\varphi}(\mathbf{x})=\mathbf{y}$ places no restriction on $x_{i}$ for $i \in G \backslash \bar{G}$. In fact, we have $\tilde{\varphi}(\mathbf{x})=\mathbf{y}$ if and only if $\varphi\left(x_{j}\right)=y_{j}$ for each $j \in \bar{G}$. Since for each $j \in \bar{G}, x_{j}$ may be any one of the $|G| /|\bar{G}|$-many elements of $G$, we have

$$
\left|\tilde{\varphi}^{-1}(\mathbf{y})\right|=\left(\frac{|G|}{|\bar{G}|}\right)^{|\bar{G}|} \cdot|G|^{|G \backslash \bar{G}|}
$$

which is evidently uniform over all $\mathbf{y} \in \bar{G}^{\bar{G}}$.
Even though this proposition allows us to intuitively believe that $f_{\varphi}$ on $\bar{G}$ is as good a random function on $\bar{G}$ as $f$ is on $G$, as soon as we fix an iterating function $f$, the induced function $f_{\varphi}$ on $\bar{G}$ is an explicit function, so the above proposition is no logical guarantee that $f_{\varphi}$ will provide a good random walk. But this was the situation with the original $f$ to begin with.

For a function $f$, let us denote its expected time for evaluation by $|f|$. The discussion so far allows us to state the main result of this section.

Theorem 1. Let $\varphi: G \rightarrow G$ be an exponent traceable function. Then, given an exponent traceable iterating function $f$ suitable for solving $D L P$ on $G$ and a collision detection method, by working with $f_{\varphi}=\varphi \circ f$ over $\bar{G}=\operatorname{Im}(\varphi)$, the expected time to solve the discrete logarithm problem over $G$ can be reduced by a factor of $\sqrt{\frac{|\bar{G}|}{|G|}} \cdot \frac{\left|f_{\varphi}\right|}{|f|}$, compared to that of the original method over $G$.
Notice that our result is mostly independent of which variant of Pollard rho algorithm we use. Use of the distinguished point method for collision detection is an exception, if one is to be very exact, but even this case can be dealt with by appropriately increasing its probability of appearance. As the expected rho length has decreased, this should not cause trouble with distinguished point storage requirements.

Remark 1. What can we expect of the random walk provided by $f_{\varphi}$, when $\varphi$ is not uniform in its number of pre-images? This situation implies that during the walk provided by $f_{\varphi}$, some elements of $\bar{G}$ are more likely to occur than others. So we should arrive at a collision even earlier than expected of a random function. Such unevenness works to the DLP solver's advantage.

Example 1. Let $\omega \in \mathbf{Z}_{q}$ be of order $t$. Suppose $\varphi$ is defined in such a way that it satisfies

$$
\varphi(y)=\varphi\left(y^{\omega^{i}}\right), \quad i=0,1, \ldots, t-1
$$

in addition to being exponent traceable. Then the image of such a $\varphi$ would be at most $\frac{1}{t}$-th of the total space. One possible candidate for such a function is to define $\varphi(y)$ as the minimum of $y, \ldots, y^{\omega^{t-1}}$ under an appropriate ordering. In general, such a $\varphi$ would have high evaluation complexity, i.e., $t$ exponentiations and comparisons, but in a field of prime characteristic, $\varphi$ can have low complexity. In Section 4 we follow this lines of reasoning.

It should be clear by now that we do not have to define $f_{\varphi}$ as a composition of two functions. The essential idea is to design an iterating function, i.e., an exponent traceable function on $G$, with an image space that is much smaller than expected of random functions. In practice, it would be harder to design such a mapping directly than by composition.

## 4 Application to Finite Extension Fields

In this section, we explain how the general theory is applied to a concrete case by suggesting an image-restricting function on large extension fields of small finite fields.

Let $p$ be a prime and consider $\mathbf{F}_{p^{m}}$, the finite field of $p^{m}$ elements. In this section, we apply results of the previous section to cyclic subgroups of $\mathbf{F}_{p^{m}}^{\times}$. We fix a normal basis $\left\{\alpha, \alpha^{p}, \ldots, \alpha^{p^{m-1}}\right\}$ for $\mathbf{F}_{p^{m}}$ and write elements of $\mathbf{F}_{p^{m}}$ using the coordinates in the normal basis, i.e., write $\beta=b_{0} \alpha+\cdots+b_{m-1} \alpha^{p^{m-1}}$ as $\beta=\left(b_{0}, \ldots, b_{m-1}\right)$. As before, our objective is to solve for $\log _{g} h$ in a cyclic group $G=\langle g\rangle \subset \mathbf{F}_{p^{m}}^{\times}$of prime order $q$.

There is a natural way to give $\mathbf{F}_{p}$ an ordering, and once a basis for $\mathbf{F}_{p^{m}}$ is fixed, we can give $\mathbf{F}_{p^{m}}$ the dictionary order using the ordering on $\mathbf{F}_{p}$. In particular, we have given an ordering to elements of $G \subset \mathbf{F}_{p^{m}}^{\times}$. We next define the map $\varphi: G \rightarrow G$ by

$$
\begin{equation*}
\varphi(y)=\min \left\{y^{p^{i}} \mid i=0, \ldots, m-1\right\} . \tag{1}
\end{equation*}
$$

When $\mathbf{F}_{p^{m}}$ is encoded using the normal basis, the function $\varphi$ outputs the smallest of all cyclic shifts of its input. Notice that in any realization of $\varphi$ that uses the normal basis, the number $i$ producing the minimum will be known, in which case $\varphi$ is naturally exponent traceable. The exponent are simply multiplied by $p^{i}$.

To see the effects of the method given in Section 3.1] we need to compare the image size $|\bar{G}|$ with $|G|$. In the process we shall see that $\varphi$ is almost uniform in
its number of pre-images, but this information is not absolutely necessary for our purpose.

Proposition 2. Let $t$ be the smallest positive integer such that $q \mid p^{t}-1$. Then $\left|\varphi^{-1}(y)\right|=t$ for every $y \in \operatorname{Im}(\varphi) \backslash\{\mathrm{id}\}$.

Proof. Let $y \in G \backslash\{i d\}$. It suffices to show that the number of distinct cyclic shifts of $y$ is $t$. Suppose $y^{p^{j}}=y^{p^{i}}$ for some $0 \leq j<i<m$. Writing this as $y^{p^{i}-p^{j}}=1$ and recalling $|\langle y\rangle|=q$, we know $q \mid p^{j}\left(p^{i-j}-1\right)$. But, as $\operatorname{gcd}\left(q, p^{j}\right)=1$, we must have $q \mid p^{i-j}-1$. Thus, the choice of $t$ implies that $h, h^{p}, \cdots, h^{p^{t-1}}$ are all the distinct elements of $G$, and that this sequence is repeated for further powers.

The proof of the above proposition has also shown that $t$ is a divisor of $m$. If $t$ is a proper divisor of $m$, then we are looking at the situation $G \subset \mathbf{F}_{p^{t}} \subset \mathbf{F}_{p^{m}}$. So, in any cryptographic application of $G \subset \mathbf{F}_{p^{m}}^{\times}$, we would have $t=m$, for, if otherwise, we would just be wasting resources. We state implications of this thought as a remark.

Remark 2. In any cryptographic application of $G \subset \mathbf{F}_{p^{m}}^{\times}$, the function $\varphi$ of equation (1) is almost pre-image uniform in that the number of pre-images is $\left|\varphi^{-1}(y)\right|=m$ for every $y \in \operatorname{Im}(\varphi) \backslash\{\operatorname{id}\}$. Hence the size $|\operatorname{Im}(\varphi)|$ is very close to $|G| / m$.

So far, from discussions of Section 3.1, we know that, by working with $f_{\varphi}$ over $\bar{G}$, the DLP over $G$ can be solved with $\sqrt{1 / m}$ factor reduction in the number of iterating function applications. To see how this translates into real advantage over the original direct approach on $G$, it remains to compare the speed of $f$ to that of $f_{\varphi}$.

To evaluate the function $\varphi$ given by (11), we need to find the smallest among $m$ integers given as elements of $\left(\mathbf{F}_{p}\right)^{m}=\mathbf{F}_{p} \times \cdots \times \mathbf{F}_{p}$. This can be done with $m-1$ comparisons in $\left(\mathbf{F}_{p}\right)^{m}$. To compare $|\varphi|$ with $|f|$, we want to count this in terms of operations in $\mathbf{F}_{p}$.

Lemma 1. The number of operations in $\mathbf{F}_{p}$ required to compare two integers in $\left(\mathbf{F}_{p}\right)^{m}$ is expected to be $\frac{p}{p-1}\left(1-\frac{1}{p^{m}}\right)$.

Proof. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right)$ be two integers from $\left(\mathbf{F}_{p}\right)^{m}$. If we had $x_{1}=y_{1}, x_{2}=y_{2}, \ldots, x_{i-1}=y_{i-1}$, but $x_{i} \neq y_{i}$, then $i$ comparisons in $\mathbf{F}_{p}$ would be required to find the smaller of $\mathbf{x}$ and $\mathbf{y}$. Thus our expected number of comparisons is

$$
\sum_{i=1}^{m-1} i \cdot\left(\frac{1}{p}\right)^{i-1}\left(1-\frac{1}{p}\right)+m \cdot\left(\frac{1}{p}\right)^{m-1}
$$

where the last term is written separately because it looks slightly different. Evaluation of the sum results in our claim.

This lemma shows that if $p$ is large, the first comparison is likely to show us which of the two is smaller, and for even $p=2$, two comparisons in $\mathbf{F}_{2}$ are enough. Thus we have the following lemma concerning the speed of $\varphi$.
Lemma 2. On the cyclic group $G \subset \mathbf{F}_{p^{m}}^{\times}$, we can expect to evaluate the function $\varphi$ given by equation (1) using $(m-1) \frac{p}{p-1}\left(1-\frac{1}{p^{m}}\right)$ operations in $\mathbf{F}_{p}$.
In general, evaluation of $f$ is equal to one group operation in $G$. To compare $|\varphi|$ and $|f|$, we need to know the complexity of multiplication in $\mathbf{F}_{p^{m}}$ in normal basis representation.

To multiply two elements from a finite field under normal basis, classically, the matrix $T=\left(t_{i, j}\right)$, defined by

$$
\alpha^{p^{i}} \cdot \alpha^{p^{j}}=\sum_{0 \leq k<m} t_{i-k, k-j} \alpha^{p^{k}}
$$

is considered. For $\mathbf{x}=\left(x_{0}, \ldots, x_{m-1}\right), \mathbf{y}=\left(y_{0}, \ldots, y_{m-1}\right) \in \mathbf{F}_{p^{m}}$, product $\mathbf{x y}$ is computed as

$$
\mathbf{z}=\mathbf{x y}=\left(z_{0}, \ldots, z_{m-1}\right), z_{i}=\left(x_{i}, \ldots, x_{i-1}\right) T\left(y_{i}, \ldots, y_{i-1}\right)^{t}
$$

where indexes are computed modulo $m$. Let $d$ be the number of non-zero entries in $T$. Then multiplication in $\mathbf{F}_{p^{m}}$ can be done with at most $2 m d$ operations in $\mathbf{F}_{p}$ using $T$. Furthermore, we always have $d \geq 2 m-1$ and better ways are known.

Let us say that a multiplication of two polynomials in $\mathbf{F}_{p}[x]$ of degree less than $m$ can be done with at most $\mathrm{M}(m)$ operations in $\mathbf{F}_{p}$. Classical polynomial multiplication yields $\mathrm{M}(m) \leq 2 m^{2}$, but it is known [21|22] that we may take $\mathrm{M}(m) \in \mathcal{O}(m \log m \log \log m)$.

At the moment, the fastest method for a multiplication under normal basis is one using Gauss periods [20]. The method for multiplication in $\mathbf{F}_{p^{m}}$ requires $\mathrm{M}(k m)+(2 k+1) m-2$ operations in $\mathbf{F}_{p}$, for a positive number $k$ corresponding to the type of Gauss period used. Thus, even if we disregard the more expensive $\mathrm{M}(k m) \in \mathcal{O}(k m \log (k m) \log \log (k m))$ part, whose multiplicative constant we are unaware of, we see that multiplication in $\mathbf{F}_{p^{m}}$ requires at least $3 m$ operations in $\mathbf{F}_{p}$.

Putting together Lemma 2 and the above information, we can say that the time taken for $\varphi$ evaluation is expected to be less than roughly $\frac{p}{3(p-1)}$ multiplications in $\mathbf{F}_{p^{m}}$. Since a usual iterating function involves one multiplication in $\mathbf{F}_{p^{m}}$, recalling $f_{\varphi}=\varphi \circ f$, we can state that $\left|f_{\varphi}\right|<\frac{4 p-3}{3 p-3}|f|$. The following is now a corollary to Theorem 1 .

Theorem 2. For a cyclic subgroup $G$ of $\mathbf{F}_{p^{m}}^{\times}$, by using $\varphi$ as given by equation (11) and by working with $f_{\varphi}$ over $\operatorname{Im}(\varphi) \subset G$, we can speed up variants of the Pollard's rho algorithm by a factor greater than $\frac{3 p-3}{4 p-3} \sqrt{m}$.

For example, on the cyclic subgroups of $\mathbf{F}_{2^{1024}}^{\times}$, assuming that the normal Pollard rho is faster than the index calculus method, we have $m=1024$ and obtain complexity reduction of the DLP by a factor of at least $2^{4.26}$.

We end the explanation of our algorithm with a word of caution. When dealing with characteristic $p$ fields, since $\varphi(h)=\varphi\left(h^{p}\right)$, any iterating function which utilizes $p$-th power cannot be used. In particular, with cyclic subgroups of the binary field, the original iterating function $f_{P}$, as suggested by the Pollard, cannot be used. This shows that one should pay attention to any glitches that could occur from interaction between $\varphi$ and the iterating function.

Comparison with tag tracing. The recent work [7] suggests an improvement of the $r$-adding walk called the tag tracing method for prime fields. It is also possible to apply the idea of [7] to finite extension fields in the normal basis representation, and we have explained this in the appendix.

Let us compare our random walk restriction and the tag tracing method on $\mathbf{F}_{p^{m}}$. With random walk restriction, the expected rho length is reduced by a $\sqrt{m}$-factor from that of the original $r$-adding walks while each step takes a little bit more time, i.e., $|f|+|\varphi|$, which is less than $\frac{4 p-3}{3 p-3}|f|$. On the other hand, in the tag tracing method, the rho length is preserved, but each step is replaced by a tag tracing step consisting of a tag computation, a table lookup, and an occasional computation of $f$. That is, random walk restriction reduces the number of steps taken by Pollard rho, while tag tracing decreases the effort taken by each step.

For the explicit example $\mathbf{F}_{2^{1024}}$, our random walk restriction achieves time reduction by a factor of $\frac{4 p-3}{3 p-3} \frac{1}{\sqrt{m}}=\frac{5}{96}$. Hence unless tag computation and table lookup combined requires less than $\frac{5}{96}|f|$ time, random walk restriction will be advantageous over tag tracing. On hardware implementations, where finite field multiplication can be relatively fast, table lookups may become the bottleneck and the goal of $\frac{5}{96}|f|$ per iteration will be hard to achieve with tag tracing. In addition, tag tracing requires a large storage space, which is not needed with random walk restrictions.

## 5 Application to Pairing Based Cryptosystem

The security of pairing based cryptosystem using a bilinear map e : $G_{1} \times G_{2} \rightarrow G_{T}$ depends on the DLP on $G_{1}$. For Weil or Tate pairings, $G_{1}$ is the order $q$ subgroup of points in an elliptic curve $E\left(\mathbf{F}_{p^{\ell}}\right)$ and $G_{T}$ is a cyclic subgroup of $\mathbf{F}_{p^{k \ell}}^{\times}$. The positive integer $k$, called the embedding degree of $G_{1}$, is usually chosen so that it is difficult to solve DLP over $\mathbf{F}_{p^{k \ell}}^{\times}$through the index calculus method. Since the MOV attack [13] reduces the DLP on $G_{1}$ to the DLP on a subgroup of $G_{T}$, it is anticipated that the best way to solve the DLP over $G_{1}$ is to use the Pollard rho method on $G_{1}$ or on the corresponding order $q$ subgroup of $G_{T}$. We shall discuss the effect of our approach when it is applied to the subgroup of $G_{T}$.

Let us look at a specific example. The short signature scheme [4] uses supersingular curves $E^{+}\left(\mathbf{F}_{3^{\ell}}\right): y^{2}=x^{3}+2 x+1$ and $E^{-}\left(\mathbf{F}_{3^{\ell}}\right): y^{2}=x^{3}+2 x-1$. These curves have the embedding degree 6 and we have $G_{T}=\mathbf{F}_{3^{6 \ell}}^{\times}$. Thus our method obtains a reduction of DLP complexity by a factor of $\frac{2}{3} \sqrt{6 \ell}$ compared to what was originally expected from the given cyclic group. Hence, one should take care to use a larger cyclic subgroup of the elliptic curve than was previously used.

Table 1. Security parameters for short signature

| Curve | $\ell$ | DLog security <br> $\left(\left\lceil\log _{2} q\right\rceil\right)$ | DLog security <br> under our approach |
| :---: | :---: | :---: | :---: |
| $E^{-}$ | 79 | 126 | 118 |
| $E^{+}$ | 97 | 151 | 142 |
| $E^{+}$ | 121 | 155 | 146 |
| $E^{+}$ | 149 | 220 | 211 |
| $E^{+}$ | 163 | 256 | 247 |
| $E^{-}$ | 163 | 259 | 250 |
| $E^{+}$ | 167 | 262 | 253 |

The table 1 was presented in [4, where DLog security refers to the bit size of largest prime divisor of $\left|E\left(\mathbf{F}_{3^{\ell}}\right)\right|$. We have added a column giving corresponding values when the random walk restriction approach is considered, under the assumption that the complexity of elliptic curve addition is roughly the same as the complexity of finite field multiplication.

It is also noted in the paper [4] that due to the work [6], the DLP over $\mathbf{F}_{3^{6 \ell}}^{\times}$ is easier than on prime fields of equivalent size, so that a large $\mathbf{F}_{3^{6 \ell}}^{\times}$should be taken. When this advice is followed, our method can work on the larger $\mathbf{F}_{3^{6 \ell}}^{\times}$to obtain a better reduction of DLP complexity.

Another example is the ID-based encryption [3]. Originally, these systems were built on elliptic curves over a large prime field $\mathbf{F}_{p}$ of embedding degree 2, on which our methods would yield no advantage. But for efficiency reasons Galbraith [11] suggested the use of elliptic curves over characteristic 2 or 3 fields with Tate pairing of embedding degrees 4 and 6 , respectively. These curves are $y^{2}+y=x^{3}+x$ and $y^{2}+y=x^{3}+x+1$ in characteristic 2 and $y^{2}=x^{3}+2 x \pm 1$ in characteristic 3. In each of these cases, our attack can be applied to reduce the complexity by a factor of $\frac{3}{5} \sqrt{4 \ell}$ and $\frac{2}{3} \sqrt{6 \ell}$, respectively. In practice, if one chooses $\ell=283$ or 397 with the curve $y^{2}+y=x^{3}+x+1$, we can speed up the Pollard rho algorithm by a factor of 20.2 or 23.9 , respectively.

## 6 Conclusion

In this paper, we proposed a variant of the Pollard rho method, called random walk restriction, and showed that this idea can be applied to cyclic subgroups of finite fields of large extension degree. The main idea is to restrict the random walk of the Pollard rho to a smaller set which results in an earlier collision. As a result, our algorithm achieves speedup over the Pollard rho method by a factor of approximately $\frac{3 p-3}{4 p-3} \sqrt{m}$ in subgroups of $\mathbf{F}_{p^{m}}^{\times}$and can be applied to pairing based cryptosystems.
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## Appendix: Tag Tracing Method with Normal Basis

In this appendix, we explain how tag tracing [7] can be applied to binary field with normal basis representation. Of course, this can then be easily adapted to any $\mathbf{F}_{p^{m}}$.

The tag tracing method is an improvement of the Pollard rho variant that uses $r$-adding walks. The main idea is to reduce the complexity of each iterating step. In the original $r$-adding walks, the iterative steps compute $g_{i+1}=g_{i} M_{s}$ from $g_{i}$, where $s=s\left(g_{i}\right)$ is the index of $g_{i}$ computed by a function $s: G \rightarrow\{0,1, \ldots, r-1\}$. This involves computing a full product at each step. But, if we have another function $\bar{s}: G \times G \rightarrow\{0,1, \ldots, r-1\} \cup\{$ fail $\}$ which computes the index of $g_{i} M_{s}$ without fully computing the product, we can reduce the execution time for each step as follows.

Let $\mathcal{M}=\left\{M_{s}=g^{m_{s}} h^{n_{s}}\right\}$. Fix a positive integer $\ell$ and prepare a pre-computed table of $\mathcal{M}_{\ell}=(\mathcal{M} \cup\{1\})^{\ell}$. Given the $i$-th element $g_{i} \in G$ of the walk, compute the index $s_{i}=s\left(g_{i}\right)$. Without a full product of $g_{i}$ and $M_{s_{i}}$, compute $s_{i+1}=\bar{s}\left(g_{i}, M_{s_{i}}\right)$. Now, since $M_{s_{i}} M_{s_{i+1}} \in \mathcal{M}_{\ell}$, we can evaluate next index $s_{i+2}=\bar{s}\left(g_{i}, M_{s_{i}} M_{s_{i+1}}\right)$. Continue this process until we arrive at $\ell$ iterations or need to store current $g_{j}$. It is easy to see that the execution time for each step is expected to be

$$
|\bar{s}|+\left(\frac{1}{\ell}+P_{\text {fail }}\right)|f|
$$

where $P_{\text {fail }}$ is the probability of $\bar{s}$ evaluation to fail.
To apply the above procedure to $\mathbf{F}_{2^{m}}$ with the normal basis representation, define $s: G \rightarrow\{0, \ldots, r-1\}$ by

$$
s(\mathbf{z})=\left(z_{0}, z_{1}, \ldots, z_{\lceil\log r\rceil-1}\right)
$$

for $\mathbf{z}=\left(z_{0}, z_{1}, \ldots, z_{m-1}\right) \in \mathbf{F}_{2^{m}}$. Given $\mathbf{x}, \mathbf{y} \in \mathbf{F}_{2^{m}}$, since we can write their product as $\mathbf{x y}=\left(\mathbf{x} T \mathbf{y}^{t}, \ldots, \mathbf{x}^{p^{m-1}} T\left(\mathbf{y}^{p^{m-1}}\right)^{t}\right)$, we can compute $s(\mathbf{x y})$ with only
$\lceil\log r\rceil \cdot m$ bit operations using pre-computed $T \mathbf{y}^{t}, T\left(\mathbf{y}^{p}\right)^{t}, \ldots, T\left(\mathbf{y}^{p^{\lceil\log r\rceil-1}}\right)^{t}$. This does not involve a full product of $\mathbf{x}$ and $\mathbf{y}$. Moreover, $P_{\text {fail }}=0$.

Hence, the complexity of each steps of tag tracing is expected to

$$
\lceil\log r\rceil \cdot m+\frac{1}{l} \cdot \mathrm{Mul}
$$

where Mul denote the expected number of bit operations for multiplication in $\mathbf{F}_{2^{m}}$ using normal basis.
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#### Abstract

Network coding offers increased throughput and improved robustness to random faults in completely decentralized networks. In contrast to traditional routing schemes, however, network coding requires intermediate nodes to modify data packets en route; for this reason, standard signature schemes are inapplicable and it is a challenge to provide resilience to tampering by malicious nodes.

We propose two signature schemes that can be used in conjunction with network coding to prevent malicious modification of data. Our schemes can be viewed as signing linear subspaces in the sense that a signature $\sigma$ on a subspace $V$ authenticates exactly those vectors in $V$. Our first scheme is (suitably) homomorphic and has constant public-key size and per-packet overhead. Our second scheme does not rely on random oracles and is based on weaker assumptions.

We also prove a lower bound on the length of signatures for linear subspaces showing that our schemes are essentially optimal in this regard.


## 1 Introduction

Network coding [123] refers to a general class of routing mechanisms where, in contrast to traditional "store-and-forward" routing, intermediate nodes modify

[^11]data packets in transit. Network coding has been shown to offer a number of advantages with respect to traditional routing, the most well-known of which is the possibility of increased throughput in certain network topologies. It has also been suggested as a means of improving robustness against random network failures since, as with erasure codes [6], the destination can recover the original data (with high probability) once it has received sufficiently many correct packets, even if a large fraction of packets are lost.

Because of these advantages, network coding has been proposed for applications in wireless and/or ad-hoc networks, where communication is at a premium and centralized control may be unavailable; it has also been suggested as an efficient means for content distribution in peer-to-peer networks [22], and for improving the performance of large-scale data dissemination over the Internet [11].

A major concern in systems that use network coding is protecting against malicious modification of packets (i.e., "pollution attacks") by Byzantine nodes; see 1321 for two recent surveys and Section 2.2 for a discussion of previous work. The problem is particularly acute because errors introduced into even a single packet can propagate and pollute multiple packets making their way to the destination. This propagation is a consequence of the processing that honest nodes, downstream of any corrupted packets, apply to all incoming packets.

We propose two signature schemes that can be used to provide cryptographic protection against pollution attacks even when the adversary can corrupt an arbitrary number of nodes, eavesdrop on all network traffic, and insert or modify an arbitrary number of packets. Of course, the destination cannot possibly recover the file unless it receives a minimum number of uncorrupted packets; once this is the case, however, our schemes ensure that the destination can filter out any corrupted packets and recover the correct file. As our signatures are publicly verifiable, intermediate nodes could discard corrupted packets as well (though whether this is actually done will depend on the computational resources of the intermediate nodes). Our first scheme is particularly efficient, with both public-key size and per-packet overhead being constant. A detailed discussion of our schemes, and their advantages relative to prior work, is given in Section 2.3 .

Our schemes can be viewed as signing linear subspaces in the sense that a signature $\sigma$ on the subspace $V$ authenticates exactly those vectors in $V$. We prove a lower bound on the signature length for any scheme for signing linear subspaces (under some mild restrictions), showing that our constructions are essentially optimal in this regard.

Outline of the paper. We provide a quick overview of network coding in Section 2.1. In Section 2.2 we discuss prior work addressing adversarial behavior in the context of network coding, and we describe the advantages of our schemes in Section 2.3. In Section 3 we introduce appropriate definitions of security for our setting and give relevant mathematical background. Sections 4 and 5 describe our constructions, and in Section 6 we prove our lower bound.

## 2 Background

### 2.1 Linear Network Coding

In a linear network coding scheme [23] (the only type with which we will be concerned), a file to be transmitted is viewed as an ordered sequence of $n$ dimensional vectors $\overline{\mathbf{v}}_{1}, \ldots, \overline{\mathbf{v}}_{m} \in \mathbb{F}_{p}^{n}$, where $p$ is prime. We will sometimes refer to individual vectors as blocks or packeets. Before transmission, the source node creates the $m$ augmented vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ given by:

$$
\mathbf{v}_{i}=(-\overline{\mathbf{v}}_{i}-, \overbrace{\underbrace{0, \ldots, 0,1}_{i}}^{m}, 0, \ldots, 0) \in \mathbb{F}_{p}^{n+m} ;
$$

that is, each original vector $\overline{\mathbf{v}}_{i}$ is appended with the vector of length $m$ containing a single ' 1 ' in the $i$ th position. These augmented vectors are then sent by the source as packets in the network. Since this step introduces $\Theta\left(m^{2}\right)$ communication overhead per file, one typically chooses $m \ll n$.

Each node in the network processes packets as follows. Upon receiving packets (i.e., vectors) $\mathbf{w}_{1}, \ldots, \mathbf{w}_{\ell} \in \mathbb{F}_{p}^{n+m}$ on its $\ell$ incoming communication edges, node $i$ computes the packet (vector) $\mathbf{w}=\sum_{j=1}^{\ell} \alpha_{i, j} \mathbf{w}_{j}$, where $\alpha_{i, j} \in \mathbb{F}_{p}$. The resulting vector $\mathbf{w}$ is then transmitted on the node's outgoing edges. That is, each node transmits a linear combination of the packets it receives. Thus, in a fault-free execution of the scheme, all packets transmitted on any link in the network are linear combinations of the original (augmented) file vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$.

The weights $\alpha_{i, j}$ used by the $i$ th node in the network can be established by a central authority. More usefully (and more interestingly), however, these values can also be chosen randomly and independently by each node in a completely decentralized fashion. (In this case the scheme is sometimes referred to as "random network coding".) Although carefully designed codes can potentially have better performance, it has been shown that random network coding does almost as well with high probability 8 (14)16].

There may be multiple destination nodes (i.e., receivers) who wish to obtain the original file from the source. When any such node receives $m$ linearly independent vectors $\mathbf{w}_{1}, \ldots, \mathbf{w}_{m}$, it can recover the original file as follows: For a received vector $\mathbf{w}_{i}$, let $\mathbf{w}_{i}^{L}$ denote the left-most $n$ positions of the vector, and let $\mathbf{w}_{i}^{R}$ denote the right-most $m$ positions. The receiver first computes an $m \times m$ matrix $G$ such that

$$
G=\left(\begin{array}{c}
-\mathbf{w}_{1}^{R}-  \tag{1}\\
\vdots \\
-\mathbf{w}_{m}^{R}-
\end{array}\right)^{-1}
$$

(The matrix on the right-hand side is invertible as long as all the received vectors are correct.) The original file $\overline{\mathbf{v}}_{1}, \ldots, \overline{\mathbf{v}}_{m}$ is then given by

$$
\left(\begin{array}{c}
-\overline{\mathbf{v}}_{1}- \\
\vdots \\
-\overline{\mathbf{v}}_{m}-
\end{array}\right)=G \cdot\left(\begin{array}{c}
-\mathbf{w}_{1}^{L}- \\
\vdots \\
-\mathbf{w}_{m}^{L}-
\end{array}\right)
$$

We stress that the receiver need not be aware of the weights $\left\{\alpha_{i, j}\right\}$ used by any intermediate node in the network in order to recover the file. On the other hand, if the weights used by the intermediate nodes are all known to the receiver (and the receiver is aware of the network topology) then the matrix $G$ can be computed in advance and, in fact, the scheme can be run on the original file vectors $\overline{\mathbf{v}}_{1}, \ldots, \overline{\mathbf{v}}_{m}$ rather than on the augmented vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$. In our work, however, we will assume that augmented vectors are used.

### 2.2 Dealing with Adversarial Behavior

Network coding can offer resilience to random packet loss since the receiver can reconstruct the original file from any set of $m$ correctly formed, linearly independent vectors. (Notice the similarity with linear erasure codes introduced in other contexts, e.g., [6].) However, the in-network processing done by the nodes makes the basic network coding scheme extremely susceptible to malicious errors introduced by even a single intermediate node in the network. For starters, this is because the basic network coding scheme offers no means of isolating the fault: if one of the vectors $\mathbf{w}_{i}$ received at the destination is incorrect, then that error will be "spread" across (potentially) every block $\overline{\mathbf{v}}_{1}, \ldots, \overline{\mathbf{v}}_{m}$ of the reconstructed file (cf. Equation (1). Furthermore, a single error introduced by one malicious node will be propagated by every node further downstream. Thus, even a faulty transmission on a single edge (say, due to a single corrupted node) will eventually cause almost all vectors being forwarded in the network to be incorrect, and will thus prevent reconstruction of even a portion of the file.

It is worth mentioning two trivial approaches that do not solve the problem. The source cannot simply sign the packets it releases into the network using a standard signature scheme, since the packets received at the destination will almost surely be different from those issued by the sender. Signing the entire file does not work either: although this would ensure that the receiver never accepts an incorrect file, there is no efficient way for the receiver to recover the correct file. (Since the receiver cannot distinguish correct packets from corrupt packets a priori, it is forced to apply the reconstruction procedure from Section 2.1 to all subsets of received vectors of size $m$.)

We now survey other techniques for combatting data pollution when network coding is used (see 21] for further discussion).

Information-theoretic approaches. Information-theoretic methods for enabling recovery from malicious faults work by introducing redundancy into the original packets transmitted by the sender [15/17|18]. Such techniques have the advantage of not relying on any computational assumptions, but are limited to offering security only against a relatively limited class of adversaries: these constructions all (inherently) assume limitations on the number of nodes the
adversary can corrupt, the number of packets that can be modified, and/or the number of links on which the adversary can eavesdrop. Moreover, the communication overhead introduced by these schemes is significant.

Cryptographic approaches. Existing cryptographic schemes (i.e., those that protect only against a computationally bounded adversary) all work by providing a way for honest nodes to verify authenticity of individual packets. (Once again we stress that this cannot be achieved in our setting using standard signatures, since packets are modified in transit.) Cryptographic schemes can potentially offer resilience against an adversary who eavesdrops on the entire network and controls arbitrarily many malicious nodes, as long as the destination node receives $m$ correctly formed and linearly independent vectors. Existing schemes also allow the receiver to recover gracefully when fewer than $m$ legitimate vectors are received; for example, if the destination receives $k$ correctly formed vectors spanning the subspace defined by the first $k$ file blocks, then the receiver can at least recover a portion of the original file. Cryptographic schemes have the additional advantage that intermediate nodes in the network can verify correctness of individual packets, and hence reject ill-formed ones.

Although one could imagine using a symmetric-key approach, all existing work focuses on the public-key setting where the sender's public key is known to all other nodes in the network. A public-key scheme makes the most sense when the sender is multi-casting files to many receivers (as is typically the situation when network coding is used), and furthermore enables all intermediate nodes in the network to potentially verify authenticity of received packets.

Krohn et al. [22] (see also [11|12]) suggest homomorphic hashing for preventing pollution attacks. In their scheme, the sender computes a hash $h_{i}=H\left(\overline{\mathbf{v}}_{i}\right)$ of each block of the file; given $\mathbf{x}=\left(h_{1}, \ldots, h_{m}\right)$, anyone can check whether a packet $\mathbf{w}$ is a correctly formed linear combination of the augmented vectors $\left\{\mathbf{v}_{i}\right\}$. Krohn et al. assume a reliable channel for distributing the hash values for a given file, but it is not hard to show (see Section (5) that signing $\mathbf{x}$ using a standard signature scheme also results in a secure solution. The drawback of this approach is that both the authentication information $\mathbf{x}$ and the public keys are large: $\mathbf{x}$ has size $\Theta(k m)$ and the public key has size $\Theta(k n)$, where $k$ is a cryptographic security parameter. (Thus, either the public key or $\mathbf{x}$ has size at least the square root of the file size.) Sending all of $\mathbf{x}$ with each packet introduces a large overhead; on the other hand, if $\mathbf{x}$ is partitioned among multiple packets then intermediate nodes cannot verify authenticity of the packets they receive.

Zhao et al. 25] propose a scheme where the sender computes some authentication information $\mathbf{x}$ derived from a vector orthogonal to the space $V=$ $\operatorname{span}\left(\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right\}\right)$; this authentication information $\mathbf{x}$ is then signed by the sender (using a standard signature scheme). Unfortunately, this scheme also has relatively poor performance: both $\mathbf{x}$ and the public keys have size $\Theta(k(n+m))$. Furthermore, the scheme can only be used for distributing a single file, after which the public key must be refreshed. (Zhao et al. suggest some approaches for handling multiple files, but do not prove security of any of these suggestions.) An additional drawback of both this scheme and the one of Krohn et al. is that
they both require the sender to know the entire file before the authentication information can be computed.

Charles et al. 7] present a homomorphic signature scheme [19] based on the aggregate signature scheme of Boneh et al. [4]. This scheme has the property that valid signatures $\sigma_{1}, \ldots, \sigma_{k}$ on vectors $\mathbf{w}_{1}, \ldots, \mathbf{w}_{k}$, respectively, can be combined, without knowledge of the signer's secret key, to produce a valid signature $\sigma$ on any linear combination $\sum_{i} \alpha_{i} \mathbf{w}_{i}$. The scheme can only be used to sign a single file, after which the public key must be refreshed; this restriction clearly limits the scheme's applicability. Public keys in this scheme have size $\Theta(k(m+n))$, meaning that it will be impractical to redistribute public keys over the network even if network coding is used for key distribution. Charles et al. also do not formally prove security of their scheme.

### 2.3 Our Contributions

We start with clean definitions of the problem at hand and formally define what it means for a signature scheme to be secure in our context. Roughly speaking, we consider signature schemes that can be viewed as authenticating linear subspaces in the sense that a signature on the subspace $V$ authenticates all vectors in $V$. Our security definition requires that no adversary given a signature on a vector subspace $V$ can forge a valid signature for any vector not in $V$. The application to network coding is clear: to distribute a file, simply sign the subspace $V=\operatorname{span}\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right\}$. (Actually, both our security definition and our constructions directly take into account the distribution of multiple files using a single public key - in contrast to [7|25] - and so the formal definition and the application to network coding is a bit more involved.)

We show two constructions meeting our definition. Our first scheme, called $\mathrm{NCS}_{1}$, is a homomorphic signature scheme and has the advantage that signatures can be associated with individual vectors rather than an entire subspace. (The signature on a linear subspace $V$ can then be taken as the collection of signatures on a set of basis vectors for $V$.) Both the public key and per-vector signatures in this scheme have constant size, making the scheme ideally suited for network coding. This scheme also supports the transmission of streaming data, in the sense that the sender need not be aware of the entire file before computing the signature on the first packet. Security of this scheme is proved based on the computational Diffie-Hellman assumption in bilinear groups, in the random oracle model.

Our second construction, called $\mathrm{NCS}_{2}$, provides an instantiation of the scheme of Krohn et al. 22 that is secure according to our definition. The primary advantage of this scheme is that it can be proven secure based on a potentially weaker assumption (namely, the discrete logarithm assumption) without random oracles. We also show how our scheme can be viewed as a more efficient version of the scheme of Zhao et al. [25].

Finally, we prove a lower bound on the length of secure signatures for linear subspaces, under some mild assumptions on the signature scheme. Specifically, we show (roughly speaking) that the signature on any subspace $V$ must have
length proportional to $\operatorname{dim}(V)$. This shows that our two constructions are essentially optimal in this regard. (Note that although our first scheme offers constant size per-vector signatures, the signature on a subspace $V$ consists of $\operatorname{dim}(V)$ pervector signatures and thus matches the lower bound.)

## 3 Definitions and Preliminaries

### 3.1 Signing a Linear Subspace

We abstract our problem, and seek to design a signature scheme that signs a subspace $V \subset \mathbb{F}_{p}^{N}$ so that only vectors $\mathbf{y} \in V$ are accepted as valid. We start by defining the interface provided by such a system and then define security.

As discussed previously, we want our scheme to be useful for the distribution of multiple files using the same public key. As such, every file will be associated with an identifier id that is chosen by the sender at the time the first packet associated with the file is transmitted 1 We then require that every packet forwarded in the system is labeled with the appropriate identifier. (Adversarial nodes, of course, can change the identifier any way they like.) The identifier provides a mechanism for honest nodes, and the receiver in particular, to distinguish packets associated with different files.

Definition 1. A network coding signature scheme is a triple of probabilistic, polynomial-time algorithms (Setup, Sign, Verify) with the following functionality:

- Setup $\left(1^{k}, N\right)$. On input a security parameter $1^{k}$ and an integer $N$, this algorithm outputs a prime $p$, a public key $P K$, and a secret key $S K$.
- $\operatorname{Sign}(S K$, id, $V)$. On input a secret key $S K$, a file identifier id $\in\{0,1\}^{k}$, and an $m$-dimensional subspace $V \subset \mathbb{F}_{p}^{N}$ (with $0<m<N$ ) described as a set of basis vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$, this algorithm outputs a signature $\sigma$.
- Verify $(P K$, id, $\mathbf{y}, \sigma)$. On input a public key $P K$, an identifier id $\in\{0,1\}^{k}$, a vector $\mathbf{y} \in \mathbb{F}_{p}^{N}$, and a signature $\sigma$, this algorithm outputs either 0 (reject) or 1 (accept).

We require that for each $(p, P K, S K)$ output by $\operatorname{Setup}\left(1^{k}, N\right)$, the following holds: for all $m$-dimensional subspaces $V \subset \mathbb{F}_{p}^{N}$ with $0<m<N$, and for all id $\in\{0,1\}^{k}$, if $\sigma \leftarrow \operatorname{Sign}(S K$, id, $V)$ then $\operatorname{Verify}(P K$, id, $\mathbf{y}, \sigma)=1$ for all $\mathbf{y} \in V$.

The signature $\sigma$ output by Sign can be viewed a signature on the vector space $V$. "Homomorphic signatures" (cf. [19]) are a special case that is more precisely modeled by a definition in which the Sign algorithm produces signatures $\sigma_{1}, \ldots$, $\sigma_{m}$ on the basis vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$, and the collection of these signatures constitutes a signature on $V$. This is encapsulated in the following definition.

[^12]Definition 2. A homomorphic network coding signature scheme is a tuple of probabilistic, polynomial-time algorithms (Setup, Sign, Combine, Verify) with the following functionality:

- Setup $\left(1^{k}, N\right)$. On input a security parameter $1^{k}$ and an integer $N$, this algorithm outputs a prime $p$, a public key $P K$, and a secret key $S K$.
- $\operatorname{Sign}(S K$, id, v$)$. On input a secret key $S K$, a file identifier id $\in\{0,1\}^{k}$, and a vector $\mathbf{v} \in \mathbb{F}_{p}^{N}$, this algorithm outputs a signature $\sigma$.
- Combine $\left(P K\right.$, id, $\left.\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)$. On input a public key $P K$, a file identifier id, and a set of tuples $\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}$ with $\beta_{i} \in \mathbb{F}_{p}$, this algorithm outputs a signature $\sigma$.
(The intuition is that if each $\sigma_{i}$ is a valid signature on the vector $\mathbf{v}_{i}$, then $\sigma$ is a signature on $\sum_{i=1}^{\ell} \beta_{i} \mathbf{v}_{i}$.)
- Verify $(P K$, id $, \mathbf{y}, \sigma)$. On input a public key $P K$, an identifier id $\in\{0,1\}^{k}$, a vector $\mathbf{y} \in \mathbb{F}_{p}^{N}$, and a signature $\sigma$, this algorithm outputs either 0 (reject) or 1 (accept).
We require that for each $(p, P K, S K)$ output by $\operatorname{Setup}\left(1^{k}, N\right)$, the following hold:
- For all id and all $\mathbf{y} \in \mathbb{F}_{p}^{N}$, if $\sigma \leftarrow \operatorname{Sign}(S K$, id, $\mathbf{y})$ then $\operatorname{Verify~}(P K$, id, $\mathbf{y}, \sigma)=1$.
- For all id $\in\{0,1\}^{k}$ and all sets of triples $\left\{\left(\beta_{i}, \sigma_{i}, \mathbf{v}_{i}\right)\right\}_{i=1}^{\ell}$, if it holds that $\operatorname{Verify}\left(P K, \operatorname{id}, \mathbf{v}_{i}, \sigma_{i}\right)=1$ for all $i$, then

$$
\operatorname{Verify}\left(P K, \text { id, } \sum_{i} \beta_{i} \mathbf{v}_{i}, \text { Combine }\left(P K, \text { id, }\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)\right)=1
$$

The following lemma, a proof of which is trivial, shows that homomorphic network coding signatures are indeed a special case of network coding signatures.

Lemma 3. Let $\mathcal{S}_{2}=\left(\right.$ Setup $_{2}$, Sign $_{2}$, Combine $_{2}$, Verify $\left._{2}\right)$ be a homomorphic network coding signature scheme. Then $\mathcal{S}_{1}=\left(\operatorname{Setup}_{1}, \operatorname{Sign}_{1}\right.$, Verify $\left._{1}\right)$ defined as follows is a network coding signature scheme.

- Setup $\left.\mathcal{S}_{1}^{k}, N\right)$ runs $\operatorname{Setup}_{2}\left(1^{k}, N\right)$ and outputs the result.
$-\operatorname{Sign}_{1}(S K, \mathrm{id}, V)$ runs $\operatorname{Sign}_{2}\left(S K, \mathrm{id}, \mathbf{v}_{1}\right), \ldots, \operatorname{Sign}_{2}\left(S K\right.$, id, $\left.\mathbf{v}_{m}\right)$, where $\mathbf{v}_{1}$, $\ldots, \mathbf{v}_{m}$ is any basis of $V$. It then outputs $\sigma=\left(\left(\mathbf{v}_{1}, \sigma_{1}\right), \ldots,\left(\mathbf{v}_{m}, \sigma_{m}\right)\right)$.
- $\operatorname{Verify}_{1}(P K, \mathrm{id}, \mathbf{y}, \sigma)$ parses $\sigma$ as $\left(\left(\mathbf{v}_{1}, \sigma_{1}\right), \ldots,\left(\mathbf{v}_{m}, \sigma_{m}\right)\right)$, and computes coefficients $\left\{\beta_{i}\right\}$ such that $\mathbf{y}=\sum_{i} \beta_{i} \mathbf{v}_{i}$ (if no solution exists, then it outputs 0 ). Finally, it outputs Verify ${ }_{2}\left(P K\right.$, id, $\mathbf{y}$, Combine $_{2}\left(P K\right.$, id, $\left.\left.\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{m}\right)\right)$.
We say a basis $\left\{\mathbf{v}_{i}\right\}_{i=1}^{m}$ of a subspace $V \subseteq \mathbb{F}_{p}^{N}$ is properly augmented (cf. Section(2.1) if the last $m$ coordinates of each $\mathbf{v}_{i}$ form a unit vector with a 1 in the $i$ th position. Abusing notation, we say $V$ is properly augmented if it is described using a properly augmented basis. Let $n=N-m$. If $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$ is a properly augmented basis of $V$, then for any $\mathbf{y} \in \mathbb{F}_{p}^{N}$ with $\mathbf{y}=\left(y_{1}, \ldots, y_{n}, y_{n+1}, \ldots y_{n+m}\right)$ we have

$$
\begin{equation*}
\mathbf{y} \in V \Longleftrightarrow \mathbf{y}=\sum_{i=1}^{m} y_{n+i} \mathbf{v}_{i} \tag{2}
\end{equation*}
$$

This observation allows us to simplify the construction of Lemma 3 when we only use $\left(\operatorname{Setup}_{1}, \operatorname{Sign}_{1}\right.$, Verify $\left._{1}\right)$ to sign properly augmented vector spaces. (This suffices for our application to network coding.) Namely, $\operatorname{Sign}_{1}(S K$, id, $V$ ) simply outputs $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ (where the $\sigma_{i}$ are computed as in Lemma 3), and Verify $_{1}(P K$, id, $\mathbf{y}, \sigma)$ outputs

$$
\operatorname{Verify}_{2}\left(P K, \text { id, } \mathbf{y}, \text { Combine }_{2}\left(P K, \text { id, }\left\{\left(y_{N-m+i}, \sigma_{i}\right)\right\}_{i=1}^{m}\right)\right) .
$$

Security. We define security of a network coding signature scheme, and say that a homomorphic network coding signature scheme $\mathcal{S}_{2}$ is secure if the network coding signature scheme $\mathcal{S}_{1}$ constructed from $\mathcal{S}_{2}$ as in Lemma 3] is secure.

Definition 4. A network coding signature scheme $\mathcal{S}=$ (Setup, Sign, Verify) is secure if the advantage of any probabilistic, polynomial-time adversary $\mathcal{A}$ in the following security game is negligible in the security parameter $k$ :

Setup: The adversary $\mathcal{A}$ sends a positive integer $N$ to the challenger. The challenger runs $\operatorname{Setup}\left(1^{k}, N\right)$ to obtain $(p, P K, S K)$, and gives $p$ and $P K$ to $\mathcal{A}$.

Queries: Proceeding adaptively, $\mathcal{A}$ specifies a sequence of vector subspaces $V_{i} \subset \mathbb{F}_{p}^{N}$. For each $i$, the challenger chooses id ${ }_{i}$ uniformly from $\{0,1\}^{k}$, and gives $\mathrm{id}_{i}$ and $\sigma_{i} \leftarrow \operatorname{Sign}\left(S K, \mathrm{id}_{i}, V_{i}\right)$ to $\mathcal{A}$.
Output: $\mathcal{A}$ outputs id ${ }^{*} \in\{0,1\}^{k}$, a non-zero vector $\mathbf{y}^{*} \in \mathbb{F}_{p}^{N}$, and a signature $\sigma^{*}$.
The adversary wins if $\operatorname{Verify}\left(P K, \mathrm{id}^{*}, \mathbf{y}^{*}, \sigma^{*}\right)=1$, and either (1) $\mathrm{id}^{*} \neq \mathrm{id}_{i}$ for all $i$ (a type 1 forgery), or (2) $\mathrm{id}^{*}=\mathrm{id}_{i}$ for some $i$ but $\mathbf{y}^{*} \notin V_{i}$ (a type 2 forgery). The advantage $\operatorname{NC}-\operatorname{Adv}[\mathcal{A}, \mathcal{S}]$ of $\mathcal{A}$ is defined to be the probability that $\mathcal{A}$ wins the security game.

We require the adversary to output a non-zero vector $\mathbf{y}^{*}$ since the zero vector lies in every linear subspace. (Furthermore, by adding a dimension it is possible to rule out type- 1 forgeries on the zero vector if desired.) Note also that it is not counted as a forgery if $\mathcal{A}$ obtains a signature $\sigma$ on a vector space $V$ and outputs a valid signature $\sigma^{\prime}$ on a vector space $V^{\prime} \subset V$. Indeed, in the context of network coding this would not be problematic.

### 3.2 Bilinear Groups and Complexity Assumptions

We briefly review the framework of groups with bilinear maps.
Definition 5. A bilinear group tuple is a tuple $\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e, \varphi\right)$ with the following properties:

1. $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}$ are cyclic groups of prime order $p$, in which random sampling and group operations are efficiently computable.
2. $e: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$ is an efficiently computable map satisfying the following: (a) Bilinearity: for any $g \in \mathbb{G}_{1}, h \in \mathbb{G}_{2}$, and $a, b \in \mathbb{Z}, e\left(g^{a}, h^{b}\right)=e(g, h)^{a b}$.
(b) Non-degeneracy: if $g$ generates $\mathbb{G}_{1}$ and $h$ generates $\mathbb{G}_{2}$, then $e(g, h)$ generates $\mathbb{G}_{T}$.
3. $\varphi: \mathbb{G}_{2} \rightarrow \mathbb{G}_{1}$ is an efficiently computable isomorphism ${ }^{2}$

For cryptographic applications, we require that the discrete logarithm problem i.e., computing $x$ given $g$ and $g^{x}$ - be infeasible in the groups $\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}$. Given an algorithm $\mathcal{A}$ that takes as input two elements $g, h$ in a group $\mathbb{G}$ and outputs an integer $x$ in $\{0, \ldots,|\mathbb{G}|-1\}$, we define $\operatorname{DL}-\operatorname{Adv}[\mathcal{A}, \mathbb{G}]$ to be the probability that $h=g^{x}$, taken over inputs $(g, h)$ and the random coins of $\mathcal{A}$.

Currently the only known bilinear group tuples in which the discrete logarithm problems are believed to be infeasible are those for which $\mathbb{G}_{1}, \mathbb{G}_{2}$ are (subgroups of) groups of rational points on elliptic curves or abelian varieties over finite fields; $\mathbb{G}_{T}$ is (a subgroup of) a multiplicative group of a finite field; and $e$ is (a variant of) the Weil pairing or Tate pairing 9]. Elliptic curves and abelian varieties with the desired properties are called "pairing-friendly." Bilinear group tuples as described in Definition 5 exist on all pairing-friendly elliptic curves and abelian varieties with embedding degree $k>1$.

The proof of security of our first signature scheme (Section (4) relies on the assumption that the co-computational Diffie Hellman (co-CDH) problem in $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)$ - i.e., computing $g^{x} \in \mathbb{G}_{1}$ given $g \in \mathbb{G}_{1} \backslash\{1\}$ and $h, h^{x} \in \mathbb{G}_{2} \backslash\{1\}$ - is infeasible. Given $\mathcal{A}$ that takes as input $g \in \mathbb{G}_{1}, h \in \mathbb{G}_{2}$, and $z=h^{x} \in \mathbb{G}_{2}$, and outputs an element $\omega \in \mathbb{G}_{1}$, we define co-CDH-Adv $\left[\mathcal{A},\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)\right]$ to be the probability that $\omega=g^{x}$, taken over inputs $(g, h, z)$ and the random coins of $\mathcal{A}$. Note that if in addition to $\varphi: \mathbb{G}_{2} \rightarrow \mathbb{G}_{1}$ there is an efficiently computable isomorphism $\psi: \mathbb{G}_{1} \rightarrow \mathbb{G}_{2}$ then the co-CDH problem in $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)$ is equivalent to the standard computational Diffie-Hellman problem in either $\mathbb{G}_{1}$ or $\mathbb{G}_{2}$.

## 4 A Homomorphic Network Coding Signature Scheme

In this section we construct a homomorphic network coding signature scheme with constant-size public key and constant-size per-vector signatures. Our signatures are similar to the aggregate signatures of Boneh et al. 4.

## Signature Scheme $\mathrm{NCS}_{0}$

$\operatorname{Setup}\left(1^{k}, N\right)$. Given a security parameter $1^{k}$ and a positive integer $N$, do:

1. Generate a bilinear group tuple $\mathcal{G}=\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e, \varphi\right)$ such that $p>2^{k}$. Choose a generator $h \leftarrow \mathbb{G}_{2} \backslash\{1\}$.
2. Choose $\alpha \leftarrow \mathbb{F}_{p}^{*}$, and set $u:=h^{\alpha}$.
3. Let $H:\{0,1\}^{*} \times\{0,1\}^{*} \rightarrow \mathbb{G}_{1}$ be a hash function, viewed as a random oracle.
4. Output $p$, the public key $P K:=(\mathcal{G}, H, h, u)$ and the private key $S K:=\alpha$.

[^13]$\operatorname{Sign}(S K$, id, $\mathbf{v})$. Given a secret key $S K=\alpha$, an identifier id $\in\{0,1\}^{k}$, and a vector $\mathbf{v}=\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{F}_{p}^{N}$, this algorithm outputs the signature
$$
\sigma:=\left(\prod_{i=1}^{N} H(\mathrm{id}, i)^{v_{i}}\right)^{\alpha}
$$

Combine $\left(P K\right.$, id, $\left.\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}\right)$. Given a public key $P K$, an identifier id, and $\left\{\left(\beta_{i}, \sigma_{i}\right)\right\}_{i=1}^{\ell}$ with $\beta_{i} \in \mathbb{F}_{p}$, this algorithm outputs $\sigma:=\prod_{i=1}^{\ell} \sigma_{i}^{\beta_{i}}$.
$\operatorname{Verify}(P K, \mathrm{id}, \mathbf{y}, \sigma)$. Given a public key $P K=(\mathcal{G}, H, h, u)$, an identifier id, a signature $\sigma$, and a vector $\mathbf{y} \in \mathbb{F}_{p}^{N}$, define

$$
\gamma_{1}(P K, \sigma) \stackrel{\text { def }}{=} e(\sigma, h) \quad \text { and } \quad \gamma_{2}(P K, \text { id, } \mathbf{y}) \stackrel{\text { def }}{=} e\left(\prod_{i=1}^{N} H(\mathrm{id}, i)^{y_{i}}, u\right)
$$

If $\gamma_{1}(P K, \sigma)=\gamma_{2}(P K$, id, $\mathbf{y})$ this algorithm outputs 1 ; otherwise it outputs 0 .
Due to lack of space, we omit the (straightforward) proof of correctness.
A signature is just a single element of $\mathbb{G}_{1}$. Groups $\mathbb{G}_{1}$ whose elements can be represented using $\log _{2} p$ bits can be obtained by using pairing-friendly elliptic curves of prime or near-prime order; see [10] for further details.

A variant of the above scheme is more efficient when only properly augmented vectors will be signed (as is the case for applications to network coding), and the dimension $m$ of the resulting vector space is known at the time any vector is signed or verified. In this setting, the signer can choose random $g_{1}, \ldots, g_{N} \in \mathbb{G}_{1}$ at the time of key generation and publish these as part of the public key. To sign a vector $\mathbf{v}=\left(v_{1}, \ldots, v_{N}\right) \in \mathbb{F}_{p}^{N}$ using the identifier id, the signer sets $n:=N-m$ and computes

$$
\sigma:=\left(\prod_{i=1}^{m} H(\mathrm{id}, i)^{v_{n+i}} \prod_{j=1}^{n} g_{j}^{v_{j}}\right)^{\alpha}
$$

(Verification is changed in the obvious way.) In this variant, signing the augmented vector $\mathbf{v}$ is dominated by computing a single hash into $\mathbb{G}_{1}$ (taking time similar to a full exponentiation) plus $n$ additional exponentiations in $\mathbb{G}_{1}$. The public key in this variant can be compressed to size linear in the security parameter $k$ by generating $g_{1}, \ldots, g_{N}$ as the output of an independent hash function $H^{\prime}$ (also modeled as a random oracle).

We now prove the security of signature scheme $\mathrm{NCS}_{0}$. More precisely, we consider the variant scheme (call it $\mathrm{NCS}_{1}$ ) suggested above, and prove security of the network coding signature scheme $\mathrm{NCS}_{1}^{\prime}$ constructed from $\mathrm{NCS}_{1}$ as described in the optimization following Lemma 3. Our security proof assumes that only properly augmented vector spaces are signed. (We stress that $\mathrm{NCS}_{0}$ itself is also secure, even without this assumption.)
Theorem 6. Let $\mathrm{NCS}_{1}^{\prime}$ be the network coding signature scheme constructed from $\mathrm{NCS}_{1}$ via the (optimized) method of Lemma 3. Then $\mathrm{NCS}_{1}^{\prime}$ is secure in the random oracle model assuming that the co-CDH problem in $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)$ is infeasible.

In particular, let $\mathcal{A}$ be a polynomial-time adversary as in Definition 4. Then there exists a polynomial-time algorithm $\mathcal{B}$ that computes co-CDH in $\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)$, and such that

$$
\operatorname{co}-\mathrm{CDH}-\operatorname{Adv}\left[\mathcal{B},\left(\mathbb{G}_{1}, \mathbb{G}_{2}\right)\right] \geq \mathrm{NC}-\operatorname{Adv}\left[\mathcal{A}, \mathrm{NCS}_{1}^{\prime}\right]-\frac{1}{p}-\frac{q_{s}\left(q_{s}+q_{h}\right)}{2^{k}}
$$

where $q_{s}$ and $q_{h}$ are the number of signature and hash queries made by $\mathcal{A}$.
Proof. Let $\mathcal{A}$ be an adversary as in Definition 4, though recall we make the assumption that $\mathcal{A}$ only requests signatures on properly augmented vector spaces. We construct $\mathcal{B}$ that takes as input parameters $\mathcal{G}=\left(\mathbb{G}_{1}, \mathbb{G}_{2}, \mathbb{G}_{T}, p, e, \varphi\right)$ and inputs $g \in \mathbb{G}_{1}$ and $h, z \in \mathbb{G}_{2}$, with $z=h^{x}$, and outputs an element $\omega \in \mathbb{G}_{1}$. Algorithm $\mathcal{B}$ simulates the hash function $H$ and the Setup and Sign algorithms of $\mathrm{NCS}_{1}^{\prime}$, and works as follows.

Setup. $\mathcal{A}$ chooses an integer $N$, and $\mathcal{B}$ does the following:

1. Choose random $s_{1}, t_{1}, \ldots, s_{N}, t_{N} \in \mathbb{F}_{p}$, and set $g_{i}:=g^{s_{i}} \varphi(h)^{t_{i}}$ for all $i$.
2. Output the public key $P K:=\left(\mathcal{G}, H, g_{1}, \ldots, g_{N}, h, z\right)$.

Hash query. When $\mathcal{A}$ requests the value of $H(\mathrm{id}, i)$, algorithm $\mathcal{B}$ does:

1. If (id, $i$ ) has already been queried, return $H(\mathrm{id}, i)$.
2. If (id, $i$ ) has not been queried, choose $\varsigma_{i}, \tau_{i} \leftarrow \mathbb{F}_{p}$ and set $H($ id, $i):=g^{\varsigma_{i}} \varphi(h)^{\tau_{i}}$.

Sign. When $\mathcal{A}$ requests a signature on a vector space $V \subset \mathbb{F}_{p}^{N}$, described by properly augmented basis vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m} \in \mathbb{F}_{p}^{N}\left(\right.$ where $\left.\mathbf{v}_{i}=\left(v_{i 1}, \ldots, v_{i N}\right)\right)$, algorithm $\mathcal{B}$ does the following:

1. Choose a random id $\leftarrow\{0,1\}^{k}$. If $H(\mathrm{id}, i)$ has already been queried for some $i \in\{1, \ldots, N\}$ then abort. (The simulation has failed.)
2. Set $n:=N-m$ and compute $\varsigma_{i}:=-\sum_{j=1}^{n} s_{j} v_{i j}$ for $i=1, \ldots, m$.
3. Choose $\tau_{i} \leftarrow \mathbb{F}_{p}$ and set $H(\mathrm{id}, i):=g^{\varsigma_{i}} \varphi(h)^{\tau_{i}}$ for $i=1, \ldots, m$. Set $\mathbf{t}:=$ $\left(t_{1}, \ldots, t_{n}, \tau_{1}, \ldots, \tau_{m}\right)$.
4. Compute $\sigma_{i}:=\varphi(z)^{\mathbf{v}_{i} \cdot \mathbf{t}}$ for $i=1, \ldots, m$.
5. Output id and $\sigma:=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$.

Output. If $\mathcal{B}$ does not abort, then eventually $\mathcal{A}$ outputs a signature $\sigma=$ $\left(\sigma_{1}, \ldots, \sigma_{m}\right)$, an identifier id, and a non-zero vector $\mathbf{y}$.

1. If id is not one of the identifiers used to answer a previous signature query, then compute $H(\mathrm{id}, i)$ as above for $i=1, \ldots, m$. Thus, in any case, $H(\mathrm{id}, i)=$ $g^{\varsigma_{i}} \varphi(h)^{\tau_{i}}$ for $\varsigma_{i}, \tau_{i}$ known to $\mathcal{B}$.
2. Set $\mathbf{s}:=\left(s_{1}, \ldots, s_{n}, \varsigma_{1}, \ldots, \varsigma_{m}\right)$ and $\mathbf{t}:=\left(t_{1}, \ldots, t_{n}, \tau_{1}, \ldots, \tau_{m}\right)$. If $\mathbf{s} \cdot \mathbf{y}=0$ then abort.
3. Set $n:=N-m$ and output $\omega:=\left(\frac{\prod_{i=1}^{m} \sigma_{i}^{y_{n+i}}}{\varphi(z)^{\mathbf{t} \cdot \mathbf{y}}}\right)^{1 /(\mathbf{s} \cdot \mathbf{y})}$.

We first observe that the responses to all hash queries are independent and uniformly random in $\mathbb{G}_{1}$. We also observe that the $g_{1}, \ldots, g_{N}$ are random group elements, and thus the public key $P K$ output by $\mathcal{B}$ is distributed identically to the public key produced by the real Setup algorithm.

Next we show that the signatures $\sigma$ output by $\mathcal{B}$ are identical to the signatures that would be produced by the real Sign algorithm given the public key $P K$ and the hash answers computed by $\mathcal{B}$. Since the secret key corresponding to $P K$ is $x$, it suffices to show that for each vector $\mathbf{v}$ "signed" by $\mathcal{B}$, we have

$$
\begin{equation*}
\left(\prod_{i=1}^{m} H(\mathrm{id}, i)^{v_{n+i}} \prod_{j=1}^{n} g_{j}^{v_{j}}\right)^{x}=\varphi(z)^{\mathbf{v} \cdot \mathbf{t}} \tag{3}
\end{equation*}
$$

where the left-hand side is the "real" signature and the right-hand side is the signature computed by $\mathcal{B}$. The left-hand side is equal to

$$
\begin{equation*}
\left(\prod_{i=1}^{m}\left(g^{\varsigma_{i}} \varphi(h)^{\tau_{i}}\right)^{v_{n+i}} \prod_{j=1}^{n}\left(g^{s_{j}} \varphi(h)^{t_{j}}\right)^{v_{j}}\right)^{x}=\left(g^{\mathbf{s} \cdot \mathbf{v}} \varphi(h)^{\mathbf{t} \cdot \mathbf{v}}\right)^{x} \tag{4}
\end{equation*}
$$

Now observe that we constructed $\mathbf{s}$ so that $\mathbf{s} \in V^{\perp}$ (i.e., $\mathbf{s} \cdot \mathbf{v}=0$ for all $\mathbf{v} \in V$ ), so the expression (4) is equal to $\varphi(h)^{x(\mathbf{t} \cdot \mathbf{v})}$. Equation (3) now follows from the fact that $\varphi(z)=\varphi(h)^{x}$.

We next analyze the probability that $\mathcal{B}$ aborts while interacting with $\mathcal{A}$. There are two scenarios in which this can happen: if $\mathcal{B}$ responds to two different signature queries by choosing the same identifier id, or if $\mathcal{B}$ responds to a signature query by choosing an identifier id such that $\mathcal{A}$ has already requested the value of $H(\mathrm{id}, i)$ for some $i$. The probability of the first event is at most $q_{s}^{2} / 2^{k}$, while the probability of the second event is at most $q_{s} q_{h} / 2^{k}$.

Suppose $\mathcal{B}$ does not abort and $\mathcal{A}$ outputs a signature $\sigma$, an identifier id, and a non-zero vector $\mathbf{y}$. Let $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$. If $\operatorname{Verify}(P K$, id, $\mathbf{y}, \sigma)=1$ then

$$
e\left(\prod_{i=1}^{m} \sigma_{i}^{y_{n+i}}, h\right)=e\left(\prod_{i=1}^{m} H(\mathrm{id}, i)^{y_{n+i}} \prod_{j=1}^{n} g_{j}^{y_{j}}, z\right)
$$

By the same reasoning as above the right-hand side is equal to

$$
e\left(g^{\mathbf{s} \cdot \mathbf{y}} \varphi(h)^{\mathbf{t} \cdot \mathbf{y}}, z\right)=e\left(g^{x(\mathbf{s} \cdot \mathbf{y})} \varphi(z)^{\mathbf{t} \cdot \mathbf{y}}, h\right)
$$

where $\mathbf{s}$ and $\mathbf{t}$ are determined from id as in steps (1) and (2) of $\mathcal{B}$ 's output procedure. The non-degeneracy of $e$ then implies that

$$
\prod_{i=1}^{m} \sigma_{i}^{y_{n+i}}=g^{x(\mathbf{s} \cdot \mathbf{y})} \varphi(z)^{\mathbf{t} \cdot \mathbf{y}}
$$

It follows that if $\mathbf{s} \cdot \mathbf{y} \neq 0$ then the element $\omega$ output by $\mathcal{B}$ is equal to $g^{x}$.
To complete the proof, we show that $\mathbf{s} \cdot \mathbf{y}=0$ with probability $1 / p$. In preparation, we first prove the following lemma:

Lemma 7. Assume $\mathcal{B}$ does not abort. Then the variables $s_{1}, \ldots, s_{N}$ are each independently uniform in $\mathbb{F}_{p}$ even conditioned on the view of $\mathcal{A}$.

Proof. In proving the lemma we can ignore any queries $H(\mathrm{id}, i)$ where id is not an identifier used to respond to a signing query, since (a) the variables $s_{1}, \ldots, s_{N}$ are not involved in these queries, and (b) the variables that are involved in these queries are not involved in any other interaction between $\mathcal{A}$ and $\mathcal{B}$.

We show that for any given view of $\mathcal{A}$ and any choice of values for $s_{1}, \ldots, s_{N}$, there is a unique choice of values for all of the other variables in the system that is consistent with the adversary's view. The adversary's view consists of the public key $P K$ and the signatures on subspaces $V_{k}$ for $k=1, \ldots, q_{s}$. Let $m_{k}=\operatorname{dim} V_{k}$. Hence, the adversary's view is derived from $2 N+\sum 2 m_{k}$ random variables:

- The public key is derived from $s_{j}, t_{j}$ for $j=1, \ldots, N$.
- The $k$ th signature is derived from the $s_{j}, t_{j}$ and $\varsigma_{i}, \tau_{i}$ for $i=1, \ldots, m_{k}$. (Here we use the fact that $\mathcal{B}$ did not abort, and so no two signing queries use the same value of id.)

Moreover, the adversary has $N+\sum 3 m_{k}$ linear relations on these variables:

- $N$ relations derived from the public key,
- $m_{k}$ relations derived from the values of $H(\mathrm{id}, i)$ for the $k$ th query,
- $m_{k}$ relations derived from the signature $\left(\sigma_{1}, \ldots, \sigma_{m_{k}}\right)$ for the $k$ th query,
$-m_{k}$ relations derived from the fact that $\mathbf{s} \in V^{\perp}$ for the $k$ th query.
We set the following notation:

$$
\begin{aligned}
\mathbf{s}^{L} & =\left(s_{1}, \ldots, s_{N}\right) \\
\mathbf{s}_{k}^{R} & =\left(\varsigma_{1}, \ldots, \varsigma_{m_{k}}\right) \text { for the } k \text { th signature query } \\
\mathbf{t}^{L} & =\left(t_{1}, \ldots, t_{N}\right) \\
\mathbf{t}_{k}^{R} & =\left(\tau_{1}, \ldots, \tau_{m_{k}}\right) \text { for the } k \text { th signature query. }
\end{aligned}
$$

Let $\bar{V}_{k}$ be the $m_{k} \times N$ matrix whose $i$ th row consists of the first $N-m_{k}$ entries (i.e., the unaugmented part) of the basis vector $\mathbf{v}_{i}$ for the $k$ th query, followed by $m_{k}$ zeroes. Let $\varphi(h)=g^{\alpha}$. The view of $\mathcal{A}$ imposes the following constraints:

$$
\begin{align*}
\mathbf{s}^{L}+\alpha \mathbf{t}^{L} & =\mathbf{c}_{1} & & (\text { public key) }  \tag{5}\\
\mathbf{s}_{k}^{R}+\alpha \mathbf{t}_{k}^{R} & =\mathbf{c}_{2, k} & & (\text { values of } H(\mathrm{id}, i))  \tag{6}\\
\bar{V}_{k} \mathbf{t}^{L}+\mathbf{t}_{k}^{R} & =\mathbf{c}_{3, k} & & (\text { signatures })  \tag{7}\\
\bar{V}_{k} \mathbf{s}^{L}+\mathbf{s}_{k}^{R} & =\mathbf{0} & & \left(\mathbf{s} \in V^{\perp}\right) \tag{8}
\end{align*}
$$

for some vectors $\mathbf{c}_{1} \in \mathbb{F}_{p}^{N}, \mathbf{c}_{2, k} \in \mathbb{F}_{p}^{m_{k}}, \mathbf{c}_{3, k} \in \mathbb{F}_{p}^{m_{k}}$ that are determined (in an information-theoretic sense) from the view of $\mathcal{A}$. We wish to show that the system has a unique solution for any value of $\mathbf{s}^{L}$.

Observe that equation (8) is linearly dependent on equations (5), (6), and (7). Specifically, for each $k$ we have (8) $=\bar{V}_{k}(\sqrt{5)}+(6)-\alpha(7)$. Since the system has
at least one solution by construction, any choice of variables satisfying equations (5)-(7) must also satisfy (8).

Suppose $\mathbf{s}^{L}$ is fixed; then equation (5) determines a unique value for $\mathbf{t}^{L}$. For each $k$, equation (7) and this value of $\mathbf{t}^{L}$ determine a unique value for $\mathbf{t}_{k}^{R}$, from which equation (6) determines a unique value of $\mathbf{s}_{k}^{R}$. Thus for any value of $\mathbf{s}^{L}$ there is a unique solution to equations (5)-(8). We conclude that $\mathbf{s}^{L}=\left(s_{1}, \ldots, s_{N}\right)$ is uniform in $\mathbb{F}_{p}^{N}$ even conditioned on the view of $\mathcal{A}$.

To complete the proof of Theorem 6, we now show that $\mathbf{s} \cdot \mathbf{y}=0$ with probability $1 / p$. If $\mathcal{A}$ outputs a type 1 forgery, then id was not used in response to any previous signing query. In this case the $\left\{\varsigma_{i}\right\}$ are independently uniform in $\mathbb{F}_{p}$ even conditioned on the view of $\mathcal{A}$. By Lemma 7 the $\left\{s_{i}\right\}$ are also independently uniform in $\mathbb{F}_{p}$ conditioned on $\mathcal{A}$ 's view. Since $\mathbf{s}=\left(s_{1}, \ldots, s_{n}, \varsigma_{1}, \ldots, \varsigma_{m}\right)$ and $\mathbf{y}$ is non-zero, it follows that $\mathbf{s} \cdot \mathbf{y}$ is uniformly distributed in $\mathbb{F}_{p}$, and thus the probability that $\mathbf{s} \cdot \mathbf{y}=0$ is $1 / p$.

Now suppose that $\mathcal{A}$ outputs a type 2 forgery, so id was used in response to the signing query for some vector subspace $V$, and $\mathbf{y} \notin V$. (Note that id was used to answer only one signing query, otherwise $\mathcal{B}$ aborts.) By Lemma 7 the variables $\left\{s_{i}\right\}$ are independently uniform in $\mathbb{F}_{p}$ even conditioned on the adversary's view. This implies that, conditioned on the adversary's view, the vector $\mathbf{s}=\left(s_{1}, \ldots, s_{n}, \varsigma_{1}, \ldots, \varsigma_{m}\right)$ is uniformly random in $V^{\perp}$. So for any $\mathbf{y} \notin$ $V$ we see that $\mathbf{s} \cdot \mathbf{y}$ is uniform in $\mathbb{F}_{p}$, and we conclude that $\mathbf{s} \cdot \mathbf{y}=0$ with probability $1 / p$. This completes the proof.

## 5 Network Coding Signatures without Random Oracles

Krohn et al. 22 propose authenticating network coding data using a homomorphic hash function (see below). As in Definition 2 their scheme produces a signature $\sigma_{i}$ on each basis vector of the subspace to be authenticated. Their system is not secure according to our definition, however, as there is no mechanism to ensure that basis vectors from different files cannot be combined. Our solution is to authenticate all the hash values (along with the file identifier) using a standard signature scheme, which we denote by $\mathcal{S}_{0}=\left(\mathrm{Gen}_{0}, \mathrm{Sign}_{0}\right.$, Verify $\left.{ }_{0}\right)$. This modification produces a secure network coding signature scheme (as in Definition (1) but eliminates the homomorphic property. The scheme can thus be used to sign entire subspaces, but not individual vectors.

## Signature Scheme $\mathbf{N C S}_{2}$

$\operatorname{Setup}\left(1^{k}, N\right)$. Given a security parameter $1^{k}$ and a positive integer $N$ do:

1. Choose a group $\mathbb{G}$ of prime order $p>2^{k}$.
2. Run $\operatorname{Gen}_{0}\left(1^{k}\right)$ and let the public/private keys be $P K_{0}, S K_{0}$.
3. Choose generators $g_{1}, \ldots, g_{N} \leftarrow \mathbb{G} \backslash\{1\}$.
4. Output the prime $p$, the public key $P K:=\left(\mathbb{G}, g_{1}, \ldots, g_{N}, P K_{0}\right)$, and the private key $S K:=S K_{0}$.
$\operatorname{Sign}(S K$, id, $V)$. Given a secret key $S K$, a file identifier id, and an $m$-dimensional subspace $V \subset \mathbb{F}_{p}^{N}$ described by a properly augmented basis $\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}$, do:
5. Set $n:=N-m$. Compute $\sigma_{i}:=\prod_{j=1}^{n} g_{j}^{-v_{i j}}$ for $i=1, \ldots, m$.
6. Compute $\tau \leftarrow \operatorname{Sign}_{0}\left(S K\right.$, (id, $\left.\left.\sigma_{1}, \ldots, \sigma_{m}\right)\right)$.
7. Output $\sigma:=\left(\sigma_{1}, \ldots, \sigma_{m}, \tau\right)$.

Verify $(P K$, id, $\mathbf{y}, \sigma)$. Given a public key $P K=\left(\mathbb{G}, g_{1}, \ldots, g_{N}, P K_{0}\right)$, an identifier id, a signature $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}, \tau\right)$, and a vector $\mathbf{y} \in \mathbb{F}_{p}^{N}$, do:

1. Run Verify ${ }_{0}\left(P K_{0},\left(\right.\right.$ id $\left.\left., \sigma_{1}, \ldots, \sigma_{m}\right), \tau\right)$. If the answer is 0 , output 0 .
2. If $\left(\prod_{j=1}^{n} g_{j}^{y_{j}}\right)\left(\prod_{i=1}^{m} \sigma_{i}^{y_{n+i}}\right)=1$ then output 1 ; otherwise output 0 .

We omit the (straightforward) proof of correctness.
If elements of $\mathbb{G}$ are represented using $\log _{2} p$ bits and the signature scheme $\mathcal{S}_{0}$ produces signatures of size $\log _{2} p$, then the size of the signature $\sigma$ is $(m+1) \log _{2} p$ bits. If one is willing to use the random oracle model, we can achieve a constantsize public key by letting the values $g_{1}, \ldots, g_{N}$ be computed as the output of a hash function $H$ (viewed as a random oracle).

Theorem 8. Assume $\mathcal{S}_{0}$ is a secure signature scheme. Then $\mathrm{NCS}_{2}$ is secure assuming hardness of the discrete logarithm problem in $\mathbb{G}$.

In particular, let $\mathcal{A}$ be a polynomial-time adversary as in Definition 4, Then there exists a polynomial-time adversary $\mathcal{B}_{1}$ that forges signatures for $\mathcal{S}_{0}$ and a polynomial-time algorithm $\mathcal{B}_{2}$ that computes discrete logarithms, such that

$$
\operatorname{Sig}-\operatorname{Adv}\left[\mathcal{B}_{1}, \mathcal{S}_{0}\right]+2 \cdot \operatorname{DL}-\operatorname{Adv}\left[\mathcal{B}_{2}, \mathbb{G}\right] \geq \mathrm{NC}-\operatorname{Adv}\left[\mathcal{A}, \mathrm{NCS}_{2}\right]-\frac{q_{s}^{2}}{2^{k}}
$$

where $q_{s}$ denotes the number of signature queries made by $\mathcal{A}$, and $\operatorname{Sig}-\operatorname{Adv}\left[\mathcal{B}_{1}, \mathcal{S}_{0}\right]$ is the probability that $\mathcal{B}_{1}$ wins the security game for the standard signature scheme $\mathcal{S}_{0}$ (see [20, §12.2]).

Proof. Suppose algorithm $\mathcal{A}$ produces a signature $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m}, \tau\right)$, an identifier id, and a vector $\mathbf{y}$ such that $\operatorname{Verify}(P K$, id, $\sigma, \mathbf{y})=1$. If id is not one of the identifiers returned on a signature query (type 1 forgery), then $\mathcal{A}$ has forged a signature relative to $\mathcal{S}_{0}$. In case of a type 2 forgery, say id was used in response to a unique signature query on the vector space $V$, and that $\mathbf{y} \notin V$. Define $H$ via $H(\mathbf{v})=\prod_{j=1}^{n} g_{j}^{v_{j}}$. Since $\mathbf{y} \notin V$ we have $\mathbf{y}^{\prime}:=\sum_{i=1}^{m} y_{n+i} \mathbf{v}_{i} \neq \mathbf{y}$. The fact that the signature verifies implies that $H(\mathbf{y})=H\left(\mathbf{y}^{\prime}\right)$, and thus we have produced a collision for $H(\cdot)$. By standard arguments [52], an algorithm $\mathcal{A}$ that produces such a collision with probability $\varepsilon$ can be used to compute discrete logarithms in $\mathbb{G}$ with probability at least $\varepsilon / 2$.

Relation with [25]. Signature Scheme $\mathrm{NCS}_{2}$ can also be viewed as a secure instantiation of the signature scheme proposed by Zhao et al. [25]. Their scheme computes a signature on $V$ by choosing a random vector $\mathbf{u} \in V^{\perp}$ and outputting $\left(h_{1}, \ldots, h_{N}\right)=\left(g^{u_{1}}, \ldots, g^{u_{N}}\right)$ along with a signature on this tuple. Verification
of $\mathbf{y}$ involves checking whether $\prod_{j=1}^{N} h_{j}^{y_{j}}=g^{\mathbf{u} \cdot \mathbf{y}}=1$. Correctness follows from the fact that $\mathbf{u} \in V^{\perp}$, and security follows from the fact that computing $\mathbf{y} \notin V$ such that $\mathbf{u} \cdot \mathbf{y}=0$ permits computation of discrete logarithms in $\mathbb{G}$ (see [25, Theorem 1] or [3, Lemma 3.2]).

To view the scheme $\mathrm{NCS}_{2}$ from this perspective, fix a generator $g$ of $\mathbb{G}$ and write the first $n=N-m$ elements of the public key as $g^{u_{1}}, \ldots, g^{u_{n}}$. Letting $u_{n+i}=\sum_{j=1}^{n}-u_{j} v_{i j}$, we have $\sigma_{i}=g^{u_{n+i}}$. Furthermore, if $\left\{\mathbf{v}_{i}\right\}_{i=1}^{m}$ is a properly augmented basis of $V$ then the vector $\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right)$ is in $V^{\perp}$. The verification step then computes $g^{\mathbf{u} \cdot \mathbf{y}}$ just as in the scheme of Zhao et al.

The signatures produced by scheme $\mathrm{NCS}_{2}$ have length $\Theta(m)$ and are thus much shorter than the signatures produced by the scheme of Zhao et al., which have length $\Theta(N)$.

## 6 A Lower Bound on Signature Size

We now prove a lower bound on the length of signatures for linear subspaces. Our lower bound applies to network coding signature schemes (Definition 1) that have the following two properties:

Additivity: For any $P K$, id, $\sigma$, and vectors $\mathbf{u}, \mathbf{v} \in \mathbb{F}_{p}^{N}$, if $\operatorname{Verify}(P K$, id, $\mathbf{u}, \sigma)=$ $\operatorname{Verify}(P K$, id, $\mathbf{v}, \sigma)=1$ then $\operatorname{Verify}(P K, \mathrm{id}, \mathbf{u}+\mathbf{v}, \sigma)=1$. Both our constructions are additive.

Fixed size: For a given $m>0$ and a given $S K$, the size of the signature output by $\operatorname{Sign}(S K$, id, $V)$ is the same for all identifiers id and $m$-dimensional spaces $V \subset \mathbb{F}_{p}^{N}$. Again, this holds for both of the systems in this paper. We make this assumption primarily to simplify the presentation; a version of our bound holds even if this property is not satisfied.

For a secret key $S K$ and integers $N, m$ let $\ell_{S K, N, m}$ be the length in bits of signatures $\operatorname{Sign}(S K$, id, $V)$ where $V$ is an $m$-dimensional subspace of $\mathbb{F}_{p}^{N}$.

For signatures that have these two properties, we show that the signature size must be at least (roughly) $m \log _{2} p$ bits. In particular, we construct an attack algorithm that forges signatures whenever $\ell_{S K, N, m}$ is shorter than this bound. Hence, if the scheme is to be secure then for almost all secret keys the signature size must be greater than our bound.

The intuition behind our lower bound is that if signatures are short, then by the pigeonhole principle there is a large set $\mathcal{V}$ of linear subspaces that all have the same signature $\sigma$. If signatures are sufficiently short, then the direct sum of the spaces in $\mathcal{V}$ spans all of $\mathbb{F}_{p}^{N}$. Since the signature scheme is additive this implies that $\operatorname{Verify}(P K$, id, $\sigma, \mathbf{y})=1$ for any $\mathbf{y} \in \mathbb{F}_{p}^{N}$; we will call a signature $\sigma$ with this property (for a fixed identifier id) trivial. We conclude that there are many subspaces $V$ with trivial signatures; the system can then be easily attacked by choosing a random subspace $V$, obtaining a signature on $V$, and producing a vector $\mathbf{y} \notin V$.

Theorem 9. Let $m, N$ be integers with $0<m<N$, and let (Setup, Sign, Verify) be a network coding signature scheme satisfying the two properties above. Then there is a polynomial-time adversary $\mathcal{A}$ making a single signature query and such that the following holds: when the secret key SK used in the security game of Definition 4 satisfies

$$
\begin{equation*}
\ell_{S K, N, m} \leq m \log _{2} p-4 m / p-1, \tag{9}
\end{equation*}
$$

then $\mathcal{A}$ wins with probability at least $1 / 2$.
Proof. Fix a public/private key pair $P K, S K$. When the adversary queries a vector space $V$ to the challenger, the challenger produces an identifier id uniformly at random from the space $\mathcal{I}$ of identifiers; in particular, id is independent of $V$. We may thus fix the randomness of the challenger in advance and let $\mathrm{id}_{1}$ be the identifier produced on the first query. Although the Sign algorithm may be probabilistic, once we have fixed the randomness each $m$-dimensional subspace $V \subset \mathbb{F}_{p^{N}}$ is mapped to a unique signature $\sigma:=\operatorname{Sign}\left(S K, \mathrm{id}_{1}, V\right)$.

We now proceed with a combinatorial argument. Let $n=N-m$. The number of $m$-dimensional subspaces $V \subset \mathbb{F}_{p}^{n+m}$ is the $p$-binomial coefficient [24, Proposition 1.3.18]

$$
\binom{n+m}{m}_{p}=\frac{\left(p^{n+m}-1\right)\left(p^{n+m-1}-1\right) \cdots\left(p^{n+1}-1\right)}{\left(p^{m}-1\right)\left(p^{m-1}-1\right) \cdots(p-1)}>p^{m n}
$$

Let $\mathcal{U}$ be the set of vector spaces $V$ such that the signature on $V$ is nontrivial, and let $\beta$ be the fraction of vector spaces $V$ with nontrivial signatures; then the cardinality of $\mathcal{U}$ is at least $p^{m n} \beta$. Let $\alpha$ be the number of distinct nontrivial signatures produced by signing all vector spaces $V \in \mathcal{U}$ with identifier id ${ }_{1}$. Then by the pigeonhole principle, there is a set of vector spaces $\mathcal{V} \subseteq \mathcal{U}$ of cardinality at least $p^{m n} \beta / \alpha$ such that the signatures $\operatorname{Sign}\left(S K, \mathrm{id}_{1}, V\right)$ are identical for all $V \in \mathcal{V}$. Call this signature $\sigma$.

Let $W \subseteq \mathbb{F}_{p}^{n+m}$ be the direct sum of all the spaces in $\mathcal{V}$. Since the signature system is additive, we know that $\operatorname{Verify}\left(P K, \operatorname{id}_{1}, \mathbf{w}, \sigma\right)=1$ for all $\mathbf{w} \in W$. If $W=\mathbb{F}_{p}^{n+m}$ then $\sigma$ is trivial, contradicting the assumption that $\mathcal{V} \subseteq \mathcal{U}$. Thus $W$ is a subspace of $\mathbb{F}_{p}^{n+m}$ of dimension at most $n+m-1$. Then the number of $m$-dimensional subspaces $V$ contained in $W$ is at most $\binom{n+m-1}{m}_{p}<p^{m(n-1)}(1+$ $2 / p)^{m}$, and we have

$$
\begin{equation*}
p^{m n}\left(\frac{\beta}{\alpha}\right) \leq \# \mathcal{V}<p^{m(n-1)}\left(1+\frac{2}{p}\right)^{m} \tag{10}
\end{equation*}
$$

Now suppose that for the key pair $P K, S K$ the quantity $\ell_{S K, N, m}$ satisfies (9). Then the number $\alpha$ of distinct nontrivial signatures satisfies

$$
\begin{equation*}
\alpha \leq p^{m} \cdot 2^{-4 m / p}\left(\frac{1}{2}\right)<p^{m}\left(1+\frac{2}{p}\right)^{-m}\left(\frac{1}{2}\right) . \tag{11}
\end{equation*}
$$

where the second inequality follows from $2^{2 x}>1+x$ for $x>0$. Combining inequalities (10) and (11), we see that the fraction $\beta$ of subspaces with nontrivial signatures satisfies

$$
\begin{equation*}
\beta<\frac{\alpha}{p^{m}} \cdot\left(1+\frac{2}{p}\right)^{m}<\frac{1}{2} . \tag{12}
\end{equation*}
$$

Now adversary $\mathcal{A}$ works as follows: it chooses at random a vector space $V \subset$ $\mathbb{F}_{p}^{n+m}$ and obtains $\mathrm{id}_{1}$ and $\sigma:=\operatorname{Sign}\left(S K, \mathrm{id}_{1}, V\right)$ from the signing oracle. The adversary then computes a vector $\mathbf{y} \notin V$ and outputs (id $\left.{ }_{1}, \sigma, \mathbf{y}\right)$ as the forgery. By (12) the probability that $\sigma$ is trivial is at least $1 / 2$, and if this is the case then Verify $\left(P K, \operatorname{id}_{1}, \mathbf{y}, \sigma\right)=1$. Hence, $\mathcal{A}$ has advantage (as in Definition (4) at least $1 / 2$ while making a single signature query.

## 7 Conclusion and Extensions

We studied the problem of signing a subspace $V \subset \mathbb{F}_{p}^{N}$ in a manner that authenticates all vectors in $V$. The question is motivated by the need to provide integrity when using network coding. We defined the problem and described two secure schemes. Our first scheme is homomorphic and has constant-size public keys and per-vector signatures; its security is based on the co-CDH assumption in the random oracle model. Our second scheme offers security based on the weaker discrete logarithm assumption without random oracles. In both schemes, a single public key can be used to sign many linear spaces (i.e., files). We also proved a lower bound on the length of signatures for linear subspaces, and observe that both our systems meet the lower bound.

In network coding applications, one may wish to vary the dimension of the ambient space $\mathbb{F}_{p}^{N}$. Our definitions assume that the dimension of the ambient space is fixed. However, our systems can easily be adapted to sign subspaces $V_{i}$ contained in varying ambient spaces $\mathbb{F}_{p}^{N_{i}}$ with a single public key by incorporating the dimension $N_{i}$ into the hash function (for scheme $\mathrm{NCS}_{1}$ ) or the outer signature with respect to $\mathcal{S}_{0}$ (for scheme $\mathrm{NCS}_{2}$ ).
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#### Abstract

Traitor tracing schemes are cryptographically secure broadcast methods that allow identification of conspirators: if a pirate key is generated by $k$ traitors out of a static set of $\ell$ legitimate users, then all traitors can be identified given the pirate key. In this paper we address three practicality and security issues of the Boneh-Franklin traitortracing scheme. In the first place, without changing the original scheme, we modify its tracing procedure in the non-black-box model such that it allows identification of $k$ traitors in time $\tilde{O}\left(k^{2}\right)$, as opposed to the original tracing complexity $\tilde{O}(\ell)$. This new tracing procedure works independently of the nature of the Reed-Solomon code used to watermark private keys. As a consequence, in applications with billions of users it takes just a few minutes on a common desktop computer to identify large collusions. Secondly, we exhibit the lack of practical value of listdecoding algorithms to identify more than $k$ traitors. Finally, we show that $2 k$ traitors can derive the keys of all legitimate users and we propose a fix to this security issue.


Keywords: Boneh-Franklin traitor tracing, Reed-Solomon codes, Ber-lekamp-Massey algorithm, Guruswami-Sudan algorithm.

## 1 Introduction

Consider the following scenario: a center broadcasts data to $\ell$ receivers where only authorized users (typically, those who have paid a fee) should have access to the data. A way to realize this, widely deployed in commercial Pay-TV systems, is to encrypt the data using a symmetric key and to securely transmit to each authorized receiver this key which will be stored in a tamper-proof piece of hardware, like a smart card.

Unfortunately, tamper-resistant hardware is very difficult and costly to design, since it is vulnerable to a wide variety of attacks (see [1, 27] as two good starting points). As a result, a malicious user (hereafter called a traitor) can attempt to retrieve the decryption key from his receiver and, if successful, distribute it (sell or give away) to unauthorized users (the pirates). Depending on the nature of the encryption schemes in use, we can even imagine situations where a dishonest
user will try to mix several legitimate keys in order to build a new one and embed it in a pirate receiver.

The problem of identifying which receivers were compromised or which secret keys have leaked is called traitor tracing. Usually, two modes of traitor tracing are considered: in the black-box model, the tracing algorithm sends crafty ciphertexts to the pirate receiver and aims at determining which keys it uses while observing its behavior; in the non-black-box model, we assume that the keys can be extracted from the pirate receiver and are known to the tracing algorithm. The black-box model is widely considered by the cryptographic community as being a standard security model for evaluating traitor-tracing schemes security. However, based on our practical experience, we know that it is reasonable to assume that a tracing authority has at least the same technological and financial resources to reverse-engineer a pirate receiver as a traitor had, to perform the same operation on a legitimate receiver.

### 1.1 Related Work

Fiat and Naor introduced the concept of broadcast encryption in [17. In their mode 1 , there exists a set of $\ell$ authorized users and the broadcasting center can dynamically specify a privileged subset of authorized users that can decrypt selected ciphertexts (like high-value content, for instance). Later, Chor, Fiat, and Naor 12 introduced the concept of traitor-tracing to overcome decryption key piracy in broadcast encryption schemes. Their scheme (which was improved by Naor and Pinkas in $[33,13]$ ) is $k$-collusion resistant (or $k$-resilient) in the sense that at least one traitor can be identified with high probability given a pirate key generated by up to $k$ traitors. Naor, Naor and Lotspiech presented more efficient broadcast encryption schemes [32] with tracing capabilities; it was however demonstrated by Kiayias and Pehlivanoglu 21] that the iterative nature of the tracing procedure allows a pirate to significantly leverage the compromise of a few keys. Although broadcast encryption and traitor-tracing are orthogonal problems in nature, and thus frequently studied separately, they are in practice indivisible: some trace-and-revoke schemes have been proposed accordingly [15, [16], culminating in 9. The latter scheme, though resistant to any collusion size, is geared towards small-scale systems and impractical for the systems of tens of millions of users that we are dealing with and that inspired this paper; this is mainly due to the $O(\sqrt{\ell})$ complexity of $[9]$ in terms of key storage and bandwidth requirements. Additionally, the tracing costs are $O\left(\ell^{2}\right)$, which also severely limits its applicability.

Kurosawa and Desmedt [24] proposed a public-key traitor tracing scheme, which was later broken by Stinson and Wei 40. Boneh and Shaw [8] discussed collusionresistant schemes for fingerprinting digital data based on error-correcting codes. Boneh and Franklin [5] proposed a new public-key traitor-tracing scheme also

[^14]based on error-correcting codes, more precisely on Reed-Solomon codes. Actually, the traitor-tracing problem can be interpreted as an application of watermarking to secret keys that are distributed among users. The Boneh-Franklin non-black-box traitor tracing scheme is $k$-collusion resistant and deterministic in the sense that all of the traitors are identified with probability 1 if at most $k$ of them collude to derive new pirate keys. The fastest claimed running time of the non-black-box tracing algorithm is $O(\ell \log \ell \log \log \ell)$ while the best known black-box tracing method has an exponential complexity $\left.O\binom{\ell}{k} k^{2}\right)$. Kurosawa and Yoshida [25] have generalized the Kurosawa-Desmedt and Boneh-Franklin schemes. The technique used by Boneh and Franklin to watermark private keys has since been re-used by Kiayias and Yung [23] to design an asymmetrid ${ }^{2}$ public-key traitor tracing scheme; other examples of Reed-Solomon codes use include schemes designed by Dodis et al. [15, 16. Recently, Boneh et al. [7] have presented a fully-collusion resistant traitor tracing scheme which has private keys of constant size and ciphertexts of size $O(\sqrt{\ell})$. Finally, the low efficiency of tracing procedures in traitor tracing schemes has been addressed by Silverberg et al. in [37,38]. The authors present several schemes based on algebraic codes which enable traitors to be traced in time polynomial in $k^{2} \log \ell$. Recently, Billet and Phan [2] and Boneh and Naor [6] have independently proposed traitor-tracing schemes with constant size ciphertexts and having a black-box tracing complexity of $O\left(t^{2} \ell \log \ell\right)$ and $O\left(t^{4} \log \ell\right)$, respectively.

### 1.2 Our Contributions

While we agree that improving the exponential complexity of black-box tracing as cited above would be a very worthwhile cause to pursue, we choose to focus in this paper, in the light of the negative results obtained by Kiayias and Yung [22], on some security and efficiency issues that we encountered in practical applications of the Boneh-Franklin traitor-tracing scheme [5] in the non-black-box model. Although Boneh-Franklin traitor-tracing is one of the most elegant and efficient public-key traitor tracing schemes, it suffers from certain issues that limit its practical applicability in large-scale systems. We point out what the problems are and how they can be addressed. As usual, $\ell$ denotes the number of legitimate users and $k$ the collusion threshold.

Complexity of Non-Black-Box Tracing. One of the issues is the complexity of the non-black-box traitor tracing procedure which depends on $\ell$. This is a major drawback when applied to systems of many millions of users, since tracing would require large computational power, or could even be infeasible in practice. We dissect the way Reed-Solomon codes are used to watermark private keys, and we show that, contrary to what is suggested in [5], it is possible to trace in tim $\sqrt{3}^{3} \tilde{O}\left(k^{2}\right)$, i.e., with a complexity independent of $\ell$, using the

[^15]Berlekamp-Massey algorithm instead of the Berlekamp-Welch algorithm. Although both algorithms require the same complexity to fully recover a noisy Reed-Solomon codeword, the complexity of the Berlekamp-Massey algorithm can be reduced if used for tracing only. The resulting new tracing procedure does not require any modification of the original Boneh-Franklin scheme. In practice, it takes us just a few minutes on a common desktop PC to trace large coalitions in systems having hundreds of millions of users. Our result improves the results obtained by Silverberg et al. [37,38]. Our finding also applies to schemes using the same watermarking technique, such as the ones described in [23, 15, 16. Another immediate benefit we identify is the possibility to use Reed-Solomon codes optimized specifically to allow faster decryption. In practice, for large systems and coalitions of medium size, we speed up the decryption by almost an order of magnitude.

Above-Threshold Tracing. Secondly, we raise an issue concerning the abovethreshold security of the Boneh-Franklin scheme and its variants. We show that the list-decoding techniques, such as the Guruswami-Sudan algorithm, as advocated by Boneh-Franklin to trace more than $k$ traitors, detect only a few additional traitors, and this at a high cost.

Beyond-Threshold Tracing. Finally, we show that if an adversary is able to recover $2 k$ secret keys, then she is able to compute any other secret key, including the uncompromised ones. Thus, in this case the security of the system completely collapses. This somewhat embarrassing property is primarily due to the fact that the linear tracing code is public. We show how this issue can be addressed at the cost of keeping more than a single secret value in the receivers.

This paper is organized as follows. In $\$ 2$ we review the Boneh-Franklin scheme [5]. Then, in 93 , we speed up both its codeword generation and tracing procedures. In $\$ 4$ we discuss the above-threshold tracing based on the GuruswamiSudan list-decoding algorithm, while in \$5 we study the security of the Boneh-Franklin scheme when the number of recovered secret keys is at least twice the allowed threshold.

## 2 Boneh-Franklin Scheme

This section describes the Boneh-Franklin traitor tracing scheme [5] by first defining its encryption and decryption procedures, then by explaining the codeword generation mechanism and finally by describing the underlying non-black-box tracing mechanism. We adopt the notation used in 5] denoting by $\ell$ the number of users in the system and by $k$ the maximal coalition size. Hence, the described scheme is supposed to be secure against any collusion of at most $k$ users.

### 2.1 Encryption/Decryption

Let $\mathbb{G}_{q}$ denote a group of prime order $q$ in which the Decision Diffie-Hellman problem [4] is hard. Typically, $\mathbb{G}_{q}$ is a subgroup of order $q$ of $\mathbb{Z}_{p}^{*}$, where $p$ is
prime and $q \mid p-1$; alternatively, $\mathbb{G}_{q}$ can be a group of points of an elliptic curve over a finite field.

The key generation process proceeds as follows. Let $g$ be a generator of $\mathbb{G}_{q}$. For $1 \leq j \leq 2 k$, let $r_{j} \in_{R} \mathbb{Z} / q \mathbb{Z}$ and compute $h_{j}=g^{r_{j}}$. The public key is defined as $\left\langle y, h_{1}, \ldots, h_{2 k}\right\rangle \in \mathbb{G}_{q}^{2 k+1}$ where $y=\prod_{j=1}^{2 k} h_{j}^{\alpha_{j}} \in \mathbb{G}_{q}$ for random $\alpha_{j} \in_{R} \mathbb{Z} / q \mathbb{Z}$. Here, we say that the vector $\boldsymbol{\alpha}=\left\langle\alpha_{1}, \ldots, \alpha_{2 k}\right\rangle$ is a representation of $y$ with respect to the base $\left\langle h_{1}, \ldots, h_{2 k}\right\rangle$. Note that if $\boldsymbol{\rho}^{(1)}, \ldots, \boldsymbol{\rho}^{(n)}$ are $n$ representations of the same element of $\mathbb{G}_{q}$ with respect to the same base, then so is any convex combination $\sum_{i=1}^{n} \eta_{i} \boldsymbol{\rho}^{(i)}$ of the representations, where $\eta_{i} \in \mathbb{Z} / q \mathbb{Z}$ are scalars such that $\sum_{i=1}^{n} \eta_{i}=1$.

Let $\Gamma=\left\{\gamma^{(1)}, \ldots, \gamma^{(\ell)}\right\}$ be a linear space tracing code, i.e., a collection of $\ell$ codewords $\gamma^{(i)}$, for $1 \leq i \leq \ell$, where each $\gamma^{(i)}=\left\langle\gamma_{j}^{(1)}, \ldots, \gamma_{j}^{(2 k)}\right\rangle$ is a $2 k$ dimensional vector over $\mathbb{Z} / q \mathbb{Z}$. The set $\Gamma$ is fixed in advance and not secret, and can thus be considered as being a public parameter of the Boneh-Franklin traitor tracing scheme. We detail in $\$ 2.2$ the codeword generation process from 5 . In $\$ 3.2$ we propose a slightly different way to define $\Gamma$ that has interesting practical consequences.

A private key is an element $\theta_{i} \in \mathbb{Z} / q \mathbb{Z}$ such that $\theta_{i} \cdot \gamma^{(i)}$ is a representation of $y$ with respect to the base $\left\langle h_{1}, \ldots, h_{2 k}\right\rangle$. Thus, the $i$-th private key $\theta_{i}$ can be derived from the $i$-th codeword $\gamma^{(i)}$ as

$$
\begin{equation*}
\theta_{i}=\frac{\sum_{j=1}^{2 k} r_{j} \alpha_{j}}{\sum_{j=1}^{2 k} r_{j} \gamma_{j}^{(i)}} \tag{1}
\end{equation*}
$$

where, obviously, the calculation takes place in $\mathbb{Z} / q \mathbb{Z}$. To encrypt a message $m \in \mathbb{G}_{q}$, one picks a random $a \in_{R} \mathbb{Z} / q \mathbb{Z}$ and calculates the ciphertext as $\langle m$. $\left.y^{a}, h_{1}^{a}, \ldots, h_{2 k}^{a}\right\rangle$. Given a ciphertext $\left\langle s, p_{1}, \ldots, p_{2 k}\right\rangle$, and the $i$-th secret key $\theta_{i}$, the message $m$ can be recovered as:

$$
\begin{equation*}
m=\frac{s}{\left(\prod_{j=1}^{2 k} p_{j}^{\gamma_{j}^{(i)}}\right)^{\theta_{i}}} \tag{2}
\end{equation*}
$$

The correctness follows in a straightforward way from the fact that $\theta_{i} \cdot \gamma^{(i)}$ is a representation of $y$ with respect to the base $\left\langle h_{1}, \ldots, h_{2 k}\right\rangle$. It follows that it is possible to decrypt a ciphertext given any representation $\left\langle\delta_{1}, \ldots, \delta_{2 k}\right\rangle$ of $y$ with respect to the base $\left\langle h_{1}, \ldots, h_{2 k}\right\rangle$, since $\prod_{j=1}^{2 k}\left(h_{j}^{a}\right)^{\delta_{j}}=y^{a}$; in other words, to decrypt it suffices to have a representation of $y$ with respect to the base $\left\langle h_{1}, \ldots, h_{2 k}\right\rangle$. Interestingly, Boneh and Franklin show in [5, Lemma 1] that if it is infeasible to compute discrete logarithms in $\mathbb{G}_{q}$, then convex combinations of $n<2 k$ given representations $\boldsymbol{\rho}^{(1)}, \ldots, \boldsymbol{\rho}^{(n)}$ of $y$ are the only representations of $y$ that can efficiently be constructed.

### 2.2 Codewords Generation

We describe the codewords $\gamma^{(i)}$ generation process from 5 which is based on the use of Reed-Solomon codes [36]. Given the $(\ell-2 k) \times \ell$ matrix

$$
\boldsymbol{A}=\left(\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1  \tag{3}\\
1 & 2 & 3 & \ldots & \ell \\
1^{2} & 2^{2} & 3^{2} & \ldots & \ell^{2} \\
\vdots & \vdots & \vdots & & \vdots \\
1^{\ell-2 k-1} & 2^{\ell-2 k-1} & 3^{\ell-2 k-1} & \ldots & \ell^{\ell-2 k-1}
\end{array}\right) \bmod q
$$

over $\mathbb{Z} / q \mathbb{Z}$, let $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{2 k}$ be a basis of the nullspace of $\boldsymbol{A}$. Boneh and Franklin define $\Gamma$ as the rows of the $\ell \times 2 k$ matrix

$$
\boldsymbol{B}=\left(\begin{array}{ccccc}
\mid & \mid & & & \mid  \tag{4}\\
\boldsymbol{b}_{1} & \boldsymbol{b}_{2} & \boldsymbol{b}_{3} & \ldots & \boldsymbol{b}_{2 k} \\
\mid & \mid & \mid & & \mid
\end{array}\right)
$$

also over $\mathbb{Z} / q \mathbb{Z}$. Thus, $\Gamma$ contains $\ell$ codewords each of length $2 k$. By observing that any vector in the span of the rows of $\boldsymbol{A}$ corresponds to a polynomial of degree at most $\ell-2 k-1$ evaluated at the points $1, \ldots, \ell$, one can construct a basis of the nullspace of $\boldsymbol{A}$ using Lagrange interpolation. Using this construction the $i$-th codeword becomes $\left\langle u_{i}, i u_{i}, i^{2} u_{i}, \ldots, i^{2 k-1} u_{i}\right\rangle$ where $u_{i}^{-1}=\prod_{j \neq i}(i-j)$ and all computations are in $\mathbb{Z} / q \mathbb{Z}$. Naive computation of the $\ell$ codewords requires $\Omega\left(\ell^{2}\right)$ operations in $\mathbb{Z} / q \mathbb{Z}$. This can easily be turned into $O(\ell)$ operations using the following recursive formula:

$$
\begin{equation*}
u_{1}^{-1}=\prod_{j=1}^{\ell-1}(-j) \text { and } u_{i+1}^{-1}=\frac{u_{i}(i-1)}{i-\ell} \text { for } 1 \leq i \leq \ell-1 \tag{5}
\end{equation*}
$$

### 2.3 Tracing Procedure

We briefly recall the non-black-box tracing procedure [5]. Let $\boldsymbol{d} \in(\mathbb{Z} / q \mathbb{Z})^{2 k}$ be a vector formed by taking a linear combination of at most $k$ vectors in $\Gamma$. In practice $\boldsymbol{d}$ will be a convex combination, but we do not need that here. Since the vectors in $\Gamma$ form the rows of the matrix $\boldsymbol{B}$, we know there exists a vector $\boldsymbol{w} \in(\mathbb{Z} / q \mathbb{Z})^{\ell}$ (having Hamming weight at most $k$ ) such that $\boldsymbol{w} \boldsymbol{B}=\boldsymbol{d}$. The tracing procedure then works as follows. First, we determine a vector $\boldsymbol{v} \in$ $(\mathbb{Z} / q \mathbb{Z})^{\ell}$ such that $\boldsymbol{v} \boldsymbol{B}=\boldsymbol{d}$. Since $(\boldsymbol{v}-\boldsymbol{w}) \boldsymbol{B}=\mathbf{0}$, we know that $\boldsymbol{v}-\boldsymbol{w}$ lies in the linear span of the rows of $\boldsymbol{A}$ (recall that the rows of $\boldsymbol{A}$ span the vector space orthogonal to the one spanned by the columns of $\boldsymbol{B})$. In other words, there exists a unique polynomial $f$ of degree at most $\ell-2 k-1$ over $\mathbb{Z} / q \mathbb{Z}$ such that $\boldsymbol{v}-\boldsymbol{w}=\langle f(1), \ldots, f(\ell)\rangle$. Taking into account that $\boldsymbol{w}$ has Hamming weight of at most $k$, we know that $\langle f(1), \ldots, f(\ell)\rangle$ equals $\boldsymbol{v}$ in all but at most $k$ components. Hence, it is possible to use Berlekamp-Welch algorithm 42] to find $f$ from $\boldsymbol{v}$, after which $f$ gives us $\boldsymbol{v}-\boldsymbol{w}$, from which we recover $\boldsymbol{w}$. The Berlekamp-Welch algorithm, published in a patent 42] granted in 1986, runs in $O\left(\ell^{2}\right)$. Asymptotically faster variants exist (see [3), the fastest known being the one described by Pan [34] which runs in $O(\ell \log \ell \log \log \ell)$.

[^16]As mentioned in 81.1 , the best known black-box tracing procedure for the Boneh-Franklin scheme is not efficient since it has a $O\left(\binom{\ell}{k} k^{2}\right)$ complexity. We refer the reader to [5] for its description since it is out of the scope of this paper. Furthermore, we note that the black-box tracing procedure is vulnerable to the attacks described by Kiayias and Yung [22] which demonstrate that the BonehFranklin scheme is essentially incapable of black-box tracing super-logarithmic self-protecting traitor collusions unless the ciphertext size is linear in the number of users. Those two facts considerably limit the application of black-box tracing with the Boneh-Franklin scheme.

## 3 Revisiting the Tracing Mechanism

We recall several notions from coding theory. A linear code $\mathcal{C}$ over the vector space $(\mathbb{Z} / q \mathbb{Z})^{\ell}$ is a subspace of $(\mathbb{Z} / q \mathbb{Z})^{\ell}$. For our purposes we may assume that $\mathcal{C}$ has dimension $2 k$ with $0 \leq 2 k \leq \ell$. It follows that $\mathcal{C}$ contains $q^{2 k}$ codewords. The minimal distance $d$ of $\mathcal{C}$ is the minimum Hamming weight of its non-zero codewords. A code $\mathcal{C}$ is called maximum-distance separable (MDS) if its minimal distance reaches the Singleton bound, i.e., if $d=\ell-2 k+1$. A $2 k \times \ell$ matrix $\boldsymbol{G}$ over $\mathbb{Z} / q \mathbb{Z}$ is called a generator matrix or encoding matrix for $\mathcal{C}$ if its rows form a linearly independent basis for $\mathcal{C}$. Thus, $\mathcal{C}=\left\{\boldsymbol{x} \in(\mathbb{Z} / q \mathbb{Z})^{\ell}: \boldsymbol{x}=\boldsymbol{z} \boldsymbol{G}\right.$ where $\boldsymbol{z} \in$ $\left.(\mathbb{Z} / q \mathbb{Z})^{2 k}\right\}$ and $\mathcal{C}$ is the code associated to $G$. The dual code $\mathcal{C}^{\perp}$ of a linear code $\mathcal{C}$ is the linear code $\mathcal{C}^{\perp}=\left\{\boldsymbol{x} \in(\mathbb{Z} / q \mathbb{Z})^{\ell}: \boldsymbol{x} \boldsymbol{c}^{T}=\mathbf{0}\right.$ for all $\left.\boldsymbol{c} \in \mathcal{C}\right\}$. A reduced paritycheck matrix for the code $\mathcal{C}$ is an $(\ell-2 k) \times \ell$ matrix $\boldsymbol{H}$ over $\mathbb{Z} / q \mathbb{Z}$ such that $\mathcal{C}=\left\{\boldsymbol{x} \in(\mathbb{Z} / q \mathbb{Z})^{\ell}: \boldsymbol{x} \boldsymbol{H}^{T}=\mathbf{0}\right\}$. Receiving a noisy version $\tilde{\boldsymbol{x}}$ of a codeword $\boldsymbol{x}$, the vector $\boldsymbol{s}=\tilde{\boldsymbol{x}} \boldsymbol{H}^{T}$ is called the syndrome. Writing $\tilde{\boldsymbol{x}}=\boldsymbol{x}+\boldsymbol{e}$, where $\boldsymbol{e}$ is called the error pattern, we see that the syndrome $\boldsymbol{s}=(\boldsymbol{x}+\boldsymbol{e}) \boldsymbol{H}^{T}=\mathbf{0}+\boldsymbol{e} \boldsymbol{H}^{T}=\boldsymbol{e} \boldsymbol{H}^{T}$ depends only on the error pattern, and not on the codeword itself. Finally, the following lemma makes clear the link between a reduced parity-check matrix of a linear code and its dual code.
Lemma 1. $\boldsymbol{H}$ is a parity-check matrix for the linear code $\mathcal{C}$ if and only if $\mathcal{C}$ spans the subspace orthogonal to the row space of $\boldsymbol{H}$.
Therefore, a reduced parity-check matrix for $\mathcal{C}$ is an encoding matrix for the dual code $\mathcal{C}^{\perp}$ and conversely.

### 3.1 Generalized Reed-Solomon Codes

Given vectors $\boldsymbol{\pi}=\left(\pi_{i}\right)_{i=1}^{\ell}, \boldsymbol{c}=\left(c_{i}\right)_{i=1}^{\ell} \in(\mathbb{Z} / q \mathbb{Z})^{\ell}$, a Generalized Reed-Solomon code $\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{c})$ is defined as follows:

$$
\begin{equation*}
\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{c})=\left\{\left(c_{i} f\left(\pi_{i}\right)\right)_{i=1}^{\ell}: f(x) \in(\mathbb{Z} / q \mathbb{Z})[x] \text { and } \operatorname{deg}(f)<2 k\right\} \tag{6}
\end{equation*}
$$

Thus, a codeword in $\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{c})$ is a vector consisting of a polynomial of degree less than $2 k$ over $\mathbb{Z} / q \mathbb{Z}$ evaluated at the $\ell$ points $\pi_{1}, \ldots, \pi_{\ell}$ scaled by $c_{1}, \ldots, c_{\ell}$. It is well-known that GRS codes are MDS codes, i.e., $d=\ell-2 k+1$. When $\boldsymbol{c}=(1,1, \ldots, 1)$, we speak of Reed-Solomon codes. The following theorem states that the dual of a GRS code is a GRS code (see [20, page 66] for a proof).

Theorem 1. The dual of $a \operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{c})$ code is

$$
\begin{equation*}
\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{c})^{\perp}=\operatorname{GRS}_{\ell, \ell-2 k}(\boldsymbol{\pi}, \boldsymbol{d}) \tag{7}
\end{equation*}
$$

where $\boldsymbol{d}=\left(d_{1}, \ldots, d_{\ell}\right)$ with $d_{i}^{-1}=c_{i} \prod_{j \neq i}\left(\pi_{i}-\pi_{j}\right)$.
The above allows us to rephrase the Boneh-Franklin codeword generation mechanism described in $\S 2.2$ as follows: the matrix $\boldsymbol{A}$ defined in (3) is the generator matrix of a $\operatorname{GRS}_{\ell, \ell-2 k}(\boldsymbol{\pi}, \boldsymbol{c})$ code over $\mathbb{Z} / q \mathbb{Z}$ with $\boldsymbol{\pi}=(1, \ldots, \ell)$ and $\boldsymbol{c}=(1,1, \ldots, 1)$ (this fact was already recognized by [23], for instance), while the matrix $\boldsymbol{B}$ defined in (4) is a (transposed) reduced parity-check matrix for the same code. Conversely, in the light of Lemma 1 and Theorem the matrix $\boldsymbol{B}^{T}$ can be seen as a generator matrix of the dual $\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{d})$ of $\operatorname{GRS}_{\ell, \ell-2 k}(\boldsymbol{\pi}, \boldsymbol{c})$, where $\boldsymbol{d}$ is as in Theorem 1 Thus, $\Gamma$ consists of vectors forming a basis of the $2 k$-dimensional vector space which contains the syndromes of $\operatorname{GRS}_{\ell, \ell-2 k}(\boldsymbol{\pi}, \boldsymbol{c})$.

### 3.2 More Efficient Codewords

The above more general framework allows us to define the code $\Gamma$ in such a way that both the codeword generation and decryption become faster without affecting the security of the Boneh-Franklin scheme.

Using Theorem 1, we observe that in order to compute the codewords we can avoid Lagrange interpolation and recursive formula (5): let $\boldsymbol{B}$ be the generator matrix of a $\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{d})$ code with $\boldsymbol{\pi}=(1,2, \ldots, \ell)$ and $\boldsymbol{d}=(1,1, \ldots, 1)$, then the $i$-th codeword can simply be defined as $\gamma^{(i)}=\left\langle 1, i, i^{2}, \ldots, i^{2 k-1}\right\rangle$, for $i=1,2, \ldots, \ell$. This in turn allows us to rewrite the decryption operation (2) as

$$
\begin{equation*}
m=\frac{s}{\left(\prod_{j=1}^{2 k} p_{j}^{i j-1}\right)^{\theta_{i}}}=\frac{s}{\left(\left(\left(\left(p_{2 k}^{i} p_{2 k-1}\right)^{i} \ldots\right)^{i} p_{2}\right)^{i} p_{1}\right)^{\theta_{i}}} \tag{8}
\end{equation*}
$$

Compared to (2), this replaces $2 k$ of the $2 k+1 \log _{2} q$-bit modular exponentiation exponents by $\log _{2} \ell$-bit ones. With $\ell \approx 2^{20}$ and assuming 80 -bit security with 160 bit $q$, this results in a speedup by a factor of 7 , which is much more effective than using multi-exponentiations (cf. [30, page 617]) as suggested in [5]. In practice, the efficiency of our decryption is comparable to [29]. Furthermore, provided each receiver knows its identity number $i$, it can directly compute codeword $\gamma^{(i)}$ without requiring knowledge of the Lagrange coefficients attached to the receiver with identity $i-1$.

We note that the semantic security of the Boneh-Franklin scheme is not impacted by the nature of the code, while its tracing capabilities only depend on the minimal distance of the code. In our case, we use Generalized Reed-Solomon codes with the same minimal distance as the one used by Boneh and Franklin.

### 3.3 An Efficient Tracing Procedure

In this section, we present in two steps a new and efficient non-black-box tracing procedure for the Boneh-Franklin scheme. We stress that this new tracing
procedure can be used for any type of Reed-Solomon and generalized ReedSolomon codes, being the original code described in [5], the faster code discussed in $\$ 3.2$ or the variant we will discuss in $\$ 5$. First, we reduce the complexity from $O(\ell \log \ell \log \log \ell)$ to $O(\ell)$, using a technique based on the Berlekamp-Massey algorithm [28] and Chien search [11]. Then, we improve it to expected complexity $\tilde{O}\left(k^{2}\right)$ by replacing Chien search by the Cantor-Zassenhaus factorization algorithm [10].

As outlined in $\$ 2.3$ the Boneh-Franklin tracing procedure based on Berle-kamp-Welch algorithm consists in finding a noisy codeword which results in the syndrome discovered in the pirate receiver, and in decoding this codeword. More precisely, let $\boldsymbol{x}$ and $\tilde{\boldsymbol{x}}$ denote a codeword belonging to $\operatorname{GRS}_{\ell, \ell-2 k}(\boldsymbol{\pi}, \boldsymbol{c})$ with $\boldsymbol{c}=(1,1, \ldots, 1)$ and its noisy version, respectively. We can interpret both $\boldsymbol{x}$ and $\tilde{\boldsymbol{x}}$ as polynomials $f(x)$ and $\tilde{f}(x)$ in $(\mathbb{Z} / q \mathbb{Z})[x]$. If no error is introduced in the codeword, then $d_{i} f\left(\pi_{i}\right)=\tilde{f}_{i}$ for $1 \leq i \leq \ell$, where $\tilde{f}(x)=\sum_{i=1}^{\ell} \tilde{f}_{i} x^{i-1}$. Let $g(x) \in(\mathbb{Z} / q \mathbb{Z})[x]$ be a polynomial (hereafter called an error-locator polynomial) of degree at most $k$ with $g\left(\pi_{i}\right)=0$ for those $\pi_{i}$ 's for which $d_{i} f\left(\pi_{i}\right) \neq \tilde{f}_{i}$. This leads to the following system of $\ell$ linear equations in $\ell$ unknowns: $d_{i} f\left(\pi_{i}\right) g(\pi)=$ $g(\pi) \tilde{f}_{i}$. Solving the system, one obtains the polynomial $g(x)$, from which the error locations can be derived. Along with $g(x)$, one also gets $d_{i} f(x) g(x)$ and thus $f(x)$. Straightforward implementation using Gaussian reduction would lead to $O\left(\ell^{3}\right)$ complexity. Faster approaches would be to use the Berlekamp-Welch algorithm in $O\left(\ell^{2}\right)$ or others of complexity $\tilde{O}(\ell)$ (see [42, 3, 34]).

The key observation to derive a faster tracing algorithm is to note that computing a (noisy) codeword from the syndrome retrieved from a pirate receiver and then decoding this codeword, as done above, is not necessary: actually, the pirate syndrome itself suffices to trace the legitimate syndromes used to derive it. Indeed, as pointed out by Massey [28], the Berlekamp-Massey algorithm allows reconstruction of the error-locator polynomial from the syndrome only. This key property permits us to stop the decoding process earlier for the purpose of tracing and thus reduce the complexity, since we are interested in the error-locator polynomial only and we do not need the amplitudes of the errors.

We now clarify the link between the error-locator polynomial and the syndrome, following [43, page 214]. Let $\tilde{f}(x)=f(x)+e(x)$, where $\tilde{f}(x), f(x)$ and $e(x)$ are the received codeword, the original codeword, and the error polynomial, respectively. Let $s(x)=s_{0}+s_{1} x+\cdots+s_{2 k-1} x^{2 k-1}$ denote the syndrome vector interpreted as a polynomial. Let $g(x)$ denote an error-locator polynomial whose zeroes are the inverses of the error locations $\sigma_{j}=\pi_{i}$ with $1 \leq j \leq k$ and with $i \in \mathcal{I}$ for a cardinality $k$ subset $\mathcal{I}$ of $\{1,2, \ldots, \ell\}$ :

$$
\begin{equation*}
g(x)=\prod_{j=1}^{k}\left(1-\sigma_{j} x\right)=g_{0}+g_{1} x+\cdots+g_{k} x^{k} \tag{9}
\end{equation*}
$$

Let $t_{1}, t_{2}, \ldots, t_{k}$ be the indices of the non-zero coefficients of $e(x)$. Because $g\left(\sigma_{m}^{-1}\right)=0$ for all error locations $\sigma_{m}$ with $1 \leq m \leq k$, it follows that

$$
e_{t_{m}} \sigma_{m}^{j} g\left(\sigma_{m}^{-1}\right)=0
$$

and thus

$$
\begin{equation*}
e_{t_{m}}\left(g_{k} \sigma_{m}^{-k+j}+g_{k-1} \sigma_{m}^{-k+j+1}+\cdots+g_{1} \sigma_{m}^{j-1}+g_{0} \sigma_{m}^{j}\right)=0 \tag{10}
\end{equation*}
$$

for any $j$. Summing (10) over $m=1,2, \ldots k$ gives an expression from which Newton's identities can be constructed:

$$
\begin{aligned}
& \quad \sum_{m=1}^{k} e_{t_{m}}\left(g_{k} \sigma_{m}^{-k+j}+g_{k-1} \sigma_{m}^{-k+j+1}+\cdots+g_{1} \sigma_{m}^{j-1}+g_{0} \sigma_{m}^{j}\right) \\
& =g_{k} \sum_{m=1}^{k} e_{t_{m}} \sigma_{m}^{j-k}+g_{k-1} \sum_{m=1}^{k} e_{t_{m}} \sigma_{m}^{j-k+1}+\cdots+g_{0} \sum_{m=1}^{k} e_{t_{m}} \sigma_{m}^{j} \\
& =\quad g_{k} s_{j-k}+g_{k-1} s_{j-k+1}+\cdots+g_{1} s_{j-1}+g_{0} s_{j}=0
\end{aligned}
$$

The last equality comes from the fact that the following system of equations can be written using the parity-check matrix:

$$
\begin{aligned}
s_{0} & =e_{t_{1}}+e_{t_{2}}+\cdots+e_{t_{k}} \\
s_{1} & =e_{t_{1}} \sigma_{1}+e_{t_{2}} \sigma_{2}+\cdots+e_{t_{k}} \sigma_{k} \\
s_{2} & =e_{t_{1}} \sigma_{1}^{2}+e_{t_{2}} \sigma_{2}^{2}+\cdots+e_{t_{k}} \sigma_{k}^{2} \\
& \cdots \\
s_{2 k-1} & =e_{t_{1}} \sigma_{1}^{2 k-1}+e_{t_{2}} \sigma_{2}^{2 k-1}+\cdots+e_{t_{k}} \sigma_{k}^{2 k-1} .
\end{aligned}
$$

From (9) it follows that $g_{0}=1$, which leads to the order $k$ linear recurrence relation

$$
\begin{equation*}
g_{k} s_{j-k}+\cdots+g_{1} s_{j-1}=-s_{j} \tag{11}
\end{equation*}
$$

Given $2 k$ consecutive terms of an order $k$ linear recurrence, the BerlekampMassey algorithm computes the coefficients of the recurrence in time $O\left(k^{2}\right)$. Because the $s_{i}$ for $i=0,1, \ldots, 2 k-1$ are known, the $g_{i}$ can thus be computed directly in time $O\left(k^{2}\right)$.

After the error-locator polynomial $g(x)$ has been computed, the remaining task consists in finding its roots, which are the inverses of identities of the traitors. Traditionally, Reed-Solomon decoders rely on the Chien search algorithm 11 which searches over the possible roots. In our case, this results in a complexity of $O(\ell)$. The roots can, however, be located faster by factorizing $g(1 / x)$ using the Cantor-Zassenhaus algorithm [10] within expected time $O\left(k^{2} \log k \log \log k(\log q+\log k)\right)=\tilde{O}\left(k^{2}\right)$. This algorithm works recursively on the squarefree polynomial $g(x)$ whose irreducible factor 5 are all of degree 1 . It is based on the fact ${ }^{6}$ that $g(x)=\operatorname{gcd}(g(x), r(x)) \cdot \operatorname{gcd}\left(g(x), r(x)^{\left(p^{d}-1\right) / 2}+1\right)$. $\operatorname{gcd}\left(g(x), r(x)^{\left(p^{d}+1\right) / 2}-1\right)$ for any polynomial $r(x) \in(\mathbb{Z} / q \mathbb{Z})[x]$.

Then, the obtained roots directly reveal the identities of the traitors. The overall complexity of our tracing procedures is $\tilde{O}\left(k^{2}\right)$ which is independent of $\ell$. The latter is not the case for the schemes based on algebraic codes described by Silverberg et al. in 37, 38.

Our method makes it possible to trace large coalitions in Boneh-Franklin systems with a virtually unlimited number of users, and this without requiring

[^17]any modification of the encryption scheme. Our implementation, based on the GMP [31] and LiDIA [26] software libraries and working over the group of points of an elliptic curve over a finite field of cardinality approximately $2^{160}$, allows tracing of a coalition of $k=1024$ traitors in a system of $\ell=200^{\prime} 000^{\prime} 000$ users in less than two minutes on a common desktop PC. These parameter values cannot realistically be handled using the Berlekamp-Welch algorithm as described in [5].

## 4 Above-Threshold Tracing

In [5] Boneh and Franklin emphasize an interesting property of their scheme, namely the possibility to trace a collusion of more than $k$ traitors using listdecoding techniques like the Guruswami-Sudan algorithm [18, 19]. This would correspond to finding more than $k$ errors in a codeword. In such cases, the Berlekamp-Welch algorithm fails to find the polynomial $f(x)$. The BerlekampMassey approach fails as well, since it outputs a polynomial of degree $k$ that does not have $k$ roots over $\mathbb{Z} / q \mathbb{Z}$. The algorithm of Guruswami and Sudan allows, under certain circumstances, to find a candidate for the polynomial $f(x)$. In this section we investigate under which circumstances tracing is possible and how it will influence system parameters. We finally show that the Guruswami-Sudan algorithm can detect only a few additional traitors, and this at high cost.

### 4.1 Guruswami-Sudan Algorithm for Reed-Solomon Codes

This algorithm attempts to find the message polynomial $f(x)$ given a received codeword when more than $k$ errors occurred. It can be thought of as a generalization of the Berlekamp-Welch algorithm. Let $\ell$ and $k$ be as above. Given $\ell$ pairs $\left(\pi_{i}, c_{i}\right) \in(\mathbb{Z} / q \mathbb{Z})^{2}$ for $1 \leq i \leq \ell$, message length $\ell-2 k$, and an error parameter $k^{\prime} \leq \ell-1-\sqrt{\ell(\ell-2 k-1)}$, the Guruswami-Sudan algorithm finds all univariate polynomials $f$ of degree at most $\ell-2 k-1$ such that $f\left(\pi_{i}\right)=c_{i}$ for at least $\ell-k^{\prime}$ values of $i$. Thus, the algorithm allows correction of at most $k^{\prime}$ errors. It consists of two steps. In the first step a parameter $r$ is selected and a system of $O\left(\ell r^{2}\right)$ linear equations is solved to find a non-zero bivariate polynomial $Q(x, y)$ of a certain weighted degre ${ }^{7}$ such that $Q\left(\pi_{i}, c_{i}\right)=0$ for $1 \leq i \leq \ell$. The parameter $r$, which is the multiplicity of the singularity of $Q(x, y)$, is chosen in such a way that as many errors as possible can be handled while keeping the system of equations tractable. In the second step, factors $(y-f(x))$ of $Q(x, y)$ are determined such that $\operatorname{deg}(f(x)) \leq \ell-2 k-1$. For a complete description of the method see [18, 19]. Below we are interested in its practical feasibility (in particular of the first step) in the context of the traitor tracing problem.

### 4.2 List Decoding and Traitor Tracing

In this section we have a closer look at the various parameters of of the Guruswa-mi-Sudan algorithm. We will see that this leads to the unavoidable conclusion that it is of little practical significance for our type of applications.

[^18]Since the traditional algorithms (such as Berlekamp-Welch) can trace up to $k$ traitors, the only case of interest is $k^{\prime}>k$. Let $\delta=k^{\prime}-k$ be the number of additional traitors we wish to be able to trace, and let $\phi=\ell-2 k-1$. Because at most $\ell-1-\sqrt{\ell \phi}$ traitors can be traced, only $k$ 's need to be considered for which

$$
\begin{equation*}
k+\delta \leq \ell-1-\sqrt{\ell \phi} \tag{12}
\end{equation*}
$$

for a $\delta \geq 1$.
With $\omega=r(\ell-k-\delta)-1$, in the first step of the Guruswami-Sudan algorithm a system needs to be solved over $\mathbb{Z} / q \mathbb{Z}$ involving $\operatorname{lr}(r+1) / 2$ constraints and

$$
\left(\omega+1-\frac{\phi}{2}\left\lfloor\frac{\omega}{\phi}\right\rfloor\right)\left(\left\lfloor\frac{\omega}{\phi}\right\rfloor+1\right)
$$

unknowns 18, 19. It follows that

$$
\begin{equation*}
\left(\omega+1-\frac{\phi}{2}\left\lfloor\frac{\omega}{\phi}\right\rfloor\right)\left(\left\lfloor\frac{\omega}{\phi}\right\rfloor+1\right) \geq \frac{\ell r(r+1)}{2} . \tag{13}
\end{equation*}
$$

Furthermore, since in practice $q$ will have at least 160 bits, it is reasonable to limit the number of constraints to 10000 if we want to be able to store the matrix in 2GB of memory. This leads to

$$
\begin{equation*}
\frac{\ell(r+1) r}{2}<10000 \tag{14}
\end{equation*}
$$

Note that this immediately limits the practical applicability of the Guruswa-mi-Sudan algorithm to tracing in systems of at most a few thousand users. This is in sharp contrast with our syndrome-only tracing which allows millions of users.


Fig. 1. Minimal coalition with respect to a given above-threshold tracing capacity

Define the minimal coalition size as the smallest $k$ such that (12), (13), and (14) are satisfied. For any $\ell$ and $\delta$, this $k$ follows from a simple search, as illustrated in Fig. 1 for several (small) numbers of users. For example, in a system with $\ell=512$ users the minimal initial coalition size is 69 in order to be able to trace a single additional key if 70 pirates collude. In many applications, this results in an overkill, because the ciphertext and private key, which are dependent on the coalition size, become too large. As illustration, let us consider the following case: for $\ell=1024$ and $k=500$, we get $k+\delta=855$, which may seem fairly good. However, the required bandwidth to transmit the ciphertext is equal to 1001 group elements. This is only $2.24 \%$ less than a trivial scheme involving an individual encryption based on El-Gamal which additionally would bring natural revocation capabilities. Besides that, a system of size $\ell=1024$ is not far from the limit capacity of the original Berlekamp-Welch algorithm. Hence this method is not applicable for systems with large number of users, constrained bandwidth and key-space storage capability.

## 5 Beyond-Threshold Security

In practical scenarios, there are three distinct cases for the number of compromised keys in a coalition, namely: at most $k$, between $k+1$ and $2 k-1$, and $2 k$ keys or more. The first case corresponds to the situation for which the Boneh-Franklin scheme has been designed and security guarantees have been derived, while the second case corresponds to the above-threshold tracing scenario described in $\S 4$ In this section we discuss the third case.

Suppose that an adversary has managed to get $2 k$ private elements $\theta_{i_{s}}$, for $1 \leq s \leq 2 k$ and assume, as before, that the vectors in $\Gamma$ are public. Because Eq. (1) over $\mathbb{Z} / q \mathbb{Z}$ can be rewritten as

$$
\begin{equation*}
\theta_{i_{s}}^{-1}=\frac{\sum_{j=1}^{2 k} r_{j} \gamma_{j}^{\left(i_{s}\right)}}{\sum_{j=1}^{2 k} r_{j} \alpha_{j}}=\sum_{j=1}^{2 k} \omega_{j} \gamma_{j}^{\left(i_{s}\right)} \tag{15}
\end{equation*}
$$

with $\omega_{j}=r_{j} / \sum_{j=1}^{2 k} r_{j} \alpha_{j}$, knowledge of the $2 k$ private keys $\theta_{i_{s}}$ leads to a system of $2 k$ linear equations in the $2 k$ unknowns $\omega_{j}$, for $1 \leq j \leq 2 k$. After determining the $\omega_{j}$ 's using for instance Gaussian reduction, the adversary can compute any other private key $\theta_{i}$ in the system:

$$
\theta_{i}=\left(\sum_{j=1}^{2 k} \omega_{j} \gamma_{j}^{(i)}\right)^{-1}
$$

Not only will the adversary be able to create any number of untraceable combinations of keys, but he will also be able to distribute newly derived keys so that innocent users (whose keys were a priori never compromised) may be accused of treachery. We note that this observation applies not only to the Boneh-Franklin scheme, but to many tracing schemes that are based on a publicly-known linear code such as the generalizations described by Kurosawa and Yoshida [25].

An obvious way to repair this annoying property of the Boneh-Franklin scheme would require keeping the tracing code matrix secret, while making sure that the vectors $\gamma^{(i)}=\left\langle\gamma_{1}^{(i)}, \ldots, \gamma_{2 k}^{(i)}\right\rangle$ are statistically decorrelated. In that case acquiring $2 k$ representations should give an adversary no information about other representations. This idea was already used by Kiayias and Yung in [23] for the different goal of obtaining an asymmetric traitor-tracing scheme. A way to achieve this would be to choose the $i$-th codeword $\gamma^{(i)}$ as $\gamma^{(i)}=\left\langle 1, \zeta_{i}, \ldots, \zeta_{i}^{2 k-1}\right\rangle$ where $\zeta_{i} \in_{R} \mathbb{Z} / q \mathbb{Z}$ with $1 \leq i \leq \ell$ is drawn independently and uniformly ${ }^{8}$ at random for each $\gamma^{(i)}$. Here, a $\operatorname{GRS}_{\ell, 2 k}(\boldsymbol{\pi}, \boldsymbol{d})$ code is used, with $\boldsymbol{\pi}=\left(\zeta_{1}, \zeta_{2}, \ldots, \zeta_{\ell}\right)$ and $\boldsymbol{d}=(1,1, \ldots, 1)$. The $i$ th receiver has to protect the entire representation $\left\langle\theta_{i} \gamma_{1}^{(i)}, \ldots, \theta_{i} \gamma_{2 k}^{(i)}\right\rangle$, and thus, to store at least $\theta_{i}$ and $\zeta_{i}$ in tamper-proof memory. Furthermore, the fast codeword generation method from $\$ 3.2$ can no longer be used.

By applying the above codeword distribution method, an adversary who acquires $2 k$ or more keys will be unable to derive any information about the tracing codewords that are used in the representations. She will only be capable of creating combinations of the representations. If there are fewer than $k+1$ keys in a combination, we are back to a standard tracing scenario. Otherwise, combinations of $k+1$ or more keys will be detected, but not traceable, since our tracing algorithm will be unable to factorize the error-locator polynomial nor the original approaches will reveal the traitors.

## 6 Conclusion

In this paper, we have presented new insights as well as several improvements to the Boneh-Franklin traitor tracing scheme [5]. First of all, we revisited the private key watermarking scheme based on Reed-Solomon codes; based on this, we describe a new non-black-box tracing algorithm whose complexity only depends on the square of the maximal coalition size $k$ and is independent of the total number $\ell$ of users. Our new tracing algorithm does not require any change in the encryption scheme and can be used with any generalized Reed-Solomon codes.

This allows us to implement the scheme in a system with a virtually unlimited number of users; in other words, the maximal coalition size is only constrained by the channel bandwidth and the computational capacity of the receivers. This new tracing algorithm can also be applied with any other scheme relying on (generalized) Reed-Solomon codes to watermark the distributed private keys.

Additionally, we discussed the application of the Guruswami-Sudan list-decoding algorithm, whose use was proposed in [5], and showed that, in practice, it brings only a marginal improvement in tracing capabilities, and this at high cost.

As a final step, we studied the above-threshold security of the Boneh-Franklin scheme, i.e., the malicious capabilities of an adversary having access to many

[^19]more than $k$ keys. We showed that, given a coalition size of $k$, an adversary who has recovered $2 k$ private keys or more can derive any other private key, provided the code $\Gamma$ is publicly known, as advocated in [5]. To the best of our knowledge, this 'feature' has not been reported in the literature. To deal with this problem, we suggest to keep the tracing code matrix secret and to distribute statistically independent codewords to the receivers.

Even though the Boneh-Franklin scheme can encrypt only small messages (basically, one group element), and even though using it in a hybrid fashion by encrypting a symmetric session key is prone to a trivial untraceable strategy, we believe based on our results that, in order to fight illegitimate clones of tamperproof modules, the Boneh-Franklin scheme is now really worth to be considered in scenarios where trivial untraceable strategies are unavoidabl 10 by design. Of course, this statement is based on the assumption that it is possible to revoke a traced clone by some other mechanism.
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#### Abstract

A key exchange protocol allows a set of parties to agree upon a secret session key over a public network. Two-party key exchange (2PKE) protocols have been rigorously analyzed under various models considering different adversarial actions. However, the analysis of group key exchange (GKE) protocols has not been as extensive as that of 2PKE protocols. Particularly, the security attribute of key compromise impersonation (KCI) resilience has so far been ignored for the case of GKE protocols. We first model the security of GKE protocols addressing KCI attacks by both outsider and insider adversaries. We then show that a few existing protocols are not secure even against outsider KCI attacks. The attacks on these protocols demonstrate the necessity of considering KCI resilience. Finally, we give a new proof of security for an existing GKE protocol under the revised model assuming random oracles.


Keywords: Group Key Exchange, Key Compromise Impersonation, Insider Attacks.

## 1 Introduction

A group key exchange (GKE) protocol allows a group of parties to agree upon a secret common session key over a public network. Although there had been GKE protocols earlier, Bresson et al. [12]3 were the first to analyze the security of GKE protocols under formal security models. These models define authenticated key exchange (AKE) security and mutual authentication as the desired notions of security against an outsider adversary i.e. assuming that the adversary is not part of the group. The notion of AKE-security demands that an outsider adversary should not learn the session key while the notion of mutual authentication requires that parties who complete the protocol execution should output identical session keys and that each party should be ensured of the identity of the other participating parties.

Katz and Shin [4] define insider security for GKE protocols by separating the requirements of mutual authentication in the presence of insiders into agreement and security against insider impersonation attacks. Their definition has been revisited by Bohli et al. [5] and Bresson and Manulis [6] under different corruption models. Bohli et al. also define the notion of contributiveness which requires that
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a proper subset of insiders should not predetermine the resulting session key. Bresson and Manulis strengthen this notion by considering strong corruptions where the ephemeral session state of an instance may also be revealed in addition to the long-term private key of the party.

All the models above (for both outsider and insider security) assume that a party will be fully under the control of the adversary once the party's long-term private key is compromised. These models however consider forward secrecy to limit the damage done by compromise of long-term private key after session completion. Another equally important security attribute related to compromise of the long-term private key of parties is key compromise impersonation (KCI) resilience. Informally, an adversary is said to impersonate a party $B$ to another party $A$ if $B$ is honest and the protocol instance at $A$ accepts the session with $B$ as one of the session peers but there exists no such partnered instance at $B[4]$. In a successful KCI attack, an adversary with the knowledge of the long-term private key of a party $A$ can impersonate $B$ to $A$. Resilience to KCI attacks is often seen as a desired security attribute for two-party key exchange (2PKE) [7|8]. However, it has so far been ignored for the case of group key exchange.

We argue that KCI resilience for GKE protocols is at least as important as it is for 2 PKE protocols. For this purpose we illustrate two scenarios with different setup assumptions, where a KCI attack is a threat. We first extend the peer-topeer file sharing system scenario given for the two-party case by Ng [9, Section 4.2.2], to the group case. In these systems each user stores some data and allows access only to users with whom it wants to share the data. This can be achieved by executing a GKE protocol with the peers who have read access to the data and sending them the data encrypted using the established session key. Let $A$ be the party who has some sensitive data. The goal of an adversary $\mathcal{A}$ is to access the data at $A$ which is to be shared only with the users who have read access. Although the compromise of $A$ 's long-term private key helps $\mathcal{A}$ to impersonate $A, \mathcal{A}$ may not be able to access the data locally stored at $A$. However, if the GKE protocol used is vulnerable to KCI attacks, $\mathcal{A}$ can impersonate a party who has read access and decrypt the data using the session key. Note that in this scenario, the GKE protocol needs to have forward secrecy. Otherwise, compromising $A$ 's private key will enable the adversary to obtain the session key. On the other hand, having forward secrecy alone is not sufficient as $\mathcal{A}$ will be able to spoof the presence of an honest party if the protocol is not KCI resilient as discussed above.

The second one is a server-client scenario for the application given by Bresson et al. [10]. They propose a GKE protocol which allows a cluster of mobile devices (acting as clients) to agree upon a session key with a wireless gateway (acting as a server). The authors suggest that the established session key can be used along with a suitable protocol to secure IEEE 802.11 wireless networks. If the long-term private key of the gateway is compromised, an adversary can easily impersonate the gateway and allow any mobile device to access the wireless network. However, impersonating the gateway may be recognized by observing the logs, erasing which may require additional administrative rights depending
on how the gateway is configured. On the other hand, if the GKE protocol is vulnerable to KCI attacks, the adversary can impersonate a legitimate mobile device and gain access to the wireless network without being detected. We indeed present a KCI attack on the protocol of Bresson et al. [10.

Outsider KCI Resilience. We call a party corrupted if the long-term private key of the party is compromised, while a protocol instance is called corrupted if the ephemeral session state of that instance is revealed. In an outsider KCI attack scenario for GKE protocol, an adversary $\mathcal{A}$ is allowed to compromise the long-term private keys of up to all parties except one. But, it is allowed neither to corrupt the protocol instances at any of parties nor to participate in the protocol on behalf of the corrupted parties. $\mathcal{A}$ is an outsider to the specific protocol execution in consideration as no session specific information is revealed. $\mathcal{A}$ is considered successful in mounting a KCI attack if it can impersonate any uncorrupted party to an uncorrupted instance at any of the corrupted parties. We consider the goal of $\mathcal{A}$ as an outsider is to break the confidentiality of the session key established. Hence, we modify the existing definition of AKE-security accordingly.

Insider KCI Resilience. A party is called an insider if the adversary corrupts the party and actively participates in the protocol on behalf of that party. In an insider KCI attack scenario, the goal of an adversary $\mathcal{A}$ is to impersonate an uncorrupted party $B$ to an uncorrupted instance of a party $A$. Note that $\mathcal{A}$ is allowed to compromise the long-term private key of $A$, while all the parties except $A$ and $B$ can be insiders. We revise the existing definition of mutual authentication accordingly. It is easy to see that the revised definition implies mutual authentication with KCI resilience in the presence of no insiders.

Boyd and González Nieto (BG) proposed a one-round GKE protocol and proved the protocol secure under the AKE-security notion. Choo et al. [11 later presented unknown key share attacks on the BG protocol and suggested an improvement. We show that the improved protocol is not outsider KCI resilient. We also show that the tripartite key agreement protocol TAK-3 of Al-Riyami and Paterson 12 and the GKE protocol of Bresson et al. [10] are not secure against outsider KCI attacks.

One way to modify the BG protocol to make it secure against KCI attacks is by applying the compiler of Katz and Shin (KS) [4]. A KS-compiled protocol is shown to guarantee mutual authentication in the presence of insiders. If one applies the KS-compiler to the improved BG protocol it is easy to show that the resulting protocol will be both outsider and insider KCI resilient in the random oracle model. However the resulting two-round protocol will not provide forward secrecy as the BG protocol itself does not have this property. Hence, we show that the two-round protocol of Bohli et al. [5], which already has forward secrecy, satisfies our new definitions. For the sake of completeness, we also show that this protocol is secure under the notion of contributiveness proposed by Bresson and Manulis 6. The contributions of this paper are:

1. Modeling KCI attacks on GKE protocols by presenting new outsider and insider security notions
2. KCI attacks on the protocols of Boyd and González Nieto [13], Al-Riyami and Paterson 12 and Bresson et al. 10
3. A new proof of security for the protocol of Bohli et al. 5] in the random oracle model

Organization. In Section 2 we present new notions of AKE-security and mutual authentication considering KCI attacks by outsiders and insiders respectively. Section 3 presents outsider KCI attacks on the improved Boyd and González Nieto's protocol, Al-Riyami and Paterson's protocol and Bresson et al.'s protocol. In Section [4 we show that the protocol of Bohli et al. [5] is insider secure i.e. that it satisfies the new notions AKE-security and mutual authentication in addition to existing notion of contributiveness. We conclude our paper in Section 5 with a comparison among existing GKE protocols.

## 2 Model

Let $\mathcal{U}=\left\{U_{1}, \ldots, U_{n}\right\}$ be a set of $n$ parties. The protocol may be run among any subset of these parties. Each party is assumed to have a pair of long-term public and private keys, $\left(P K_{U}, S K_{U}\right)$ generated during an initialization phase prior to the protocol run. A GKE protocol $\pi$ executed among $n$ users is modeled as a collection of $n$ programs running at the $n$ different parties in $\mathcal{U}$. Each instance of $\pi$ within a party is defined as a session and each party may have multiple such sessions running concurrently.

Let $\pi_{U}^{i}$ be the $i$-th run of the protocol $\pi$ at party $U \in \mathcal{U}$. Each protocol instance at a party is identified by a unique session ID. We assume that the session ID is derived during the run of the protocol. The session ID of an instance $\pi_{U}^{i}$ is denoted by $\operatorname{sid}_{U}^{i}$. We assume that each party knows who the other participants are for each protocol instance. The partner ID $\operatorname{pid}_{U}^{i}$ of an instance $\pi_{U}^{i}$, is a set of identities of the parties with whom $\pi_{U}^{i}$ wishes to establish a common group key. Note that $\operatorname{pid}_{U}^{i}$ includes the identity of $U$ itself.

An instance $\pi_{U}^{i}$ enters an accepted state when it computes a session key $s k_{U}^{i}$. Note that an instance may terminate without ever entering into an accepted state. The information of whether an instance has terminated with acceptance or without acceptance is assumed to be public. Two instances $\pi_{U}^{i}$ and $\pi_{U^{\prime}}^{j}$ at two different parties $U$ and $U^{\prime}$ respectively are considered partnered iff (1) both the instances have accepted, (2) $\operatorname{sid}_{U}^{i}=\operatorname{sid}_{U^{\prime}}^{j}$ and (3) $\operatorname{pid}_{U}^{i}=\operatorname{pid}_{U^{\prime}}^{j}$.

The communication network is assumed to be fully controlled by an adversary $\mathcal{A}$, which schedules and mediates the sessions among all the parties. $\mathcal{A}$ is allowed to insert, delete or modify the protocol messages. If the adversary honestly forwards the protocol messages among all the participants, then all the instances are partnered and output identical session keys. Such a protocol is called a correct GKE protocol. In addition to controlling the message transmission, $\mathcal{A}$ is allowed to ask the following queries.

- Execute(sid,pid) prompts a complete execution of the protocol among the parties in pid using the unique session ID sid. $\mathcal{A}$ is given all the protocol messages, modeling passive attacks.
- Send $\left(\pi_{U}^{i}, m\right)$ sends a message $m$ to the instance $\pi_{U}^{i}$. If the message is (sid, pid), the instance $\pi_{U}^{i}$ is initiated with session ID sid and partner ID pid. The response of $\pi_{U}^{i}$ to any Send query is returned to $\mathcal{A}$.
- RevealKey $\left(\pi_{U}^{i}\right)$ If $\pi_{U}^{i}$ has accepted, $\mathcal{A}$ is given the session key $s k_{U}^{i}$ established at $\pi_{U}^{i}$.
- Corrupt(U) The long-term secret key $S K_{U}$ of $U$ is returned to $\mathcal{A}$. Note that this query returns neither the session key (if computed) nor the internal state.
- RevealState $\left(\pi_{U}^{i}\right)$ The internal state of $U$ is returned to $\mathcal{A}$. We assume that the internal state is erased once $\pi_{U}^{i}$ has accepted. Hence, a RevealState query to an accepted instance returns nothing.
- $\operatorname{Test}\left(\pi_{U}^{i}\right)$ A random bit $b$ is secretly chosen. If $b=1, \mathcal{A}$ is given $s k_{U}^{i}$ established at $\pi_{U}^{i}$. Otherwise, a random value chosen from the session key probability distribution is given. Note that a Test query is allowed only on an accepted instance.


### 2.1 AKE Security

We present a revised notion of AKE-security by taking KCI attacks into account. As this is a notion of outsider security, we assume that all the participants are honest i.e. all the parties execute the protocol honestly.

The notion of freshness is central to the definition of AKE-security. We define the notion of freshness by considering KCI attack scenarios based on a corresponding notion for two-party key exchange given by Krawczyk 8. Informally, a session is considered fresh if the session key is not trivially compromised.

Freshness. An instance $\pi_{U}^{i}$ is fresh if the following conditions hold:

1. the instance $\pi_{U}^{i}$ or any of its partners has not been asked a RevealKey after their acceptance
2. the instance $\pi_{U}^{i}$ or any of its partners has not been asked a RevealState before their acceptance
3. If $\pi_{U^{\prime}}^{j}$ is a partner of $\pi_{U}^{i}$ and $\mathcal{A}$ asked $\operatorname{Corrupt}\left(U^{\prime}\right)$, then any message that $\mathcal{A}$ sends to $\pi_{U}^{i}$ on behalf of $\pi_{U^{\prime}}^{j}$, must come from $\pi_{U^{\prime}}^{j}$ intended to $\pi_{U}^{i}$.

The last condition requires that the adversary be an outsider, i.e. it must be passive for any partner that it corrupts.

Definition 1 (AKE-Security with KCI resilience). An adversary $\mathcal{A}_{\text {ake }}$ against the AKE-security notion is allowed to make Execute, Send, RevealState, RevealKey and Corrupt queries in Stage 1. $\mathcal{A}_{a k e}$ makes a Test query to an instance $\pi_{U}^{i}$ at the end of Stage 1 and is given a challenge key $K_{b}$ as described above. It can continue asking queries in Stage 2. Finally, $\mathcal{A}_{\text {ake }}$ outputs a bit $b^{\prime}$ and wins the AKE security game if (1) $b^{\prime}=b$ and (2) the instance $\pi_{U}^{i}$ that was asked Test query remained fresh till the end of $\mathcal{A}_{\text {ake }}$ 's execution. Let Succ $_{\mathcal{A}_{a k e}}$ be the success probability of $\mathcal{A}_{\text {ake }}$ in winning the AKE security game. The advantage of $\mathcal{A}_{\text {ake }}$ in winning this game is $\operatorname{Adv}_{\mathcal{A}_{\text {ake }}}=\left|2 \cdot \operatorname{Pr}\left[\operatorname{Succ}_{\mathcal{A}_{\text {ake }}}\right]-1\right|$. A protocol is called AKE-secure if $\operatorname{Adv}_{\mathcal{A}_{a k e}}$ is negligible in the security parameter $k$ for any polynomial time $\mathcal{A}_{\text {ake }}$.

The definition of freshness takes care of the KCI attacks as it does allow $\mathcal{A}_{\text {ake }}$ to corrupt the owner of the test protocol instance. Note that if the adversary is active with respect to a partner to the test instance $\pi_{U}^{i}$, then that party cannot have been corrupted, otherwise $\pi_{U}^{i}$ is not fresh. The definition also takes forward secrecy into account as it allows $\mathcal{A}_{\text {ake }}$ to obtain the long-term private keys of all the parties. In this case, $\mathcal{A}_{\text {ake }}$ must be passive with respect to all partners of $\pi_{U}^{i}$.

### 2.2 Mutual Authentication

Katz and Shin [4] first presented a definition of insider security that models impersonation attacks and ensures agreement on the session key in the presence of insiders. Bohli et al. [5] revisited this notion in weak corruption model, where session state is not revealed. They also presented insider attacks on the protocols of Katz and Yung [14] and Kim et al. [15] that violate integrity of the protocols. Later, Bresson and Manulis [6] unified the insider security notions of Katz and Shin into their definition of mutual authentication. They also considered session state reveal queries separately from the corrupt queries. We strengthen the definition of Bresson and Manulis by considering KCI attacks by insiders.

Definition 2 (Mutual Authentication with KCI resilience). An adversary $\mathcal{A}_{m a}$ against the mutual authentication of a correct GKE protocol $\pi$ is allowed to ask Execute, Send, RevealState, RevealKey and Corrupt queries. $\mathcal{A}_{m a}$ violates the mutual authentication property of the GKE protocol if at some point during the protocol run, there exists an uncorrupted instance $\pi_{U}^{i}$ (although the party $U$ may be corrupted) that has accepted with a key $s k_{U}^{i}$ and another party $U^{\prime} \in \operatorname{pid}_{U}^{i}$ that is uncorrupted at the time $\pi_{U}^{i}$ accepts such that

1. there is no instance $\pi_{U^{\prime}}^{j}$ with $\left(\operatorname{pid}_{U^{\prime}}^{j}, \operatorname{sid}_{U^{\prime}}^{j}\right)=\left(\operatorname{pid}_{U}^{i}, \operatorname{sid}_{U}^{i}\right)$ or
2. there is an instance $\pi_{U^{\prime}}^{j}$ with $\left(\operatorname{pid}_{U^{\prime}}^{j}, \operatorname{sid}_{U^{\prime}}^{j}\right)=\left(\operatorname{pid}_{U}^{i}, \operatorname{sid}_{U}^{i}\right)$ that has accepted with $s k_{U^{\prime}}^{j} \neq s k_{U}^{i}$.

Let $\operatorname{Succ}_{\mathcal{A}_{m a}}$ be the success probability of $\mathcal{A}_{m a}$ in winning the mutual authentication game. A protocol is said to provide mutual authentication in the presence of insiders if $\operatorname{Succ}_{\mathcal{A}_{m a}}$ is negligible in the security parameter $k$ for any polynomial time $\mathcal{A}_{m a}$.

The difference between the above definition and that of Bresson and Manulis is that we allow $\mathcal{A}_{m a}$ to obtain the long-term private key of $U_{i}$, but $\mathcal{A}_{m a}$ is not allowed to execute the protocol on $U_{i}$ 's behalf. $\mathcal{A}_{m a}$ is considered successful in an insider KCI attack against $U_{i}$ if it violates above definition of mutual authentication.

It is easy to see that if a protocol does not satisfy earlier definitions 4|5] ${ }^{4}$, it also does not satisfy Definition 2. Many existing protocols 56 which are proven secure under the definitions in the corresponding papers also seem to satisfy our definition. Note that this is not the general case as the adversary in our definition clearly has additional power.

### 2.3 Contributiveness

To ensure complete covering of insider security notions we present below the notion of contributiveness by Bresson and Manulis [6]. A GKE protocol secure under this notion resists the key control attacks by Pieprzyk and Wang [16] where a proper subset of insiders tries to predetermine the resulting session key.

Definition 3 (Contributiveness). An adversary $\mathcal{A}_{\text {con }}$ against the contributiveness of correct GKE protocol $\pi$ is allowed ask Execute, Send, RevealKey, RevealState and Corrupt queries. It operates in two stages prepare and attack as follows:
prepare. $\mathcal{A}_{\text {con }}$ queries the instances of $\pi$ and outputs some state information $\zeta$ along with a key $\tilde{k}$.
At the end of prepare stage, a set $\Pi$ is built such that $\Pi$ consists of uncorrupted instances which have been asked either Execute or Send queries.
attack. On input $(\zeta, \Pi), \mathcal{A}_{\text {con }}$ interacts with the instances of $\pi$ as in the prepare stage.

At the end of this stage $\mathcal{A}_{\text {con }}$ outputs $(U, i)$ and wins the game if an instance $\pi_{U}^{i}$ at an uncorrupted party $U$ has terminated accepting $\tilde{k}$ with $\pi_{U}^{i} \notin \Pi$.

Let $\operatorname{Succ}_{\mathcal{A}_{\text {con }}}$ be the success probability of $\mathcal{A}_{\text {con }}$ in winning the above game. A protocol is said to provide contributiveness in the presence of insiders, if $\operatorname{Succ}_{\mathcal{A}_{\text {con }}}$ is negligible in the security parameter $k$ for any polynomial time $\mathcal{A}_{\text {con }}$.

## 3 KCI Attacks on Existing Protocols

We present KCI attacks on the protocols of Boyd and González Nieto [13], AlRiyami and Paterson [12] and Bresson et al. [10]. We speculate that there are many GKE protocols in the literature which are not secure against KCI attacks. By selecting these three protocols, we are able to demonstrate the importance of considering resilience to KCI attacks for GKE protocols under different setup assumptions. Note that the Boyd and González Nieto protocol is a contributory GKE protocol where each party is assumed to have equal resources. The AlRiyami and Paterson protocol is a GKE protocol with the group size three, while the protocol of Bresson et al. assumes a server with high computational resources and many computationally restricted clients.

### 3.1 Boyd and González Nieto's Protocol 13

Boyd and González Nieto [13] (BG) proposed a one-round GKE protocol and proved it AKE-secure in the Bellare-Rogaway model [17] adapted to the group setting. Later, Choo et al. [11] presented an unknown key share attack on the BG protocol in a multi-user setting. They also presented an improved BG protocol that resists unknown key share attacks but do not give any formal security proof. We now briefly describe the protocol.

Round 1
$U_{1} \rightarrow *: \mathcal{U}=\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}, \sigma_{s k_{s_{1}}}\left(\mathcal{U},\left\{N_{1}, U_{1}\right\}_{p k_{e_{2}}}, \ldots,\left\{N_{1}, U_{1}\right\}_{p k_{e_{n}}}\right)$
$U_{1} \rightarrow *:\left\{N_{1}, U_{1}\right\}_{p k_{e_{i}}}$ for $1<i \leq n$
$U_{i} \rightarrow *: U_{i}, N_{i}$ for $1<i \leq n$

## Key Computation

sid $\left.=\mathcal{U} \| \sigma_{s k_{s_{1}}}\left(\mathcal{U},\left\{N_{1}, U_{1}\right\}_{p k_{e_{2}}}, \ldots, N_{1}, U_{1}\right\}_{p k_{e_{n}}}\right)\left\|\left\{N_{1}, U_{1}\right\}_{p k_{e_{i}}}\right\| U_{i} \| N_{i}$
The session key is $S K_{i}^{U}=\mathcal{H}\left(N_{1} \|\right.$ sid $)$
Fig. 1. Improved Boyd-González Nieto Protocol 11

Let $\mathcal{U}=\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}$ be the set of participants. All the users agree upon a distinguished user for each execution of the protocol. Without loss of generality let $U_{1}$ be the distinguished user. The protocol uses a public key encryption scheme $\mathcal{P E}=\left(\mathcal{K}_{e}, \mathcal{E}, \mathcal{D}\right)$, where $\mathcal{K}_{e}, \mathcal{E}$ and $\mathcal{D}$ are the key generation, encryption and decryption algorithms. It also uses a signature scheme $\Sigma=\left(\mathcal{K}_{s}, \mathcal{S}, \mathcal{V}\right)$, where $\mathcal{K}_{s}, \mathcal{S}$ and $\mathcal{V}$ are the key generation, signature and verification algorithms. Each user is issued with a key pair for each of the schemes. Let $\left(s k_{e}, p k_{e}\right)$ and $\left(s k_{s}, p k_{s}\right)$ be the private-public key pairs for the encryption and signature schemes.

In the protocol, the distinguished user $U_{1}$ chooses a nonce $N_{1} \stackrel{R}{\leftarrow}\{0,1\}^{k}$ and encrypts it along with its identity for each of the other parties. $U_{1}$ signs all these ciphertexts together with the set of identities of all the users $\mathcal{U}$. The set $\mathcal{U}$, the signature computed and the ciphertexts are then broadcast. All the parties $U_{i} \in \mathcal{U}, U_{i} \neq U_{1}$ broadcast their nonces $N_{i} \stackrel{R}{\leftarrow}\{0,1\}^{k}$ along with their identities. A user computes the session ID as the concatenation of all the outgoing and incoming protocol messages. A key derivation function $\mathcal{H}$ is used to compute the session key with the nonce $N_{1}$ and the session ID as input. As there is no restriction on who should send a protocol message first, the protocol can be completed in one round. The protocol message transmission and session key computation are presented in Figure 1. The users $U_{i}, i \neq 1$, verify the signature of $U_{1}$ and decrypt $k_{1}$ before computing the session key.

We show that the improved BG protocol in Figure 1 is not secure against KCI attacks. An attack can be mounted by corrupting any user except the distinguished user $U_{1}$. Let us assume that $U_{2}$ is corrupted. An adversary $\mathcal{A}$ can impersonate $U_{1}$ just by replaying a message from a previous successful execution of the protocol. The nonce selected by $U_{1}$ in the replayed message can be decrypted using the private key of $U_{2}$. Thus $\mathcal{A}$ can easily win the AKE-security game by selecting the test session at $U_{2}$.

A straightforward improvement to the protocol in Figure 1 could be by asking all users $U_{i} \neq U_{1}$ to encrypt their nonces with the public keys of other users and broadcast the messages. Although this thwarts the above KCI attack on the protocol, the improved protocol cannot be proven secure under the AKEsecurity notion. To see why, note that in the above attack scenario we have considered the simple case where the long-term private key of only one user other than $U_{1}$ is compromised. If we assume that more than one user (other than $U_{1}$ ) is corrupted, then the adversary can impersonate $U_{1}$ in the same way
as described above and successfully mount a KCI attack. We leave open the task of constructing a one-round GKE protocol that resists KCI attacks.

### 3.2 Al-Riyami and Paterson's Protocol [12]

Al-Riyami and Paterson [12] proposed a series of tripartite key agreement (TAK) protocols based on Joux's protocol [18. While the authors do not provide a definition of KCI resilience for a TAK protocol, they claim that the protocol TAK-3 is secure against KCI attacks. However we below present a KCI attack on TAK-3.

The system parameters are $\left(q, \mathbb{G}_{1}, \mathbb{G}_{T}, P, e, H\right)$, where $q$ is a prime number, $\mathbb{G}_{1}$ and $\mathbb{G}_{T}$ are groups of order $q, P$ is a generator of $\mathbb{G}_{1}, e: \mathbb{G}_{1} \times \mathbb{G}_{1} \rightarrow \mathbb{G}_{T}$ is an admissible bilinear map and $H$ is a hash function that maps to the key space. Let $(x, x P),(y, y P)$ and $(z, z P)$ be the private-public key pairs of three users $A, B$ and $C$ respectively, where $x, y, z \in \mathbb{Z}_{q}^{*}$. The parties are issued certificates for their public key, which bind an identity to the corresponding public key. Let Cert $_{A}$, Cert $_{B}$ and $C e r t_{C}$ be the certificates issued for the public keys of $A, B$ and $C$ respectively.

As the part of the protocol the users $A, B$ and $C$ select the ephemeral secret keys $a, b, c \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*}$ respectively. The protocol message transmission and key computation is shown in Figure 2.

```
Round 1
    A->B,C:aP|\mp@subsup{Cert}{A}{}
    B->A,C:bP|Cert 
    C->A,B:cP|Cert}\mp@subsup{C}{C}{
```


## Key Computation:

$A: K_{A}=e(y P, c P)^{x} \cdot e(b P, z P)^{x} \cdot e(y P, z P)^{a} \cdot e(b P, c P)^{a}$
$B: K_{B}=e(a P, z P)^{y} \cdot e(x P, c P)^{y} \cdot e(x P, z P)^{b} \cdot e(a P, c P)^{b}$
$C: K_{C}=e(a P, y P)^{z} \cdot e(x P, b P)^{z} \cdot e(x P, y P)^{c} \cdot e(a P, b P)^{c}$
The session key is $K_{A B C}=K_{A}=K_{B}=K_{C}=e(P, P)^{(x y) c+(x z) b+(y z) a+a b c}$
Fig. 2. TAK-3 protocol of Al-Riyami and Paterson with forward secrecy 12 ]
We now show that the protocol in Figure2 is not KCI resilient as per our AKEsecurity definition. Let us assume that the adversary $\mathcal{A}$ has compromised the longterm private keys $x$ and $y$ of the parties $A$ and $B$ respectively. $\mathcal{A}$ can impersonate an honest user $C$ by sending a message $c^{\prime} P \| \operatorname{Cert}_{C}$ for a known $c^{\prime} \in \mathbb{Z}_{q}^{*}$. It can compute the same key that $A$ and $B$ computes with its knowledge of $x, y$ and $c^{\prime}$ as $K^{\prime}=e\left(y P, c^{\prime} P\right)^{x} \cdot e(b P, z P)^{x} \cdot e(a P, z P)^{y} \cdot e(a P, b P)^{c^{\prime}}$. It can now easily win the AKE-security game by selecting a test session at either $A$ or $B$.

The key derivation of TAK-3 protocol is similar to the MTI/A0 protocol [19]. Al-Riyami and Paterson also proposed another tripartite variant TAK-4 whose key derivation is based on the MQV [7]. The two-party protocols MTI/A0 and the MQV are secure against KCI attacks. It is interesting to see that TAK-3 protocol is vulnerable to KCI attacks while TAK-4 protocol appears to resist them.

### 3.3 Bresson et al.'s Protocol [10]

In the protocol of Bresson et al. [10, a group of $n$ parties computes a common session key with a mobile gateway $S$ acting as a server. The system parameters are $\left(q, \mathbb{G}, g, \mathcal{H}, \mathcal{H}_{0}, \mathcal{H}_{1}, k_{0}, k_{1}\right)$, where $q$ is a prime number chosen based on a security parameter $k, \mathbb{G}$ is a finite cyclic group of order $q, g$ is an arbitrary generator of $\mathbb{G}$. The hash functions $\mathcal{H}, \mathcal{H}_{0}$ and $\mathcal{H}_{1}$ map to bit strings of length $k, k_{0}$ and $k_{1}$ respectively. The server is assumed to have a private-public key pair $\left(x, y=g^{x}\right)$ where $x \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*}$. It also assumed to know the group of parties $\mathcal{G}_{c}$ with whom it communicates. Each party $U_{i}$ is issued a private-public key pair $\left(S K_{i}, P K_{i}\right)$ for a signature scheme SIGN $=$ (SIGN.KGen, SIGN.Sig, SIGN.Ver). The protocol execution is described in Figure 3 .

## Round 1:

1. Each $U_{i}$ selects $x_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*}$, computes $y_{i}=g_{i}^{x}, \alpha_{i}=y^{x_{i}}$ and $\sigma_{1}=$ SIGN.Sig $\left(S K_{i}, y_{i}\right)$
2. Each $U_{i}$ sends $\left(y_{i}, \sigma_{i}\right)$ to the server $S$

## Round 2:

1. The base station first verifies all the incoming signatures.
2. It then computes $\alpha_{i}=y_{i}^{x}$, initializes a counter $c \in\{0,1\}^{k_{1}}$ and the shared secret key $K=\mathcal{H}_{0}\left(c\left\|\alpha_{1}\right\| \ldots \| \alpha_{n}\right)$
3. It also computes for each party $U_{i}, K_{i}=K \oplus \mathcal{H}_{1}\left(c \| \alpha_{i}\right)$
4. $S$ sends $\left(c, K_{i}\right)$ to the user $U_{i}$ for all $i \in[1, n]$

## Key Computation:

1. Each user computes $K=K_{i} \oplus \mathcal{H}_{1}\left(c \| \alpha_{i}\right)$
2. The session key is computed by the server and the parties as $s k=\mathcal{H}\left(K\left\|\mathcal{G}_{c}\right\| S\right)$

Fig. 3. Bresson et al.'s GKE protocol 10

We now show that the protocol in Figure 3 is not secure against KCI attacks as per Definition [1 If an adversary $\mathcal{A}$ obtains the long-term private key $x$ of the server $S$, it can impersonate any honest user in $\mathcal{G}_{c}$ to $S$ as follows: $\mathcal{A}$ simply replays a message $\left(y_{i}, \sigma_{i}\right)$ of party $U_{i}$ from an earlier successful execution of the protocol. The server sends back $\left(c, K_{i}\right)$. $\mathcal{A}$ can compute the shared secret $K$ as $K=K_{i} \oplus \mathcal{H}_{1}\left(c \| \alpha_{i}\right)$ where $\alpha_{i}$ is computed as $y_{i}^{x}$ with its knowledge of the private key $x$. Thus it can win the AKE-security game by choosing a test session at $S$.

## 4 An Insider Secure GKE Protocol

Bohli et al. [5] showed that the protocol of Kim et al. [15] was insecure in the presence of insiders and then modified the protocol as shown in Figure 4 The improved protocol was shown to satisfy their definitions of outsider and insider security. We briefly review the protocol here.

Let $\left\{U_{1}, \ldots, U_{n}\right\}$ be the set of parties who wish to establish a common group key. It is assumed that the parties are ordered in a logical ring with $U_{i-1}$ and
$U_{i+1}$ being the left and right neighbors of $U_{i}$ for $1 \leq i \leq n, U_{0}=U_{n}$ and $U_{n+1}=U_{1}$. During the initialization phase, a cyclic group $\mathbb{G}$ of prime order $q$, an arbitrary generator $g$ of $\mathbb{G}$ and the description of a hash function $H$ that maps to $\{0,1\}^{k}$ are chosen. Each party is assumed to have a long-term private and public key pair for a public key signature scheme. Figure 4 outlines the execution of the protocol after initialization.

At a high level, the protocol in Figure 4 embeds the protocol of Boyd and González [13] in the first round of Burmester and Desmedt [20] (BD) protocol with the Katz and Yung [14] signature-based compiler applied. However, there are non-trivial and crucial changes done to the resulting protocol to enable it to achieve forward secrecy and contributiveness. As in the Boyd and González 13 (BG) protocol the parties choose their shares $k_{i}$ 's in the first round and all except one party send their shares in plain with the message broadcast in Round 1. Unlike the BG protocol, the $n$th user (or the distinguished user) sends only a commitment to its share instead of encrypting it with the long-term public keys of other users. The parties compute pair-wise CDH components using the $y_{i}$ 's sent in the first round similar to the BD protocol. These ephemeral values are used to encrypt the share of the distinguished user in the second round, which can be decrypted by the other users using the pair-wise CDH components they have computed. This enables the protocol to achieve forward secrecy unlike the BG protocol. The session key is finally computed in a way similar to the BG protocol using the shares from all the users, which guarantees contributiveness unlike the BD protocol [16]. The signature based authentication ensures security against impersonation attacks.

We now show that the protocol in Figure 4 is KCI resilient as per our new definitions and also contributory as per the definition of Bresson and Manulis [6].

Theorem 1. The protocol in Figure 4 is AKE-secure as per Definition 1 assuming that the $C D H$ assumption holds in $\mathbb{G}$, the signature scheme is UF-CMA secure and that $H$ is a random oracle. The advantage of $\mathcal{A}_{\text {ake }}$ is upper bounded by

$$
2\left(n^{2} \operatorname{AdvCMA}_{\Sigma}+\frac{\left(3 q_{s}+q_{r}\right)^{2}}{2^{k}}+\frac{q_{s}^{2}}{2^{k}}+n q_{s} q_{r} \mathrm{SuccCDH}+\frac{q_{s} q_{r}}{2^{k}}\right)
$$

where $n$ is the number of participants, $\mathrm{AdvCMA}_{\Sigma}$ is the advantage of a polynomial adversary against the UF-CMA security of the signature scheme, SuccCDH is the probability of solving $C D H$ in $\mathbb{G}$ and $k$ is the security parameter. $q_{s}$ and $q_{r}$ are the upper bounds on the number of Send and random oracle queries respectively that $\mathcal{A}_{\text {ake }}$ can ask.

Proof. We give the proof in a sequence of games. Let $S_{i}$ be the event that $\mathcal{A}_{\text {ake }}$ wins the AKE-security game in Game $i$ and $\tau_{i}$ be the advantage of $\mathcal{A}_{\text {ake }}$ in Game $i$ i.e. $\tau_{i}=\left|2 \cdot \operatorname{Pr}\left[S_{i}\right]-1\right|$.

We use the following game hopping technique suggested by Dent 21] for indistinguishability games and recently used by Boyd et al. [22]. Consider an event $E$ that may occur during $\mathcal{A}_{\text {ake }}$ 's execution such that $E$ is detectable by

## Round 1:

## Computation

1. Each $U_{i}$ chooses $k_{i} \stackrel{R}{\leftarrow}\{0,1\}^{k}, x_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{q}$ and computes $y_{i}=g^{x_{i}}$. $U_{n}$ additionally computes $H\left(k_{n}\right)$
2. Each $U_{i}$ except $U_{n}$ sets $M_{i}^{I}=k_{i} \| y_{i}$, while $U_{n}$ sets $M_{n}^{I}=H\left(k_{n}\right) \| y_{n}$
3. Each $U_{i}$ computes a signature $\sigma_{i}^{I}$ on $M_{i}^{I} \| \operatorname{pid}_{i}$.

Broadcast Each $U_{i}$ broadcasts $M_{i}^{I} \| \sigma_{i}^{I}$.
Check Each $U_{i}$ checks all signatures $\sigma_{j}^{I}$ of incoming messages $M_{j}^{I} \| \sigma_{j}^{I}$ for $j \neq i$
Round 2:

## Computation

1. Each $U_{i}$ computes $t_{i}^{L}=H\left(y_{i-1}^{x_{i}}\right), t_{i}^{R}=H\left(y_{i+1}^{x_{i}}\right), T_{i}=t_{i}^{L} \oplus t_{i}^{R}$ and $\operatorname{sid}_{i}=$ $H\left(\right.$ pid $\left.\left\|k_{1}\right\| \ldots\left\|k_{n-1}\right\| H\left(k_{n}\right)\right) . U_{n}$ additionally computes mask ${ }_{n}=k_{n} \oplus t_{n}^{R}$.
2. Each $U_{i}$ except $U_{n}$ sets $M_{i}^{I I}=T_{i} \| \operatorname{sid}_{\mathrm{i}}$ while $U_{n}$ sets $M_{n}^{I I}=$ mask $_{n}\left\|T_{n}\right\|$ sid $_{n}$
3. Each $U_{i}$ computes a signature $\sigma_{i}^{I I}$ on $M_{i}^{I I}$.

Broadcast Each $U_{i}$ broadcasts $M_{i}^{I I} \| \sigma_{i}^{I I}$.
Check

1. Each $U_{i}$ verifies the incoming the signatures $\sigma_{j}^{I I}$ on the corresponding message $M_{j}^{I I}$ for each $j \in[1, n]$ and $j \neq i$ also checks that $T_{1} \oplus \cdots \oplus T_{n} \stackrel{?}{=}$ 0 and $\operatorname{sid}_{i} \stackrel{?}{=} \operatorname{sid}_{j}$
2. Each $U_{i}$ for $i<n$, extracts $k_{n}=$ mask $_{n} \oplus T_{1} \oplus \cdots \oplus T_{i-1} \oplus t_{i}^{L}$ and checks the commitment $H\left(k_{n}\right)$ sent in Round 1 for the $k_{n}$ extracted.

## Key Computation

Each $U_{i}$ computes the session key $s k_{i}=H\left(\operatorname{pid}_{i}\left\|k_{1}\right\| \ldots \| k_{n}\right)$
Fig. 4. GKE protocol of Bohli et al. [5]
the simulator, $E$ is independent of $S_{i}$, Game $i$ and Game $i+1$ are identical unless $E$ occurs, and $\operatorname{Pr}\left[S_{i+1} \mid E\right]=\frac{1}{2}$. Then we have:

$$
\begin{align*}
\operatorname{Pr}\left[S_{i+1}\right] & =\operatorname{Pr}\left[S_{i+1} \mid E\right] \operatorname{Pr}[E]+\operatorname{Pr}\left[S_{i+1} \mid \neg E\right] \operatorname{Pr}[\neg E]  \tag{1}\\
& =\frac{1}{2} \operatorname{Pr}[E]+\operatorname{Pr}\left[S_{i} \mid \neg E\right] \operatorname{Pr}[\neg E]  \tag{2}\\
& =\frac{1}{2}(1-\operatorname{Pr}[\neg E])+\operatorname{Pr}\left[S_{i}\right] \operatorname{Pr}[\neg E]  \tag{3}\\
& =\frac{1}{2}+\operatorname{Pr}[\neg E]\left(\operatorname{Pr}\left[S_{i}\right]-\frac{1}{2}\right)  \tag{4}\\
\text { Hence } \tau_{i+1} & =2\left|\operatorname{Pr}\left[S_{i+1}\right]-\frac{1}{2}\right|=2\left|\operatorname{Pr}[\neg E]\left(\operatorname{Pr}\left[S_{i}\right]-\frac{1}{2}\right)\right|  \tag{5}\\
& =\operatorname{Pr}[\neg E] \tau_{i} \tag{6}
\end{align*}
$$

Game 0. This is the original AKE-security game as per the Definition (1) By definition we have

$$
\begin{equation*}
A d v_{\mathcal{A}_{\text {ake }}}=\left|2 \cdot \operatorname{Pr}\left[S_{0}\right]-1\right|=\tau_{0} \tag{7}
\end{equation*}
$$

Game 1. This is the same as the previous game except that the simulation fails if an event Forge occurs. Hence

$$
\begin{align*}
& \quad\left|\operatorname{Pr}\left[S_{1}\right]-\operatorname{Pr}\left[S_{0}\right]\right| \leq \operatorname{Pr}[\text { Forge }]  \tag{8}\\
& \tau_{0}=\left|2 \cdot \operatorname{Pr}\left[S_{0}\right]-1\right| \leq\left|2 \cdot \operatorname{Pr}\left[S_{0}\right]-2 \cdot \operatorname{Pr}\left[S_{1}\right]\right|+\left|2 \cdot \operatorname{Pr}\left[S_{1}\right]-1\right|  \tag{9}\\
& \leq 2 \operatorname{Pr}[\text { Forge }]+\tau_{1} \tag{10}
\end{align*}
$$

The event Forge occurs when $\mathcal{A}_{\text {ake }}$ issues a Send query with a message of the form $\left(M_{i}, \sigma_{i}\right)$ such that $U_{i}$ is not corrupted and the message has previously not been an output of an instance at $U_{i}$. Note that in a KCI attack, $\mathcal{A}_{\text {ake }}$ corrupts up to $n-1$ parties but it has to remain passive on behalf of the corrupted users. Hence Forge represents successful forgery of honest users' signatures.

If this event occurs we can use $\mathcal{A}_{a k e}$ to forge a signature for a given public key in a chosen message attack as follows: The given public key is assigned to one of the $n$ parties. All other parties are initialized as normal according to the protocol. All queries to the parties can be easily answered by following the protocol specification since all secret keys are known, except for the private key corresponding to the public key of the forgery attack game. In the latter case the signing oracle that is available as part of the chosen message attack can be used to simulate the answers.

The probability of $\mathcal{A}_{\text {ake }}$ not corrupting this party is $\geq \frac{1}{n}$. The probability of $\mathcal{A}_{\text {ake }}$ outputting a valid forgery on behalf of this user is also $\geq \frac{1}{n}$. Hence $\operatorname{AdvCMA}_{\Sigma} \geq \frac{1}{n^{2}} \cdot \operatorname{Pr}[$ Forge]. Rewriting the equation we have

$$
\begin{equation*}
\operatorname{Pr}[\text { Forge }] \leq n^{2} \cdot \operatorname{AdvCMA}{ }_{\Sigma} \tag{11}
\end{equation*}
$$

Game 2. This game is the same as the previous game except that the simulation fails if an event Collision occurs.

$$
\begin{align*}
& \quad\left|\operatorname{Pr}\left[S_{2}\right]-\operatorname{Pr}\left[S_{1}\right]\right| \leq \operatorname{Pr}[\text { Collision }]  \tag{12}\\
& \tau_{1}=\left|2 \cdot \operatorname{Pr}\left[S_{1}\right]-1\right| \leq\left|2 \cdot \operatorname{Pr}\left[S_{1}\right]-2 \cdot \operatorname{Pr}\left[S_{2}\right]\right|+\left|2 \cdot \operatorname{Pr}\left[S_{2}\right]-1\right|  \tag{13}\\
& \leq 2 \operatorname{Pr}[\text { Collision }]+\tau_{2} \tag{14}
\end{align*}
$$

The event Collision occurs when the random oracle $H$ produces a collision for any of its inputs. Each Send query requires at most 3 queries to the random oracle. Hence the total number of random oracle queries are bounded by $\left(3 q_{s}+q_{r}\right)$. The probability of Collision is

$$
\begin{equation*}
\operatorname{Pr}[\text { Collision }] \leq \frac{\left(3 q_{s}+q_{r}\right)^{2}}{2^{k}} \tag{15}
\end{equation*}
$$

Game 3. This game is the same as the previous game except that the simulation fails if an event Repeat occurs. Hence

$$
\begin{equation*}
\left|\operatorname{Pr}\left[S_{3}\right]-\operatorname{Pr}\left[S_{2}\right]\right| \leq \operatorname{Pr}[\text { Repeat }] \tag{16}
\end{equation*}
$$

$$
\begin{align*}
\tau_{2} & =\left|2 \cdot \operatorname{Pr}\left[S_{2}\right]-1\right| \leq\left|2 \cdot \operatorname{Pr}\left[S_{2}\right]-2 \cdot \operatorname{Pr}\left[S_{3}\right]\right|+\left|2 \cdot \operatorname{Pr}\left[S_{3}\right]-1\right|  \tag{17}\\
& \leq 2 \operatorname{Pr}[\text { Repeat }]+\tau_{3} \tag{18}
\end{align*}
$$

The event Repeat occurs when an instance at a party $U_{i}$ chooses a nonce $k_{i}$ that was chosen by another instance at $U_{i}$. As there are a maximum $q_{s}$ instances that may have chosen a nonce $k_{i}$, we have

$$
\begin{equation*}
\operatorname{Pr}[\text { Repeat }] \leq \frac{q_{s}^{2}}{2^{k}} \tag{19}
\end{equation*}
$$

Game 4. This game is the same as the previous game except that at the beginning of the game a value $\bar{s}$ is chosen at random in $\left\{1, \ldots, q_{s}\right\}$, where $q_{s}$ is an upper bound to the maximum number of protocol sessions activated by the adversary. $\bar{s}$ represents a guess as to the protocol session in which the adversary is going to be tested. If the adversary does not choose the $\bar{s}^{t h}$ session to ask the Test query, then the guess it wrong and the game is aborted.

The probability of aborting due to an incorrect choice of $\bar{s}$ is $1-1 / q_{s}$. This event could be detected in the previous game if it also chose $\bar{s}$ in the same way. Therefore from Equation 6 we have

$$
\begin{equation*}
\tau_{4}=\frac{1}{q_{s}} \tau_{3} \Longrightarrow \tau_{3}=q_{s} \tau_{4} \tag{20}
\end{equation*}
$$

Game 5. This game differs from the previous game in how the Send queries are answered in the test session. Note that in this test session, the adversary is an outsider and moreover is passive with respect to all the parties. An active adversary producing valid signatures on behalf of uncorrupted parties would have caused Game 1 to halt.

In round 1 of the test session in Game 5 , all messages $y_{i}$ are chosen at random from $\mathbb{G}$. In round 2 , all $t_{i}^{R}\left(=t_{i+1}^{L}\right)$ are assigned random values from $\{0,1\}^{k}$. All other computations are performed as in Game 4.

Since $H(\cdot)$ is modeled as a random oracle, the only way that any adversary can distinguish between Game 4 and 5 is if for at least one value of $i$ it queries $y_{i}^{x_{i+1}}\left(=y_{i+1}^{x_{i}}\right)$ to the random oracle, where $x_{i}$ and $x_{i+1}$ are discrete logs of $y_{i}$ and $y_{i+1}$ respectively. Let Ask be such an event.

$$
\begin{align*}
& \quad\left|\operatorname{Pr}\left[S_{5}\right]-\operatorname{Pr}\left[S_{4}\right]\right| \leq \operatorname{Pr}[\text { Ask }]  \tag{21}\\
& \tau_{4}=\left|2 \cdot \operatorname{Pr}\left[S_{4}\right]-1\right| \leq\left|2 \cdot \operatorname{Pr}\left[S_{4}\right]-2 \cdot \operatorname{Pr}\left[S_{5}\right]\right|+\left|2 \cdot \operatorname{Pr}\left[S_{5}\right]-1\right|  \tag{22}\\
& \leq 2 \operatorname{Pr}[\text { Ask }]+\tau_{5} \tag{23}
\end{align*}
$$

If Ask occurs, we can use $\mathcal{A}_{\text {ake }}$ to solve the CDH problem in $\mathbb{G}$. Given a CDH instance $\left(g, A=g^{a}, B=g^{b}\right)$, this can be plugged into a simulation of Game 5 as follows. Firstly, choose at random a party in the test session $U_{i}$. Then for the test session assign $y_{i}=A$ and $y_{i+1}=B$. If the event Ask occurs, the probability that a randomly chosen entry $Z$, from the random
oracle table is a pair-wise CDH is at least $\frac{1}{q_{r}}$. Further, the probability of $Z$ being the correct solution to the given instance ( $g, g^{a}, g^{b}$ ) is at least $\frac{1}{n}$. Hence, SuccCDH $\geq \frac{1}{n q_{r}} \operatorname{Pr}[A s k]$. Rewriting the equation we have

$$
\begin{equation*}
\operatorname{Pr}[\text { Ask }] \leq n q_{r} \text { SuccCDH } \tag{24}
\end{equation*}
$$

Game 6. This game is the same as the previous game except that in the test session the game halts if $\mathcal{A}_{\text {ake }}$ asks a $H$-query with the corresponding input $\left(\operatorname{pid}_{i}\left\|k_{1}\right\| \ldots \| k_{n}\right)$.

Because the protocol messages in round 2 of the test session carry no information about $k_{n}$, the best any adversary can do is to guess $k_{n}$ with a probability $\frac{1}{2^{k}}$. Hence, the probability that $\mathcal{A}_{\text {ake }}$ asks the right $H$-query for the test session is at most $\frac{q_{r}}{2^{k}}$.

$$
\begin{align*}
& \qquad \operatorname{Pr}\left[S_{6}\right]-\operatorname{Pr}\left[S_{5}\right] \left\lvert\, \leq \frac{q_{r}}{2^{k}}\right.  \tag{25}\\
& \tau_{5}=\left|2 \cdot \operatorname{Pr}\left[S_{5}\right]-1\right| \leq\left|2 \cdot \operatorname{Pr}\left[S_{6}\right]-2 \cdot \operatorname{Pr}\left[S_{6}\right]\right|+\left|2 \cdot \operatorname{Pr}\left[S_{6}\right]-1\right|  \tag{26}\\
& \leq 2 \frac{q_{r}}{2^{k}}+\tau_{6} \tag{27}
\end{align*}
$$

If the adversary does not query the random oracle $H$ on the correct input, then the adversary has no advantage in distinguishing the real session key from a random one and so

$$
\tau_{6}=0
$$

By combining equations 7 to 25] we have the claimed advantage of $\mathcal{A}_{\text {ake }}$, which is negligible in $k$.

Theorem 2. The protocol in Figure 4 satisfies mutual authentication as per Definition 2 assuming that the signature scheme is UF-CMA secure and that $H$ is a random oracle. The advantage of $\mathcal{A}_{m a}$ is upper bounded by

$$
n^{2} \cdot \operatorname{AdvCMA}_{\Sigma}+\frac{\left(3 q_{s}+q_{r}\right)^{2}}{2^{k}}+\frac{q_{s}^{2}}{2^{k}}
$$

where $n$ is the number of participants, $\mathrm{AdvCMA}_{\Sigma}$ is the advantage of a polynomial adversary against the UF-CMA security of the signature scheme and $k$ is the security parameter. $q_{s}$ and $q_{r}$ are the upper bounds on the number of Send and random oracle queries respectively that $\mathcal{A}_{\text {ma }}$ can ask.

Proof. We give the proof in a sequence of games. Let $S_{i}$ be the event that $\mathcal{A}_{m a}$ violates the mutual authentication definition in Game $i$.

Game 0. This is the original mutual authentication game as per the Definition 2. By definition we have

$$
\begin{equation*}
A d v_{\mathcal{A}_{m a}}=\operatorname{Pr}\left[S_{0}\right] \tag{28}
\end{equation*}
$$

Game 1. This game is the same as the previous game except that the simulation fails if an event Forge occurs, where Forge is the same event described in Game 1 of Theorem 1

$$
\begin{equation*}
\mid \operatorname{Pr}\left[S_{1}\right]-\operatorname{Pr}\left[S_{0}\right] \leq \operatorname{Pr}[\text { Forge }] \leq n^{2} \cdot \operatorname{AdvCMA}{ }_{\Sigma} \tag{29}
\end{equation*}
$$

Game 2. This game is the same as the previous game except that the simulation fails if an event Collision occurs, where Collision is the same event described in Game 2 of Theorem 1 .

$$
\begin{equation*}
\left|\operatorname{Pr}\left[S_{2}\right]-\operatorname{Pr}\left[S_{1}\right]\right| \leq \operatorname{Pr}[\text { Collision }] \leq \frac{\left(3 q_{s}+q_{r}\right)^{2}}{2^{k}} \tag{30}
\end{equation*}
$$

Game 3. This game is the same as the previous game except that the game now aborts if an event Repeat occurs, where Repeat is the same event described in Game 3 of Theorem 1 .

$$
\begin{equation*}
\left|\operatorname{Pr}\left[S_{3}\right]-\operatorname{Pr}\left[S_{2}\right]\right| \leq \operatorname{Pr}[\text { Repeat }] \leq \frac{q_{s}^{2}}{2^{k}} \tag{31}
\end{equation*}
$$

If Game 3 does not abort, all the honest partnered parties compute the same key. Hence, $\operatorname{Pr}\left[S_{3}\right]=0$. By combining the Equations 28 to 31, we have the claimed advantage of $\mathcal{A}_{\text {ma }}$, which is negligible in $k$.

Theorem 3. The protocol in Figure 4 satisfies contributiveness as per Definition 3 assuming that $H$ is a random oracle. The advantage of $\mathcal{A}_{\text {con }}$ is upper bounded by

$$
\frac{q_{s}^{2}+2 \cdot q_{r}}{2^{k}}
$$

where $n$ is the number of participants and $k$ is the security parameter. $q_{s}$ and $q_{r}$ are the upper bounds on the number of Send and random oracle queries respectively that $\mathcal{A}_{\text {ake }}$ can ask.

Proof. We give the proof in a sequence of games. Let $S_{i}$ be the event that $\mathcal{A}_{\text {con }}$ violates the definition of contributiveness in Game $i$.

Game 0. This is the original game of contributiveness and as per the Definition (3. By definition we have

$$
\begin{equation*}
A d v_{\mathcal{A}_{c o n}}=\operatorname{Pr}\left[S_{0}\right] \tag{32}
\end{equation*}
$$

Game 1. This game is the same as the previous game except that the simulation fails if an event Repeat occurs, where Repeat is the same event described in Game 3 of Theorem 1

$$
\begin{equation*}
\left|\operatorname{Pr}\left[S_{1}\right]-\operatorname{Pr}\left[S_{0}\right]\right| \leq \operatorname{Pr}[\text { Repeat }] \leq \frac{q_{s}^{2}}{2^{k}} \tag{33}
\end{equation*}
$$

Game 2. This game is the same as the previous game except that the simulation fails if $\mathcal{A}_{\text {con }}$ can find a collision for the input $k_{n}$.

$$
\begin{equation*}
\left|\operatorname{Pr}\left[S_{2}\right]-\operatorname{Pr}\left[S_{1}\right]\right| \leq \frac{q_{r}}{2^{k}} \tag{34}
\end{equation*}
$$

Game 3. This game is the same as the previous game except that the simulation fails if $\mathcal{A}_{\text {con }}$ finds a collision for the keying material input $\left(\operatorname{pid}_{i}\left\|k_{1}\right\| \ldots \| k_{n}\right)$.

$$
\begin{equation*}
\left|\operatorname{Pr}\left[S_{3}\right]-\operatorname{Pr}\left[S_{1}\right]\right| \leq \frac{q_{r}}{2^{k}} \tag{35}
\end{equation*}
$$

If Game 3 does not abort, the output of the random oracle is uniformly distributed. Hence, $\operatorname{Pr}\left[S_{3}\right]=0$. By combining the equations 32 to 35 we have the claimed advantage of $\mathcal{A}_{\text {con }}$, which is negligible in $k$.

## 5 Conclusion

Table 1 gives a comparison of the security of some of the existing GKE protocols. The terms "AKE" refers to AKE-security, "AKE-FS" refers to AKE-security with forward secrecy and "AKE-KCIR" refers to AKE-security with KCI resilience. Similarly "MA" refers to mutual authentication and "MA-KCIR" refers to mutual authentication with KCI resilience. The entry "Yes*" says that the corresponding protocol appears to be secure under the notion but there is no formal proof. The last column in the table says whether the protocol is proven in the random oracle model or in the standard model.

It can be observed from the table that only the two-round protocol of Bohli et al. is proven to satisfy all the desired notions of security in the random oracle model. The two-round protocol obtained after applying the KC-compiler to the

Table 1. Security comparison among existing GKE protocols

|  | AKE | AKE-FS | AKE-KCIR | MA | MA-KCIR | Contributiveness | Model |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Boyd and <br> González  <br> Nieto  <br> (BG)  | Yes | No | No | No | No | honest | ROM |
| $\begin{array}{\|ll\|} \hline \text { Katz } & \text { and } \\ \text { Yung [14] } & \\ \hline \end{array}$ | Yes | Yes | Yes* | honest | honest | No | Std. |
| Bresson <br> al. 10 | Yes | Yes | No | honest | honest | unknown | ROM |
| $\begin{array}{lr} \hline \text { BG } & \text { Proto- } \\ \text { col } & +\quad \text { KS- } \\ \text { compiler } & 4] \end{array}$ | Yes | No | Yes* | Yes* | Yes* | Yes* | ROM |
| Bohli et al. [5] | Yes | Yes | Yes | Yes | Yes | Yes | ROM |
| Bresson and <br> Manulis 6] | Yes | Yes | Yes* | Yes | Yes* | Yes | Std. |
| Furukawa <br> al. [23] et | Yes | Yes | Yes* | Yes | Yes* | unknown | Std. |

improved Boyd and González Nieto protocol appears to satisfy all the desired notions except forward secrecy. Another two-round protocol that appears to resist KCI attacks is that of Furukawa et al. Their protocol is proven in the universal composability framework without assuming random oracles. It is not known whether the protocol of Furukawa et al. satisfies contributiveness in the presence of insiders. The protocol of Bresson and Manulis appears to resist KCI attacks and their protocol is also proven secure in standard model. However, it has three rounds of communication.

Our work models KCI attacks on GKE protocols in the presence of both outsiders and insiders. We have shown that there exist protocols which are not secure against KCI attacks. We have then shown that an existing protocol satisfies the new definitions. We hope that our work helps future protocols to be analyzed for KCI resilience.

We have not considered GKE protocols with special properties like robustness [24] and deniability [25]. Modeling KCI attacks on these types of protocols is an interesting open task. An open question is whether we can construct one-round AKE-secure GKE protocols that can have KCI resilience or forward secrecy. Constructing GKE protocols which do not use signature based authenticators seems to be another interesting problem.
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#### Abstract

Zero-knowledge proofs with witness elimination are protocols that enable a prover to demonstrate knowledge of a witness to the verifier that accepts the interaction provided that the witness is valid for a given statement and additionally the witness does not belong to a set of eliminated witnesses. This set is determined by a public relation $Q$ (that parameterizes the primitive) and the private input of the verifier. Zero-knowledge proofs with witness elimination thus call for a relaxation of the zero-knowledge property and are relevant in settings where a statement has a multitude of witnesses that may attest to its validity. A number of interesting issues arise in the design of such protocols that include whether a protocol transcript enables the verifier to test for witness after termination (something akin to an "offline dictionary attack") and whether the prover should be capable of understanding whether her witness is eliminated. The primitive is motivated by the setting of identification schemes where a user wishes to authenticate herself to an access point while preserving her anonymity and the access point needs to certify that the user is eligible while at the same time making sure she does not match the identity of a suspect user that is tracked by the authorities. We call such primitives anonymous identification schemes with suspect tracking.

In this work we formalize zero-knowledge proofs with witness elimination in the universal composability setting and we provide a general construction based on smooth projective hashing that is suitable for designing efficient schemes. As an illustration of our general construction we then present an explicit efficient scheme for proving knowledge of a Boneh-Boyen signature with witness elimination. Our scheme requires the design of a smooth projective hash function for the language of linear ElGamal ciphertexts. Along the way we demonstrate how zeroknowledge proofs with witness elimination naturally relate to the primitives of password-based key exchange and private equality testing.


## 1 Introduction

Zero-knowledge proofs were introduced in [23] and constitute a most useful cryptographic primitive. Given the wide applicability of the primitive several

[^21]generalizations of its basic formulation have been considered, typically by extending the basic set of security properties that are captured by a protocol implementation. These include parallel and concurrent composition of zeroknowledge [22|18, non-malleable zero-knowledge [17], resettable zero-knowledge protocols [9, monotone closure of zero-knowledge proofs [16], non-interactive zero-knowledge [2] and more recently isolated zero-knowledge proofs 15].

The security of the prover in a zero-knowledge proof is intended to be captured by demonstrating the existence of a simulator that is capable of generating transcripts indistinguishable from regular honest prover verifier interactions. A relaxation of the zero-knowledge property is the notion of witness indistinguishability [19] that requires instead that a malicious verifier cannot distinguish which one amongst two different possible witnesses the prover is using. Note that witness indistinguishability is useful as a notion only in cases where a number of distinct witnesses are associated with the same statement (while in cases when only a single witness exists the property is vacuous).

In this work we consider a different relaxation of the zero-knowledge property that we call witness elimination. A zero-knowledge proof with witness elimination with respect to a relation $Q$, enables the verifier to make sure that the witness employed by the prover does not satisfy $\left(w, w^{\prime}\right) \in Q$ where $w^{\prime}$ is of the choice of the verifier. Our typical example for the relation $Q$ would be the equality relation: in this case, the verifier given a string $w^{\prime}$ of her choice can make sure that $w \neq w^{\prime}$. Note that in case $w^{\prime}$ is public and the relation $R$ for which the proof is executed is in NP, witness elimination can be resolved generically by having the prover engage in a proof that $((x, w) \in R) \wedge\left(w \neq w^{\prime}\right)$. Nevertheless witness elimination is interesting as a property in the case that the verifier does not wish to disclose to the prover which witness $w^{\prime}$ is she checking against.

It follows from the above discussion that zero-knowledge proofs with witness elimination as a primitive introduces a private input for the verifier for which, ideally, no information should be disclosed to the prover about it. A number of interesting questions arise when one seeks to construct protocols that solve the witness elimination problem for zero-knowledge proofs, in particular: (i) how many candidate witnesses should the verifier be able to test given a single protocol execution? (ii) should the verifier be able to test whether the prover possesses a valid witness? (this is relevant in the case where the witness has been eliminated) (iii) should the prover be allowed to extract the information that the verifier is eliminating her witness based on the protocol interaction? (note that the prover may realize this from a signal that is external to the protocol but this may or may not be provided depending on the application scenario - see below).

Our motivation for studying this primitive is its application to the identification protocol setting. Indeed, a notable application of zero-knowledge proofs is the efficient design of identification schemes that was exemplified in the work of Fiat and Shamir [20] and Schnorr [30]. Given such protocols, the ability to perform efficient conjunctions and disjunctions of zero-knowledge proof protocols [16]12] lead to the design of anonymous identification schemes [6]. Indeed, disjunction of identification protocols leads to a natural one-to-many relationship
between a valid statement and the witnesses that attest to its validity something that in turn lends itself to the design of anonymous identification schemes. In particular, a prover may show that he belongs to a group of users provided that such group is identified by a directory of public-keys.

Witness elimination in this domain translates naturally to the following problem: the verifier wishes to make sure that the prover's identity does not match a suspect that is currently being tracked by authorities. Given that anonymity must still be preserved the verifier should have some way to make sure that the witness used by the prover is not equal to a suspect witness while not learning any further information about the witness of the prover. At the same time the protocol should not leak any information about the suspect identity which may be protected for the course of the investigation and potentially should never be revealed if sufficient evidence is not gathered. This is related to but at the same time different from user revocation in identification schemes where typically the identity of revoked users can be made public in the form of a CRL.

Our contributions are summarized as follows:

- We formalize the primitive of zero-knowledge with witness elimination in the Universal Composability setting [7]8]. In our security formalization we capture the following properties related to the three questions raised above: (i) A verifier can only test a single witness for each live protocol execution with the prover; this also ensures the prover that transcripts of her protocol executions at the present time cannot be tracked if she becomes a suspect in the future. This protects the privacy of individuals prior to the time when authorities receive a court order that enables their tracking. As a cryptographic property it also relates to protection against offline dictionary attacks in password based authenticated key exchange [25|2110] as well as to the notion of backwards unlinkability of identification schemes 311127] in the context of user revocation. (ii) In our protocols we may allow the verifier to have the power to test whether the witness of the prover is valid even in case that such witness is eliminated - this is natural as we view zeroknowledge proofs with witness elimination as an extension of the standard zero-knowledge proof functionality. (iii) We do not allow any information about the input of the verifier to be leaked to the prover from a protocol execution, i.e., the prover will be oblivious to what witnesses are eliminated by the verifier (independently of whether she is revoked or not). This protects the identity of the suspect in case no case is ever made against her by the authorities.
- We provide a general construction of zero-knowledge proofs with witness elimination that is suitable for building efficient implementations and is based on the notion of smooth projective hash functions, 13|21|24.
- We present an explicit practical construction of a zero-knowledge proof with witness elimination for the language of all non-adaptive Boneh-Boyen signatures [3]. This result immediately implies an anonymous identification scheme with suspect tracking. As part of our construction we also design a smooth projective hash function family for the language of Linear

ElGamal ciphertexts that is suitable in the bilinear group setting when the DDH assumption may not necessary hold.

Comparison with previous primitives. We note first that the problem of zeroknowledge with witness elimination can be viewed within the general context of secure two party computation (as it is also the case for regular zero-knowledge proofs). This means that one can apply generic techniques to obtain a solution for the functionality (e.g., using the protocol compiler of [11]). Still such generic techniques do not yield efficient protocols or much insight about the primitive something that further motivates the present investigation. Second, depending on the relation $Q$, zero-knowledge proofs with witness elimination may provide an inequality test for the private inputs of the prover and the verifier. It follows that this makes the resulting primitive similar to private equality tests [28] and password-based key exchange [25|21|10]. Note though that in the latter primitive it is also required to incorporate a private coin flipping component (that will produce the shared key) something that is not necessary in the witness elimination setting. On the other hand, the property that protocol transcripts of a password-based key exchange should not facilitate offline dictionary attacks corresponds to the property that the verifier should not be able to extract any new information from old witness elimination transcripts.

Looking at the primitive from the identification point of view, one can draw parallels to the primitive of traceable signatures [26] and verifier-local revocation group signatures 31|15. The difference of these previous schemes compared to anonymous identification with suspect tracking is that in our case prior identification transcripts need to conceal the identity of the users even after the suspect witness is made known to the access points. This relates to the the property of backwards unlinkability that was introduced in [31|127]. We note that in these papers backwards unlinkability is only partially achieved as time is divided into epochs and within an epoch all user transcripts would be traceable. In contrast in our setting of anonymous identification with suspect tracking we explicitly require only live checking of suspects, i.e., an access point can check exactly one suspicion per protocol invocation and past protocol transcripts reveal no tracking information.

## 2 Preliminaries

Notation. We write $s \stackrel{\mathrm{r}}{\leftarrow} S$ to denote randomly selecting $s$ from a finite set $S$, and $s \stackrel{\text { d }}{\leftarrow} S$ to denote selecting $s$ from a finite set $S$ according to distribution $D(S)$.

Smooth Projective Hashing for Hard Partitioned Subset Membership Problems. Smooth projective hashing was introduced by Cramer and Shoup for constructing encryption schemes [13. Later it was used to obtain efficient password-based authenticated key-exchange protocols [21] and further to achieve stronger security in the UC framework [10]. It is also used to build efficient oblivious transfer protocols [24]. Loosely speaking, a projective hashing family
is a family of hash functions that can be computed in two ways: either use the (secret) hashing key to compute the function on every point in its domain, or use the (public) projected key to compute the function only on a specified subset of the domain. Further we say such a family is "smooth" if the value of the function on any point outside the specified subset is independent of the projected key. Here we use a variant adopted by Gennaro and Lindell [21].

In our setting, a hash family is defined as a tuple $\mathcal{H}=$ (paragen, sampler, $G, H, K, \alpha, S, J)$ that satisfies the following:

- The parameter generation algorithm paragen $(\cdot)$ takes as input a security parameter and returns the parameter $\Lambda \leftarrow$ paragen $\left(1^{\lambda}\right)$, where $\Lambda=(X, L, W, R)$, and $X, L, W$ are finite non-empty sets such that $L \subset X . R \subseteq X \times W$ is a binary relation, where for all $x \in X$ there exists $w \in W$ such that $(x, w) \in R$ iff $x \in L$.
- Further we assume that the set $X$ can be written as a Cartesian product $C \times I$ and it is partitioned into disjoint subsets $X(i)$ as follows: each element $x \in X$ is in the form $(c, i)$, where $i \in I$ will be called the index and $c \in C$ will be called the content. We define $X(i) \stackrel{\text { def }}{=} C \times\{i\}$, i.e., the subset of pairs in $X$ of the form $(c, i)$ with $i$ is fixed. Accordingly, we define $L(i)$ the subset of pairs in the language $L$ of the form $(c, i)$.
- Given $\Lambda$ as a parameter, the random variable sampler $(\Lambda, i)$ is a triple $\left(x, x^{\prime}, w\right)$ such that $x \in L(i), x^{\prime} \in X(i) \backslash L(i),(x, w) \in R$. We will also use the notation $(x, w) \stackrel{\mathrm{d}}{\leftarrow} L(i)$ and $x^{\prime} \stackrel{\mathrm{d}}{\leftarrow} X(i) \backslash L(i)$ respectively to denote the operation of the sampler $(\cdot)$ procedure.
- $G$ is a finite non-empty set, $H=\left\{H_{k}\right\}_{k \in K}$ is a collection of functions indexed by $K$ where $H_{k}: X \rightarrow G ; S$ be a finite non-empty set, $\alpha: K \times C \rightarrow S$ and $J=\left\{J_{s}\right\}_{s \in S}$ is a collection of functions where $J_{s}: X \times W \rightarrow G$.

Definition 1. The hash family $\mathcal{H}=$ (paragen, sampler, $G, H, K, \alpha, S, J$ ) is a hard smooth projective hash family if the following properties hold:

Projection: For any $((c, i), w) \in R$
$\operatorname{Pr}\left[\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ; k \stackrel{\Upsilon}{\leftarrow} K ; s \leftarrow \alpha(k, c): H_{k}(c, i)=J_{s}(c, i, w)\right] \geq 1-$ $\operatorname{negl}(\lambda)$
Smoothness: For any $(c, i) \in X \backslash L$, the following two distributions are statistically indistinguishable:
$\left\{\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ; k \stackrel{r}{\leftarrow} K ; s \leftarrow \alpha(k, c) ; g \leftarrow H_{k}(x):(\Lambda, c, i, s, g)\right\}$ $\left\{\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ; k \stackrel{r}{\leftarrow} K ; s \leftarrow \alpha(k, c) ; g \stackrel{r}{\leftarrow} G:(\Lambda, c, i, s, g)\right\}$
Hard partitioned subset membership: For every $i \in I$, the following two distributions are computationally indistinguishable:
$\left\{\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ;((c, i), w) \stackrel{\text { d }}{\leftarrow} L(i):(\Lambda, c, i)\right\}$
$\left\{\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ;(c, i) \stackrel{\mathrm{d}}{\leftarrow} X(i) \backslash L(i):(\Lambda, c, i)\right\}$
Gennaro and Lindell show that the properties above have the following implication:

Lemma 1 (Corollary 3.6 in [21]). Given a hard smooth projective hash family $\mathcal{H}=$ (paragen, sampler, $G, H, K, \alpha, S, J$ ), for any $i \in I$, the following two distributions are computationally indistinguishable:

$$
\begin{aligned}
& \left\{\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ;((c, i), w) \stackrel{\mathrm{d}}{\leftarrow} L(i) ; k \stackrel{\mathrm{r}}{\leftarrow} K ; s \leftarrow \alpha(k, c) ; g \leftarrow H_{k}(c, i):(\Lambda, c, i, s, g)\right\} \\
& \left\{\Lambda \leftarrow \operatorname{paragen}\left(1^{\lambda}\right) ;((c, i), w) \stackrel{\mathrm{d}}{\leftarrow} L(i) ; k \stackrel{\mathrm{r}}{\leftarrow} K ; s \leftarrow \alpha(k, c) ; g \stackrel{\mathrm{r}}{\leftarrow} G:(\Lambda, c, i, s, g)\right\}
\end{aligned}
$$

Hard Smooth Projective Hashing in the context of Public-Key Encryption. In our protocol design, we consider hard smooth projective hashing in the context of encryption schemes. Given a CPA-secure public key encryption scheme $\mathcal{E}=$ (gen, enc, dec), we define paragen and sampler algorithms for a hash family $\mathcal{H}$ as follows:

- The parameter generation algorithm paragen() operates as follows: first run a key pair $(p k, s k) \leftarrow \operatorname{gen}\left(1^{\lambda}\right)$; a ciphertext for a plaintext $m \in M$ can be computed by $c=\operatorname{enc}(p k ; m ; r)$ where $r \stackrel{\mathrm{r}}{\leftarrow} U$, and $M$ is the plaintext space and $U$ the random coins space; Let $C_{p k}$ be the space of all ciphertexts based on public key $p k$; define $X \stackrel{\text { def }}{=} C_{p k} \times M$, and $L \stackrel{\text { def }}{=}\{(c, m) \in X \mid \exists r$ s.t. $c=$ enc $(p k ; m ; r)\}$. Note that the witness space $W=U$.

Furthermore, define the partitioning of $X$ to be by index $m \in M$, i.e., $X(m) \stackrel{\text { def }}{=} C_{p k} \times\{m\}$, and $L(m) \stackrel{\text { def }}{=}\{(c, m) \in X(m) \mid \exists r$ s.t. $c=\operatorname{enc}(p k ; m ; r)\}$.

- The sample procedure sampler() operates as follows: sample $((c, m), r) \in$ $L(m)$ by computing $c \leftarrow \operatorname{enc}(p k ; m ; r)$ where $r \stackrel{\Upsilon}{\leftarrow} U$ is the witness; sample $(c, m) \in X(m) \backslash L(m)$ by computing $c \leftarrow \operatorname{enc}(p k ; \tilde{m} ; r)$ where $r \stackrel{\mathrm{r}}{\leftarrow} U, \tilde{m} \in M$, and $\tilde{m} \neq m$.

If we further can define $(H, K, G, \alpha, S, J)$ where $H_{k}: C_{p k} \times M \rightarrow G$, $J_{s}: C_{p k} \times M \times U \rightarrow G$, and $\alpha: K \times C_{p k} \rightarrow S$, to satisfy the properties of projection and smoothness, then we have a hard smooth projective hashing $\mathcal{H}=$ (paragen, sampler, $G, H, K, \alpha, S, J)$. In 21], several concrete hard smooth projective hashing in the context of ElGamal encryption, Cramer-Shoup encryptions, and others are constructed. In section 3.3, we give a concrete construction in the context of Linear ElGamal encryption.

## 3 Zero-Knowledge with Witness Elimination

### 3.1 Functionality $\mathcal{F}_{\text {ZKWE }}$

Here we introduce our new ZK functionality, zero-knowledge with witness elimination, $\mathcal{F}_{\mathrm{ZKWE}}^{R, Q}$, in figure 1, where $R$ is the ZK relation and $Q$ is the elimination relation. The functionality interacts with an ideal adversary $\mathcal{S}$ and two parties, the prover $P$ and the verifier $T$; the identities of both parties are encoded in session identifier sid. Intuitively $\mathcal{F}_{\mathrm{ZKWE}}^{R, Q}$ can be viewed as an augmented ZK functionality with a " $\neg Q$-test" based on the private input of the verifier. Compared to the standard $\mathcal{F}_{\mathrm{ZK}}$ functionality, here the functionality will receive from


Fig. 1. Ideal functionality of zero-knowledge for the relation $R$ with witness elimination based on the relation $Q$
prover $P$ an input ( $x, w$ ), and will receive from verifier $T$ a secret input $w^{\prime}$. Once both inputs are given, $T$ is supposed to eventually receive a bit $\varphi$, where $\varphi=1$ if and only if both $(x, w) \in R$ and $\left(w, w^{\prime}\right) \notin Q$ hold. The functionality blocks the secret inputs $w$ and $w^{\prime}$ as well as the outcome of the test $\left(w, w^{\prime}\right) \in Q$ from the ideal world adversary $\mathcal{S}$; it leaks though a bit $\phi$ to $\mathcal{S}$ where $\phi=1$ if and only if $(x, w) \in R$ (cf. the standard ZK functionality, 7|11]).

Some comments are in place:

- While one may use arbitrary relations $Q$ for witness elimination, here we will be focusing on relations $Q$ that capture some sort of equality test, either of the whole witness or a substring of the witness. This is consistent with our motivation in applying witness elimination to solve the suspect tracking problem in identification schemes. Nevertheless, more general elimination relations may be defined and could be potentially useful in other settings.
- Under the assumption that there is a way for any $w$ to sample $w^{\prime}$ such that the event $\left(w, w^{\prime}\right) \in Q$ happens with negligible probability, one can simulate the $\mathcal{F}_{\text {ZK }}$ ideal functionality using an ideal $\mathcal{F}_{\text {ZKWE }}$ functionality box. To see this observe that the verifier can play the role of $T$ and select $T$ 's input $w^{\prime}$ at random. The assumption on $Q$ needed for the simulation can be seen to be easily satisfied by the substring equality relations $Q$ we consider here.
- Our formalization of $\mathcal{F}_{\text {ZKWE }}$ ensures that as long as no party is corrupted the protocol transcript by itself should not leak any information about the relation of $w, w^{\prime}$. This as an essential property as witness elimination should not be applied to protocols transcripts that are not "live." Moreover, even if the party $T$ is corrupted the protocol transcript should enable a corrupted $T$ to test the predicate $Q(w, \cdot)$ for no more than a single candidate witness. This property is similar to the property of resistance against offline dictionary attacks in password-based key exchange schemes where an
eavesdropper should not be able to use a protocol transcript to scan for the correct password.
- In our formalization of $\mathcal{F}_{\text {ZKWE }}$ the adversary $\mathcal{S}$ learns whether the prover uses a valid witness or not. Intuitively this suggests that we allow the protocols that realize $\mathcal{F}_{\text {ZKWE }}$ to have a method for a (dishonest) party $T$ to extract this fact from a protocol interaction with an honest prover. This is consistent with the fact that we will only consider elimination relations $Q$ for which the $\mathcal{F}_{\mathrm{ZKWE}}^{R, Q}$ functionality simulates the $\mathcal{F}_{\mathrm{ZK}}^{R}$ ideal functionality and thus this does not affect the intended security properties of the protocol (the prover $P$ is aware that the verifier $T$ can easily learn whether she possesses a valid witness or not, cf. the second bullet above).


### 3.2 Generic Construction Based on Smooth Projective Hashing

In this section we present a construction for $\mathcal{F}_{\text {ZKWE }}^{R, Q}$ that applies to the setting when the elimination relation $Q$ is either the equality relation or it contains all elements of the form $\left\langle\left(w_{1}, w_{2}\right),\left(w_{1}^{\prime}, w_{2}^{\prime}\right)\right\rangle$ such that $w_{2}=w_{2}^{\prime}$ (i.e., $Q$ is a "substring equality" relation). Based on this, in the remaining of the section we assume that the NP relation $R$ contains pairs of the form $\left(x,\left(w_{1}, w_{2}\right)\right)$ and the elimination relation $Q$ tests the " $w_{2}$-part" of the witness (while it should be noted that the " $w_{1}$-part" could be empty).

Our construction is based on a CPA-secure encryption scheme $\mathcal{E}=($ gen,enc, dec), a zero-knowledge proof of membership (ZKPM) scheme $\mathcal{P}=$ (setup, $\mathrm{P}, \mathrm{V}, \mathrm{S}$ ), and a hard smooth projective hashing $\mathcal{H}=$ (paragen, sampler, $G, H, K, \alpha, S, J)$ in the context of a CPA-secure encryption scheme $\mathcal{E}^{\prime}=\left(\right.$ gen $^{\prime}$, enc ${ }^{\prime}$, $\left.\mathrm{dec}^{\prime}\right)$. Recall that both $P$ and $T$ are supposed to keep their inputs private. $P$ 's input is the witness to the ZK relation that she is supposed to demonstrate knowledge of while $T$ 's input determines the elimination relation. In accordance to the above our construction includes: (1) an encryption of the prover's input under $\mathcal{E}$ and the verifier's input under $\mathcal{E}^{\prime}$, (2) an inequality test subprotocol using the smooth projective hash $\mathcal{H}$, and (3) a ZKPM for consistency proof that the above (1) and (2) components are consistent and at the same time the input of the prover satisfies the ZK-relation $R$. As mentioned, to implement the (one-sided) inequality test, we use the hard smooth projective hashing in the context of the publickey encryption scheme $\mathcal{E}^{\prime}$. If the party $P$ 's input witness is indeed matched by the verifier $T$, i.e., $w_{2}=w_{2}^{\prime}$, then the projection property of the hashing will guarantee that $\kappa=\kappa^{\prime}$ holds (where $\kappa, \kappa^{\prime}$ are the respective hash values with $\kappa$ being transmitted by the prover to the verifier), and otherwise if $w_{2} \neq w_{2}^{\prime}$ then $\kappa \neq \kappa^{\prime}$. A corrupted $P$ cannot learn $T$ 's input given the underlying public-key encryption $\mathcal{E}^{\prime}$ is CPA-secure. A corrupted $T$ on the other hand cannot learn $P$ 's witness in the case that $w_{2} \neq w_{2}^{\prime}$ given the smoothness property of the hashing as well as the CPA property of $\mathcal{E}$. Of course $T$ will learn (part of) $P$ 's witness in the case $w_{2}=w_{2}^{\prime}$; nevertheless, any polynomial-time bounded eavesdropper will not be able to extract any information about the exchanged witnesses (cf. lemma 1). In figure 2 we present the protocol in details.

Regarding the security of the construction we have the following:

Theorem 1. Given that $\mathcal{E}$ is a $C P A$-secure encryption scheme, $\mathcal{H}$ is a family of hard smooth projective hash functions in the context of a CPA-secure encryption scheme $\mathcal{E}^{\prime}$, and $\mathcal{P}$ is a zero-knowledge proof of membership, then the construction in figure $\mathbf{Q}^{2}$ realizes functionality $\mathcal{F}_{\text {ZKWE }}^{R, Q}$ against non-adaptive adversaries in the $\mathcal{F}_{\text {CRS }}$-hybrid world.

In order to prove the theorem, we describe first an ideal world simulator $\mathcal{S}$ as below; then we show for this simulator that for any PPT environment $\mathcal{Z}$, $\operatorname{EXEC}_{\pi, \mathcal{A}_{d}, \mathcal{Z}}^{\mathcal{F}_{\mathrm{CRS}}} \approx \operatorname{EXEC}_{\pi_{d}, \mathcal{S}, \mathcal{Z}}^{\mathcal{F}_{\mathrm{Z} \mathrm{K}}^{R}, \mathcal{Q}}$ (the proof can be found in the full version).

## Protocol $\pi$ for zero-knowledge with witness elimination for relations $R$ and $Q$

Common reference string: $c r s=\left(p k^{\prime}, p k, \rho\right)$, where $p k^{\prime}$ and $p k$ are public keys of encryption schemes $\mathcal{E}^{\prime}$ and $\mathcal{E}$ respectively, and $\rho$ is a reference string of ZKPM scheme $\mathcal{P}$.

## Protocol steps:

Upon receiving (Verify, sid, $w_{2}^{\prime}$ ) from the environment, where sid $=$ $\left(P, T\right.$, sid $\left.d^{\prime}\right)$, party $T$ selects $r^{\prime} \stackrel{\leftarrow}{\leftarrow} U^{\prime}$ and computes $c^{\prime} \leftarrow$ enc $^{\prime}\left(p k^{\prime} ; w_{2}^{\prime} ; r^{\prime}\right)$, and sends (move1, $c^{\prime}$ ) to party $P$.
Upon receiving (Prove, sid, $\left\langle x, w_{1}, w_{2}\right\rangle$ ) from the environment, party $P$ first checks if $\left(x,\left(w_{1}, w_{2}\right)\right) \in^{?} R$ and waits for a move1 message from party $T$; after receiving move1 message,

- if $\left(x,\left(w_{1}, w_{2}\right)\right) \quad \notin R$ then party $P$ sends party $T$ a message (move2, "no valid proof");
- else if $\left(x,\left(w_{1}, w_{2}\right)\right) \in R$ then party $P$ sends party $T$ a message (move2, $s, \kappa$ ), where $\kappa \leftarrow H_{k}\left(c^{\prime}, w_{2}\right), s \leftarrow \alpha\left(k, c^{\prime}\right), k \stackrel{\underset{r}{r}}{\leftarrow} K$; then party $P$ computes $c \leftarrow \operatorname{enc}\left(p k ; w_{1}, w_{2} ; r\right)$ where $r \stackrel{r}{\leftarrow} U$; now parties $P$ and $T$ play the roles of prover and verifier respectively to run a ZKPM subprotocol

$$
\mathrm{P}\left(w_{1}, w_{2}, k\right) \stackrel{\left(x, c^{\prime}, c, \kappa\right) \in L_{R^{\prime}}}{\longleftrightarrow} \mathrm{V}()
$$

i.e, party $P$ proves to party $T$ that based on $c r s$, the statement $\left(x, c^{\prime}, c, \kappa\right) \in$ $L_{R^{\prime}}$ where $L_{R^{\prime}}=\left\{\left(x, c^{\prime}, c, \kappa\right) \mid \exists\left(w_{1}, w_{2}, k, r\right)\right.$ s.t. $\left(x,\left(w_{1}, w_{2}\right)\right) \in R \wedge \kappa=$ $\left.H_{k}\left(c^{\prime}, w_{2}\right) \wedge c=\operatorname{enc}\left(p k ; w_{1}, w_{2} ; r\right)\right\}$.
Upon receiving (move2, "no valid proof") from party $P$, party $T$ returns (VerifyReturn, sid, 0) to the environment. Else if receiving (move2, $s, \kappa$ ), party $T$ computes $\kappa^{\prime} \leftarrow J_{s}\left(c^{\prime}, w_{2}^{\prime} ; r^{\prime}\right)$; and if $\kappa \neq \kappa^{\prime}$ and also party $T$ accepts the proof in the subprotocol above, then party $T$ returns (VerifyReturn, sid,1) to the environment; otherwise returns (VerifyReturn, sid, 0) to the environment.

Fig. 2. Generic construction of zero-knowledge with witness elimination based on a CPA-secure encryption scheme $\mathcal{E}=$ (gen, enc, dec), and a zero-knowledge proof of membership scheme $\mathcal{P}=$ (setup, $\mathrm{P}, \mathrm{V}, \mathrm{S}$ ), as well as a hard smooth projective hashing $\mathcal{H}=$ (paragen, sampler, $G, H, K, \alpha, S, J)$ in the context of a CPA-secure encryption scheme $\mathcal{E}^{\prime}=\left(\right.$ gen $^{\prime}$, enc ${ }^{\prime}$, dec $\left.^{\prime}\right)$

The construction of simulator. The simulator $\mathcal{S}$ first runs the key generation algorithms of both the encryption schemes $\mathcal{E}^{\prime}, \mathcal{E}$ and the proof system $\mathcal{P}$ to obtain key pairs, i.e., $\left(p k^{\prime}, s k^{\prime}\right) \leftarrow \operatorname{gen}^{\prime}\left(1^{\lambda}\right),(p k, s k) \leftarrow \operatorname{gen}\left(1^{\lambda}\right)$, and $(\rho, \tau) \leftarrow \operatorname{setup}\left(1^{\lambda}\right)$; then $\mathcal{S}$ sets crs $\leftarrow\left(p k^{\prime}, p k, \rho\right)$ and the corresponding trapdoor $t d \leftarrow\left(s k^{\prime}, s k, \tau\right)$. Then $\mathcal{S}$ initializes $\mathcal{A}_{d}$ by giving it crs as the common reference string. Now the simulator $\mathcal{S}$ interacts with the environment $\mathcal{Z}$, the functionality $\mathcal{F}_{\mathrm{ZKWE}}^{R, Q}$ and its subroutine $\mathcal{A}_{d}$.

The simulator $\mathcal{S}$ simulates the protocol transcripts by following the protocol $\pi$ on behalf of the honest parties. Since the secret inputs of the honest parties are not known, the simulator uses randomly selected $\tilde{w}_{2}^{\prime}$ and $\tilde{w}$ as the witnesses to compute $c^{\prime}$ and $\kappa, c$, and further, the simulator runs S with V to simulate the ZKPM subprotocol transcripts. We give details below. Note that we only consider non-adaptive corruptions.

After receiving (LeakProve, sid, $\langle x, 1\rangle, P$ ) from the functionality (party $P$ is honest), and the move1 message from party $T$ including $c^{\prime}$, the simulator $\mathcal{S}$ uses a randomly selected $\tilde{w}=\left(\tilde{w}_{1}, \tilde{w}_{2}\right)$ (since the real witness $w=\left(w_{1}, w_{2}\right)$ is blocked by the functionality) to compute $\kappa$ and $c$, and runs S with V (instead of P with V ) to simulate the ZKPM subprotocol proof transcripts. If on the other hand it receives (LeakProve, sid, $\langle x, 0\rangle, P$ ) from the functionality and the move1 message from $T, \mathcal{S}$ responds $T$ with a move2 message "no valid proof".

After receiving (LeakVerify, sid, $T$ ) from the functionality (party $T$ is honest), the simulator $\mathcal{S}$ uses a randomly selected $\tilde{w}_{2}^{\prime}$ (since the real witness $w_{2}^{\prime}$ is blocked by the functionality) to compute $c^{\prime}$, and sends $c^{\prime}$ as the move1 message to party $P$. Later when it receives the move2 message from party $P, \mathcal{S}$ sends (InflVerify, sid) to the functionality.

We next consider the case that party $T$ is corrupted. When $\mathcal{S}$ receives (LeakProve, sid, $\langle x, 1\rangle, P$ ) from the functionality and a move 1 message including $c^{\prime}$ from the corrupted party $T$, the simulator uses $s k^{\prime}$ to decrypt $c^{\prime}$ into $w_{2}^{\prime}$, and then sends the input (VERIFY, sid, $w_{2}^{\prime}$ ) in the name of $T$ to the functionality; after receiving (LeakVerify, sid, $T$ ) from the functionality, $\mathcal{S}$ sends (InflVerify, sid) to the functionality; if the functionality returns (VerifyReturn, sid, 1) which means $w_{2}^{\prime} \neq w_{2}$ where $w_{2}$ is from the actual witness of the prover, the simulator randomly selects $\check{w}=\left(\breve{w}_{1}, \breve{w}_{2}\right)$ to finish the simulation of the $P$ protocol; if the functionality returns (VERIFYRETURN, sid, 0) which means $w_{2}^{\prime}=w_{2}$ where $w_{2}$ is from the real witness, the simulator randomly selects $\check{w}_{1}$, and uses $\check{w}=\left(\check{w}_{1}, w_{2}\right)$ to finish the simulation. On the other hand, if it receives (LeakProve, sid, $\langle x, 0\rangle, P$ ) from the functionality and a move 1 message, $\mathcal{S}$ simulates the $P$ by responding with "no valid proof" as the move2 message.

We now consider the case that party $P$ is corrupted. If $\mathcal{S}$ receives the message (move2, $s, \kappa$ ) from the corrupted party $P$, and after executing the ZKPM subprotocol the party V returns 1 which means party $T$ accepts the subprotocol proof that $\left(x, c^{\prime}, c, \kappa\right) \in L_{R^{\prime}}$, the simulator uses $s k$ to decrypt $c$ into $w$ and sends input (Prove, sid, $\langle x, w\rangle$ ) in the name of $P$ to the functionality; else if V returns 0 which means party $T$ rejects the subprotocol proof, then the simulator sends input (Prove, sid, $\langle x, \perp\rangle$ ) where $(x, \perp) \notin R$. Further, if $\mathcal{S}$ receives
(move2, "no valid proof") from the corrupted $P$, the simulator also sends input (Prove, sid, $\langle x, \perp\rangle$ ) to functionality. After it receives (LeakProve, sid, $\langle x, \phi\rangle$ ) from the functionality, $\mathcal{S}$ sends (InflVerify, sid) to the functionality, and the functionality returns (VERIFYRETURN, sid, $\varphi$ ) to the dummy $T$ according to its program. This completes the description of the simulator $\mathcal{S}$.

### 3.3 Illustrative Efficient Construction

In this subsection, we instantiate the generic construction to obtain an explicit practical protocol for a zero-knowledge proof with witness elimination. The zeroknowledge proof we develop is for proving possession of a non-adaptive BonehBoyen digital signature [3]. We first introduce a building block, a hard smooth projective hashing in the context of linear ElGamal encryption [4], and then give the protocol.

Our construction yields immediately an anonymous identification scheme with suspect tracking. This can be seen as follows: each user in the system will hold a BB signature on a random message while the public-key of the BB signature will be publicly available. To authenticate itself to a verifier, a prover will engage in a proof of knowledge of a signature. Note that based on the non-adaptive unforgeability of BB signatures it is impossible for any coalition of users to obtain an additional signature. Observe now that if the system manager wishes to track a suspect it may disclose the message-signature pair that was assigned to the particular user. This will enable any verifier to employ witness elimination and thus check that any prover that engages in the interaction does not possess the suspect message-signature pair.
Bilinear Groups. Let $\mathbb{G}=\langle g\rangle$ be a cyclic group of prime order $p$ such that ě : $\mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{t}$ is a bilinear map, i.e., for all $u, v \in \mathbb{G}$ and $a, b \in \mathbb{Z}_{p}$, it holds that $\breve{\mathrm{e}}\left(u^{a}, v^{b}\right)=\breve{\mathrm{e}}(u, v)^{a b}$ and $\breve{\mathrm{e}}$ is non-trivial, i.e., $\breve{\mathrm{e}}(g, g) \neq 1$. Note that $\left|\mathbb{G}_{t}\right|=p$.
Linear Encryption. Boneh et al. 4 proposed a variant of ElGamal encryption, called, Linear Encryption that is suitable for groups over which the DDH assumption fails.
Key Generation: $(p k, s k) \leftarrow \operatorname{gen}\left(1^{\lambda}\right)$, where $p k=(u, v, w)$ and $s k=(y, z)$, and $u, v, w \in \mathbb{G}$ and $y, z \in \mathbb{Z}_{p}$ such that $u^{y}=v^{z}=w$.
Encryption: $c \leftarrow \operatorname{enc}(p k ; m ; r)$, where $m \in \mathbb{G}, r=(\eta, \theta)$ with $\eta, \theta \stackrel{\mathrm{r}}{\leftarrow} \mathbb{Z}_{p}$, and $c=\left(u^{\eta}, v^{\theta}, w^{\eta+\theta} m\right)$.
Decryption: $m \leftarrow \operatorname{dec}(p k, s k ; c)$, where $c=(U, V, W), s k=(y, z)$, and $m=$ $\frac{W}{U^{y} \cdot V^{z}}$.

The Linear encryption is CPA-secure under the Decision Linear Diffie-Hellman assumption 4].

Definition 2 (Decision Linear Diffie-Hellman Assumption). We say that the Decision Linear Diffie-Hellman assumption holds in $\mathbb{G}$ if for all PPT distinguisher $\mathcal{A}$ we have

$$
\left|\begin{array}{l}
\operatorname{Pr}\left[u, v, w \stackrel{\mathfrak{r}}{\leftarrow} \mathbb{G} ; \beta, \gamma \stackrel{\mathrm{r}}{\leftarrow} \mathbb{Z}_{p}: \mathcal{A}\left(u, v, w, u^{\beta}, v^{\gamma}, w^{\beta+\gamma}\right)=1\right] \\
\quad-\operatorname{Pr}\left[u, v, w, \chi \underset{\leftarrow}{\leftarrow} \mathbb{G} ; \beta, \gamma \mathbb{Z}_{p}: \mathcal{A}\left(u, v, w, u^{\beta}, v^{\gamma}, \chi\right)=1\right]
\end{array}\right| \leq \operatorname{negl}(\lambda)
$$

$$
c r s=\left(q, \mathbf{g}, \mathbf{h}, \mathbf{G}, \text { hash; } \mathrm{n}, \mathrm{~g} ; p, g, u, v, w, X, \mathbb{G}, \mathbb{G}_{t}, \breve{\mathrm{e}}\right)
$$

```
P
input = (m,\sigma) s.t.
\textrm{e}}(\mp@subsup{g}{}{m}X,\sigma)=\breve{\textrm{e}}(g,g
```

$$
\begin{aligned}
& \eta^{\prime}, \theta^{\prime} \stackrel{\Gamma}{\leftarrow} \mathbb{Z}_{p} ; \\
& U^{\prime} \leftarrow u^{\eta^{\prime}} ; V^{\prime} \leftarrow v^{\theta^{\prime}} ; W^{\prime} \leftarrow w^{\eta^{\prime}+\theta^{\prime}} \sigma^{\prime}
\end{aligned}
$$

$$
U^{\prime}, V^{\prime}, W^{\prime}
$$

$\beta, \gamma, \delta, \zeta_{\beta}, \zeta_{\gamma}, \zeta_{\delta} \stackrel{\mathrm{r}}{\leftarrow} \mathbb{Z}_{p} ;$
$s_{1} \leftarrow u^{\beta} w^{\delta} ; s_{2} \leftarrow v^{\gamma} w^{\delta} ;$
$\kappa \leftarrow\left(U^{\prime}\right)^{\beta}\left(V^{\prime}\right)^{\gamma}\left(\frac{W^{\prime}}{\sigma}\right)^{\delta} ;$
$s_{1}, s_{2}, \kappa$
$\kappa^{\prime} \leftarrow\left(s_{1}\right)^{\eta^{\prime}}\left(s_{2}\right)^{\theta^{\prime}} ;$
$\kappa={ }^{?} \kappa^{\prime}$;
$\zeta_{m} \stackrel{\mathrm{r}}{\leftarrow} \pm\left[0,2^{\ell_{0}+\ell_{d}+\ell_{p}}\right] ; \chi, \zeta_{\chi} \stackrel{\mathrm{r}}{\leftarrow} \mathbb{Z}_{\mathrm{n}}^{*}$;
$E \leftarrow \mathrm{~g}^{m} \chi^{\mathrm{n}} \bmod \mathrm{n}^{2}$;
$B_{1} \leftarrow \mathrm{~g}^{\zeta_{m}}\left(\zeta_{\chi}\right)^{\mathrm{n}} \bmod \mathrm{n}^{2} ;$
$\eta, \theta, \zeta_{\eta}, \zeta_{\theta}, \zeta_{m \eta}, \zeta_{m \theta}, \zeta_{\delta \eta}, \zeta_{\delta \theta} \stackrel{\mathrm{r}}{\leftarrow} \mathbb{Z}_{p} ;$
$U \leftarrow u^{\eta} ; V \leftarrow v^{\theta} ; W \leftarrow w^{\eta+\theta} \sigma ;$
$B_{2} \leftarrow u^{\zeta_{\eta}} ; B_{3} \leftarrow v^{\zeta_{\theta}} ;$
$B_{4} \leftarrow\left(U^{\prime}\right)^{\zeta_{\beta}}\left(V^{\prime}\right)^{\zeta_{\gamma}}\left(W^{\prime} W^{-1}\right)^{\zeta_{\delta}} w^{\zeta_{\delta \eta}+\zeta_{\delta \theta}}$;
$B_{5} \leftarrow \breve{\mathrm{e}}(g, W)^{\zeta_{m}} \breve{\mathrm{e}}(g, w)^{-\zeta_{m \eta}-\zeta_{m \theta} \breve{\mathrm{e}}(X, w)^{-\zeta_{\eta}-\zeta_{\theta}} \text {; } ; \text {, }{ }^{\prime}(X)}$
$\omega \leftarrow \operatorname{hash}\left(B_{1}, B_{2}, B_{3}, B_{4}, B_{5}\right) ;$
$\mu \stackrel{r}{\leftarrow} \mathbb{Z}_{q} ; C \leftarrow \mathbf{g}^{\omega} \mathbf{h}^{\mu} ; \quad \stackrel{E, U, V, W, C}{\longrightarrow}$
$d \stackrel{\mathrm{r}}{\leftarrow}\{0,1\}^{\ell_{d}} ;$
$\qquad$
$\xi_{\chi} \leftarrow \zeta_{\chi} \cdot \chi^{d} \bmod \mathrm{n} ; \quad \xi_{\eta} \leftarrow \zeta_{\eta}+d \cdot \eta ;$
$\xi_{\theta} \leftarrow \zeta_{\theta}+d \cdot \theta ; \quad \xi_{\delta} \leftarrow \zeta_{\delta}+d \cdot \delta ;$
$\xi_{\beta} \leftarrow \zeta_{\beta}+d \cdot \beta ; \quad \xi_{\gamma} \leftarrow \zeta_{\gamma}+d \cdot \gamma ;$
$\xi_{\delta \eta} \leftarrow \zeta_{\delta \eta}+d \cdot \delta \eta ;$
$\xi_{\delta \theta} \leftarrow \zeta_{\delta \theta}+d \cdot \delta \theta ;$
$\xi_{m} \leftarrow \zeta_{m}+d \cdot m($ in $\mathbb{Z}) ;$
$\xi_{m \eta} \leftarrow \zeta_{m \eta}+d \cdot m \eta$;
$\xi_{m \theta} \leftarrow \zeta_{m \theta}+d \cdot m \theta ;$
$\boldsymbol{\xi} \leftarrow\left(\xi_{\chi}, \xi_{\eta}, \xi_{\theta}, \xi_{\delta}, \xi_{\beta}, \xi_{\gamma}, \xi_{\delta \eta}, \xi_{\delta \theta}, \xi_{m}, \xi_{m \eta}, \xi_{m \theta}\right) ;$
$\boldsymbol{B} \leftarrow\left(B_{1}, B_{2}, B_{3}, B_{4}, B_{5}\right) ; \quad \quad \boldsymbol{\xi}, \boldsymbol{B}, \mu$
$\omega \leftarrow \operatorname{hash}\left(B_{1}, B_{2}, B_{3}, B_{4}, B_{5}\right) ; \mathrm{g}^{\omega} \mathbf{h}^{\mu}={ }^{?} C$;
$\xi_{m} \in^{?} \pm\left[0,2^{\ell_{0}+\ell_{d}+\ell_{p}+1}\right] ; E \in^{?} \mathbb{Z}_{\mathrm{n}^{2}}^{*}$;
$\mathrm{g}^{\xi_{m}}\left(\xi_{\chi}\right)^{\mathrm{n}}={ }^{?} B_{1} E^{d} \bmod \mathrm{n}^{2}$;
$u^{\xi_{\eta}} \stackrel{?}{?} B_{2} U^{d} ; v^{\xi_{\theta}}={ }^{?} B_{3} V^{d}$;
$\left(U^{\prime}\right)^{\xi_{\beta}}\left(V^{\prime}\right)^{\xi_{\gamma}}\left(W^{\prime} W^{-1}\right)^{\xi_{\delta}} w^{\xi_{\delta \eta}+\xi_{\delta \theta}}={ }^{?} B_{4} \kappa^{d}$;
$\breve{\mathrm{e}}(g, W)^{\xi_{m}} \breve{\mathrm{e}}(g, w)^{-\xi_{m \eta}-\xi_{m \theta}} \breve{\mathrm{e}}(X, w)^{-\xi_{\eta}-\xi_{\theta}}$
$={ }^{?} B_{5} \breve{\mathrm{e}}(g, g)^{d} \breve{\mathrm{e}}(X, W)^{-d}$;

Fig. 3. Concrete construction of zero-knowledge with witness elimination
Hard smooth projective hashing in the context of linear ElGamal encryption. We now define a smooth projective hash function LEH for this encryption scheme. Here $C_{p k} \stackrel{\text { def }}{=}(\mathbb{G})^{3}$ and $M \stackrel{\text { def }}{=} \mathbb{G}$, so $X=(\mathbb{G})^{4}$; and $W=\left(\mathbb{Z}_{p}\right)^{2}$
and $G=\mathbb{G}$; the key space is defined by $K=\left(\mathbb{Z}_{p}\right)^{3}$, i.e., a key is a triple $k=$ $(\beta, \gamma, \delta)$, where $\beta, \gamma, \delta \stackrel{\Upsilon}{\leftarrow} \mathbb{Z}_{p}$; the key projection function $\alpha$ on input the key $k=$ $(\beta, \gamma, \delta)$ and ciphertext $c=(U, V, W)$ is defined by $s=\left(s_{1}, s_{2}\right)=\left(u^{\beta} w^{\delta}, v^{\gamma} w^{\delta}\right)$; function $H_{k}:(\mathbb{G})^{4} \rightarrow \mathbb{G}$ is defined as $H_{k}((U, V, W), m)=U^{\beta} V^{\gamma}(W / m)^{\delta}$; function $J_{s}:(\mathbb{G})^{4} \times\left(\mathbb{Z}_{p}\right)^{2} \rightarrow \mathbb{G}$ is defined as $J_{s}((U, V, W), m,(\eta, \theta))=\left(s_{1}\right)^{\eta}\left(s_{2}\right)^{\theta}$.

Lemma 2. LEH is a hard smooth projective hash function.
The zero-knowledge with witness elimination protocol. In our protocol, party $P$ keeps a witness including two parts $m$ and $\sigma$ such that the relation $\breve{\mathrm{e}}\left(g^{m} X, \sigma\right)=\breve{\mathrm{e}}(g, g)$ which can be viewed as a non-adaptive BB messagesignature pair with public parameter $\left(p, g, X, \mathbb{G}, \mathbb{G}_{t}, \breve{\mathrm{e}}\right)$ and signing secret $x$, where $X=g^{x}$. The relation $Q$ for which the witness elimination is performed is an equality test on the signature part of the message-signature pair. Note that in the non-adaptive BB-signature there is a correspondence between messages and signatures and thus $Q$ amounts to simply an equality relation.

The inequality test subprotocol is based on a hard smooth projective hashing in the context of linear ElGamal encryption introduced in the previous subsection. Then we use two encryption schemes to encrypt $P$ 's witness, i.e., a Paillier [29] encryption to encrypt $m$ into $E$, and a linear ElGamal encryption to encrypt $\sigma$ into $\langle U, V, W\rangle$. We construct a three-move Sigma-protocol to prove: (1) $m$ and $\sigma$ is a valid non-adaptive BB message-signature pair; (2) the inequality subprotocol is consistent with the statement in (1); and (3) $E$ and $\langle U, V, W\rangle$ are cipertexts for $m$ based on Paillier encryption and for $\sigma$ based on linear ElGamal encryption respectively. Further to defend against a dishonest verifier, we use a technique of [14] to wrap up the above Sigma-protocol by using a commitment scheme. The protocol is presented in full details in figure 3.
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#### Abstract

We introduce the notion of distributed password-based public-key cryptography, where a virtual high-entropy private key is implicitly defined as a concatenation of low-entropy passwords held in separate locations. The users can jointly perform private-key operations by exchanging messages over an arbitrary channel, based on their respective passwords, without ever sharing their passwords or reconstituting the key.

Focusing on the case of ElGamal encryption as an example, we start by formally defining ideal functionalities for distributed public-key generation and virtual private-key computation in the UC model. We then construct efficient protocols that securely realize them in either the RO model (for efficiency) or the CRS model (for elegance).

We conclude by showing that our distributed protocols generalize to a broad class of "discrete-log"-based public-key cryptosystems, which notably includes identity-based encryption. This opens the door to a powerful extension of IBE with a virtual PKG made of a group of people, each one memorizing a small portion of the master key.


## 1 Introduction

Traditional wisdom says that it is impossible to do public-key cryptography from short passwords. This is because any low-entropy private key will quickly succumb to an off-line dictionary attack, made possible by the very publication of the public key, which can thus be used as a non-interactive test function. Since off-line attacks are very effective against weak secrets, it is imperative that the private keys in public-key systems be highly random and complex, but that makes them hopelessly impossible to be remembered by humans.

But, what if, instead of being held as an indivisible entity, the private key were chopped into many little pieces, each one of them independently memorized by a different person in a group of friends or colleagues? The components of the key would be safe in the respective memories of the individual group members, at least as long as it is not used. The only complication is the need to reassemble the full private key from the various components, so that private-key operations can be performed. Naturally, the secret holders should not actually reassemble the key, but instead perform a distributed computation of whichever private-key operation they need, without ever having to meet or even reconstitute the key.
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Unusual Requirements. Even if one can perform private-key computations without reassembling the key, there are other, more subtle vulnerabilities.

For starters, we cannot simply assume that the (virtual) private key is simply made of some number of random components (one per user) generated independently and uniformly at random. On the contrary, we must assume that the various components are arbitrary and possibly correlated, and some of them potentially very weak and easily guessable. This is because of our requirement of human-memorability: for the components to be truly memorable, it is imperative that their respective owners choose them in whichever way they please.

A consequence of the above is that it also opens the possibility of password reuse by the various users: although this is a bad security practice that should be discouraged, it is also one that is very common and that we should acknowledge and handle the best way we can, rather than pretend that it will not happen.

Additionally, since the various secret holders do not necessarily trust each other, it is necessary that they be able to choose their individual secrets in complete privacy. In fact, any solution to our question must deal with user corruptions and collusions, and remain as secure as the "sum total" of the key components of the remaining honest users.

Finally, we must have a notion of "group leader", which is the person who will actually "own" the distributed virtual private key. By "own", we mean that only the group leader will be able to use that key, i.e., obtain the results of any private computation based on it, with the help of the other group members. We stress that neither the leader nor anyone else should actually learn the key itself.

An important difference between our requirements and essentially all existing distributed protocols that deal with weak secrets (such as Group Password-based Key Agreement), is that here the secrets are chosen arbitrarily and privately by each user. We neither assume that all the secrets are the same (as in Group PAKE), or that they are all independent (as in Threshold Cryptography). The whole system should thus: (1) not fall apart if some of the passwords become exposed, as long as the combined entropy of the uncompromised passwords remains high; (2) preserve the privacy of all uncompromised passwords at all stages of the process (during the initial computation of the public key and any subsequent utilization of the virtual private key).

The notion of group leader is something necessary for our application. Most password-based protocols seek to achieve a symmetric outcome. Here, by contrast, the impetus to create a public/private key pair must originate in a particular user, who will become the leader, and who seeks the help of other, semi-trusted individuals to help him or her remember the key. (The leader can return the favor later or share the result of any private computation, outside of the core protocol.) Remark also that whereas it is easy for the leader to share the result of a private computation with the other members, it would be almost impossible to restrict such result to the leader if the computation gave the result to all.

General Approach. The aim of this paper is thus primarily to show how to do asymmetric cryptography from a distributed set of human-memorable secrets. Since public-key cryptography from single passwords is irremediably insecure,
the best we can hope for is to base it on moderately-sized distributed collections of them: Given a regular system (such as signature, encryption, or IBE), we devise a pair of protocols that take independent user passwords as inputs, and, in a distributed manner: 1) generate a publishable public key that corresponds to the set of passwords; 2) do private computations on the virtual private key.

To create a key pair, a group of players led by a designated "group leader" engages in the distributed key generation protocol. The protocol runs over unauthenticated channels, and if all goes well, results in an explicit public key for anyone to see and use. The private key is not explicitly computed and remains implicitly defined by the set of passwords. To use the private key, the same group of players engages in another protocol, using the same passwords as in the key generation protocol. The protocol again runs over unauthenticated channels. If all goes well, the leader, and only the leader, obtains the results of the computation. Again, the private key is not explicitly computed, and the passwords remain private to their respective owners.

Unlike regular public-key cryptosystems, the private key is never stored or used all at once; it remains virtual and delocalized, and the private-key operation is done using an interactive protocol. But unlike threshold cryptography, where the shares are uniformly randomized and typically as long as the shared secret itself, here the passwords are arbitrary and user-selected. Unlike password-based encryption, off-line attacks are thwarted by virtue of the high joint entropy from many distinct user passwords, which must be guessed all at once. On-line attacks against single passwords cannot be prevented, but are very slow as they require an on-line commitment for each guess. Unlike password-authenticated key exchange protocols, here the user passwords are not the same or even related to each other: the passwords are truly personal.

Our Results. First, we formalize this class of protocols and their security requirements; for convenience we do so in the UC model [12, which lends itself nicely to the analysis of password-based protocols. Second, we propose a reasonably efficient construction for the ElGamal cryptosystem as a working example [18, which we prove secure both in the RO and CRS models. Third, we conclude by showing that our construction generalizes easily to a broad class of "discrete-log"-type public-key schemes, and, quite notably, the whole set of schemes derived from the BF and BB identity-based cryptosystems 9/7.

Even though for simplicity we focus on public-key systems with a special form (those that operate by raising elements of an algebraic group to the power of the private key and/or ephemeral exponents), this structure is general enough to capture many examples of exponentiation-based cryptosystems, and even IBE systems that require a pairing, as we just mentioned.

Remarkably, and of independent interest, this gives us an interesting twist on the notion of IBE, where the "central" key generation authority is replaced by a distributed set of users, each one of them holding a small piece of the master secret in the form of a self-selected easily memorable short password.

Related Work. Although there is no prior work on distributed cryptography from weak secrets proper, this notion is of course related to a fairly large body of literature that includes Password-Authenticated Key Exchange (PAKE) and Multi-Party Computation (MPC).

Multi-Party Computation. The first and most famous MPC protocol is due to Yao [30]. Depending on the setup, such protocols allow two participants with secret inputs to compute a public function of their joint inputs, without leaking anything other than the output of the function [24|23|6|15]. MPC protocols typically assume all communications between the players to be authentic: that is, an external mechanism precludes modifications or fake message insertions. The flip side is that such protocols tend to become insecure when the number of dishonest players reaches a certain threshold that allows them to take over the computation and from there recover the other players' inputs [28|2|25].

Several works have dealt with the case of MPC over unauthenticated channels [13|19], by prefacing the multi-party computation proper with some flavor of authentication based on non-malleable commitments or signatures [17]. The work of Barak et al. [1] in particular gives general conditions of what can and cannot be achieved in unauthenticated multi-party computations: they show that an adversary is always able to partition the set of players into disjoint "islands" that end up performing independent computations, but nothing else besides dropping messages and/or relaying them faithfully. They show how to transform any (realization of an) UC functionality into a multi-party version of the same that merely lets the adversary split the players into disjoint islands. They also show how to build password-based group key agreement (GPAKE) from this notion, first by creating a random session key for the group by running an MPC protocol without authentication, and then by verifying that all players have the same key using a "string equality" functionality. (By comparison, here, we force the users to commit to their passwords first, and then perform the actual computation based on those commitments.)

Although it is clear that, like so many other things in cryptography, our work can be viewed as a special case of unauthenticated MPC, our contribution lies not in this obvious conceptual step, but in the specification of suitable functionalities for the non-trivial problem of password-based threshold cryptography (and their efficient implementation). In particular, much grief arises from our requirement that each user has its own password (which may even be reused in other contexts), instead of a single common password for the whole group as in the applications considered in [1] and elsewhere.

On-line Passwords. The first insight that weak passwords could be used online (in a key exchange protocol) with relative impunity was made in [5]. It captured the idea that the success of an adversary in breaking the protocol should be proportional to the number of times this adversary interacts with the server, and only negligibly in its off-line computing capabilities.

In the password-only scenario (without public-key infrastructure), the first protocols with a proof of security appeared contemporaneously in [11] and [3,
both in the random-oracle model. A (somewhat inefficient) protocol without any setup assumption was first proposed in [22]. A fairly efficient one in the common random string model was first given in [26] and generalized in [21].

To cope with concurrent sessions, the work of [14] was the first to propose an ideal functionality for PAKE in the UC model, as well as a protocol that securely realizes it. Unlike previous models, one of the major advantages of the UC one is that it makes no assumption on the distribution of the passwords; it also considers, for instance, some realistic scenarios such as participants running the protocol with different but possibly related passwords.

## 2 Security Model

The UC Framework. Throughout this paper, we assume basic familiarity with the universal composability (UC) framework [12].

Split Functionalities. Without any strong authentication mechanisms, the adversary $\mathcal{A}$ can always partition the players into disjoint subgroups and execute independent sessions of the protocol with each one, playing the role of the other players. Such an attack is unavoidable since players cannot distinguish the case in which they interact with each other from the case where they interact with $\mathcal{A}$. The authors of [1] addressed this issue by proposing a new model based on split functionalities which guarantees that this attack is the only one available to $\mathcal{A}$.

The split functionality is a generic construction based upon an ideal functionality: Its description can be found in the full version. In the initialization stage, the adversary $\mathcal{A}$ adaptively chooses disjoint subsets of the honest parties (with a unique session identifier that is fixed for the duration of the protocol). During the computation, each subset $H$ activates a separate instance of the functionality $\mathcal{F}$. All these functionality instances are independent: The executions of the protocol for each subset $H$ can only be related in the way $\mathcal{A}$ chooses the inputs of the players it controls. The parties $P_{i} \in H$ provide their own inputs and receive their own outputs, whereas $\mathcal{A}$ plays the role of all the parties $P_{j} \notin H$.

In the sequel, as we describe our two general functionalities $\mathcal{F}_{\mathrm{pwDistPublickeyGen}}$ and $\mathcal{F}_{\text {pwDistPrivateComp }}$, one has to keep in mind that an attacker controlling the communication channels can always choose to view them as the split functionalities $s \mathcal{F}_{\text {pwDistPublicKeyGen }}$ and $s \mathcal{F}_{\text {pwDistPrivateComp }}$ implicitly consisting of multiple instances of $\mathcal{F}_{\text {pwDistPublicKeyGen }}$ and $\mathcal{F}_{\text {pwDistPrivateComp }}$ for non-overlapping subsets of the original players. Furthermore, one cannot prevent $\mathcal{A}$ from keeping some flows, which will never arrive. This is modelled in our functionalities (Figures 1 and (2) by a bit $b$, which specifies whether the flow is really sent or not.

The Ideal Functionalities. In the sequel we denote by $n$ the number of users involved in a given execution of the protocol. One of the users plays a particular role and is denoted as the group leader, the others are simply denoted as players. Groups can be formed arbitrarily. Each group is defined by its leader (who "owns" the group by being the one to receive the result of any private computation)
and an arbitrary number of other players in a specific order (who "assist" and "authorize" the leader in his or her use of the group's virtual key).

We stress that the composition and ordering of a group is what defines it and cannot be changed: this ensures that any third-party who uses the group's public key knows exactly how the corresponding private key will be accessed. If another player wants to be the leader, he or she will have to form a new group. (Even though such new group may contain the same set of members with possibly unchanged passwords, the two groups will be distinct and have different incompatible key pairs because of the different ordering).

As in [14], the functionality is not in charge of providing the passwords to the participants. The passwords are chosen by the environment which then hands them to the parties as inputs. This guarantees security even in the case where a honest user executes the protocol with an incorrect password: This models, for instance, the case where a user mistypes its password. It also implies that the security is preserved for all password distributions (not necessarily the uniform one) and in all situations where related passwords are used in different protocols.

Since the functionalities are intended to capture distributed password protocols for (the key generation and private-key operation of) an arbitrary public-key primitive, we will represent all the primitive's algorithms as black box parameters in our definitions. In general, we shall require: a function SecretKeyGen to combine a vector of passwords into a single secret key; a function PublicKeyGen to compute from a password vector a matching public key; a predicate PublicKeyVer to verify such public key against any password vector: this is important for the correctness of the ideal functionalities, but it also simplifies the use of the jointstate UC Theorem since it abstracts away the passwords that then do not need to be considered as part of the joint data; a function PrivateComp to perform the operation of interest using the private key: this could be the decryption function Dec of a public-key encryption scheme, the signing function Sign in a signature scheme, or the identity-based key extraction function Extract in an IBE system.

Both functionalities start with an initialization step, which basically waits for all the users to notify their interest in computing a public key or performing a private computation, as the case may be. Such notification is provided via newSession queries (containing the session identifier sid of the instance of the protocol, the user's identity $P_{i}$, the identity of the group Pid, the user's password $\mathrm{pw}_{i}$, and when computing the private function, a public key pk and input in) sent by the players or by the simulator $\mathcal{S}$ in case of corruptions during the first flow (corresponding to the split functionality). Once all the users (sharing the same sid and Pid) have sent their notification message, the functionality informs the adversary that it is ready to proceed.

In principle, after the initialization stage is over, the eligible users are ready to receive the result. However the functionality waits for $\mathcal{S}$ to send a compute message before proceeding. This allows $\mathcal{S}$ to decide the exact moment when the key should be sent to the users and, in particular, it allows $\mathcal{S}$ to choose the exact moment when corruptions should occur (for instance $\mathcal{S}$ may decide to corrupt some party $P_{i}$ before the key is sent but after $P_{i}$ decided to participate
$\mathcal{F}_{\text {pwDistPublickeyGen }}$ is parametrized by a security parameter $k$ and an efficiently computable function PublicKeyGen: $\left(\mathrm{pw}_{1}, \mathrm{pw}_{2}, \ldots, \mathrm{pw}_{n}\right) \mapsto \mathrm{pk}$ that derives a public key pk from a set of passwords. Denote by role either player or leader. The functionality interacts with an adversary $\mathcal{S}$ and a set of parties $P_{1}, \ldots, P_{n}$ via the following queries:
Initialization. Upon receiving a query (newSession, sid, Pid, $P_{i}, \mathrm{pw}_{i}$, role) from user $P_{i}$ for the first time, where Pid is a set of at least two distinct identities containing $P_{i}$, ignore it if role $=$ leader and if there is already a record of the form (sid, Pid $, *, *$, leader). Record (sid, Pid, $P_{i}, \mathrm{pw}_{i}$, role) and send (sid, Pid, $P_{i}$, role) to $\mathcal{S}$. Ignore any subsequent query (newSession, sid, Pid $^{\prime}, *, *, *$ ) where Pid $^{\prime} \neq \operatorname{Pid}$. If there are already $|P i d|-1$ recorded tuples (sid, Pid, $P_{j}, \mathrm{pw}_{j}$ ) for $P_{j} \in P i d \backslash\left\{P_{i}\right\}$, and exactly one of them such that role $=l e a d e r$, then while recording the $|P i d|$-th tuple, also record (sid, Pid, ready) and send this to $\mathcal{S}$. Otherwise, record (sid, Pid, error) and send (sid, Pid, error) to $\mathcal{S}$.
Key Computation. Upon receiving a message (compute, sid, Pid) from the adversary $\mathcal{S}$ where there is a recorded tuple (sid, Pid, ready), then compute $\mathrm{pk}=$ PublicKeyGen $\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}\right)$ and record (sid, Pid, pk).
Leader Key Delivery. Upon receiving a message (leaderDeliver, sid, Pid, b) from the adversary $\mathcal{S}$ for the first time, where there is a recorded tuple (sid, Pid, pk) and a record (sid, Pid, $P_{i}, p w_{i}$, leader), send (sid, Pid, pk) to $P_{i}$ and to $\mathcal{S}$ if $\mathrm{b}=1$, or (sid, Pid, error) otherwise. Record (sid, Pid, sent) and send this to $\mathcal{S}$.
Player Key Delivery. Upon receiving (playerDeliver, sid, Pid, b, $P_{i}$ ) from the adversary $\mathcal{S}$ where there are recorded tuples (sid, Pid, pk), (sid, Pid, $\left.P_{i}, p w_{i}, p l a y e r\right)$ and (sid, Pid, sent), send (sid, Pid, pk) to $P_{i}$ if $\mathrm{b}=1$, or (sid, Pid, error) otherwise.
User Corruption. If $\mathcal{S}$ corrupts $P_{i} \in P i d$ where there is a recorded tuple (sid, Pid, $P_{i}, \mathrm{pw}_{i}$ ), then reveal $\mathrm{pw}_{i}$ to $\mathcal{S}$. If there also is a recorded tuple (sid, Pid, pk ) and if (sid, Pid, pk) has not yet been sent to $P_{i}$, send (sid, Pid, pk) to $\mathcal{S}$.

Fig. 1. The Distributed Key Generation Functionality $\mathcal{F}_{\text {pwDistPublickeyGen }}$
to a given session of the protocol; see [27]). Also, although in the key generation functionality all users are normally eligible to receive the public key, in the private computation functionality it is important that only the group leader receives the output (though he may choose to reveal it afterwards to others, outside of the protocol, depending on the application).

The Distributed Key Generation Functionality (Figure 1). The aim of this functionality is to provide a public key to the users, computed according to their passwords with respect to the previously mentioned function PublicKeyGen given in parameter, and it ensures that the group leader never receives an incorrect key in the end, whatever does the adversary. The protocol starts with an initialization phase as already described, followed by a key computation phase triggered by an explicit key computation query (so that $\mathcal{S}$ can control its timing.)

After the key is computed, the adversary can choose whether the group leader indeed receives this key. If delivery is denied, then nobody gets the key, and it is as if it was never computed. If delivery is allowed, then the group leader and $\mathcal{S}$ both receive the public key. This behavior captures the fact that the generated public key is intended to be available to all, starting with the opponent. (More to the
point, this requirement will also weed out some bogus protocols that could only be secure if the public key remained unavailable to $\mathcal{S}$.) Once they have received the public key, the other players may be allowed to receive it too, according to a schedule chosen by $\mathcal{S}$, and modeled by means of key delivery queries from $\mathcal{S}$. Once $\mathcal{S}$ asks to deliver the key to a player, the key is sent immediately.

Note that given the public key, if the adversary knows sufficiently many passwords that the combined entropy of the remaining passwords is low enough, he will be able to recover these remaining passwords by brute force attack. This is unavoidable and explains the absence of any testPwd query in this functionality. (This has nothing to do with the fact that our system is distributed: off-line attacks are always possible in principle in public-key systems, and become feasible as soon as a sufficient portion of the private key becomes known.)

The Distributed Private Computation Functionality (Figure 2). The aim here is to perform a private computation for the sole benefit of the group leader. The leader is responsible for the correctness of the computation; in addition, it is the only user to receive the end result.

This functionality will thus compute a function of some supplied input in, depending on a set of passwords that must define a secret key corresponding to a given public key. More precisely, the functionality will be able to check the compatibility of the passwords with the public key thanks to the verification function PublicKeyVer, and if it is correct it will then compute the secret key sk with the help of the function SecretKeyGen, and from there evaluate PrivateComp(sk, in) and give the result to the leader. Note that SecretKeyGen and PublicKeyVer are naturally related to the function PublicKeyGen called by the former functionality. In all generality, unless SecretKeyGen and PublicKeyGen are both assumed to be deterministic, we need the predicate PublicKeyVer in order to verify that a public key is "correct" without necessarily being "equal" (to some canonical public key). Also note that the function SecretKeyGen is not assumed to be injective, lest it unduly restrict the number of users and the total size of their passwords.

Phases and Queries. During the initialization phase, each user is given as input a password $\mathrm{pw}_{i}$ as outlined earlier, but also an input in, and a public key pk. We stress that the security is guaranteed even if the users do not share the same values for in and pk, because then the functionality fails directly at the end of the initialization phase. At the end of this step, the adversary is also given knowledge of the common $i n$ and pk (as these are supposedly public).

After this initialization step is over, but before the actual computation, the adversary $\mathcal{S}$ is given the opportunity to make one or more simultaneous password guesses, by issuing a single Password Test query, to model a "man-in-the-middle" impersonation attack against a subset of users. The query must indicate the subset of user(s) targeted in the attack, and what password(s) $\mathcal{S}$ wishes to test for those user(s). If all passwords are compatible with pk , the affected users are marked as compromised, otherwise they are all marked as interrupted. Unaffected users remain marked as fresh. Observe that it is in the opponent's best interest
$\mathcal{F}_{\text {pwDistPrivateComp }}$ is parametrized by a security parameter $k$ and three functions. PublicKeyVer is a boolean function PublicKeyVer : $\left(\mathrm{pw}_{1}, \mathrm{pw}_{2}, \ldots, \mathrm{pw}_{n}, \mathrm{pk}\right) \mapsto b$, where $b=1$ if the passwords and the public key are compatible, $b=0$ otherwise. SecretKeyGen is a function SecretKeyGen: $\left(\mathrm{pw}_{1}, \mathrm{pw}_{2}, \ldots, \mathrm{pw}_{n}\right) \mapsto \mathrm{sk}$, where sk is the secret key obtained from the passwords. Finally, PrivateComp is a private-key function PrivateComp : (sk, $c) \mapsto m$, where sk is the secret key, $c$ is the function input (e.g., a ciphertext) and $m$ the private result of the computation (e.g., the decrypted message). Denote by role either player or leader. The functionality interacts with an adversary $\mathcal{S}$ and a set of parties $P_{1}, \ldots, P_{n}$ via the following queries:
Initialization. Upon receiving a query (newSession, sid, Pid, $P_{i}, \mathrm{pk}, c, \mathrm{pw}_{i}$, role) from user $P_{i}$ for the first time, where Pid is a set of at least two distinct identities containing $P_{i}$, ignore it if role $=$ leader and if there is already a record of the form (sid, Pid $, *, *, *, *$, leader). Record (sid, Pid, $P_{i}, \mathrm{pk}, c, \mathrm{pw}_{i}$, role), mark it fresh, and send (sid, Pid, $P_{i}, \mathrm{pk}, c$, role) to $\mathcal{S}$. Ignore any subsequent query (newSession, sid, Pid $^{\prime}, *, *, *, *, *$ ) where Pid $\neq$ Pid.
If there are already $\mid$ Pid $\mid-1$ recorded tuples (sid, Pid, $P_{i}, \mathrm{pk}, c, \mathrm{pw}_{i}$, role), and exactly one of them such that role $=$ leader, then after recording the $\mid$ Pid $\mid$-th tuple, verify that the values of $c$ and pk are the same for all the users. If the tuples do not fulfill all of these conditions, report (sid, Pid, error) to $\mathcal{S}$ and stop. Otherwise, record (sid, Pid, pk, $c$, ready) and send it to $\mathcal{S}$. The group leader is $P_{j}$.
Password Test. Upon receiving a first query (testPwd, sid, Pid, $\left\{P_{i_{1}}, \ldots, P_{i_{l}}\right\}$, $\left\{\mathrm{pw}_{i_{1}}, \ldots, \mathrm{pw}_{i_{l}}\right\}$ ) from $\mathcal{S}$, if there exist $l$ records (sid, Pid, $P_{i_{k}}, \mathrm{pk}, c, *, *$ ), necessarily still marked fresh, and a record (sid, Pid, pk, c, ready), then denote by $\mathrm{pw}_{j_{l+1}}, \ldots, \mathrm{pw}_{j_{n}}$ the passwords of the other users of the group. If PublicKeyVer $\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}, \mathrm{pk}\right)=1$, edit the records of $P_{i_{1}}, \ldots, P_{i_{l}}$ to be marked compromised and reply to $\mathcal{S}$ with "correct guess". Otherwise, mark the records of the users $P_{i_{1}}, \ldots, P_{i_{l}}$ as interrupted and reply to $\mathcal{S}$ with "wrong guess". Ignore all subsequent queries of the form (testPwd, sid, Pid,*,*).
Private Computation. Upon receiving a message (compute, sid, Pid) from $\mathcal{S}$ where there is a recorded tuple (sid, Pid, pk, $c$, ready), then, if all records are fresh or compromised and PublicKeyVer $\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}, \mathrm{pk}\right)=1$, then compute $\mathrm{sk}=$ SecretKeyGen $\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}\right)$ and $m=\operatorname{PrivateComp(sk,~} c$ ), and store (sid, Pid, m); Next, for all $P_{i} \in$ Pid mark the record (sid, Pid, $P_{i}, \mathrm{pk}, c, \mathrm{pw}_{i}$, role) as complete. In any other case, store (sid, Pid, error). When the computation result is set, report the outcome (either error or complete) to $\mathcal{S}$.
Leader Computation Delivery. Upon receiving (leaderDeliver, sid, Pid, b) from $\mathcal{S}$, where there is a recorded tuple (sid, Pid, $m$ ) such that $m \in\{$ well-formed messages $\} \cup$ \{error\}, and there exists a record (sid, Pid, $P_{i}, \mathrm{pk}, c, \mathrm{pw}_{i}$, leader), send (sid, Pid,m) to $P_{i}$ if b is equal to 1 , or send (sid, Pid, error) if b is equal to 0 . If the group leader $P_{i}$ is corrupted or compromised, then send (sid, Pid,m) to $\mathcal{S}$ as well (note that $\mathcal{S}$ gets $m$ automatically if $P_{j}$ is corrupted).
User Corruption. If $\mathcal{S}$ corrupts $P_{i} \in$ Pid where there is a recorded tuple (sid, Pid, $P_{i}, \mathrm{pk}, c, \mathrm{pw}_{i}$, role), then reveal $\mathrm{pw}_{i}$ to $\mathcal{S}$. If role $=$ leader, if there also is a recorded tuple (sid, Pid, m), and if (sid, Pid, m) has not yet been sent to $P_{i}$, then also send (sid, Pid, m) to $\mathcal{S}$.

Fig. 2. The Distributed Private Computation Functionality $\mathcal{F}_{\text {pwDistPrivateComp }}$
to target only a single user in the Password Test query to optimize compromising probability.

Once the functionality receives a message of the form (compute, sid, Pid) from $\mathcal{S}$, it proceeds to the computation phase. This is done as follows. If (1) all records are fresh or compromised, and (2) the passwords are compatible with the common public key pk, then the functionality computes the private key sk and then the output out. In all other cases, no message is computed.

In any case, after the key generation, the functionality informs the adversary of the result, meaning that $\mathcal{S}$ is told whether a message was actually computed or not. In particular, this means that the adversary also learns whether the users' passwords are compatible with pk or not. At first glance this may seem like a critical information to provide to the adversary. We argue, however, that this is not the case in our setting. Firstly, learning the status of the protocol (that is, whether it succeeded) without having any knowledge of the passwords that went into it is completely pointless, and the only knowledge that the adversary may have about those passwords are the ones it used in the testPwd impersonation query. Hence, as one should expect, from the status of the protocol the only useful thing that the adversary can learn is whether the password guesses it made were all good or not (as a single yes/no answer), but nothing else. Secondly, even if the adversary could somehow derive more utility from the protocol status, modeling that status as secret is not sensible because in most real-world scenarios it will be easy to infer from the users' behavior.

At the end, and similarly to the first functionality, the final result can either be released to the group leader, or withheld from it. However, this time, since the final result is a private output, there is no provision to distribute it to the other players. Also, $\mathcal{S}$ only gets the message if the leader either has been previously corrupted or if it is in the compromised state (either the leader has fallen under $\mathcal{S}$ 's control, or $\mathcal{S}$ has successfully taken its place in the protocol).

Discussion. We emphasize that in this model only the leader and no other player receives the final result. Although this has the advantage of making the construction simpler, it is also the most useful and the only sensible choice. For starters, this makes our protocol much more resilient to password breaks in online impersonation attacks. To see why, suppose that the final output were indeed sent to all users. Then cracking the password of a single user would be all it took to break the system: adding more users would actually decrease the overall online security, because with a larger group comes a greater chance that some user will choose a weak password. By contrast, in the actual model, breaking the password of an ordinary user has no dire consequence: the protocol security will simply continue to rest on the passwords that remain. Since compromising ordinary users brings no other direct reward than to expose their passwords, it is just as if broken passwords were removed from the key in future protocol executions, or never contributed to it in the first place.

Of course, cracking the password of the leader will compromise the group and grant access to private computations (with the help of the other players, still), but that is only natural since the leader "owns" the group. There is an important
distinction between exposure of an ordinary player's password and the leader's password: the leader represents the group with respect to third parties, i.e., when third parties use the group's public key their intention is to communicate with the leader. By contrast, ordinary players are not meant to be trusted and their inclusion to the group is a choice by the leader to help him or her increase the security of the private key - or leave it unchanged if that player turns out to be compromised - but never decrease it.

Revocation. In case of compromise of the leader password, it is possible for the leader to "revoke" the group by instructing the other players to stop participating in that group (e.g., by using the group's resources one last time to sign a revocation certificate using the group's private key). This will prevent any further use of the group's resources, unless of course the adversary manages to crack all of the players' passwords jointly. Such revocation mechanism falls outside of the protocol, so we do not model it in the functionalities.

User Corruptions. Our definition of the $\mathcal{F}_{\text {pwDistPrivateComp }}$ functionality deals with user corruptions in a way that is quite different to that of other passwordbased group protocols. E.g., in the group key exchange functionality of [27], if the adversary has obtained the passwords of some participants (via password guesses or user corruptions), it may freely set the resulting session key to any value. Here, our functionalities are much more demanding in two important ways: first, $\mathcal{S}$ is much constrained in the way it can make and test online password guesses; second, $\mathcal{S}$ can never alter the computation in any way once it has started.

Password Tests. The first difference is that the testPwd query can only be asked once, early in the protocol, and it does not actually test the password of the users, but rather the compatibility between (1) the guessed passwords of any specified subset of users, (2) the real passwords of the rest of the group (known by the functionality thanks to the newSession queries), and (3) the public key (which at this stage is already guaranteed to be the same in all the users' views). This unusual shape for the testPwd query provides a very high level of security, because (A) at most a single set of password guesses can be tested against any player in any protocol instance, and (B) if $\mathcal{S}$ chooses to test a set of more than one password at once, then to cause a positive response all the guesses must be correct simultaneously (and since this becomes exponentially unlikely, the astute adversary should be content to test sets of one password at a time). After the private computation, all the records, initially fresh, compromised, or interrupted, become either complete or error. No more testPwd query is accepted at this stage, because once the users have completed their task it is too late for $\mathcal{S}$ to impersonate them (though corruption queries can still be made to read their state). Note that one testPwd query is allowed for each instance of $\mathcal{F}_{\text {pwDistPrivateComp }}$, several of which may be invoked by the split functionality $s \mathcal{F}_{\text {pwDistPrivateComp }}$.

Robustness. The second difference with the model in [27] is that we do not grant the adversary the right to alter the computation result when corrupting
some users or learning some passwords. This in particular means that either the group leader receives something coherent, or he receives an error; he cannot receive something wrong, which makes the protocol robust. Robustness is actually automatic if we make the assumption that the computation function PrivateComp is deterministic; for simplicity, this is the setting of the generic protocol described in detail in this paper. At the end, however, we shall mention some applications that require randomness in the computation. Without going into details, we can keep the protocol robust by having all the parties commit to their random coins in the first round, in the same way as they will also commit to their passwords (see below): this allows us to treat such coins as any regular private input in the model, and hence forbid the adversary from modifying them once the computation has started.

We remark that, although the adversary cannot spoof the computation, the environment does become aware of the completion of the protocol, and hence could distinguish between the ideal and the real worlds if the adversary won more often in one than the other. Such environmental awareness of the final state is of course to be expected in reality, and so it is natural that our model should capture it. (Our implementation will thus have to ensure that the success conditions are the same in both worlds.)

Implicit Corruptions. Because we have a set of initially unauthenticated players communicating over adversarially controlled channels, it is always possible for the adversary to partition the actual players into isolated islands [1], and act on behalf of the complement of players with respect to each island. We call this an implicit corruption, meaning that the adversary usurps the identity of a regular player (or players) from the very start, before the key generation is even initiated. The adversary then sends the newSession query on behalf of such implicitly corrupted players, who never really became corrupted but always were the adversary. As mentioned previously, this situation is modeled in the ideal world by the respective split functionalities $s \mathcal{F}_{\text {pwDistPublicKeyGen }}$ and $s \mathcal{F}_{\text {pwDistPrivateComp }}$ spawning one or more instances of the normal functionalities $\mathcal{F}_{\text {pwDistPublicKeyGen }}$ and $\mathcal{F}_{\text {pwDistPrivateComp }}$ over disjoint sets of (actual) players.

## 3 Protocol Description

The following protocol deals with a particular case of unauthenticated distributed private computation [1] as captured by our functionalities. Informally, assuming $s$ to be a secret key, the aim of the protocol is to compute a value $c^{s}$ given an element $c$ of the group. This computation can be used to perform distributed BLS signatures [10], ElGamal decryptions [18], linear decryptions [8], and BF or BB1 identity-based key extraction $9 / 7$.

Here we focus on ElGamal decryptions, relying on the DDH assumption. We emphasize that the protocol as given relies exclusively on DDH , not requiring any additional assumption; and that it can be easily modified to rely on the Decision Linear assumption for compatibility with bilinear groups [8].

Building Blocks. Let $\mathbb{G}$ be a group of prime order $p$, and $g$ a generator of this group. We furthermore assume to be given an element $h$ in $\mathbb{G}$ as a CRS. We use the following building blocks:

Password Selection. Each user $P_{i}$ owns a privately selected password pw ${ }_{i}$, to act as the $i$-th share of the secret key sk (see below). For convenience, we write $\mathrm{pw}_{i}=\mathrm{pw}_{i, 1} \ldots \mathrm{pw}_{i, \ell} \in\left\{0, \ldots, 2^{L \ell}-1\right\}$, i.e., we further divide each password $\mathrm{pw}_{i}$ into $\ell$ blocks $\mathrm{pw}_{i, j} \in\left\{0, \ldots, 2^{L}-1\right\}$ of $L$ bits each, where $p<2^{\ell L}$. The segmentation into blocks is a technicality to get efficient extractable commitments for long passwords: in the concrete scheme, for example, we shall use single-bit blocks in order to achieve the most efficient extraction (i.e, $L=1$ and $\ell=160$ for a 160-bit prime $p$ ). Notice that although we allow full-size passwords of up to $L \ell$ bits (the size of $p$ ), users are of course permitted to choose shorter passwords.

Password Combination. The private key sk is defined as the (virtual) combination of all the passwords $\mathrm{pw}_{i}$. It does not matter how precisely such combination is done, as long as it is reproducible and preserves the joint entropy of the set of passwords (up to $\log _{2} p$ bits, since that is the length of sk). For example, if there are $n$ users, all with short passwords $\mathrm{pw}_{i}^{*} \in\{0, \ldots, \Delta-1\}$ with $\Delta^{n}<p$, defining $\mathrm{pw}_{i}=\Delta^{i} \mathrm{pw}_{i}^{*}$ and taking sk $=\sum_{i} \mathrm{pw}_{i}$ will ensure that there are no "aliasing effects", or mutual cancellation of two or more passwords.

In general, it is preferable that each user independently transforms his or her true password $\mathrm{pw}_{i}^{*}$ into an effective password $\mathrm{pw}_{i}$ by applying a suitable extractor $\mathrm{pw}_{i}=\mathrm{H}\left(i, \mathrm{pw}_{i}^{*}, Z_{i}\right)$ where $Z_{i}$ is any relevant public information such as a description of the group and its purpose. We can then safely take sk $=\sum_{i} \mathrm{pw}_{i}$ and be assured that the entropy of sk will closely match the joint entropy of the vector $\left(\mathrm{pw}_{1}^{*}, \ldots, \mathrm{pw}_{n}^{*}\right)$ taken together. Such password pre-processing using hashing is very standard but falls outside of the functionalities proper.

Public and Private Keys. We use the (effective) passwords $\mathrm{pw}_{i}$ to define a key pair ( $\mathrm{sk}, \mathrm{pk}=g^{\mathrm{sk}}$ ) for a password-based ElGamal key encapsulation mechanism (KEM). Based on the above, we define $s k=\operatorname{SecretKeyGen}\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}\right) \stackrel{\text { def }}{=}$ $\sum_{i=1}^{n} \mathrm{pw}_{i}$ and $\mathrm{pk}=$ PublicKeyGen $\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}\right) \stackrel{\text { def }}{=} g^{\sum \mathrm{pw}_{i}}$. The public-key verification function is then PublicKeyVer $\left(\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}, \mathrm{pk}\right) \stackrel{\text { def }}{=}\left(\mathrm{pk} \stackrel{?}{=} g^{\sum \mathrm{pw}_{i}}\right)$.

The ElGamal KEM public-key operation is the encapsulation Enc: $(\mathrm{pk}, r) \mapsto$ $\left(c=g^{r}, m=\mathrm{pk}^{r}\right)$, which outputs a random session key $m$ and a ciphertext $c$. The private-key operation is the decapsulation Dec: (sk, $c) \mapsto m=c^{\text {sk }}$, which here is deterministic. Observe that whereas Dec instantiates PrivateComp in the functionalities, Enc is intended for public third-party usage and never appears in the private protocols.

Entropy Preservation. In order for the low password entropies to combine nicely in the secret key sk $=\sum_{i} \mathrm{pw}_{i}$, the effective $\mathrm{pw}_{i}$ must be properly "decoupled" to avoid mutual cancellations, as just discussed.

We note that, even with the kind of shuffling previously considered, it is quite possible that the actual entropy of sk will be smaller than its maximum value of $\log _{2} p$ bits, e.g., if there are not enough non-corrupted users or if their passwords are too small. Nevertheless, there is no known effective attack against discrete logarithm and related problems that can take advantage of any reduced entropy of sk, barring an exhaustive search over the space of possible values. Specifically, regardless of how the passwords are actually combined, one could easily prove that no generic attack [29] can solve the discrete logarithm or the DDH problem in less than $\sqrt{2^{h}}$ operations, where $h$ is the min-entropy of the private key sk conditionally on all known passwords.

Computational Assumption. Our concrete protocols rely on the Decisional Diffie-Hellman (DDH) assumption, stated here for completeness: Let $\mathbb{G}=\langle g\rangle$ be a multiplicative abelian cyclic group of prime order $p$. For random $x, y, z \in \mathbb{Z}_{p}^{*}$, it is computationally intractable to distinguish $\left(g, g^{x}, g^{y}, g^{x y}\right)$ from $\left(g, g^{x}, g^{y}, g^{z}\right)$.

Extractable Homomorphic Commitments. The first step of our distributed decryption protocol is for each user to commit to his password (the details are given in the following section). The commitment needs to be extractable, homomorphic, and compatible with the shape of the public key. Generally speaking, one needs a commitment Commit(pw, $r$ ) that is additively homomorphic on pw and with certain properties on $r$. In order to simplify the following description of the protocols, we chose to use ElGamal's scheme [18], which is additive on the random value $r$, and given by: Commit $_{v}(\mathrm{pw}, r)=\left(v^{\mathrm{pw}} h^{r}, g^{r}\right)$. The semantic security relies on the above DDH assumption. Extractability is possible granted the decryption key $x$, such that $h=g^{x}$ in the common reference string.

Simulation-Sound Non-Interactive Zero-Knowledge Proofs. Informally speaking, a zero-knowledge proof system is said to be simulation-sound if it has the property that an adversary cannot give a convincing proof for a false statement, even if it has oracle access to the zero-knowledge simulator. We also require non-malleability, which is to say that a proof of some theorem cannot be turned into a proof of another theorem. De Santis et al. proved in [16] the existence of such a scheme, with the additional property of being noninteractive, if we assume the existence of one-way trapdoor permutations. Note that their scheme allows for multiple simulations with a unique common random string (CRS), which is crucial for the multi-session case. If we instantiate all the SSNIZK proofs with those, then our protocols are UC-secure in the CRS model.

However, for sake of efficiency, we can instead instantiate them using Schnorrlike proofs of equality of discrete logarithms [20], which rely on the random-oracle model [4], but are significantly more practical. These SSNIZK are well-known (see details in the full version and their proofs in [20]), but along these lines, we use the notation $\operatorname{SSNIZK}(\mathcal{L}(w))$ for a proof that $w$ lies in the language $\mathcal{L}$. More precisely, $\mathrm{CDH}(g, G, h, H)$ will state that $(g, G, h, H)$ lies in the CDH language: there exists a common exponent $x$ such that $G=g^{x}$ and $H=h^{x}$.

```
(1a) \(r_{i, j} \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*} \quad C_{i, j}=\operatorname{Commit}_{g}\left(\mathrm{pw}_{i, j}, r_{i, j}\right)=\left(g^{\mathrm{pw}_{i, j}} h^{r_{i, j}}, g^{r_{i, j}}\right)\)
    \(\Pi_{i, j}^{0}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(g, C_{i, j}^{(2)}, h, C_{i, j}^{(1)}\right) \vee \operatorname{CDH}\left(g, C_{i, j}^{(2)}, h, C_{i, j}^{(1)} / g\right)\right)\)
\(C_{i}=\left\{C_{i, j}\right\}_{j},\left\{\Pi_{i, j}^{0}\right\}_{j}\)
(1b) \(H=\mathcal{H}\left(C_{1}, \ldots, C_{n}\right) \quad s_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*}\)
    \(C_{i}^{\prime}=\operatorname{Commit}_{g}^{H}\left(\mathrm{pw}_{i}, s_{i}\right)=\left(g^{\mathrm{pw}_{i}} h^{s_{i}}, g^{s_{i}}, H\right)\)
    \(\Pi_{i}^{1}=\operatorname{SSNIZK}^{H}\left(\mathrm{CDH}\left(g, C_{i}^{\prime(2)} / \prod_{j} C_{i, j}^{(2)}, h, C_{i}^{\prime(1)} / \prod_{j} C_{i, j}^{(1)}\right)\right) \quad \xrightarrow{C_{i}^{\prime}, \Pi_{i}^{1}}\)
(1c) \(\gamma_{0}^{(1)}=\prod_{i} C_{i}^{\prime(1)}=g^{\sum_{i} \mathrm{pw}_{i}} h^{\sum_{i} s_{i}} \quad \gamma_{0}^{(2)}=h\)
    given, for \(j=1, \ldots, i-1 \quad\left(\gamma_{j}^{(1)}, \gamma_{j}^{(2)}, \Pi_{j}^{2}\right)\)
        check \(\Pi_{j}^{2} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(\gamma_{j-1}^{(1)}, \gamma_{j}^{(1), \gamma_{j-1}^{(2)}}, \gamma_{j}^{(2)}\right)\right.\)
    \(\alpha_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*} \quad \gamma_{i}^{(1)}=\left(\gamma_{i-1}^{(1)}\right)^{\alpha_{i}} \quad \gamma_{i}^{(2)}=\left(\gamma_{i-1}^{(2)}\right)^{\alpha_{i}}\)
    \(\Pi_{i}^{2}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(\gamma_{i-1}^{(1)}, \gamma_{i}^{(1)}, \gamma_{i-1}^{(2)}, \gamma_{i}^{(2)}\right)\right)\)
(1d) given \(\gamma_{n}^{(1)}=g^{\alpha \sum_{i} \mathrm{pw}_{i}} h^{\alpha \sum_{i} s_{i}} \quad \gamma_{n}^{(2)}=h^{\alpha}\)
            check \(\Pi_{n}^{2} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(\gamma_{n-1}^{(1)}, \gamma_{n}^{(1)}, \gamma_{n-1}^{(2)}, \gamma_{n}^{(2)}\right)\right.\)
    \(h_{i}=\left(\gamma_{n}^{(2)}\right)^{s_{i}} \quad \Pi_{i}^{3}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(g, C_{i}^{\prime(2)}, \gamma_{n}^{(2)}, h_{i}\right)\right) \quad \xrightarrow{h_{i}, \Pi_{i}^{3}}\)
(1e) given, for \(j=1, \ldots, n \quad\left(h_{j}, \Pi_{j}^{3}\right)\)
    check \(\Pi_{j}^{3} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(g, C_{j}^{\prime(2)}, \gamma_{n}^{(2)}, h_{j}\right)\right)\)
    \(\zeta_{n+1}=\gamma_{n}^{(1)} / \prod_{j} h_{j}=g^{\alpha \sum_{j} \mathrm{pw}_{j}}\)
    given, for \(j=n, \ldots, i+1 \quad\left(\zeta_{j}, \Pi_{j}^{4}\right)\)
    check \(\Pi_{j}^{4} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(\gamma_{j-1}^{(1)}, \gamma_{j}^{(1)}, \zeta_{j}, \zeta_{j+1}\right)\right)\)
    \(\zeta_{i}=\left(\zeta_{i+1}\right)^{1 / \alpha_{i}} \quad \Pi_{i}^{4}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(\gamma_{i-1}^{(1)}, \gamma_{i}^{(1)}, \zeta_{i}, \zeta_{i+1}\right)\right) \quad \xrightarrow{\zeta_{i}, \Pi_{i}^{4}}\)
(1f) given, for \(j=i-1, \ldots, 1 \quad\left(\zeta_{j}, \Pi_{j}^{4}\right)\)
    check \(\Pi_{j}^{4} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(\gamma_{j-1}^{(1)}, \gamma_{j}^{(1)}, \zeta_{j}, \zeta_{j+1}\right)\right)\)
    \(\mathrm{pk}=\zeta_{1}\)
```

Fig. 3. Individual steps of the distributed key generation protocol

Intuition. We first describe the distributed decryption algorithm. All the users are provided with a password $\mathrm{pw}_{i}$, a public key pk , and a ciphertext $c$. One of them is the leader of the group, denoted by $P_{1}$, and the others are $P_{2}, \ldots, P_{n}$. For this given ciphertext $c \in \mathbb{G}$, the leader wants to obtain $m=c^{\text {sk }}$. But before computing this value, everybody wants to be sure that all the users are honest, or at least that the combination of the passwords is compatible with the public key.

The protocol starts by verifying that they will be able to decrypt the ciphertext, and thus that they indeed know a representation of the decryption key into shares. Each user sends a commitment $C_{i}$ of his password. As we see in the proof (see full version), this commitment needs to be extractable so that the simulator is able to recover the passwords used by the adversary: this is a requirement of the UC model, as in [14]. Indeed, the simulator needs to be able to simulate everything without knowing any passwords, he thus recovers the passwords by extracting them from the commitments $C_{i}$ made by the adversary in this first round, enabling him to adjust his own values before the subsequent commitments, so that all the passwords are compatible with the public key (if they should be in the situation at hand). If we think in terms of ElGamal encryption,
the extraction is proportional in the square root of the size of the alphabet, which would be practical for 20 -bit passwords but not 160 -bit ones (and even if passwords are usually small, we do not want to restrict the size of the passwords). This is the reason why we segmented all the passwords into small blocks: to commit to them block by block. In our concrete description, blocks are of size 1, which will help to make the proof of validity: ElGamal encryption of one bit.

Once this first step is done, the users commit again to their passwords. The new commitments $C_{i}^{\prime}$ will be the ones used in the rest of the protocol. They need not be segmented (since we will not extract anything from them), but we ask the users to prove that they are compatible with the former ones. Note that they use the three values $H=\mathcal{H}\left(C_{1}, \ldots, C_{n}\right)$ (where $\mathcal{H}$ is a collision-resistant hash function), pk, and $c$, as "labels" of these commitments (see below), to avoid malleability and replay from the previous sessions, granted the SSNIZK proofs that include and thus check these labels.

Next, the users make yet another commitment $A_{i}$ to their passwords, but this time they do an ElGamal encryption of $\mathrm{pw}_{i}$ in base $c$ instead of in base $g$ (in the above $C_{i}^{\prime}$ commitment). That is, each user computes $A_{i}=\left(c^{\mathrm{pw}_{i}} h^{t_{i}}, g^{t_{i}}\right)$. The commitment $C_{i}^{\prime}$ will be used to check the possibility of the decryption (that it is consistent with $\mathrm{pk}=g^{\mathrm{sk}}$ ), whereas $A_{i}$ will be used to actually compute the decryption $c^{\text {sk }}$, hence the two different bases $g$ and $c$ in $C_{i}^{\prime}$ and $A_{i}$, respectively.

All the users send these last two commitments to everybody, along with a SSNIZK proof that the same password was used each time. These proofs are "labeled" by $H$, pk , and $c$, and the verification by the other users will succeed only if their "labels" are identical. This enables all the players to check that everybody shares the same public key pk and the same ciphertext $c$. It thus avoids situations in which a group leader with an incorrect key obtains a correct decryption message, contrary to the ideal functionality. The protocol will thus fail if $H$, pk , or $c$ is not the same to everyone, which is the result required by the ideal functionality. Note that the protocol will also fail if the adversary drops or modifies a flow received by a user, even if everything was correct (compatible passwords, same public key, same ciphertext). This situation is modeled in the functionality by the bit b of the key/decryption delivery queries, for when everything goes well but the group leader does not obtain the result.

After these rounds of commitments, a verification step allows for the group leader, but also all the players, to check whether the public key and the passwords are compatible. Note that at this point, everything has become publicly verifiable so that the group leader will not be able to cheat and make the other players believe that everything is correct when it is not. Verification starts from the commitments $C_{i}^{\prime}=\left(C_{i}^{\prime(1)}, C_{i}^{\prime(2)}\right)$, and involves two "blinding rings" to raise the two values $\prod_{i} C_{i}^{\prime(1)}$ and $\prod_{i} C_{i}^{\prime(2)}$ to some distributed random exponent $\alpha=$ $\sum_{i} \alpha_{i}$. The ratio of the blinded values is taken to cancel the $h^{\sum_{i} s_{i}}$, leaving $g^{\alpha \text { sk }}$. A final "unblinding ring" is applied to remove the exponent $\alpha$ and expose $g^{\text {sk }}$. This ends with a decision by the group leader on whether to abort the protocol (when the passwords are incompatible with the public key) or go on to the computation step. We stress that every user is able to check the validity of
the group leader's decision: A dishonest execution cannot continue without an honest user becoming aware of it (and aborting it). Note however that an honest execution can also be stopped by a user if the adversary modifies a flow destined to it, as reflected by the bit b in the ideal functionality.

If the group leader decides to go on, the players assist in the computation of $c^{\text {sk }}$, again with the help of two blinding and one unblinding rings, starting from the commitments $A_{i}$. Note that if at some point a user fails to send its value to everyone (for instance due to a denial of service attack) or if the adversary modifies a flow (in a man-in-the-middle attack), the protocol will fail. In the ideal world this means that the simulator makes a decryption delivery with a bit b set to zero. Because of the SSNIZK proofs, in these decryption rounds exactly the same sequence of passwords as in the first rounds has to be used by the players. This necessarily implies compatibility with the public key, but may be a stronger condition.

As a side note, observe that all the blinding rings in the verification and the computation steps could be made concurrent instead of sequential, in order to simplify the protocol. Notice however that the final unblinding ring of $c^{\text {sk }}$ in the computation step should only be carried out after the public key and the committed passwords are known to be compatible, and the passwords to be the same in both sequences of commitments, i.e. after the verification step succeeded.

We show in the full version that we can efficiently simulate these computations without the knowledge of the $\mathrm{pw}_{i}$ 's, so that they do not reveal anything more about the $\mathrm{pw}_{i}$ 's than pk already does. More precisely, we show that such computations are indistinguishable to $\mathcal{A}$ under the DDH assumption.

The key generation protocol (computation of $\mathrm{pk}=g^{\mathrm{sk}}$ ) is a special case of the decryption protocol outlined above (computation of $g^{\text {sk }}$, test that $g^{\text {sk }}=$ pk , computation of $m=c^{\text {sk }}$ ), only simpler. Indeed, we only need one set of commitments for the last rounds of blinding/unblinding, as we omit all the prior verifications (since there is nothing to verify when the key is first set up).

We refer to the full version for the precise details of the protocols (see Figures 3 and(4), in particular the exact definition of the languages for the SSNIZK proofs, and the proofs of the following security theorems. Our protocol is proven secure against static adversaries only, that are allowed to corrupt players prior to the beginning of the protocol execution.

Theorem 1. Let $\widehat{\mathcal{F}}_{\text {pwDistPublicKeyGen }}$ be the concurrent multi-session extension of $\mathcal{F}_{\text {pwDistPublicKeyGen. }}$. The distributed key generation protocol in Figure 3 securely realizes $\widehat{\mathcal{F}}_{\text {pwDistPublicKeyGen }}$ for ElGamal key generation, in the CRS model, in the presence of static adversaries, provided that DDH is infeasible in $\mathbb{G}, \mathcal{H}$ is collision-resistant, and SSNIZK proofs for the CDH language exist.

Theorem 2. Let $\widehat{\mathcal{F}}_{\text {pwDistPrivateComp }}$ be the concurrent multi-session extension of $\mathcal{F}_{\text {pwDistPrivateComp. }}$. The distributed decryption protocol in Figure 4 securely realizes $\widehat{\mathcal{F}}_{\text {pwDistPrivateComp }}$ for ElGamal decryption, in the CRS model, in the presence of static adversaries, provided that DDH is infeasible in $\mathbb{G}, \mathcal{H}$ is collision-resistant, and SSNIZK proofs for the CDH language exist.

```
\((2 a)=(1 a) \quad \xrightarrow{\left\{C_{i, j}, \Pi_{i, j}^{0}\right\}_{j}}\)
\((2 b)=(1 b) \quad\) except
    \(C_{i}^{\prime}=\operatorname{Commit}_{g}^{H, \mathrm{pk}, c}\left(\mathrm{pw}_{i}, s_{i}\right)=\left(g^{\mathrm{pw}_{i}} h^{s_{i}}, g^{s_{i}}, H, \mathrm{pk}, c\right)\)
    \(A_{i}=\operatorname{Commit}_{c}\left(\mathrm{pw}_{i}, t_{i}\right)=\left(c^{\mathrm{pw}_{i}} h^{t_{i}}, g^{t_{i}}\right)\)
    \(\Pi_{i}^{1}=\operatorname{SSNIZK}^{H, \mathrm{pk}, c}\left(\mathrm{CDH}\left(g, C_{i}^{\prime(2)} / \prod_{j} C_{i, j}^{(2)}, h, C_{i}^{(1)} / \prod_{j} C_{i, j}^{(1)}\right)\right)\)
    \(\bar{\Pi}_{i}^{1}=\operatorname{SSNIZK}\left(C_{i}^{\prime} \stackrel{g, c}{\approx} A_{i}\right)\)
\((2 c)=(1 c)\)
\((2 d)=(1 d)\)
\((2 e)=(1 e)\)
\((2 f)=(1 f) \quad \mathrm{pk} \stackrel{?}{=} \zeta_{1}\)
```

(3a) $\delta_{0}^{(1)}=\prod_{i} A_{i}^{(1)}=c^{\sum_{i} \mathrm{pw}_{i}} h^{\sum_{i} t_{i}} \quad \delta_{0}^{(2)}=h$
given, for $j=1, \ldots, i-1 \quad\left(\delta_{j}^{(1)}, \delta_{j}^{(2)}, \Pi_{j}^{5}\right)$
check $\Pi_{j}^{5} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(\delta_{j-1}^{(1)}, \delta_{j}^{(1)}, \delta_{j-1}^{(2)}, \delta_{j}^{(2)}\right)\right.$
$\beta_{i} \stackrel{R}{\leftarrow} \mathbb{Z}_{q}^{*} \quad \delta_{i}^{(1)}=\left(\delta_{i-1}^{(1)}\right)^{\beta_{i}} \quad \delta_{i}^{(2)}=\left(\delta_{i-1}^{(2)}\right)^{\beta_{i}}$
$\Pi_{i}^{5}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(\delta_{i-1}^{(1)}, \delta_{i}^{(1)}, \delta_{i-1}^{(2)}, \delta_{i}^{(2)}\right)\right)$
(3b) given $\delta_{n}^{(1)}=c^{\beta \sum_{i} \mathrm{pw}_{i}} h^{\beta \sum_{i} t_{i}} \quad \beta_{n}^{(2)}=h^{\beta}$
$h_{i}^{\prime}=\left(\delta_{n}^{(2)}\right)^{t_{i}} \quad \Pi_{i}^{6}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(g, A_{i}{ }^{(2)}, \delta_{n}^{(2)}, h_{i}^{\prime}\right)\right) \quad \xrightarrow{h_{i}^{\prime}, \Pi_{i}^{6}}$
(3c) given, for $j=1, \ldots, n \quad\left(h_{j}^{\prime}, \Pi_{j}^{6}\right)$
$\operatorname{check} \Pi_{j}^{6} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(g, A_{j}{ }^{(2)}, \delta_{n}^{(2)}, h_{j}^{\prime}\right)\right)$
$\zeta_{n+1}^{\prime}=\delta_{n}^{(1)} / \prod_{j} h_{j}^{\prime}=c^{\beta \sum_{j} \mathrm{pw}_{j}}$
If $i \neq 1$, given, for $j=n, \ldots, i+1 \quad\left(\zeta_{j}^{\prime}, \Pi_{j}^{7}\right)$
check $\Pi_{j}^{7} \stackrel{?}{=} \operatorname{SSNIZK}\left(\operatorname{CDH}\left(\delta_{j-1}^{(1)}, \delta_{j}^{(1)}, \zeta_{j}^{\prime}, \zeta_{j+1}^{\prime}\right)\right)$
$\zeta_{i}^{\prime}=\left(\zeta_{i+1}^{\prime}\right)^{1 / \beta_{i}} \quad \Pi_{i}^{7}=\operatorname{SSNIZK}\left(\operatorname{CDH}\left(\delta_{i-1}^{(1)}, \delta_{i}^{(1)}, \zeta_{i}^{\prime}, \zeta_{i+1}^{\prime}\right)\right) \quad \xrightarrow{\zeta_{i}^{\prime}, \Pi_{i}^{7}}$
(3d) $P_{1}$ gets $\zeta_{1}^{\prime}=\left(\zeta_{2}^{\prime}\right)^{1 / \beta_{1}}=c^{\sum \mathrm{pw}_{i}}=c^{\mathrm{sk}}$
Fig. 4. Individual steps of the distributed decryption protocol

## 4 Discussion and Conclusion

In this work, we have brought together ideas from secret sharing, threshold cryptography, password-based protocols, and multi-party computation, to devise a practical approach to (distributed) password-based public-key cryptography. For a given cryptosystem, the objective was to define, from a set of user-selected weak passwords held in different locations, a virtual private key that is as strong and resistant to attacks as any regular key, and that can be used in a distributed manner without ever requiring its actual reconstitution.

We proposed general definitions of such functionalities in the UC model, carefully justifying all our design choices along the way. In particular, we saw that it is mandatory to require the presence of a "group leader" who directs the private computation process and solely obtains its end result. We then constructed explicit protocols for the simple but instructive case of ElGamal encryption.

Specifically, relying on the DDH assumption, we constructed and proved the security of two ElGamal key generation and decryption protocols, whose private key is virtual and implied by a distributed collection of arbitrary passwords.

To conclude, we now argue that the approach outlined in this paper is in fact quite general and has broad applications. It can of course be viewed as a restriction of the Unauthenticated MPC framework of [1; but this would be missing the point, since as often in the UC model, much (or most) of the work has been done once the functionality definitions have been laid down. The functionalities that we have carefully crafted here should apply essentially without change to most kinds of public-key primitives.

The protocols also generalize easily beyond ElGamal decryption. The same method that let us compute $c^{\text {sk }}$ from a distributed $\mathrm{sk}=\left\langle\mathrm{pw}_{1}, \ldots, \mathrm{pw}_{n}\right\rangle$, can also compute pairs of vectors $\left(\boldsymbol{c}_{i}^{\text {sk }}, \boldsymbol{c}_{j}^{r}\right)$ for a random ephemeral $r$ contributed by all the players - or, precisely, for $r=\sum_{i} r_{i}$ where each $r_{i}$ is initially committed to by each player, in a similar way as they initially commit to their passwords. By the hiding and binding properties of the commitments this guarantees that $r$ is uniform and unpredictable if at least one player draws $r_{i}$ at random.

Remarkably, this is enough to let us do "password-based distributed IBE", where the private-key generator is decentralized over a set of users, each of them holding only a short private password of their own choosing. PrivateComp is now a key extraction function that maps user identities $i d$ to user decryption keys $d_{i d}$. To get: "Password-based" Boneh-Franklin (BF) IBE 9], we need to compute $d_{i d}=H(i d)^{\text {sk }}$ where $H(i d)$ is a public hash of a user's identity. This is analogous to $c^{\text {sk }}$, and thus our protocol works virtually unchanged. To get: "Password-based" Boneh-Boyen ( $\mathbf{B B}_{1}$ ) IBE [7], here $d_{i d}$ is randomized and of the form $\left(g_{0}^{\text {sk }}\left(g_{1}^{i d} g_{2}\right)^{r}, g_{3}^{r}\right)$. This fits the general form of what we can compute by adding ephemerals to our protocol as just discussed.

Note that in some bilinear groups the DDH problem is easy: in those groups, we must replace DDH-based commitments with ones based on a weaker assumption, such as D-Linear [8; such changes are straightforward.
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#### Abstract

We propose an asynchronous protocol for general multiparty computation. The protocol has perfect security and communication complexity $\mathcal{O}\left(n^{2}|C| k\right)$, where $n$ is the number of parties, $|C|$ is the size of the arithmetic circuit being computed, and $k$ is the size of elements in the underlying field. The protocol guarantees termination if the adversary allows a preprocessing phase to terminate, in which no information is released. The communication complexity of this protocol is the same as that of a passively secure solution up to a constant factor. It is secure against an adaptive and active adversary corrupting less than $n / 3$ players. We also present a software framework for implementation of asynchronous protocols called VIFF (Virtual Ideal Functionality Framework), which allows automatic parallelization of primitive operations such as secure multiplications, without having to resort to complicated multithreading. Benchmarking of a VIFF implementation of our protocol confirms that it is applicable to practical non-trivial secure computations.


## 1 Introduction

A general multiparty computation protocol is an extremely powerful tool that allows $n$ parties to compute any agreed function $f\left(x_{1}, \ldots, x_{n}\right)$, where each input $x_{i}$ is privately held by the $i$ 'th player $P_{i}$, and where only the intended result becomes known to the players. The function is often represented by an arithmetic circuit $C$ over some suitable finite field $\mathbb{F}$. It is required that privacy of the inputs and correctness of the result is ensured even in the presence of an adversary who may corrupt some number $t$ of the players.

From the basic feasibility results of the late 80 -ties 477, it follows that any efficiently computable function may be computed securely in the model where players have secure point-to-point channels, if and only if $t<n / 3$. In case the adversary is passive, i.e., corrupted players follow the protocol, the bound is $t<n / 2$. Under computational assumptions, $t<n / 2$ corruptions can be tolerated even if the adversary is active, i.e., corrupt players behave arbitrarily 10 .

The solution from [4 with passive security can lead to quite practical solutions, when combined with later techniques for optimizing the efficiency of particular primitives, such as integer comparison - even to the point where large-scale practical applications can be handled (5).

[^22]On the other hand, this type of solution is not satisfactory in all cases. It is of course desirable to provide security against active cheating. However, this usually incurs a large cost in terms of efficiency. Techniques have been proposed to reduce this cost [11], but they - like most previous protocols - are designed for synchronous communication. Common ways to communicate, such as the Internet, are arguably better modeled as asynchronous networks, where there is no guarantee that a message is delivered before a certain time. Note that the way we model the network can have dramatic consequences for the practical efficiency of a protocol. If we run a synchronous protocol on top of any real network, we are forced to make every round last enough time so that we can be sure that all messages from honest players have been delivered. Otherwise, we may conclude that an honest player is corrupt because he did not send the message he was supposed to, and take action accordingly. Now, of course, the protocol is no longer secure. It follows that, for instance, on a network that usually delivers messages fast, but occasionally takes much longer time, a synchronous protocol may be much slower in practice than an asynchronous one, where every player may continue as soon as he has enough information to do so.

In the project reported on in this paper, our goal was therefore to develop and implement a practical general MPC protocol, with active security on an asynchronous network. Compared to the usual model for asynchronous MPC, we make two modifications, both of which we believe are well motivated:

- We allow our protocol to have one synchronization point. More precisely, the assumption is that we can set a certain time-out, and all messages sent by honest players before the deadline will also be delivered before the deadline.
- We do not guarantee that the protocol always terminates and gives output to all honest players. Instead we require the following: The preprocessing phase of the protocol, up to the synchronization point, never releases any new information to the adversary. The adversary may cause the preprocessing to fail, but if it terminates successfully, the entire protocol is guaranteed to terminate with output to all honest parties.

A discussion of this model: Without the first assumption, i.e., if the protocol is fully asynchronous, one cannot guarantee that all honest players will be able to contribute input since the protocol cannot distinguish between $t$ corrupt players that have not sent anything, and $t$ honest players whose messages have been delayed. We believe that in most practical applications, this is not acceptable, and this is why we introduce the synchronization point, it is a minimal assumption allowing all honest players to provide input. We stress that the protocol is asynchronous both before and after the synchronization point. In other words, a protocol in this model is free to harvest the efficiency gain that follows from players being able to proceed as soon as possible. The only constraint we put is that honest players must reach the deadline on time, so we can have agreement on whether the preprocessing succeeded.

On the second point, although we do give the adversary extra power to stop the protocol, this is arguably of no use in practice: If the corrupted players can
only stop the protocol at a point where they have learned nothing new, they have very little incentive to do so.

In this model, assuming secure point-to-point channels and that Byzantine agreement is available, we present a protocol that is perfectly secure against an adaptive and active adversary corrupting less than $n / 3$ of the players. The communication and computational complexities (total communication and work done) are $\mathcal{O}\left(n^{2}|C| k\right)$ where $|C|$ is the size of the arithmetic circuit being computed and $k$ is the bit length of elements in the field used. It is noteworthy that a straightforward implementation with only passive security would have the same asymptotic complexity, all other things being equal.

As for any protocol in the point-to-point model, the exact security properties of an actual implementation of our protocol depend on how the point-to-point channels and - in our case - the Byzantine agreement are implemented. The choice of implementation does not, however, affect the complexities since the Byzantine agreement is only used once. In a typical implementation where one goes for efficiency - such as the one we present below - one would use standard encryption tools to implement the channels and do the Byzantine agreement based on publickey signatures. This gives a protocol with computational security against a static adversary (also, such an implementation is not known to be insecure against an adaptive adversary).

In recent concurrent work, Hirt et al. [12] construct an asynchronous protocol of similar asymptotic complexity as ours. This protocol is fully asynchronous, so it does not guarantee that all honest parties can provide inputs, and it is computationally secure against a static adversary. In another recent work Beer-liová-Trubíniová et al. [3] present a protocol with a single synchronization point like we have. This protocol guarantees termination, has a better security threshold ( $n / 2$ ), but is only computationally secure against a static adversary, and has larger asymptotic complexity than our protocol.

Regarding efficiency in practice, we stress that although our implementation is only computationally secure, it is an advantage, also from a practical point of view, that the basic protocol is information theoretic, because the tools used (secret sharing etc.) are much more efficient than computationally secure alternatives, such as homomorphic public-key encryption. Such techniques are used in both [3] and [12], making them much less efficient in practice than our construction.

Thus, our result is incomparable to previous work, and we believe it provides a new tradeoff between security properties that is attractive in practice. We later give more exact numeric evidence of the efficiency.

Our protocol is based on Beaver's well known circuit randomization techniques, where one creates in a preprocessing phase shared random values $a, b, c$ with $a b=c$. We show two techniques for generating these triples efficiently. One is a variant of the protocol from [2], the other is based on pseudorandom secret sharing [8], it is much faster for a small number of players, but only gives computational security. Both protocols are actually synchronous, but we handle this via a new technique that may be of independent interest, namely a general method by which - if one accepts that the protocol may abort - a synchronous protocol
can be executed in an asynchronous fashion, using a single synchronization point to decide if the protocol succeeded.

A crucial observation we make is that if the protocol is based on Shamir secret sharing with threshold less than $n / 3$, then the computation phase can be done asynchronously and still guarantee termination, if the preprocessing succeeded.

A final contribution of our paper is a software framework called VIFF, short for Virtual Ideal Functionality Framework. It provides a platform on which general MPC protocols can be implemented, and we use it later in the paper to benchmark our protocol. Protocols implemented in VIFF can be compositions of basic primitives like addition and multiplication of secret-shared values, or one can implement new primitives. VIFF is basically asynchronous and operates on the principle that players proceed whenever possible (but can handle synchronization points when asked to do so). This allows us to provide all protocol implementations with automatic parallel scheduling of the operations, i.e., the programmer does not have to explicitly use multithreading, for instance, or specify any explicit timing of operations.

When players distributed across a large network execute a large protocol, it is very important to be able to run as much as possible in parallel in order to lower the cost per operation of the network delays. Round-trip times across the Internet are typically in the order of 100-200 milliseconds, but when executing many multiplications in parallel we are able to obtain an average time of just 2 milliseconds per secure multiplication of 32 -bit numbers, using a standard implementation based on Shamir secret-sharing, for 3 players and passive security.

Furthermore, the ability to program asynchronously is very important towards having simpler code: If the protocol to be implemented is synchronous, one has to implement waiting to make sure that all messages from the current round have arrived, and the actual waiting time has to be chosen correctly with respect to the network we use. This means that the software now depends on the underlying network which is clearly undesirable, as it creates an extra source of errors, insecurity, or both.

## 2 Preliminaries

For an element $x \in \mathbb{F}$ we let $[x]_{d}$ denote a set of Shamir shares [14] of $x$ computed using threshold/degree $d$. We use the shorthand $[x]$ for sharings $[x]_{t}$ where $t$ is the number of corrupted players, so that $t<n / 3$. We use the notation $[x]+a[y]$ where $a$ is a public constant to denote the set of shares obtained by locally adding the share of $x$ to the share of $y$ times $a$. Since Shamir sharing is linear, we have $[x]+a[y]=[x+a y]$.

When in the following, we say that $x$ is publicly reconstructed from $[x]_{t}$, where at most $t<n / 3$ players are actively corrupted, this simply means that each player sends his share to all other players. This allows all honest players to reconstruct $x$ using standard decoding techniques since $t<n / 3$. We may also privately open $x$ to player $P_{i}$ by sending shares only to him.

## 3 Overview and Security Model

The goal of the protocol is to securely compute $\left(y_{1}, \ldots, y_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)$. For notational convenience we assume that all inputs and outputs are single field elements. In addition each $y_{i}$ can assume the value $y_{i}=\perp$, which indicates to $P_{i}$ that the computation failed.

### 3.1 Overview of the Protocol

Our protocol consists of two phases, the preprocess and input phase and the computation phase.

Preprocessing and input phase. In the preprocessing phase, we can make use of any protocol that can generate a given number of multiplication triples, i.e., random secret-shared values $[a],[b],[c]$ where $a b=c$. In addition, for each player $P_{i}$, it should construct a secret sharing $\left[r_{i}\right]$ where $r_{i}$ is random and reveal $r_{i}$ privately to $P_{i}$. The protocol ends by outputting "success" or "failure" to all players, depending on whether the required values were successfully constructed or not. The purpose of $\left[r_{i}\right]$ is to allow $P_{i}$ to contribute his input $x_{i}$ securely by broadcasting $r_{i}+x_{i}$.

Instead of attempting to build such a protocol directly for the asynchronous model, it is much easier to design a protocol for the synchronous model with broadcast, we give two examples of this in Section 4. We then show below a special way to run any such protocol in an asynchronous way, i.e., we can avoid the use of timeouts after each communication round and we avoid having to implement broadcast. The price we pay for this is that the adversary can force the preprocessing to fail.

The basic idea is that in each round all parties just wait for messages from all other parties and progress to the next round immediately if and when they all arrived. Some extra technicalities are needed to make sure there is agreement at the end on whether the preprocessing succeeded, and to make sure that no information on the inputs is revealed prematurely.

To emulate a synchronous protocol with $R$ rounds, each $P_{j}$ proceeds as follows:

1. Wait for an input begin preprocess. Let $r=1$ and for each $P_{i}$ compute the message $m_{j, i, 1}$ to be sent to $P_{i}$ in the first round of the synchronous protocol. Also compute the message $m_{j, 1}$ to be broadcast in the first round.
2. Send ( $m_{j, i, 1}, m_{j, 1}$ ) to $P_{i}$.
3. While $r \leq R$ :
(a) Wait until a message $\left(m_{i, j, r}, m_{i, r}\right)$ arrived from all $P_{i}$.
(b) From the incoming messages $\left(\left(m_{1, j, r}, m_{1, r}\right), \ldots,\left(m_{n, j, r}, m_{n, r}\right)\right)$ compute the messages $\left(m_{j, 1, r+1}, \ldots, m_{j, n, r+1}\right)$ that the preprocessing protocol wants to send in the next round, and the message $m_{j, r+1}$ to be broadcast.
(c) $r:=r+1$.
4. Let $g_{j} \in\{$ preprocess success, preprocess failure $\}$ denote the output of the preprocessing protocol and let $M_{j}$ consist of the broadcast messages $m_{i, r}$ for $i=1, \ldots, n$ and $r=1, \ldots, R$. Send (check, $g_{j}, M_{j}$ ) to all parties.
5. Wait until all $n-1$ other parties $P_{i}$ send (check, $g_{i}, M_{i}$ ). If all $P_{i}$ sent $g_{i}=$ preprocess success and $M_{i}=M_{j}$, then send $s_{j}=x_{j}+r_{j}$ to all parties.
6. Wait to receive $s_{i}$ from all other parties, let $S_{j}=\left(s_{1}, \ldots, s_{n}\right)$ and send $S_{j}$ to all parties.
7. If all $n-1$ other parties $P_{i}$ sent some $S_{i}$ before the timeout and all $S_{i}=S_{j}$, then let $q_{i}=$ success. Otherwise, let $q_{i}=$ failure.
8. Run a Byzantine agreement (BA) on the $q_{i}$ to agree on a common value $q \in\{$ failure, success $\}$. Being a BA this protocol ensures that if $q_{i}=$ success for all honest parties, then $q=$ success, and if $q_{i}=$ failure for all honest parties, then $q=$ failure.
We assume that the preprocessing phase is started enough in advance of the time-out to guarantee that it will terminate successfully on time when there is no cheating. However, as mentioned in the introduction, the adversary can stop the preprocessing, in particular if a corrupted party does not send a message the preprocessing dead-locks.

Note that if just one honest party outputs $q_{i}=$ success, then the preprocessing protocol terminated successfully before the timeout and all the values $s_{i}$ were consistently distributed. In particular, if $q=$ success, then $q_{i}=$ success for at least one honest $P_{i}$, and therefore the preprocessing and inputting were successful.

As for security, if after each communication round in Step 3 the parties compared the messages $m_{i, r}$ and terminated if there was disagreement, then it is clear that a secure synchronous protoco 1 run asynchronously this way is again secure. The only loss is that the adversary can now deprive some parties of their input. The reason why it is secure to postpone the check of consistency of the broadcasted message until Step 5 is that the inputs $x_{i}$ do not enter the computation until Step 6 and that there are no other secrets to be leaked, like secret keys. Sending inconsistent broadcast messages before Step 6 will therefore yield no information leakage. After Step 5 it is known that the preprocessing was an emulation of a consistent synchronous execution, at which point it becomes secure to use the result $r_{i}$ to mask $x_{i}$.

This way to emulate a synchronous protocol in an asynchronous environment is generic and does not just apply to our protocols here.
Computation phase. If $q=$ failure, then all parties output $y_{i}=\perp$. If $q=$ success, then the parties compute $\left[x_{i}\right]=s_{i}-\left[r_{i}\right]$ for all $P_{i}$ and run the asynchronous protocol described below which compute sharings $\left[y_{i}\right]$ of the outputs from the sharings $\left[x_{i}\right]$, making use of the multiplication triples from the preprocessing. Finally the shares of $\left[y_{i}\right]$ are sent privately to $P_{i}$ which computes $y_{i}$.

We may assume that for each multiplication we have to do, a triple $[a],[b],[c]$ as described above is constructed in the preprocessing. To handle any arithmetic circuit describing the desired function, we then only need to describe how to deal with linear combinations and multiplications of shared values.
Linear Combinations: Shamir sharing is linear, and any linear function of shared values can therefore be computed locally by applying the same linear function to the shares.
${ }^{1}$ The synchronous security should be against a rushing adversary.

Multiplication: Consider a multiplication gate in the circuit and let $[a],[b],[c]$ be the triple constructed for this gate. Assume we have computed sharings of the two input values $[x]$ and $[y]$, so we now wish to compute $[x y]$. Note that

$$
\begin{aligned}
x y & =((x-a)+a)((y-b)+b) \\
& =d e+d b+a e+a b,
\end{aligned}
$$

where $d=x-a$ and $e=y-b$. We may now publicly reconstruct $d$ and $e$, since they are just random values in $\mathbb{F}$. The product can then be computed locally as

$$
[x y]=d e+d[b]+[a] e+[c] .
$$

The overall cost of this multiplication is the cost of two public reconstructions and a constant number of local arithmetic operations.

A crucial observation is that this protocol (assuming the triples are given) can be executed in a completely asynchronous fashion, and is guaranteed to terminate: At each multiplication gate, each player simply waits until he has received enough shares of $d$ and $e$ and then reconstructs them. More precisely, we need that at least $n-t$ shares of each value have arrived, and that at least $n-t$ of them are consistent with some polynomial. Since there are $n-t$ honest players, $n-t$ consistent shares will eventually arrive. Moreover, if $n-t$ shares are found to be consistent, since $t<n / 3$, these must include at least $t+1$ shares from honest players, and so the correct value is always reconstructed. One can test if the conditions are satisfied using standard error correction techniques.

### 3.2 Security Model

The security of our protocol can be phrased in the UC framework 6]. For the protocol we assume the standard asynchronous communication model of the UC model, except that we let the timeout of $P_{i}$ be called by the adversary by inputting timeout to that party, and that we assume secure point-to-point channels where the adversary can decide when a message sent is delivered. Our protocols are secure and terminate no matter when the timeouts are called. They provide outputs, $\neq \perp$, if all parties behave honestly in the preprocessing and the timeouts are called after the preprocessing succeeded at all honest parties. We formalize that by implementing an ideal functionality.

For a function $f: \mathbb{F}^{n} \rightarrow \mathbb{F}^{n}$, let $\mathcal{F}_{\text {FSFE }}^{f}$ be the following ideal functionality for fair secure function evaluation.

1. On input begin preprocess from $P_{i}$, output ( $P_{i}$, begin preprocess) to the adversary.
2. On input $x_{i}$ from $P_{i}$, output ( $P_{i}$, gave input) to the adversary.
3. If the adversary inputs early timeout, then output $y_{i}=\perp$ to all $P_{i}$, and terminate.
4. If all $P_{i}$ have input both begin preprocess and $x_{i}$ and the adversary then inputs late timeout, then compute $\left(y_{1}, \ldots, y_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)$ and output $y_{i}$ to all $P_{i}$, and terminate.

Note that the adversary can always make the evaluation fail, but must do so in a fair way: Either no party learns anything, or all parties learn a correct output. Our protocol securely implements this ideal functionality when $t<n / 3$ parties are corrupted. If the BA is modeled as an ideal functionality, then our implementation is perfectly secure. We will not give the full simulation proofs below, as they follow more or less straightforwardly using known techniques.

On a high level, however, the simulation proceeds as follows: First the simulator simulates the first 4 steps while emulating the algorithms of honest players as specified in the protocol. This is possible as the secret inputs of honest players are not used in these steps. We write $\bar{P}_{i}$ for the simulator's "copy" of honest $P_{i}$.

If some honest $\bar{P}_{j}$ computed $g_{j}=$ preprocess failure, then the simulator inputs early timeout to $\mathcal{F}_{\text {FSFE }}^{f}$, which will make it output $y_{i}=\perp$ to all players. Clearly the same happens in the real execution since $P_{j}$ sends $g_{j}=$ preprocess failure to all honest parties.

If all honest $\bar{P}_{j}$ compute $g_{j}=$ preprocess success, then the preprocessing was secure. This ensures that the sharings $\left[r_{i}\right]$ are consistent, and since the simulator knows the shares of all $\bar{P}_{j}$, it can compute all $r_{i}$. From the $s_{i}$ broadcast by the corrupted parties in the simulation it computes $x_{i}=s_{i}-r_{i}$ and inputs these to $\mathcal{F}_{\text {FSFE }}^{f}$ on behalf of the corrupted parties. It broadcasts random $s_{i}$ 's on behalf of honest players.

Then the simulator finishes the execution of the preprocess and input phase. If during this the adversary cheats or calls the timeouts at a time which makes the BA terminate with $q=$ failure, then the simulator inputs early timeout to $\mathcal{F}_{\text {FSFE }}^{f}$, which will make it output $y_{i}=\perp$ to all $P_{i}$. Clearly the same happens in the real execution.

If $q=$ success in the simulation, then the simulator inputs late timeout to $\mathcal{F}_{\text {FSFE }}^{f}$, and learns the output for corrupted parties. It can now simulate the computation phase using standard techniques until all parties have computed their output:2. Namely, since the computation phase is a sequence of public reconstructions, the simulator for each reconstruction selects the value to be opened, either a random value or a result $y_{i}$, as appropriate. It then computes shares to send on behalf of the honest players such that they are consistent with the opened value and the shares held by corrupted players.

## 4 Protocol for Preprocessing

In this section, we describe the techniques used in the preprocessing phase. One version of the preprocessing is obtained by simplifying in a straightforward way

[^23]the protocols from Hirt and Beerliová-Trubíniová in [2], where hyperinvertible matrices are used to generate multiplication triples. Another version is based on pseudorandom secret-sharing [8].

### 4.1 Preprocessing Based on Hyperinvertible Matrices

In this subsection we will show how the preprocessing and input phase works. This amounts to showing how to generate the multiplication triples.

The key element in the way we generate triples is that while in [2], a player elimination step is run whenever a fault occurs, we accept the possibility that our protocol will not terminate. Therefore we can simplify and speed up the protocols considerably by cutting away the player elimination and simply aborting if a fault is detected. For completeness and readability, we will describe the most important protocols here, but refer to [2] for security proofs and some of the tools.

In order for us to be able to generate multiplication triples, we first need to be able to generate double sharings of random element - that is, two Shamir sharings of the same random element, possibly with different thresholds. In other words we wish to generate for a random $r \in \mathbb{F}$ sharings $[r]_{d}$ and $[r]_{d^{\prime}}$, where $d$ and $d^{\prime}$ are the degrees or thresholds. A more compact notation for the double sharing is $[r]_{d, d^{\prime}}$.

We will need some facts from [2] on reconstructing shared values, namely how to reconstruct a value robustly to one player using $\mathcal{O}(n k)$ bits of communication and how to reconstruct up to $T=n-2 t$ values publicly using $\mathcal{O}\left(n^{2} k\right)$ bits, where $k$ is the size of a field element.

The following is based on the concept of hyperinvertible matrices. "Hyperinvertible" is defined as in [2], where a straightforward way to construct such a matrix is also presented:

Definition 1. An $m \times n$ matrix $M$ is hyperinvertible if for any selection $R \subseteq$ $\{1, \ldots, m\}$ of rows and $C \subseteq\{1, \ldots, n\}$ of columns such that $|R|=|C|>0$, the square matrix $M_{C}^{R}$ consisting of the intersections between rows in $R$ and columns in $C$ is invertible.

The protocol for generating $T=n-2 t$ double sharings now works as follows (it assumes the existence of an publicly known $n \times n$ hyperinvertible matrix $M$ ):

1. Each player $P_{i}$ Shamir shares a random value $s_{i}$ to the others using both $d$ and $d^{\prime}$ as degrees. Every $P_{i}$ now knows shares of $\left[s_{1}\right]_{d, d^{\prime}}, \ldots,\left[s_{n}\right]_{d, d^{\prime}}$, but shares from corrupted players may be incorrect.
2. The players locally compute

$$
\left(\left[r_{1}\right]_{d, d^{\prime}}, \ldots,\left[r_{n}\right]_{d, d^{\prime}}\right)=M\left(\left[s_{1}\right]_{d, d^{\prime}}, \ldots,\left[s_{n}\right]_{d, d^{\prime}}\right)
$$

Note that there are actually two vectors here, and the matrix is applied to both, creating two new vectors.
3. All sharings $\left[s_{i}\right]_{d, d^{\prime}}$ are verified for $i=T+1, \ldots, n$. They are verified by having each $P_{j}$ send his share of $\left[s_{i}\right]_{d, d^{\prime}}$ to $P_{i}$. Each $P_{i}$ that is given shares must then check whether they are consistent and that both parts of the
double sharing represent the same value. If not, $P_{i}$ sets an unhappy flag to indicate the fault.
4. The double sharings $\left[r_{1}\right]_{d, d^{\prime}}, \ldots,\left[r_{T}\right]_{d, d^{\prime}}$ are the output.

The double sharing protocol is guaranteed to either output $T=n-2 t$ correct and random double sharings that are unknown to the adversary or make at least one honest player unhappy. This is proved in [2], along with the fact that the communication complexity is $\mathcal{O}\left(n^{2} k\right)$ bits. In our case, if an honest player becomes unhappy at any point, all other players are informed and the honest players will abort, as described in the Section 3. That is, we skip the player elimination used in 2].

If we only wanted to generate a set of $T$ single Shamir sharings, it is easy to see that we can use the protocol above but considering only sharings using degree $d$ for each step. The complexity of this is half that of creating double sharings. This is used for generating the sharings $\left[r_{i}\right]$ of a random $r_{i}$ for each player $P_{i}$, that we promised in the Section 3.

Generating Multiplication Triples. Given sharings

$$
\left[a_{1}\right]_{t}, \ldots,\left[a_{T}\right]_{t},\left[b_{1}\right]_{t}, \ldots,\left[b_{T}\right]_{t}
$$

and

$$
\left[r_{1}\right]_{t, 2 t}, \ldots,\left[r_{T}\right]_{t, 2 t}
$$

of random and independent numbers $a_{i}, b_{i}, r_{i} \in \mathbb{F}$, we can generate $T$ multiplication triples as follows:

1. The players compute $\left[a_{i}\right]_{t}\left[b_{i}\right]_{t}-\left[r_{i}\right]_{2 t}=\left[a_{i} b_{i}-r_{i}\right]_{2 t}$ for $\left.i=1, \ldots, T\right]^{3}$ They then attempt to publicly reconstruct all of the $a_{i} b_{i}-r_{i}$. If the reconstruction of any of the values fails, an honest player becomes unhappy and we abort.
2. The players locally compute $\left[a_{i} b_{i}\right]_{t}=a_{i} b_{i}-r_{i}+\left[r_{i}\right]_{t}$. All honest players now own shares of the $\left[a_{i} b_{i}\right]_{t}$, the $\left[a_{i}\right]_{t}$ and the $\left[b_{i}\right]_{t}$ for $i=1, \ldots, T$.

This protocol is clearly secure, assuming that the sharings we start from have been securely constructed. The simulator would choose random values $s_{i}$ to play the role of $a_{i} b_{i}-r_{i}$, it would then expand the set of shares known by corrupt players of $\left[a_{i} b_{i}-r_{i}\right]$ to a complete set consistent with $s_{i}$ and use these shares as those sent by honest players. Please see [2] for more details.

The communication complexity is $\mathcal{O}\left(n^{2} k\right)$ bits for the reconstructions and therefore a total of $\mathcal{O}\left(n^{2} k\right)$ bits including the generation of the double sharings. That is, we can reconstruct $T=n-2 t=\Theta(n)$ shares with a communication complexity of $\mathcal{O}\left(n^{2} k\right)$, where $k$ is the bit length of the field elements.

### 4.2 Preprocessing Based on Pseudorandom Secret-Sharing

We show here how to do the preprocessing based on pseudorandom secretsharing. The techniques used are described in detail in [9, but we present here an overview for completeness.

[^24]Pseudorandom Secret-Sharing. Let $A$ be a set of players of size $n-t$. We can create a random, shared secret by defining for each set $A$ a random value $r_{A}$ and give it to all players in $A$. The secret is then given by

$$
s=\sum_{A} r_{A}
$$

Now every maximal unqualified set $\{1, \ldots, n\} \backslash A$ misses exactly one value, namely $r_{A}$.

Keeping the above in mind, pseudorandom secret-sharing (PRSS) is then based on the observation that we can create many random shared secrets by distributing once and for all one set of $r_{A}$ values.

The trick is to use a pseudorandom function $\psi_{r_{A}}$ with $r_{A}$ as its key. If the parties agree on some publicly known value $a$, they can generate the random values they need as $\psi_{r_{A}}(a)$. So the secret is now

$$
s=\sum_{A} \psi_{r_{A}}(a)
$$

What we actually want, however, is a Shamir sharing. This can be fixed as follows. Define a degree at most $t$ polynomial $f_{A}$ by $f_{A}(0)=1$ and $f_{A}(i)=$ $0 \forall i \in\{1, \ldots, n\} \backslash A$. Now each player $P_{i}$ computes its share

$$
s_{i}=\sum_{\substack{A \subset\{1, \ldots, n\}: \\|A|=n-t, i \in A}} \psi_{r_{A}}(a) f_{A}(i)
$$

This is in fact a Shamir sharing of $s$, since it defines the polynomial

$$
f(\mathrm{x})=\sum_{\substack{A \subset\{1, \ldots, n\}: \\|A|=n-t}} \psi_{r_{A}}(a) f_{A}(\mathrm{x})
$$

It is easy to see that this polynomial has degree at most $t$ and that

$$
f(0)=\sum_{\substack{A \subset\{1, \ldots, n\}: \\|A|=n-t}} \psi_{r_{A}}(a)=s
$$

which means that it shares the right secret. It is also clear that $s_{i}=f(i)$, which means that our sharing is a correct Shamir sharing.

Pseudorandom Zero-Sharing. We will need one more tool to be able to generate multiplication triples, namely what is defined in [9] as pseudorandom zero-sharing (PRZS).

Like PRSS, it creates a Shamir sharing using only local computations, but in this case it is a sharing of 0 . We will need a sharing of degree $2 t$ in the following, but the approach works just as well with other thresholds. First, for a set $A \subseteq\{1, \ldots, n\}$ of size $n-t$ we define the set

$$
G_{A}=\left\{g \in \mathbb{Z}_{p}[x] \mid \operatorname{deg}(g) \leq 2 t \wedge g(0)=0 \wedge(j \notin A \Rightarrow g(j)=0)\right\}
$$

This is a subspace of the vector space of polynomials of degree at most $2 t$. Because every polynomial in the set has $t+1$ zeros, the subspace must have dimension $2 t+1-(t+1)=t$. The construction from [9] needs a basis for this subspace, but no explicit construction was given there. We suggest to use the following:

$$
\left(g_{A}^{1}, \ldots, g_{A}^{i}, \ldots, g_{A}^{t}\right)=\left(x f_{A}, \ldots, x^{i} f_{A}, \ldots, x^{t} f_{A}\right)
$$

where the $f_{A}$ is defined as above. It is a basis because it has $t$ elements of $G_{A}$ which are all of different degrees and therefore linearly independent. Exactly as for PRSS, we assume that we have values $r_{A}$ known (only) by players in $A$. Now we define the share at player $j$ as

$$
s_{j}=\sum_{\substack{A \subset\{1, \ldots, n\}: \\|A|=n-t, j \in A}} \sum_{i=1}^{t} \psi_{r_{A}}(a, i) g_{A}^{i}(j) .
$$

Note here that the inner sum is a pseudorandom choice of a polynomial from $G_{A}$, evaluated in the point $j$. Now we want to show that this leads to a Shamir sharing of 0 , so we define the corresponding polynomial as

$$
g_{0}(\mathrm{x})=\sum_{\substack{A \subset\{1, \ldots, n\}: \\|A|=n-1}} \sum_{i=1}^{t} \psi_{r_{A}}(a, i) g_{A}^{i}(\mathrm{x}) .
$$

The degree of $g_{0}$ is clearly at most $2 t$, and it is also easy to see that it is consistent with the shares above and that $g_{0}(0)=0$.

Making triples using PRSS and PRZS. In order to make multiplication triples, we already know that it is enough if we can build random sharings $[a]_{t},[b]_{t}$, and a double sharing $[r]_{t, 2 t}$.

Using PRSS, it is easy to construct the random degree $t$ sharings. A double sharing can be constructed as follows: Create using PRSS a random sharing $[r]_{t}$ and use PRZS to create a sharing of zero $[0]_{2 t}$. Now

$$
[r]_{2 t}=[r]_{t}+[0]_{2 t}
$$

is clearly a sharing of $r$ of degree $2 t$. We can therefore use pseudorandom secret sharing and pseudorandom zero sharing to locally compute all the values needed to make multiplication triples. The only interaction needed is one public opening for each triple as described in Section 4.1

This is faster than using hyperinvertible matrices for a small number of players, but does not scale well: Since $n-t=\Theta(n)$, the local computation is exponential in $n$, as clearly seen from the benchmark results in Section 6. The break-even point between PRSS and hyperinvertible matrices depends both on local computing power and on the cost of communication.

Security of the PRSS approach. We claim that the overall protocol is secure against a computationally bounded and static adversary, when based on PRSS.

To argue this, consider some adversary who corrupts $t$ players, and let $A$ be the set of $n-t$ honest players. Now let $\pi_{\text {random }}$ be the protocol that runs as described above, but where the function $\psi_{r_{A}}$ is replaced with a truly random function 4

When we execute PRSS or PRZS in $\pi_{\text {random }}$, all secrets and sets of shares held by the honest players are uniformly random, with the only restriction that they are consistent with the shares held by corrupt players. We can therefore use the proof outlined in Section 3.2 to show that $\pi_{\text {random }}$ implements $\mathcal{F}_{\text {FSFE }}^{f}$ (with perfect security).

For the rest of the argument, we refer to the protocol using the pseudorandom function as $\pi_{p s e u d o}$. We claim that real-world executions of $\pi_{\text {random }}$ and $\pi_{p s e u d o}$ are computationally indistinguishable. Assume for contradiction that there exists some computationally bounded environment $\mathcal{Z}$ that can distinguish between the two with a non-negligible advantage.

From $\mathcal{Z}$ we can now build a new machine $\mathcal{M}$, which gets oracle access to some function $f$ and outputs its guess of whether the function is pseudorandom or truly random.
$\mathcal{M}$ simply runs the protocol with $f$ inserted in the place of $\psi_{r_{A}}$ (i.e., it runs either $\pi_{\text {random }}$ or $\left.\pi_{\text {pseudo }}\right)$ for $\mathcal{Z}$. If $\mathcal{Z}$ outputs " $\pi_{\text {random }}$ ", $M$ outputs "truly random", otherwise it outputs "pseudorandom". Clearly, $M$ can distinguish between a pseudorandom function and a truly random function with a non-negligible advantage, breaking the security of our PRF.

Combining this with the fact that $\pi_{\text {random }}$ securely realizes $\mathcal{F}$, we see that the same holds for $\pi_{\text {pseudo }}$ (with computational security): The simulator that works for $\pi_{\text {random }}$ also works for $\pi_{p s e u d o}$.

## 5 VIFF

The Virtual Ideal Functionality Framework, VIFF, is a new software library with building blocks for developing cryptographic protocols. The goal of the library is to provide an efficient and high-level basis on which practical applications using MPC can be built. It is also our hope that the framework offered by VIFF will help facilitate rapid prototyping of new protocols by researchers and so lead to more protocols with practical applications. The source code and documentation is therefore freely available from the VIFF homepage: http://viff.dk/.

VIFF aims to be usable by parties connected by real world networks. Such networks are all asynchronous by nature, which means that no upper bound can be given on the message delivery time. A well-known example is the Internet where the communication from $A$ to $B$ must go through many hops, each of which introduces an unpredictable delay. Targeting networks with this kind of worst-case behavior from the beginning means that VIFF works well in all environments, including local area networks which typically behave in a much more synchronous manner.

[^25]To be efficient in the asynchronous setting, the VIFF runtime system tries to avoid waiting unless it is explicitly asked to do so. In a synchronous setting all parties wait for each other at the end of each round, but VIFF has no notion of "rounds". What determines the order of execution is solely the inherent dependencies in a given program. If two parts of a program have no mutual dependencies, then their relative ordering in the execution is unpredictable. This assumes that the calculations remain secure when executed out-of-order. Protocols written for asynchronous networks naturally enjoy this property since the adversary can delay packets arbitrarily, which makes the reordering done by VIFF a special case.

As an example, consider the simple program in Figure 1 for three players, $n=3$. It starts by defining the field $\mathbb{Z}_{1031}$ where the toy-calculation will take place and a list with the IDs of all players. The user is then prompted for input (an integer). All three players then take part in a Shamir sharing of their respective inputs, this results in three Share objects being defined. A fourth Share object is generated using pseudorandom secret sharing [8].

```
\# (Standard program setup not shown.)
\(\mathrm{Zp}=\mathrm{GF}(1031)\)
all \(=[1,2,3]\)
input \(=\) int(raw_input("Your input: " ))
\(\mathrm{a}, \mathrm{b}, \mathrm{c}=\) rt.shamir_share(all, Zp , input)
\(\mathrm{d}=\mathrm{rt}\).prss_share_random \((\mathrm{Zp})\)
\(x=a * b\)
\(y=c * d\)
\(z=x+y\)
```

Fig. 1. Program, rt is a Runtime object


Fig. 2. Expression tree

Here all variables represent secret-shared values - VIFF supports Shamir secret sharing for when $n \geq 3$ and additive secret shares for when $n=2$. The execution of the above calculation is best understood as the evaluation of a tree, please see Figure 2, Arrows denote dependencies between the expressions that result in the calculation of the variable $z$.

The two variables $x$ and $y$ are mutually independent, and so one cannot reliably say which will be calculated first. But more importantly: We may calculate $x$ and y in parallel. It is in fact very important for efficiency reasons that we calculate $x$ and $y$ in parallel. The execution time of a multiparty computation is limited by the speed of the CPUs engaged in the local computations and by the delays in the network. Network latencies can reach several hundred milliseconds, and will typically dominate the running time.

When we say parallel we mean that when the calculation of x is blocked and waits on network communication from other parties, then it is important that
the calculation of $y$ gets a chance to begin its network communication. This puts maximum load on both the CPU and the network.

### 5.1 Implementing VIFF

VIFF is written in Python, a modern object-oriented procedural language. Programs using VIFF are normal Python programs, and yet we have described how operations may be executed in a random order. This is possible by using a technique where we only work with deferred results and never with the results themselves. A deferred result is something that will eventually materialize, but we do not know when and the only available operation is to add callbacks to the result. Callbacks are simply function pointers, and each deferred result keeps a list of such pointers. The callbacks will be executed when the result is ready, typically when some share has arrived over the network. This programming style is well-known from graphical user interfaces where the programmer also attaches callbacks to certain events in the user interface. In VIFF this is implemented using the Twisted network library, specifically using the Deferred class provided by Twisted. An example of how Twisted works is this program which retrieves a page from the Internet and prints out the contents:

```
def print_contents(contents):
    print "The Deferred has called us with:"
    print contents
```

deferred $=$ getPage('http://example.net/')
deferred.addCallback(print_contents)

The getPage function returns a Deferred which will eventually hold the HTML of the fetched page. When it does, it will call its callbacks in sequence. If we had retrieved several pages, and attached different callbacks to each, then the execution of those callbacks would depend on which page arrives first.

VIFF uses the Deferred class extensively. In Figure 2 the variables are Share objects, a sub-class of Deferred. Using suitable operator overloading we are able to allow the programmer to do arithmetic with Share objects and so treat them like normal numbers. Key to the implementation of VIFF is a function gather_shares which takes a list of Share objects as input and returns a new Share. This Share will call its callbacks when all Share objects in the list have called their callbacks. We use this to make Share objects that wait on other Share objects. Figure 4 in Appendix A shows the implementation of the standard passively secure BGW multiplication protocol [4] in VIFF, and uses gather_shares to make the product wait on the two operands to the multiplication.

The big advantage of this system is that it automatically runs the operations in parallel: The calculations implicitly create the tree shown in Figure 2, and this tree is destroyed as fast as possible when operands become ready. There is no predefined execution order in the tree - it is deconstructed from the leaves inwards at the same speed as the needed operands arrive.

Please note that this simple system for parallel scheduling automatically extends to all levels in the program, i.e., from primitives like addition and multiplication up to compound protocols like comparisons or even entire auctions. This is a very important consequence since it allows us to build a larger protocol $\pi$ by combining smalller protocols and still be sure that several instances of $\pi$ can be executed in parallel. It is the uniform interface enforced by always working on deferred values which enables this kind of modularity. At runtime, a new protocol $\pi$ will simply correspond to a subtree in Figure 2 and its leaf nodes will be executed in parallel with all other leaf nodes in the tree.

Executing things in this way changes the semantics of a program using VIFF from that of a normal Python program. Each statement is no longer executed when it is encountered, it is merely scheduled for execution and then executed later when the operands are available. The semantics of a program using VIFF is thus more like that of a declarative programming language where you declare your intentions but where the compiler takes care of scheduling the calculations in the optimal order.

## 6 Benchmark Results

In order to measure the efficiency of our implementation, we have run a number of tests using the techniques described above on a set of computers on a fast local area network. The computers had Intel Celeron CPUs with a clock speed of $2.40 \mathrm{GHz}, 1 \mathrm{GiB}$ of RAM and were running Red Hat Enterprise Linux 5.2, Python 2.4.3, and VIFF 0.7.

We ran benchmarks with $n=4,7, \ldots, 25$ corresponding to thresholds $t=$ $1,2, \ldots, 8$, respectively. In each test we secret-shared 2,000 random 32 -bit numbers and multiplied the 1,000 pairs in parallel. The results in Table 1 is the average online time spent per multiplication (columns 2, 3, and 5) and the average offline time spent per multiplication triple (columns 4 and 6).

Table 1 also includes a column giving the ratio between the online time for the multiplication protocol described here using multiplication triples, and the time for the standard BGW multiplication protocol which is only secure against passive adversaries [4]. The passively secure multiplication protocol consists of

Table 1. Benchmark results

| $(n, t)$ | Passive | Active | PRSS | Active |  | Hyper |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Ratio |  |  |  |  |  |  |
| $(4,1)$ | 2 ms | 4 ms | 5 ms | 4 ms | 20 ms | 2.6 |
| $(7,2)$ | 3 ms | 6 ms | 22 ms | 6 ms | 42 ms | 2.2 |
| $(10,3)$ | 4 ms | 8 ms | 130 ms | 8 ms | 82 ms | 2.0 |
| $(13,4)$ | 6 ms | 10 ms | 893 ms | 10 ms | 136 ms | 1.7 |
| $(16,5)$ | 8 ms | - | - | 12 ms | 208 ms | 1.6 |
| $(19,6)$ | 10 ms | - | - | 14 ms | 287 ms | 1.5 |
| $(22,7)$ | 12 ms | - | - | 17 ms | 377 ms | 1.3 |
| $(25,8)$ | 15 ms | - | - | 19 ms | 501 ms | 1.3 |

a local multiplication followed by a resharing in which everybody communicates with everybody else. The actively secure multiplication, as described above, consists of local multiplications and two openings, which also involves quadratic communication.

The average online time per multiplication appears to grow linearly in the number of players, both in the case of passive and active adversaries. The total amount of network traffic is quadratic in the number of players (in both protocols), but the work done by each player grows only linearly. Our results therefore suggest that the players are CPU bound instead of being slowed down by the network. In the test setup all 25 machines were located on a fast LAN with ping times of about 0.1 ms , so this is to be expected. We hope to setup a better test environment with a controllable network delay in order to do more realistic testing in the future.

One would expect that the average preprocessing time per multiplication triple (produced via hyperinvertible matrices) would also grow linearly. Instead it seems to grow quadratically (see Figure 3). The curve $f(n)=a n^{2}+b n+c$ with $a=0.8, b=-1, c=10$ is the best fit. We do not have a good explanation for this at the moment, but hope to find out based on a more controllable test environment.


Fig. 3. Average preprocessing time per multiplication triple as a function of the number of players

As expected, the PRSS based preprocessing is faster for a small number of players but does not scale well, and we had to abandon it for $n>13$. The amount of work per player depends on the number of subsets of size $n-t$ and with $\binom{n}{n-t}$ subsets this gives an exponential growth.

## 7 Conclusion

We have presented an efficient protocol for general multiparty computation secure against active and adaptive adversaries. The protocol provides a new tradeoff between guaranteeing termination and efficiency which we believe is relevant
in practice. To demonstrate this we have implemented the protocol in a framework for secure multiparty computation called VIFF. This allowed us to show that achieving active security costs only about a factor of two in online time, if one is willing to accept that the preprocessing step might fail without revealing any private data. We believe this to be well-suited for practical applications where the parties typically have a much stronger incentive to participate in the computation than to halt it.

Even though the cost of preprocessing is larger than the online cost, it is certainly not prohibitive: For instance, for 4 players, 1000 multiplications can be prepared in 5 seconds.

Currently VIFF supports the fast arithmetic using standard Shamir shares for the case with three or more players, and has support for much slower arithmetic with additive shares in the two player case. Using the additively homomorphic Paillier public key cryptosystem [13], our benchmarks show an average time per multiplication of 300 ms for 32-bit numbers 5 This is with a straightforward implementation of the cryptosystem in Python and we expect to gain some performance by reimplementing it as a C extension instead.

In the two player case we have $t=n-1$, also known as self trust since every player only need to trust himself to be honest. We would like to develop protocols for $t=n-1$, but for $n>2$. Such a high threshold will again require public key cryptography, so we expect this to be expensive, but nevertheless interesting since there might be some situations where the parties are willing to wait longer in return for this level of security.

VIFF can be freely downloaded from http://viff.dk/ and it is hoped that others can verify our measurements and expand them it with other protocols.
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## A Multiplication in VIFF

As an example of real VIFF code, we have included the implementation of the standard BGW multiplication protocol 4 which is secure against passive adversaries, see Figure 4.

The code handles both local multiplication and multiplication involving network traffic. First, if either share_a or share_b is a not a Share object, i.e., one of them is a constant integer or a FieldElement, then we do a quick local multiplication. Assume that share_a is the constant and share_b is the Share (lines 5-10). We cannot simply multiply share_a and share_b since share_b is a Deferred and might not have a value yet. The solution is to clone share_b and add a callback to it. This callback is simply a lambda expression (an anonymous function) that takes care of the correct multiplication when share_b eventually gets a value (line 9). The opposite case is handled in the same way (lines $11-15$ ). If it is established that both share_a and share_b are Share objects we create a new Share which waits on both of them (line 19). We then add several callbacks: First we multiply, then we reshare, and finally we recombine. These three operations will be executed in sequence when both share_a and share_b have received their values due to incoming network traffic. The last two callbacks involve network traffic, and must be added using a more expensive mechanism to ensure agreement on the labels put on the data as it is sent over the network.

```
    def mul(self, share_a, share_b):
    assert isinstance(share_a, Share) or isinstance(share_b, Share), \
        "Either share_a or share_b must be a Share."
    4
    if not isinstance(share_a, Share):
        # Then share_b must be a Share => local multiplication. We
        # clone first to avoid changing share_b.
        result = share_b.clone()
        result.addCallback(lambda b: share_a * b)
        return result
    if not isinstance(share_b, Share):
        # Likewise when share_b is a constant.
        result = share_a.clone()
        result.addCallback(lambda a: a * share_b)
        return result
    # At this point both share_a and share_b must be Share objects. We
    # wait on them, multiply, reshare, and recombine.
    result = gather_shares([share_a, share_b])
    result.addCallback(lambda (a, b): a * b)
    self.schedule_callback(result, self._shamir_share)
    self.schedule_callback(result, self._recombine, threshold=2*self.threshold)
    return result
```

Fig. 4. The standard multiplication protocol for passive adversaries

In all three cases the mul method returns result to the caller (lines 10,15 , or 23 ). Note that result probably does not have a value at this point, but result is a Share that we have prepared in such a way that it will receive the correct value at some point in the future. All VIFF methods follow this pattern.
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#### Abstract

Secure multi-party computation (MPC) protocols enable a set of $n$ mutually distrusting participants $P_{1}, \ldots, P_{n}$, each with their own private input $x_{i}$, to compute a function $Y=F\left(x_{1}, \ldots, x_{n}\right)$, such that at the end of the protocol, all participants learn the correct value of $Y$, while secrecy of the private inputs is maintained. Classical results in the unconditionally secure MPC indicate that in the presence of an active adversary, every function can be computed if and only if the number of corrupted participants, $t_{a}$, is smaller than $n / 3$. Relaxing the requirement of perfect secrecy and utilizing broadcast channels, one can improve this bound to $t_{a}<n / 2$.

All existing MPC protocols assume that uncorrupted participants are truly honest, i.e., they are not even curious in learning other participant secret inputs. Based on this assumption, some MPC protocols are designed in such a way that after elimination of all misbehaving participants, the remaining ones learn all information in the system. This is not consistent with maintaining privacy of the participant inputs. Furthermore, an improvement of the classical results given by Fitzi, Hirt, and Maurer indicates that in addition to $t_{a}$ actively corrupted participants, the adversary may simultaneously corrupt some participants passively. This is in contrast to the assumption that participants who are not corrupted by an active adversary are truly honest.

This paper examines the privacy of MPC protocols, and introduces the notion of an omnipresent adversary, which cannot be eliminated from the protocol. The omnipresent adversary can be either a passive, an active or a mixed one. We assume that up to a minority of participants who are not corrupted by an active adversary can be corrupted passively, with the restriction that at any time, the number of corrupted participants does not exceed a predetermined threshold. We will also show that the existence of a t-resilient protocol for a group of $n$ participants, implies the existence of a $t^{\prime}$-private protocol for a group of $n^{\prime}$ participants. That is, the elimination of misbehaving participants from a $t$-resilient protocol leads to the decomposition of the protocol.

Our adversary model stipulates that a MPC protocol never operates with a set of truly honest participants (which is a more realistic scenario). Therefore, privacy of all participants who properly follow the protocol will be maintained. We present a novel disqualification protocol to avoid a loss of privacy of participants who properly follow the protocol.


Keywords: Multi-Party Computation, Omnipresent Adversary, Proactive Secret Sharing, $t$-resilient Protocols, $t$-private Protocols.

## 1 Introduction

Multi-party computation (MPC) protocols provide a general model for secure computation of arbitrary function whose arguments (inputs) are held by a group of participants. The concept of MPC was introduced by Yao [18] for two-party computations and then generalized by Goldreich, Micali, and Wigderson 12 ] for an arbitrary number of participants. A secure MPC protocol enables a set of $n$ mutually distrusting participants $P_{1}, \ldots, P_{n}$, each with their own private input $x_{i}$, to compute a function $Y=F\left(x_{1}, \ldots, x_{n}\right)$, such that at the end of the protocol, all participants learn the correct value of $Y$, while the confidentiality of the private inputs $x_{i}$ is maintained. The design of secure MPC protocols has been the subject of investigations by many researchers, and many solutions have been published in the literature. From the security point of view, these protocols can be classified into two broad categories: (i) computationally secure MPC protocols, and (ii) unconditionally secure MPC protocols. For computationally (conditionally) secure MPC protocols, we assume that the adversary is polynomially bounded. More precisely, breaking the security of the protocol implies that the adversary is able to solve efficiently (in polynomial time) a problem that is believed to be intractable. Unconditionally secure MPC protocols are intrinsically secure, that is, no matter how much time and computing power is available to the adversary, they cannot break the system better than by guessing private inputs. In both computationally and unconditionally secure MPC protocols, the security model includes the adversary, who may corrupt some participants. Two types of adversaries, namely passive and active have been studied in the literature.

Passive Adversary. Participants who are corrupted by a passive adversary properly follow the protocol but try to learn private information of others. That is, a passive adversary has access to the information of corrupted participants, but will not control their behaviour. In other words, a passive adversary threatens the privacy of uncorrupted participants. Note however, that the correctness of the protocol is preserved. Corrupted participants are also called honest-but-curious.

A commonly used parameter to measure the level of security obtained in a multi-party protocol with $n$ participants, is the maximum number of participants that can be corrupted by a passive adversary while the privacy of uncorrupted participants still holds. This parameter is determined by a threshold $t(t<n)$. Protocols that can tolerate up to $t$ corrupted participants, are called $t$-private.

Definition 1. A multi-party protocol is t-private if after completion of the protocol, any subset of up to $t$ participants cannot learn more information (about honest participant private inputs) than what they could derive from their private inputs and the output of the protocol.

Active Adversary. A more serious threat for the security of MPC protocols are corrupted participants who not only try to learn additional information but may also wish to disrupt the protocol. This type of participants are called malicious and they are said to be corrupted by an active adversary, who has access to all information of the corrupted participants, and controls their behaviour. Participants who are corrupted by an active adversary may behave arbitrarily, and may deviate from the protocol at any time.

The main challenge in designing secure MPC protocols in the presence of an active adversary, is to equip the protocol with mechanisms that can detect misbehaving participants and eliminate them from the protocol without influencing the correctness of the protocol. Such protocols are called robust. A measure for expressing the level of robustness is determined by a threshold parameter $t$ $(t<n)$, that is the maximum number of participants that can be corrupted, without an impact on the correctness of the protocol. A protocol that can tolerate up to $t$ malicious participants is called $t$-resilient and is defined as follows.

Definition 2. A multi-party protocol is t-resilient if no set of up to $t$ malicious participants can influence the correctness of the output produced by the protocol.

### 1.1 Preliminaries

Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a set of $n$ participants who wish to compute a function $Y=F\left(x_{1}, \ldots, x_{n}\right)$, where $P_{i}$ holds private input $x_{i}$. Without loss of generality, we will assume that all input variables are elements of a finite field $E$, and the function $F$ can be computed by a circuit over $E$ using the field operations,$+ \times$, the inverse operations and constants from $E$.

The model of computation is a complete synchronous network of $n$ participants. The broadcast and pairwise communication channels between participants are secure, that is, they cannot be read or tampered with by other participants.

## MPC Protocols with a Passive Adversary

A generic MPC protocol consists of the following three phases [4].

1. Initialization. Each participant $P_{i}(i=1, \ldots, n)$ utilizes Shamir's secret sharing scheme [17, and distributes his private input $x_{i}$ amongst all participants in a $t$-private manner. More precisely, $P_{i}$ chooses a random polynomial $f_{i}(x)=x_{i}+a_{1} x+\ldots,+a_{t} x^{t}$, and gives $s_{j, i}=f_{i}(j)$ to participant $P_{j}$ for $j=1, \ldots, n$.
2. Computation. Let $s_{i, k}$ and $s_{i, \ell}$ be $P_{i}$ 's shares, associated with polynomials $f_{k}(x)$ and $f_{\ell}(x)$ for the secrets $x_{k}$ and $x_{\ell}$, respectively. The computation of every linear function is straightforward. In order to compute $x_{k}+x_{\ell}$, each cooperating participant, $P_{i}$, computes $s_{i}^{k+\ell}=s_{i, k}+s_{i, \ell}$, which is the share of $P_{i}$ determined by polynomial $h(x)=f_{k}(x)+f_{\ell}(x)$. Since $h(x)$ is a polynomial of degree (at most) $t$, a set of at least $t+1$ participants who properly follow the protocol can reconstruct the polynomial, and thus retrieve the constant term of the polynomial $h(x)$, which is $x_{k}+x_{\ell}$. Similarly, $c \times x_{k}$, where $c$
is a known scalar, can be computed by $t+1$ participants (each participant $P_{i}$ calculates $c \times s_{i, k}$ as its share of $\left.c \times x_{k}\right)$. That is, for $n>t$, there is a non-interactive protocol for computing every linear function $F\left(x_{1}, \ldots, x_{n}\right)$.

Computation of non-linear functions, however, is not so straightforward. Assume that we want to compute $x_{k} \times x_{\ell}$. Although $P_{i}$ can compute $s_{i}^{k \times \ell}=$ $s_{i, k} \times s_{i, \ell}$, where $s_{i}^{k \times \ell}$ is $P_{i}$ 's share of $x_{k} \times x_{\ell}$, there are two problems. The first problem is that $s_{i}^{k \times \ell}$ is the share of $P_{i}$ determined by the polynomial $h(x)=f_{k}(x) \times f_{\ell}(x)$ whose degree is (at most) $2 t$. The second problem is that $h(x)$ is not a random polynomial.

Assuming that $n>2 t$, the computation can be carried out if the participants collectively redistribute the constant term of the $h(x)$ polynomial, in a $t$-private manner, amongst themselves. This process, also called degree reduction, is necessary, otherwise further multiplications will raise the degree, and once the degree of polynomial is equal to or larger than the number of participants in the system, participants will not have a sufficient number of points to perform the necessary interpolation.

Computation of an additive inverse is straightforward. To compute the additive inverse of $x_{i}$, every participant $P_{j}$ computes the additive inverse of his share, $s_{j, i}$. Computing a multiplicative inverse, however, implies cooperation of all shareholders. Catalano, Gennaro, and Halevi [6] have shown how to compute multiplicative inverses.
3. Reconstruction of the function value. The function $F\left(x_{1}, \ldots, x_{n}\right)$ can be represented as a polynomial containing sum of products and the participants can collectively evaluate first products (product gates) and then sums (sum gates) getting finally the shares of the function value $Y$. In order to reconstruct $Y$, a set of a sufficiently large set of participants can pool their shares and recover the value $Y$.

Thus, in the presence of a passive adversary, a set of $n$ participants can compute every $n$-variate function, in a $t$-private manner, as long as $n>2 t$.

## MPC Protocols with an Active Adversary

The main challenge in designing MPC protocols in the presence of an active adversary is how to deal with malicious participants. In general, robust MPC protocols first identify misbehaving participants and then disqualify them. Two different disqualification techniques are being used:

1. Ignoring the information associated with malicious participants - This strategy is used in MPC protocols that can be completed without utilizing the information coming fom malicious participants.
2. Reconstructing the information associated with malicious participants - This strategy is used in MPC protocols that cannot be completed without using the information owned by corrupted participants. So, after detection of misbehaving participant $P_{i}$, other participants reconstruct the private information of $P_{i}$, and re-share it amongst themselves.

### 1.2 Background

In 1987, Goldreich, Micali, and Wigderson [12] gave a solution to the general MPC problem assuming that one-way functions with trapdoor exist (i.e. their protocol is computationally secure). They have shown that in the presence of passive adversaries, every function can be computed by $n$ participants, in such a way that no subset of less than $n$ participants can learn any additional information apart from the function value. They have also shown that if Byzantine faults are allowed (i.e. an active adversary may corrupt some participants and control their behaviour), every function can be computed by $n$ collaborating participants, as long as the majority of participants is honest.

In 1988, Ben-Or, Goldwasser, and Wigderson [4] and Chaum, Crépeau, and Damgård [7, independently studied unconditionally secure MPC protocols. They have shown that:
(a) In the presence of a passive adversary, no set of size $t<n / 2$ of participants learns any additional information, other than the function value.
(b) If Byzantine faults are allowed, no set of size $t<n / 3$ can learn any additional information or disrupt the protocol.

Relaxing the requirement of perfect security and assuming that broadcast channels exists, Rabin and Ben-Or [16] have shown that in the presence of Byzantine faults, MPC protocols exist if the majority of participants is honest. The privacy achieved is unconditional (with error probability $\epsilon>0$, which can be exponentially small), and does not rely on any assumption about computational intractability. Beaver [2] utilized the verifiable secret sharing (VSS) scheme of [16] and achieved similar results.

The MPC protocols from 477 are determined for $n \geq 3 t+1$ participants, where up to $t$ of them can be corrupted. The disqualification method used in these protocols simply ignores the misbehaving participants, since at any time, there exists at least $2 t+1$ honest participants who properly follow the protocol.

In contast, the protocols from [162] are defined for $n \geq 2 t+1$ participants. After each multiplication, the polynomial associated with the multiplied shares is of degree at most $2 t$. If a malicious participant $P_{i}$ does not cooperate properly, the remaining participants must reconstruct all information in the hands of $P_{i}$, otherwise they cannot interpolate the associated $2 t$-degree polynomial. Reconstruction of information in the hands of a participant is possible since the share of each participant is re-shared via the second level of sharing. This procedure, however, reveals one share associated with the secret input of every participant 11 . In these protocols, after detection and elimination of any malicious participant the degree of threshold parameter is decreased by one. So after elimination of $t$ malicious participants, the threshold parameter drops to zero (i.e., all private information is disclosed to the remaining participants). One may argue that this is not a security problem, since the remaining participants are assumed to be honest.

[^27]Fitzi, Hirt, and Maurer [10] improved the classical results in unconditionally secure MPC by considering a mixed adversary. They have shown that in addition to $t_{a}<n / 3$ actively corrupted participants, privacy can be guaranteed against additionally $t_{p} \leq n / 6$ passively corrupted participants. They have also introduced the concept of $\left(t_{a}, t_{p}\right)$-secure MPC protocols. In a $\left(t_{a}, t_{p}\right)$-secure MPC protocol, correctness of the protocol is guaranteed if up to $t_{a}$ participants are corrupted actively, and privacy of the participants is ensured if (in addition to $t_{a}$ actively corrupted participants) up to $t_{p}$ participants are corrupted passively.

### 1.3 Motivation

All existing MPC protocols with active adversaries assume that uncorrupted participants are truly honest, i.e., they are not even curious in learning private inputs of others. Based on this assumption, some MPC protocols (e.g. [16] 2], [3], 11, [14, etc.) are designed in such a way that after elimination of all misbehaving participants, the remaining ones learn all private information.

Furthermore, an improvement of the classical results provided by Fitzi, Hirt, and Maurer indicates that in addition to $t_{a}$ actively corrupted participants, the adversary may simultaneously corrupt some participants passively. This is in contrast to the assumption that participants who are not corrupted by an active adversary are truly honest.

The paper examines the privacy of MPC protocols and argues that the assumption about participants that are not corrupted are truly honest is unrealistic. We will introduce the notion of the omnipresent adversary. An omnipresent adversary cannot be eliminated from the protocol and can be either passive, active, or mixed. More precisely, we assume that that up to a minority of participants who are not corrupted by an active adversary can be corrupted passively, with the restriction that at any time, the number of corrupt participants does not exceed a predetermined threshold. We will also show that the existence of a $t$-resilient protocol for a group of $n$ participants, implies the existence of a $t^{\prime}$-private protocol for a group of $n^{\prime}$ participants. That is, elimination of misbehaving participants from a $t$-resilient protocol leads to the decomposition of the protocol, and converts it to the $t^{\prime}$-private protocol.

Our adversary model stipulates that a MPC protocol never operates with a set of truly honest participants (which is a more realistic scenario). Therefore, the privacy of all participants who properly follow the protocol will be maintained. In order to achieve these goals in the existing MPC protocols, we present a novel disqualification protocol that avoids exposing the privacy of participants who properly follow the protocol.

Our results are as follows:
Theorem 1. Given a set of $n=2 t+1$ participants in the computationally secure setting, then there exists a t-resilient and t-private MPC protocol provided that, at every stage of the protocol, the total number of actively and passively corrupted participants is not larger than $t$. That is, only one participant may not be corrupted by adversary throughout the execution of the protocol.

Theorem 2. Given a set of $n=3 t+1$ participants in the unconditionally secure setting with perfect secrecy, then there exists a t-resilient and t-private MPC protocol. That is, up to $2 t$ participants may be corrupted by the adversary provided that, at every stage of the protocol, the total number of corrupted participants is not larger than $t$.

Theorem 3. Given a set of $n=2 t+1$ participants in unconditionally secure setting with a negligible failure probability, then there exists a t-resilient and t/2-private MPC protocol. In other words, only t/2 + 1 participants may not be corrupted, provided that, at every stage of the protocol, the total number of corrupted participants does not exceed the threshold parameter.

The rest of this paper is organized as follows. In Section 2, we will give an overview of MPC protocols in the presence of an omnipresent adversary. In Section 3, we will present our approach to disqualification of malicious participants in MPC protocols with an honest majority. In Section 4 we will study the transformation of $t$-resilient protocols into $t^{\prime}$-private protocols. In Sections 5 and 6 we will show how to modify the existing protocols, in order to simultaneously achieve correctness and privacy. Section 7 gives concluding remarks.

## 2 An Overview of MPC with Omnipresent Adversary

Designing MPC protocols under an assumption that participants are truly honest is unrealistic. If we could assume that a single trusted party existed, then the designing of MPC protocols would be easy. In this case, all participants first handed their inputs to the trusted party who would compute the function and announce the result to each participant. This scenario, which is known as an ideal process, has been studied in order to evaluate the security of real-life MPC protocols (see, e.g., [5). Real-life MPC protocols allow $n$ mutually distrusting participants to evaluate a function for their private inputs assuming that some participants are corrupted. Note that as passively corrupted participants follow the protocol, they cannot be eliminated from it. On the other side, malicious participants deviate from the protocol so they can be identified and eliminated from the protocol.

An omnipresent adversary can be seen as an entity which attempts to break either privacy or correctness of MPC protocols by trying to corrupt (passively or actively) some participants. In the case of passive corruption, the adversary has access to all the information held by the corrupted participant while the participant follows the protocol honestly. In the case of active corruption, the adversary has full control over the behavior of the participant who may deviate from the protocol in an arbitrary way. Observe that if a corrupted participant does not follow the protocol, she can be identified and removed from it.

A good example of an omnipresent adversary is a powerful enemy (such as rogue states, terrorist organizations, intelligence agencies, etc.) who is using its large resources to break MPC protocols by trying to corrupt the participants. Clearly, the adversary is not going to be involved in the protocol directly but it
will use the corrupted participants to achieve its goals. From the omnipresent adversary point of view, it would like to achieve its goals with minimum expenses. The expenses are proportional to the number of participants that need to be corrupted. It may also be assumed that a passive corruption may be easier and cheaper than an active corruption.

Our adversarial model is more general and powerful. In particular, it is dynamic so the composition of corrupted participants may change throughout the protocol execution. The number of participants that can be corrupted is larger than the threshold parameter, with the restriction that at any time, the number of corrupted participants does not exceed the threshold parameter. That is, if some actively corrupted participants are detected and eliminated, the adversary is allowed to corrupt some other participants. Strictly speaking, in the computationally secure MPC protocols (e.g. [12), a t-resilient protocol works if $n \geq 2 t+1$. That is, up to $t$ participants can be corrupted actively, and the remaining $t+1$ participants are assumed to be honest. In our model, up to $t$ participants can be corrupted actively, and up to $t$ participants can be corrupted passively (only one participant may not be corrupted). In the unconditionally secure protocols with perfect secrecy (e.g. [4), a t-resilient protocol works if $n \geq 3 t+1$, where up to $2 t+1$ participants are honest. In our model, up to $t$ participants can be corrupted actively, and up to $t$ participants can be corrupted passively (i.e., there are at least $t+1$ honest participants). Similarly, in majorityhonest MPC protocols with small probability of error (e.g., [162]), a t-resilient protocol works if $n \geq 2 t+1$, where up to $t+1$ participants are honest. In our model, up to $t$ participants can be corrupted actively, and up to $t / 2$ participants can be corrupted passively, (i.e. there are at least $t / 2+1$ honest participants).

### 2.1 Proactive Secret Sharing Scheme

One can see that the number of corrupted participants in the protocol life-time can be greater than the threshold parameter $t$. If our protocols are implemented using a static secret sharing, then the adversary who learns more than $t$ shares will be able to recover the private information. To prevent this, we employ the well-known proactive secret sharing technique [13. A proactive secret sharing ensures the privacy of a secret by periodically renewing the shares of participants, without changing the secret, in such a way that information gained by an adversary in one time period is useless for the adversary in another time period. In other words, in an ordinary $t$-private secret sharing, its privacy is assured if, throughout the entire life-time of the secret, the adversary is not able to compromise more than $t$ shares. In contrast, for a $t$-private proactive secret sharing, its privacy is guaranteed if at any time period (between two consecutive renewals), the adversary does not compromise more than $t$ shares.

The proactive secret sharing of [13] consists of $n$ participants, where each participant is connected to a common broadcast channel $C$, where messages sent on $C$ instantly reach each party connected to it. The time is divided into time-periods (e.g. a day, a week, etc.). At the beginning of each time-period the participants update their shares using an interactive share renewal protocol.

The adversary can corrupt participants at any moment. If a participant $P_{j}$ is corrupted during an update phase $T_{i+1}$, it will be considered as corrupted during both time-periods $T_{i}$ and $T_{i+1}$. If the adversary leaves a corrupted participant $P_{j}$ before the update phase $T_{i+1}$, then the adversary will not have any control over the communications of $P_{j}$, and thus has no information about the updated shares of $P_{j}$ (i.e. $P_{j}$ is no longer corrupted). The underlying secret sharing scheme is the Shamir [17] threshold scheme. The number of participants is $n=2 t+1$, where during each time-period, the adversary can corrupt up to $t$ participants. Assume that a secret $x_{i}$ is shared amongst the set of $n$ participants, in a $t$-private manner. In the update phase, each participant $P_{j}$ distributes $s_{j, i} \Pi_{i=1, i \neq j}^{n} \frac{j}{j-i}$ amongst all participants in a $t$-private manner. Each participant $P_{\ell}$ adds all new shares received during the update phase, and takes it as his share of the secret $x_{i}$, and deletes the old share $s_{\ell, i}$ plus all partial shares. This process is correct, because $x_{i}=\sum_{j=1}^{n} s_{j, i} \Pi_{i=1, i \neq j}^{n} \frac{j}{j-i}$. The verifiable secret sharing (VSS) used in [13] is computationally secure and based on the Feldman VSS 9]. However, unconditional security is achievable by utilizing the Pedersen VSS from [15].

There are some differences between the proactivization used in [13], and in the MPC protocols with omnipresent adversary. They are as follows.
(a) The purpose of the update phase in [13] is to correct the shares of the participants that have been corrupted by an active adversary or alternatively by errors caused by other problems such as system crashes, for instance. Note that for the randomization and degree-reduction, we do not correct the shares of corrupted participants. Instead, we identify the corrupted participants and eliminate them from the protocol.
(b) The update phase of [13] is performed at the beginning of each time-period, while in our MPC protocols, it is done at the randomization and degree reduction stage.
(c) Similarly to 13, we allow the adversary to leave some corrupted participants alone until the execution of the randomization and degree reduction protocols. After proactivization, actively corrupted participants are eliminated from the protocol, while passively corrupted participants who have not been controlled by the adversary will have new shares that are not known to the adversary, and therefore they are not considered as corrupted participants any more. Now, the adversary may wish to corrupt some new participants (from the set of all remaining participants). That is, in our MPC protocols, the set of corrupted participants is dynamic.

It is worth mentioning that the proactivization process will not add too much overhead to our MPC protocols. This is due to the fact that in MPC protocols, the degree reduction procedure is, indeed, a proactivization of the participant shares. The only information that needs to be re-shared is the share of each participant from the other participant secret information. We observe that this is also done in MPC protocols with an honest majority, since after the threshold parameter is decreased, all information is re-shared using the new threshold. The overhead applies only to MPC protocols with fixed threshold parameter.

## 3 Disqualification in MPC with Honest Majority

Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a set of $n$ participants who wish to compute a function $Y=F\left(x_{1}, \ldots, x_{n}\right)$, where participants $P_{i}$ hold their private inputs $x_{i}$, assuming that $n=2 t+1$, and the initial threshold parameter is $t$. Disqualification of a malicious participant $P_{i}$ requires the reconstruction of the information in the hand of $P_{i}$, otherwise the protocol cannot be completed. The elimination of malicious participants, however, has to reduce the threshold parameter, otherwise the current number of participants cannot interpolate the polynomial associated with their shared information. In the existing MPC protocols, elimination of each malicious participant decreases the threshold parameter by one. After elimination of $t$ malicious participants, the threshold parameter becomes zero, i.e., the remaining participants learn all private information.

In this section we will present a new disqualification technique that preserves the privacy of all participants who properly follow the protocol. Let $D$ denote the number of eliminated participants from the system (initially, $D=0$ ). After detecting a malicious participant, say $P_{i}(1 \leq i \leq n)$, increase the value of $D$ by one and perform the following steps.

1. If $D$ is an odd integer, private information of $P_{i}$ is reconstructed by the other participants. If this occurs in the initialization phase, no further action is required. If this occurs in the computation phase, relevant computations (i.e. multiplication of relevant shares, randomization, and degree reduction procedure) associated with $P_{i}$ will be performed publicly. This process reveals the private input $x_{i}$ (which is not an issue, since it is a random value), and one share associated with the private input of each participants who properly follow the protocol. After the threshold parameter is reduced by one and all values are re-shared (see the next item), the knowledge of these shares is redundant.
2. If $D$ is an even integer, only the secret input $x_{i}$ is reconstructed, and the threshold parameter is decreased by 1 . If this occurs in the initialization phase, the remaining participants repeat the initialization phase using a threshold parameter $t^{\prime}=t-1$. If this occurs in the computation phase, the remaining participants re-share their partial results using a new threshold parameter $t^{\prime}=t-1$, and continue the protocol using this new threshold parameter $t^{\prime}$. Implicitly, this is a proactivization of a $(t, n)$-threshold scheme to a $(t-1, n-2)$-threshold scheme.

As the result of applying our disqualification technique, after occurrence of $t$ faults, the number of remaining participants in the system is $t+1$, and the threshold parameter is $t^{\prime}=t-t / 2=t / 2$. Therefore, no subset of up to $t / 2$ participants learn any additional information about the secret input of participants who have properly followed the protocol.

## 4 Decomposition of $t$-resilient Protocols

According to the definition of $t$-resilient protocols, after elimination of all malicious participants, the remaining participants must be able to complete the
protocol. In other words, in the absence of all eliminated participants (even if they voluntarily withdrew from the protocol), the remaining participants must be able to complete the protocol.

Theorem 4. Let a t-resilient MPC protocol $\pi$ realizes task $T$ for a group of $n$ participants, then there exists a t'-private MPC protocol $\pi^{\prime}$ that realizes task $T$ for a group of $n^{\prime}$ participants, where $n^{\prime} \geq n-t$ and $t / 2 \leq t^{\prime} \leq t$.

Proof. If no participant misbehaves, the $t$-resilient MPC protocol $\pi$ realizes task $T$ in a secure manner (they obtain the correct result, where privacy of all inputs is maintained in a t-private manner). That is, a $t$-resilient MPC protocol is necessarily a $t$-private MPC protocol. Note that the inverse statement is not true. Having a $t$-private MPC protocol that realizes a task $T$, does not imply that we can design a t-resilient MPC protocol for the task. If all (or some) of the malicious participants are eliminated from the protocol, the remaining participants must be able to complete the protocol. Completion of the protocol means that remaining participants continue to perform the protocol $\pi$. If all malicious participants are eliminated, the number of remaining participants will be at most $n^{\prime}=n-t$ (since at most $t$ participants are eliminated). That is, protocol $\pi$ continues with $n^{\prime}$ participants, where no fault occurs. In this case, $\pi$ is not necessarily a $t$-private protocol, since the threshold parameter may have been reduced to $t^{\prime}$, where $t / 2 \leq t^{\prime} \leq t$. This completes the proof, assuming that protocol $\pi^{\prime}$ is a version of protocol $\pi$ in which the verification procedures are omitted.

Indeed, a common practice in designing a $t$-resilient protocol is to equip a $t^{\prime}$ private protocol with mechanisms that can manage malicious participants. That is, a $t$-resilient protocol can be decomposed into two phases, namely, detection and elimination of malicious participants and then the execution of a $t^{\prime}$-private protocol $\pi^{\prime}$ for a group of $n^{\prime}$ participants.

For example, consider computationally secure MPC protocols given by Goldreich et al. in 12 . They proved that there exists a $t$-resilient MPC protocol for a group of at least $2 t+1$ participants, and there exists a $t$-private MPC protocol for a group of at least $n^{\prime}=t+1$ participants. In other words, their $t$-resilient protocol can be decomposed into two sub-protocols, namely, detection of malicious participants and running their $t$-private protocol for the participants that honestly follow the protocol.

In an unconditionally secure setting, the protocols studied in [4] and [7 indicate that their $t$-resilient MPC protocol works for a group of at least $3 t+1$ participants, and their $t$-private protocol works for a group of at least $2 t+1$ participants. That is, their t-resilient protocols can be decomposed in similar way, first detection and elimination of malicious participants and next the execution of a $t$-private protocol.

In MPC protocols with honest majority (alternatively, with faulty minority), their $t$-resilient MPC protocol works with a group of at least $2 t+1$ participants. Although they have not discussed the case of passive adversary, classical results
indicate that a $t$-private requires at least $2 t+1$ cooperating participants. However, in their $t$-resilient MPC protocol with at least $2 t+1$ participants, after elimination of $t$ misbehaving participants, the remaining number of participants is $t+1$. That is, decomposition of their $t$-resilient protocol gives a $t / 2$-private protocol.

## 5 Perfectly Secure MPC with Omnipresent Adversary

Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ be a set of $n$ participants who wish to compute a function $Y=F\left(x_{1}, \ldots, x_{n}\right)$, where each participant $P_{i}$ holds her private input $x_{i}$. To construct a perfectly secure MPC with an omnipresent adversary, we employ the MPC protocol from [4]. In the case of passively corrupted participants, if $n \geq 2 t+$ 1, their $t$-private MPC protocol provides perfect privacy. In the case of actively corrupted (malicious) participants, if $n \geq 3 t+1$, their $t$-resilient MPC protocol provides perfect privacy, assuming that up to $t$ participants can be malicious and other participants honestly follow the protocol. In their $t$-resilient protocol with $3 t+1$ participants, after elimination of all misbehaving participants, there will be $2 t+1$ remaining participants in the system, which is large enough to construct a $t$-private protocol. That is, decomposition of their $t$-resilient protocol should lead to a $t$-private protocol. Since the threshold parameter is fixed, the number of corrupt participants at any time must not exceed the threshold parameter $t$. That is, we modify their disqualification procedure as follows (the rest of the protocol remains unchanged):

1. After the detection and elimination of a malicious participant $P_{i}$ (for detail procedure, see [4]), the remaining participants perform proactivization of their shares from the other participant secret inputs.
2. After proactivization, the adversary is allowed to corrupt a new participant, either passively or actively, subject to the condition that the number of actively corrupted participants in the life-time of the protocol does not exceed $t$.
3. The remaining participants continue the protocol as in 4. After elimination of at most $t$ malicious participants, the system consists of at least $2 t+1$ participants, where up to $t$ participants are corrupted passively. Classical results indicate that an unconditionally secure $t$-private MPC protocol exists for this set of participants. That is, a t-resilient protocol is converted to a $t$-private protocol.

Remark 1. In computationally secure MPC, the $t$-resilient protocol from 12 starts with $2 t+1$ participants. Performing their protocol in the presence of an omnipresent adversary, and utilizing the above elimination technique, after elimination of $t$ malicious participants, the system consists of $t+1$ participants, where $t$ of them are corrupted passively. Results of 12$]$ indicate that a computationally secure $t$-private MPC protocol exists for this set of participants. That is, a $t$-resilient protocol is converted to a $t$-private protocol.

### 5.1 Security Discussion

This modified protocol is as secure as the original MPC protocol from 4]. This is because the adversary cannot learn any additional information (due to proactivization, information obtained in one time period is useless for another time period, and at each time period the scheme is t-private). Also, correctness of the result will not be affected, because up to $t$ additional passively corrupted participants honestly follow the protocol.

Moreover, if $t_{a}$ and $t_{p}$ denote the number of actively and passively corrupted participants at any time period, the following conditions always hold:
(a) $3 t_{a}+t_{p}<n$.

Considering the fact that $t_{a} \leq t$ and after elimination of any misbehaving participant, one participant will be corrupted passively, if $k(0 \leq k \leq t)$ participants are eliminated, $3 t_{a}+t_{p} \leq 3(t-k)+k=3 t-2 k \leq n-k$.
(b) $2 t_{a}+2 t_{p}<n$.

Similarly, $2 t_{a}+2 t_{p} \leq 2(t-k)+2(k)=2 t<n-k$.
That is, at every stage, our protocol satisfies the results of 10 .
Theorem 5. Given an MPC protocol defined in [4]. A set of $n$ participants can compute every function perfectly $\left(t_{a}, t_{p}\right)$-securely if and only if $3 t_{a}+t_{p}<n$ and $2 t_{a}+2 t_{p}<n$. The computation is polynomial in $n$ and linear in the size of the circuit. This holds whether a broadcast channel is available or not.

## 6 Honest Majority MPC with Omnipresent Adversary

In MPC protocols with honest majority, a set of $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\}$ participants wish to compute a function $Y=F\left(x_{1}, \ldots, x_{n}\right)$, where each participant $P_{i}$ holds her private input $x_{i}$. Although existing MPC with honest majority do not consider the case of a passive adversary, the condition $n \geq 2 t+1$ is the tight bound for designing a $t$-private MPC protocol, even if a broadcast channel is available. In the case of an active adversary, assuming that a public channel exists, a $t$-resilient MPC is achievable if $n \geq 2 t+1$. The secrecy of these protocols is unconditional, with error probability $\epsilon$, which can be exponentially small.

To construct an MPC with honest majority in the presence of an omnipresent adversary, we employ the protocol from [16]. However, we utilize our disqualification technique (see Section (3), that ensures the privacy of participants who properly follow the protocol. So, our construction for MPC with honest majority works as follows:

1. After the detection and elimination of every two misbehaving participants, the threshold parameter is reduced by one (see our disqualification in Section 3). The process of re-sharing all information with a new threshold parameter $t^{\prime}=t-1$, implicitly, is a proactivization of the shares associated with the function value and the participant inputs.
2. After reducing the threshold, the adversary is allowed to corrupt a new participant, either in passive or active mode, provided that the number of actively corrupted participants in the life-time of the protocol does not exceed $t$.
3. The remaining participants continue the protocol as in [16], using the new threshold $t^{\prime}$. After elimination of at most $t$ misbehaving participants, the system consists of at least $t+1$ participants, where up to $t / 2$ participants are corrupted passively. Classical results indicate that an unconditionally secure $t / 2$-private MPC protocol exists for this set of participants. That is, a $t$-resilient protocol is converted to a $t / 2$-private protocol.

We observe that the "honest majority" (alternatively "faulty minority") title is more suitable for our protocol (see above), since at every stage of the protocol, only the minority/majority of participants in the system are corrupt/honest. While in [16]2], after elimination of corrupt players, all remaining participants are honest.

### 6.1 Security Discussion

The modified protocol is as secure as the original MPC protocol from [16]. This is true because the adversary cannot learn any additional information since at each time period the scheme is $t^{\prime}$-private. Also, correctness of the result will not be affected, because up to $t / 2$ additional passively corrupted participants honestly follow the protocol.

Moreover, if $t_{a}$ and $t_{p}$ denote the number of actively and passively corrupted participants at any time period, the condition $2 t_{a}+2 t_{p}<n$, is satisfied. This is because $2 t_{a}+2 t_{p} \leq 2(t-k)+2 k / 2 \leq 2 t-k<n-k$. So, at every stage, our protocol satisfies the results of [10].
Theorem 6. Given the MPC protocol defined in [16]. Then allowing an negligible failure probability and given a broadcast channel, a set of $n$ participants can compute every function $\left(t_{a}, t_{p}\right)$-securely if and only if $2 t_{a}+2 t_{p}<n$. The computation is polynomial in $n$ and linear in the size of the circuit.

## 7 Conclusions

We have investigated the privacy of MPC protocols in the presence of omnipresent adversary. The omnipresent adversary can be either passive, active, or mixed. We have shown that up to a minority of participants who are not corrupted actively, can be corrupted passively, with the restriction that at any time, the number of corrupt participants does not exceed a predetermined threshold.

Our adversary model stipulates that MPC protocols never run with a set of truly honest participants (which is a more realistic assumption). Therefore, privacy of all participants who properly follow the protocol will be maintained.

Remark 2. In this paper we have used the protocols from 4] and [16] (that are perfectly secure with a negligible failure probability) and showed how the omnipresent adversary works for these protocols. For the perfect security case, the

Table 1. Comparison of existing t-resilient MPC protocols and MPC protocols with an omnipresent adversary

| Security Model | Adversary <br> model | Number of <br> participants | Actively <br> corrupted | Passively <br> corrupted | Uncorrupted <br> participants |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Computational | Active | $n=2 t+1$ | $t$ | 0 | $t+1$ |
|  | Omnipresent | $n=2 t+1$ | $t$ | $t$ | 1 |
| Unconditional without <br> broadcast channel | Active | $n=3 t+1$ | $t$ | 0 | $2 t+1$ |
|  | Omnipresent | $n=3 t+1$ | $t$ | $t$ | $t+1$ |
| Unconditional with <br> broadcast channel | Active | $n=2 t+1$ | $t$ | 0 | $t+1$ |
|  | Omnipresent | $n=2 t+1$ | $t$ | $t / 2$ | $t / 2+1$ |

maximum number of corrupted participants at any time is $t$, and for MPC protocols with a negligible failure probability, the maximum number of corrupted participants at any time is $t^{\prime}\left(t / 2 \leq t^{\prime} \leq t\right)$, see Table 1. Applying the protocol from [10] improves these bounds, but will not increase the total number of participants that can be corrupted in the protocol life-time. This is because, in the presence of a passive adversary, $n>2 t$ (or $n \geq 2 t+1$ ) is a tight bound regardless of a type of the protocol.

## Acknowledgments

We are grateful to the anonymous referees for their constructive comments. The second co-author was supported by Australian Research Council grant DP0663452.

## References

1. Almansa, J., Damgård, I., Nielsen, J.: Simplified Threshold RSA with Adaptive and Proactive Security. In: Vaudenay, S. (ed.) EUROCRYPT 2006. LNCS, vol. 4004, pp. 593-611. Springer, Heidelberg (2006)
2. Beaver, D.: Multiparty protocols tolerating half faulty processors. In: Brassard, G. (ed.) CRYPTO 1989. LNCS, vol. 435, pp. 560-572. Springer, Heidelberg (1990)
3. Beaver, D.: Secure Multiparty Protocols and Zero-Knowledge Proof Systems Tolerating a Faulty Minority. Journal of Cryptology 4, 75-122 (1991)
4. Ben-Or, M., Goldwasser, S., Wigderson, A.: Completeness Theorem for NonCryptographic Fault-Tolerant Distributed Computation. In: Proceedings of the 20th ACM Annual Symposium on the Theory of Computing (STOC 1988), pp. 1-10 (1988)
5. Canetti, R.: Security and Composition of Multiparty Cryptographic Protocols. Journal of Cryptology 13, 143-202 (2000)
6. Catalano, D., Gennaro, R., Halevi, S.: Computing Inverses over a Shared Secret Modulus. In: Preneel, B. (ed.) EUROCRYPT 2000. LNCS, vol. 1807, pp. 190-206. Springer, Heidelberg (2000)
7. Chaum, D., Crépeau, C., Damgård, I.: Multiparty Unconditionally Secure Protocols. In: Proceedings of the 20th ACM Annual Symposium on the Theory of Computing (STOC 1988), pp. 11-19 (1988)
8. Dolev, D., Dwork, C., Waarta, O., Yung, M.: Perfectly Secure Message Transmission. Journal of the ACM 40, 17-47 (1993)
9. Feldman, P.: A Practical Scheme for Non-interactive Verifiable Secret Sharing. In: $28^{\text {th }}$ IEEE Symposium on Foundations of Computer Science, pp. 427-437 (October 1987)
10. Fitzi, M., Hirt, M., Maurer, U.: Trading correctness for privacy in unconditional multi-party computation. In: Krawczyk, H. (ed.) CRYPTO 1998. LNCS, vol. 1462, pp. 121-136. Springer, Heidelberg (1998)
11. Gennaro, R., Rabin, M., Rabin, T.: Simplified VSS and Fast-track Multiparty Computations with Applications to Threshold Cryptography. In: 17th Annual ACM Symposium on Principles of Distributed Computing, pp. 101-111 (1998)
12. Goldreich, O., Micali, S., Wigderson, A.: How to Play any Mental Game. In: Proceedings of the 19th ACM Annual Symposium on the Theory of Computing (STOC 1987), May 25-27, pp. 218-229 (1987)
13. Herzberg, A., Jarecki, S., Krawczyk, H., Yung, M.: Proactive secret sharing or: How to cope with perpetual leakage. In: Coppersmith, D. (ed.) CRYPTO 1995. LNCS, vol. 963, pp. 339-352. Springer, Heidelberg (1995)
14. Hirt, M., Maurer, U., Przydatek, B.: Efficient Secure Multi-party Computation. In: Okamoto, T. (ed.) ASIACRYPT 2000. LNCS, vol. 1976, pp. 143-161. Springer, Heidelberg (2000)
15. Pedersen, T.: Non-Interactive and Information-Theoretic Secure Verifiable Secret Sharing. In: Feigenbaum, J. (ed.) CRYPTO 1991. LNCS, vol. 576, pp. 129-140. Springer, Heidelberg (1992)
16. Rabin, T., Ben-Or, M.: Verifiable Secret Sharing and Multiparty Protocols with Honest Majority. In: Proceedings of the 21th ACM Annual Symposium on the Theory of Computing (STOC 1989), pp. 73-85 (1989)
17. Shamir, A.: How to Share a Secret. Communications of the ACM 22, 612-613 (1979)
18. Yao, A.: Protocols for Secure Computations. In: The 23rd IEEE Symposium on the Foundations of Computer Science, pp. 160-164 (1982)

# Blind and Anonymous Identity-Based Encryption and Authorised Private Searches on Public Key Encrypted Data 

Jan Camenisch ${ }^{1}$, Markulf Kohlweiss ${ }^{2}$, Alfredo Rial ${ }^{2}$, and Caroline Sheedy ${ }^{3}$<br>${ }^{1}$ Zurich Research Lab<br>IBM Research<br>jca@zurich.ibm.com<br>${ }^{2}$ ESAT-COSIC / IBBT<br>Katholieke Universiteit Leuven<br>\{markulf.kohlweiss, alfredo.rialduran\}@esat.kuleuven.be<br>${ }^{3}$ School of Computing<br>Dublin City University<br>csheedy@computing.dcu.ie


#### Abstract

Searchable encryption schemes provide an important mechanism to cryptographically protect data while keeping it available to be searched and accessed. In a common approach for their construction, the encrypting entity chooses one or several keywords that describe the content of each encrypted record of data. To perform a search, a user obtains a trapdoor for a keyword of her interest and uses this trapdoor to find all the data described by this keyword.

We present a searchable encryption scheme that allows users to privately search by keywords on encrypted data in a public key setting and decrypt the search results. To this end, we define and implement two primitives: public key encryption with oblivious keyword search (PEOKS) and committed blind anonymous identity-based encryption (IBE). PEOKS is an extension of public key encryption with keyword search (PEKS) in which users can obtain trapdoors from the secret key holder without revealing the keywords. Furthermore, we define committed blind trapdoor extraction, which facilitates the definition of authorisation policies to describe which trapdoor a particular user can request. We construct a PEOKS scheme by using our other primitive, which we believe to be the first blind and anonymous IBE scheme.

We apply our PEOKS scheme to build a public key encrypted database that permits authorised private searches, i.e., neither the keywords nor the search results are revealed.


Keywords: Blind identity-based encryption, searchable encryption, public key encryption with keyword search.

## 1 Introduction

Vast quantities of sensitive personal data are retained for the purpose of network forensics and cyber investigations [1]. The advantages of the availability of such data for the investigation of serious crimes and the protection of national security are considerable.

However, these advantages must be counterpoised by the dangers that such data could fall into the wrong hands.

The encryption of retained data is a desirable counter measure against data theft. But how, then, can the investigator, such as the police or a secret service, search the data without having to decrypt the whole database? What if the investigator should only be given access to data that fulfills certain criteria? This seems to be a hard problem, as the criteria themselves may be sensitive and thus requiring protective measures, such as encryption. Moreover, a secret service is often reluctant to reveal the type of queries it wants to run on the encrypted database.

We consider a scenario in which an investigator searches for data described by multiple keywords without revealing the keywords or the search results to the database server. This scenario is akin to the private searching of streaming data presented in [2]. While in [2] the data is searched as it is generated (and can thereafter be discarded), in our scenario data is first stored in encrypted form and can be searched at a later stage. To provide a high level of security we make use of asymmetric cryptography. The database server only possesses the public encryption key (and cannot decrypt the retained data itself). In this way, data that is already encrypted remains secure even against a strong adversary that breaks into the database server. The decryption key is stored by a security server, which will only be involved when executing search queries.

As the details of queries made are to be obscured even from the security server, it is necessary to impose some restrictions on the investigator. Thus we introduce some checks and balances to avoid abuse by overzealous or malicious investigators. One obvious restriction is in the number of queries that the investigator can make. An unreasonable number of requests may be an indication of abuse. Another restriction that we consider is to involve a judge in granting search warrants to the investigator. The keyword is still hidden, but the security server is guaranteed that a judge (or another authority figure) has approved the search for a specific keyword.

In [3] the authors build an encrypted and searchable audit log. They propose two schemes, one based on symmetric encryption and one based on asymmetric encryption. They conclude that asymmetric encryption provides better security, as it reduces the trust in the encrypting entity. Our work can be seen as an extension of their asymmetric scheme with the possibility to obliviously search the encrypted database. For the symmetric case, in which the audit log server knows all the information needed for decrypting the database, the problem of performing oblivious searches is covered by [45]. The problem of oblivious searching on public key encrypted data is more difficult.

Outline of our solution. In [3], the asymmetric searchable encryption scheme is based on identity-based encryption (IBE) [6]. The keywords themselves are used to encrypt the database, i.e., they are the identity strings of the IBE scheme. The anonymity property of Boneh-Franklin IBE scheme [6] ensures that a ciphertext does not leak the identity string used to generate the encryption. The security server holds the master secret key that is used to derive the secret keys corresponding to the keywords that are needed for searching. A similar technique for searchable encryption was formalized as public key encryption with keyword search (PEKS) by [7]. In PEKS, the derived keys are referred to as search trapdoors, which can be given to third parties to grant them search rights.

When trying to build an oblivious search mechanism for such a database we have to address two difficulties: hiding the keywords from the security server and hiding the search results from the database. For the former, we present two new cryptographic primitives. The first one is committed blind anonymous IBE. In this context, anonymous means that the ciphertext does not leak the key (identity) under which it was encrypted [89] and blind means that a user can request the decryption key for a given identity without the key generation entity learning the identity [10]. The work of [10] describes how to construct blind key derivation protocols for [11] and [12]13], but these schemes are not anonymous. Moreover, it is much harder to derive a blind key derivation protocol for the Boneh-Franklin IBE scheme [6] used in [3], and we are interested in IBE schemes that do not require random oracles for their security proofs. (As shown by [14|15|16], a scheme may be insecure even if proven secure in the random oracle model.) As a corollary to our results, we obtain the first instantiation of [3] secure without random oracles.

We design a committed blind anonymous IBE scheme based on the anonymous IBE scheme due to [9]. As the scheme in [9] is only selective ID secure [11], we extend it with adaptive ID security [17] and prove the modified scheme secure. For the modified scheme we design a blind key extraction protocol. This leads to the first blind anonymous IBE scheme we are aware of. We extend the definition of blind IBE to allow for the derivation of a secret key for a committed identity. This allows the key generation entity to enforce authorisation policies on the identities for which a secret key is requested, as described in [18].

The second primitive we present is public key encryption with oblivious keyword search (PEOKS), which we implement using our committed blind anonymous IBE scheme. First, we extend the definition of PEKS to incorporate the encryption of a secret message when computing a searchable encryption. This secret message can contain a symmetric key, which allows PEKS to be used directly in settings such as [3]. Then we define blind key extraction with committed keywords, which facilitates the use of a policy that states for which keywords a trapdoor can be extracted while still keeping them hidden from the trapdoor generation entity.

In order to hide the search results from the database one could in theory download the whole database and then use PEOKS to do the search. This is inefficient. We describe a data structure that allows to use private information retrieval (PIR) [19] to improve the communication efficiency of the search.

Our contribution. We define and construct the first blind anonymous IBE scheme. We generalize PEKS to be usable in settings such as [3], and we extend it to incorporate the facility to perform oblivious keywords searches (PEOKS). Both our blind anonymous IBE scheme and our PEOKS scheme support committed blind key extraction and thus allow for complex policies. Finally, we describe the first public key encrypted database that allows for oblivious searches, i.e., both the keywords and the search results remain hidden.

Outline of the paper. In Sect. 2 we introduce basic concepts and security assumptions and in Sect. 3 we define committed blind anonymous IBE and PEOKS. We construct a committed blind anonymous IBE scheme and we show how to apply it to build a PEOKS scheme in Sect. 4. In Sect. 5, we describe the use of PEOKS to construct a
privacy-preserving searchable encrypted database. Finally, Sect. 6 draws a conclusion and discusses future work.

## 2 Technical Preliminaries

A function $\nu$ is negligible if, for every integer $c$, there exists an integer $K$ such that for all $k>K,|\nu(k)|<1 / k^{c}$. A problem is said to be hard (or intractable) if there exists no probabilistic polynomial time (p.p.t.) algorithm on the size of the input to solve it. $\epsilon$ denotes the empty string.

Bilinear Maps. Let $G_{1}, G_{2}$ and $G_{T}$ be groups of prime order $p$. A map $e: G_{1} \times G_{2} \rightarrow$ $G_{T}$ must satisfy the following properties:
(a) Bilinearity. A map $e: G_{1} \times G_{2} \rightarrow G_{T}$ is bilinear if $e\left(a^{x}, b^{y}\right)=e(a, b)^{x y}$;
(b) Non-degeneracy. For all generators $g \in G_{1}$ and $h \in G_{2}, e(g, h)$ generates $G_{T}$;
(c) Efficiency. There exists an efficient algorithm BMGen $\left(1^{k}\right)$ that outputs $\left(p, G_{1}, G_{2}\right.$, $\left.G_{T}, e, g, h\right)$ to generate the bilinear map and an efficient algorithm to compute $e(a, b)$ for any $a \in G_{1}, b \in G_{2}$.

The security of our scheme is based on the following number-theoretic assumptions:
Definition 1 (Decision BDH). Given $g, g^{a}, g^{b}, g^{c} \in G_{1}, h, h^{a}, h^{b} \in G_{2}$, and $Z \in G_{T}$ for random exponents $a, b, c \in Z_{p}$, decide whether $Z=e(g, h)^{a b c}$ or a random element from $G_{T}$. The Decision BDH assumption holds if all p.p.t algorithms have negligible advantage in solving the above problem.

Definition 2 (Decision Linear). Given $g, g^{a}, g^{b}, g^{a c}, g^{b d}, Z \in G_{1}, h, h^{a}, h^{b} \in G_{2}$ for random exponents $a, b, c, d \in Z_{p}$, decide whether $Z=g^{c+d}$ or a random element in $G_{1}$. The Decision Linear assumption holds if all p.p.t algorithms have negligible advantage in solving the above problem.

Commitment Schemes. A commitment scheme is a two phase scheme that allows a user to commit to a hidden value, while preserving the ability of the user to reveal the committed value at a later stage. The properties of a commitment scheme are hiding: the value committed to must remain undiscovered until the reveal stage, and binding: the only value which may be revealed is the one that was chosen in the commit stage.

We use the perfectly hiding commitment scheme proposed by Pedersen [20]: Given a group $G$ of prime order $p$ with generators $g$ and $h$, generate a commitment $C$ to $x \in Z_{p}$ by choosing at random open $x_{x} \leftarrow Z_{p}$ and computing $C=g^{x} h^{\text {open }}$. The commitment is opened by revealing $x$ and open $_{x}$.

Proofs of Knowledge. We use several existing results to prove statements about discrete logarithms; (1) proof of knowledge of a discrete logarithm modulo a prime [21], (2) proof of knowledge of the equality of some element in different representations [22], (3) proof that a commitment opens to the product of two other committed values [23|24|25], and (4) proof of the disjunction or conjunction of any two of the previous [26]. These results are often given in the form of $\Sigma$-protocols but they can be turned into zeroknowledge protocols using efficient zero-knowledge compilers [27|28].

When referring to the proofs above, we follow the notation introduced by Camenisch and Stadler [29] for various proofs of knowledge of discrete logarithms and proofs of the validity of statements about discrete logarithms.

$$
P K\left\{(\alpha, \beta, \delta): y=g^{\alpha} h^{\beta} \wedge \tilde{y}=\tilde{g}^{\alpha} \tilde{h}^{\delta}\right\}
$$

denotes a "zero-knowledge Proof of Knowledge of integers $\alpha$, $\beta$, and $\delta$ such that $y=$ $g^{\alpha} h^{\beta}$ and $\tilde{y}=\tilde{g}_{\tilde{G}}^{\alpha} \tilde{h}^{\delta}$ holds", where $y, g, h, \tilde{y}, \tilde{g}$, and $\tilde{h}$ are elements of some groups $G=$ $\langle g\rangle=\langle h\rangle$ and $\tilde{G}=\langle\tilde{g}\rangle=\langle\tilde{h}\rangle$ that have the same order. (Note that some elements in the representation of $y$ and $\tilde{y}$ are equal.) The convention is that letters in the parenthesis, in this example $\alpha, \beta$, and $\delta$, denote quantities whose knowledge is being proven, while all other values are known to the verifier. There exists a knowledge extractor which can extract these quantities from a successful prover.

## 3 Definitions of Committed Blind Anonymous IBE and PEOKS

### 3.1 Anonymous Identity-Based Encryption

We recall the definition of identity-based encryption [6]. An IBE scheme $\Pi$ consists of the algorithms (IBESetup, IBEExtract, IBEEnc, IBEDec):
$\operatorname{IBESetup}\left(1^{k}\right)$ outputs parameters params and master secret key $m s k$.
IBEExtract (params, msk, id) outputs the secret key $s k_{i d}$ for identity $i d$.
IBEEnc(params, $i d, m$ ) outputs $c t$ encrypting $m$ under $i d$.
IBEDec (params, $s k_{i d}, c t$ ) outputs message $m$ encrypted in $c t$.
An IBE scheme is anonymous [30], if it is not possible to associate the identity id used to encrypt a message $m$ with the resulting ciphertext $c t$ (in the context of public key encryption this is also known as key privacy [31]).

Abdalla et al. [30] define anonymity through a security game in which the adversary receives a ciphertext encrypted with an identity that is randomly picked from two identities of his choosing. The adversary has to guess the identity used to encrypt the ciphertext. As in [8], we combine this game with the standard chosen plaintext security game for IBE in which the adversary needs to guess which message out of two possible messages was encrypted ${ }^{1}$

Definition 3 (Secure Anonymous IBE [30]). Let $k$ be a security parameter. An anonymous IBE scheme $\Pi$ is secure if every p.p.t. adversary $\mathcal{A}$ has an advantage negligible in $k$ in the following game:
Setup. The game runs $\operatorname{IBESetup}\left(1^{k}\right)$ to generate (params, msk).
Phase 1. $\mathcal{A}$ may query an oracle $\mathcal{O}_{\text {IBEExtract }}($ params, msk, id) polynomially many times with input id. The oracle then runs IBEExtract(params, msk, id) and returns the associated sk $k_{i d}$.
Challenge. $\mathcal{A}$ presents the simulator two target identities $i d_{0}, i d_{1}$, which have not

[^28]been queried in Phase 1, and two challenge messages $m_{0}, m_{1}$. The simulator selects two random bits $b_{1}$ and $b_{2}$, and returns to $\mathcal{A}$ the challenge ciphertext $c t=$ IBEEnc(params, $\left.i d_{b_{1}}, m_{b_{2}}\right)$.
Phase 2. $\mathcal{A}$ may again query oracle $\mathcal{O}_{\text {IBEExtract }}($ params, msk, id) polynomially many times on id provided id is not id $d_{0}$ or $i d_{1}$.
Guess. $\mathcal{A}$ outputs $b_{1}^{\prime}, b_{2}^{\prime}$. We define the advantage of $\mathcal{A}$ as $\left|\operatorname{Pr}\left[b_{1}^{\prime}=b_{1} \wedge b_{2}^{\prime}=b_{2}\right]-1 / 4\right|$.

### 3.2 Committed Blind Anonymous IBE

In standard IBE schemes, a key generation centre $\mathcal{K G C}$ executes the key extraction algorithm IBEExtract that returns the secret key $s k_{i d}$ corresponding to input identity $i d$. Green and Hohenberger [10] propose extracting the secret key in a blinded manner. The blinding action obscures the identity from the $\mathcal{K} \mathcal{G C}$. We extend this concept by proposing a committed blind anonymous IBE scheme, where the $\mathcal{K G C}$ is given a commitment to the requested identity. A user can reveal partial information about the identity or prove statements about it using efficient zero-knowledge proofs about commitments [32|25] ${ }^{2}$

A committed blind anonymous IBE scheme consists of the algorithms $\Pi$ of an IBE scheme, a secure commitment scheme Commit, and the protocol IBEBlindExtract:

IBEBlindExtract $\left(\mathcal{U}\left(\right.\right.$ params $^{2}, i d$, open $\left.{ }_{\text {id }}\right), \mathcal{K} \mathcal{G C}($ params, $\left.m s k, C)\right)$ generates the secret decryption key $s k_{i d}$ for $\mathcal{U}$ 's identity $i d$ in an interactive key issuing protocol between $\mathcal{U}$ and the $\mathcal{K} \mathcal{G C}$. If $C=\operatorname{Commit}\left(i d\right.$, open $\left._{\text {id }}\right), \mathcal{U}$ 's output is a decryption key $s k_{i d}$ and the output of the $\mathcal{K} \mathcal{G C}$ is empty. Otherwise both parties output $\perp$.

Green and Hohenberger [10] construct a security argument for blind-IBE by defining two properties for the IBEBlindExtract protocol: leak freeness and selective-failure blindness. Leak freeness requires that IBEBlindExtract is a secure two-party computation that does not leak any more information than IBEExtract $3_{3}^{3}$ Selective-failure blindness requires that a potentially malicious authority does not learn anything about the user's identity during the IBEBlindExtract protocol. Additionally, it cannot cause the IBEBlindExtract protocol to selectively fail depending on the user's choice of identity. We provide adapted versions of these properties for committed blind anonymous IBE.

Definition 4 (Leak Freeness [10]). An IBEBlindExtract protocol of an IBE scheme is leak free if, for all efficient adversaries $\mathcal{A}$, there exists an efficient simulator $\mathcal{S}$ such that for every value $k$, no efficient distinguisher $\mathcal{D}$ can determine whether it is playing Game Real or Game Ideal with non-negligible advantage, where

Game Real: Run $\operatorname{IBESetup}\left(1^{k}\right)$. As many times as $\mathcal{D}$ wants, he picks a commitment $C$ and $\mathcal{A}$ 's input state. $\mathcal{A}$ runs IBEBlindExtract $(\mathcal{A}($ params, state $), \mathcal{K} \mathcal{G C}($ params, msk, $C$ )) with the $\mathcal{K} \mathcal{G C}$. $\mathcal{A}$ returns the resulting view to $D$.

[^29]Game Ideal: Run IBESetup $\left(1^{k}\right)$. As many times as $\mathcal{D}$ wants, he picks a commitment $C$ and initial input state. $\mathcal{S}$ obtains (params, state) and may choose values id and open $_{\text {id }}$ to query an oracle $\mathcal{O}_{\text {IBEExtract }}$ that knows msk and is parameterized with $C$. If $C=\operatorname{Commit}\left(i d\right.$, open $\left._{\text {id }}\right)$, the oracle returns key $s k_{i d} \leftarrow \operatorname{IBEExtract}$ (params, msk, id), otherwise $\perp . \mathcal{S}$ returns a simulated view to $\mathcal{D}$.

Definition 5 (Selective-Failure Blindness [33]). An IBEBlindExtract protocol is said to be selective-failure blind if every adversary $\mathcal{A}$ has a negligible advantage in the following game: $\mathcal{A}$ outputs params and a pair of identities $i d_{0}, i d_{1}$. A random bit $b \in$ $\{0,1\}$ is chosen, and $\mathcal{A}$ is given two fresh commitments $C_{b}, C_{1-b}$ and black-box access to two oracles: $\mathcal{U}\left(\right.$ params,$i d_{b}$, open $\left._{\text {id }_{b}}\right)$ and $\mathcal{U}\left(\right.$ params, id $_{1_{1-b}}$, open id $\left._{1_{1-b}}\right)$. The $\mathcal{U}$ algorithms produce $s k_{b}, s k_{1-b}$ respectively. If $s k_{b} \neq \perp$ and $s k_{1-b} \neq \perp$, $\mathcal{A}$ receives $\left(s k_{0}, s k_{1}\right)$; if only $s k_{1-b}=\perp,(\epsilon, \perp)$; if only $s k_{b}=\perp,(\perp, \epsilon)$; and if $s k_{b}=s k_{1-b}=\perp$, $\mathcal{A}$ receives $(\perp, \perp)$. Finally, $\mathcal{A}$ outputs his guess $b^{\prime}$. The advantage of $\mathcal{A}$ in this game is $\left|\operatorname{Pr}\left[b^{\prime}=b\right]-1 / 2\right|$.

Following [10], we define a secure committed blind anonymous IBE as follows.
Definition 6 (Secure Committed Blind Anonymous IBE). A committed blind anonymous IBE scheme ( $\Pi$, IBEBlindExtract, Commit) is secure if and only if: (1) The underlying $\Pi$ is a secure anonymous IBE scheme, (2) Commit is a secure commitment scheme, and (3) IBEBlindExtract is leak free and selective-failure blind.

### 3.3 Public Key Encryption with Oblivious Keyword Search

We recall and extend the definition of PEKS [7]. A PEKS scheme $\Upsilon=$ (KeyGen, PEKS, Trapdoor, Test) consists of the algorithms:

KeyGen $\left(1^{k}\right)$ outputs a public key $A_{p u b}$ and secret key $A_{\text {priv }}$.
$\operatorname{PEKS}\left(A_{p u b}, W, m\right)$ outputs a searchable encryption $S_{W}$ of $m$ under keyword $W$.
Trapdoor $\left(A_{\text {pub }}, A_{\text {priv }}, W\right)$ outputs a trapdoor $T_{W}$ that allows to search for the keyword $W$.
Test $\left(A_{p u b}, S_{W}, T_{W^{\prime}}\right)$ outputs the message $m$ encoded in $S_{W}$, if $W=W^{\prime}$; otherwise it outputs $\perp$.

This definition of PEKS extends the standard definition [7] by encoding a secret $m$ into the PEKS element $S_{W}$ generated by the PEKS algorithm. Test outputs this secret when a match occurs.

A secure PEKS scheme must be chosen plaintext attack (CPA) secure and consistent [30]. CPA security requires that an attacker cannot distinguish two PEKS elements generated for keywords and messages of his choice, even if given oracle access to Trapdoor for other keywords. Consistency requires that if the searchable encryption and the trapdoor are computed using different keywords, then algorithm Testshould output $\perp$ upon such input.

In PEKS, the party holding the secret key $A_{\text {priv }}$ runs the Trapdoor algorithm to obtain the trapdoor $T_{W}$ for a keyword $W$. Public key encryption with oblivious keyword search (PEOKS) is an extension of PEKS in which a user $\mathcal{U}$ performing a search can obtain in a committed and blinded manner the trapdoor $T_{W}$ from the trapdoor generation entity $\mathcal{T G E}$. The $\mathcal{T} \mathcal{G E}$ only learns a commitment to the search term.

A PEOKS scheme consists of the algorithms $\Upsilon$ of a PEKS scheme, a secure commitment scheme Commit used to commit to keywords, and the following BlindTrapdoor protocol:

BlindTrapdoor $\left(\mathcal{U}\left(A_{\text {pub }}, W\right.\right.$, open $\left.\left._{W}\right), \mathcal{T} \mathcal{G E}\left(A_{\text {pub }}, A_{\text {priv }}, C\right)\right)$ generates a trapdoor $T_{W}$ for a keyword $W$ in an interactive protocol between $\mathcal{U}$ and $\mathcal{T G E}$. If $C=$ Commit( $W$, open $\left._{W}\right), \mathcal{U}$ 's output is the trapdoor $T_{W}$ and the output of $\mathcal{T G E}$ is empty. Otherwise both parties output $\perp$.

Leak freeness and selective-failure blindness can be defined for BlindTrapdoor following the definition for IBEBlindExtract $4^{4}$ We define the security of PEOKS similarly to that of a committed blind anonymous IBE scheme, assuming a secure underlying PEKS scheme.

Definition 7 (Secure PEOKS). A PEOKS scheme ( $\Upsilon$, BlindTrapdoor, Commit) is secure if and only if: (1) The underlying $\Upsilon$ is a secure PEKS scheme, (2) Commit is a secure commitment scheme, and (3) BlindTrapdoor is leak free and selective-failure blind.

## 4 Construction of a Committed Blind Anonymous IBE Scheme and a Transformation to PEOKS

### 4.1 The Underlying Anonymous IBE Scheme

We present an anonymous IBE scheme that is adaptive identity secure in the standard model, based on the anonymous IBE scheme proposed by Boyen-Waters [9]. The Boyen-Waters scheme is selective identity secure. We use a transformation due to Naccache [12], a variant of that of Waters [17], to achieve the required adaptive identity security. The use of such a transformation was proposed by Boyen-Waters [9]. We provide what we believe to be the first proof of security for this variant. Our scheme supports asymmetric bilinear maps, allowing the use of a wider range of potentially more efficient implementations using different pairing types [34]. Let identity $i d \in\{0,1\}^{\ell \times n}$ and let $i d_{1}\|\ldots\| i d_{n}=i d$ be the separation of $i d$ into $\ell$ bit integers $i d_{i}$. Let $H_{1}(i d)=g_{0} \prod_{i=1}^{n} g_{i}^{i d_{i}}$ and $H_{2}(i d)=h_{0} \prod_{i=1}^{n} h_{i}^{i d_{i}}$. Our anonymous IBE scheme $\Pi=$ (IBESetup, IBEExtract, IBEEnc, IBEDec) consists of the following algorithms :
$\operatorname{IBESetup}\left(1^{k}\right)$. Run $\operatorname{BMGen}\left(1^{k}\right)$ to obtain a bilinear map setup $\left(p, G_{1}, G_{2}, G_{T}, e, g\right.$,
$h)$. Choose values $\alpha, z_{0}, z_{1}, \ldots, z_{n}, t_{1}, t_{2}, t_{3}, t_{4} \leftarrow Z_{p}^{*}$ and keep $m s k=\left(\alpha, t_{1}, t_{2}\right.$, $\left.t_{3}, t_{4}\right)$ as the master key. Compute the system parameters as

$$
\begin{aligned}
& \text { params }=\left(\Omega=e(g, h)^{t_{1} t_{2} \alpha}, g, h, g_{0}=g^{z_{0}}, \ldots, g_{n}=g^{z_{n}}, v_{1}=g^{t_{1}}, \ldots,\right. \\
& \left.v_{4}=g^{t_{4}}, h_{0}=h^{z_{0}}, \ldots, h_{n}=h^{z_{n}}\right)
\end{aligned}
$$

[^30]IBEExtract(params, msk,id). Choose two random values $\tilde{r}_{1}, \tilde{r}_{2} \leftarrow Z_{p}^{*}$ and compute the key

$$
\begin{aligned}
s k_{i d}= & \left(h^{\tilde{r}_{1} t_{1} t_{2}+\tilde{r}_{2} t_{3} t_{4}}, h^{-\alpha t_{2}} H_{2}(i d)^{-\tilde{r}_{1} t_{2}}, h^{-\alpha t_{1}} H_{2}(i d)^{-\tilde{r}_{1} t_{1}}, H_{2}(i d)^{-\tilde{r}_{2} t_{4}},\right. \\
& \left.H_{2}(i d)^{-\tilde{r}_{2} t_{3}}\right)
\end{aligned}
$$

IBEEnc(params, $i d, m s g$ ). To encrypt a message $m s g \in G_{T}$, choose $s, s_{1}, s_{2} \leftarrow Z_{p}$, and generate the ciphertext

$$
c t=\left(\Omega^{s} \cdot m s g, H_{1}(i d)^{s}, v_{1}^{s-s_{1}}, v_{2}^{s_{1}}, v_{3}^{s-s_{2}}, v_{4}^{s_{2}}\right) .
$$

$\operatorname{IBEDec}\left(\right.$ params, $\left.s k_{i d}, c t\right)$. Parse $s k_{i d}$ as $\left(d_{0}, d_{1}, d_{2}, d_{3}, d_{4}\right)$ and $c t$ as $\left(c^{\prime}, c_{0}, c_{1}, c_{2}\right.$, $\left.c_{3}, c_{4}\right)$ and return

$$
m s g=c^{\prime} \cdot e\left(c_{0}, d_{0}\right) \cdot e\left(c_{1}, d_{1}\right) \cdot e\left(c_{2}, d_{2}\right) \cdot e\left(c_{3}, d_{3}\right) \cdot e\left(c_{4}, d_{4}\right) .
$$

Theorem 1. The scheme $\Pi$ is an adaptive identity secure anonymous IBE scheme under the DBDH and DLIN assumptions. Please see the full version for the proof.

### 4.2 Blind Extraction Protocol

We introduce an interactive blind key extraction protocol IBEBlindExtract, which extends algorithm IBEExtract.

Intuition behind our construction. Generating a randomly distributed secret key by means of the IBEBlindExtract protocol requires the values $\tilde{r}_{1}, \tilde{r}_{2}$ to be jointly chosen by the user and the key issuer in a manner which prevents either party from learning anything about the other's randomness. This prevents a user that learns the issuer's randomness from potentially decrypting messages of other users and an issuer that learns a user's randomness from potentially breaking the blindness of the key issued.

The key issuer, $\mathcal{K} \mathcal{G C}$, chooses random values $\hat{r}_{1}, \hat{r}_{2} \leftarrow Z_{p}^{*}$, and the user $\mathcal{U}$ picks random values $r_{1}^{\prime}, r_{2}^{\prime} \leftarrow Z_{p}^{*}$. The key generation protocol may be implemented using standard secure two-party computation techniques [35], as a protocol in which the user inputs $r_{1}^{\prime}, r_{2}^{\prime}$ and the $\mathcal{K} \mathcal{G C}$ inputs $\alpha, t_{1}, t_{2}, t_{3}, t_{4}, \hat{r}_{1}, \hat{r}_{2}$. The user's output in the protocol is a secret key

$$
\begin{aligned}
& s k_{i d}=\left(h^{\tilde{r}_{1} t_{1} t_{2}+\tilde{r}_{2} t_{3} t_{4}}, h^{-\alpha t_{2}} H_{2}(i d)^{-\tilde{r}_{1} t_{2}}, h^{-\alpha t_{1}} H_{2}(i d)^{-\tilde{r}_{1} t_{1}}, H_{2}(i d)^{-\tilde{r}_{2} t_{4}},\right. \\
& \left.\quad H_{2}(i d)^{-\tilde{r}_{2} t_{3}}\right)
\end{aligned}
$$

with $\tilde{r}_{1}=\hat{r}_{1} r_{1}^{\prime}$ and $\tilde{r}_{2}=\hat{r}_{2} r_{2}^{\prime}$. The $\mathcal{K} \mathcal{G C}$ learns nothing further, and outputs nothing. By decomposing this protocol into sub-protocols, whose results only require simple arithmetic operations (addition and multiplication), we obtain an efficient protocol.

Construction. Our committed blind anonymous IBE scheme consists of the algorithms $\Pi$ of the underlying IBE scheme, the Pedersen commitment scheme Commit, and the following IBEBlindExtract protocol:

IBEBlindExtract $\left(\mathcal{U}\left(\right.\right.$ params $^{2}$, id, open $\left._{\text {id }}\right) \leftrightarrow \mathcal{K} \mathcal{G C}($ params, msk,$\left.C)\right)$.

1. $\mathcal{K G C}$ chooses at random $\hat{r}_{1}, \hat{r}_{2} \leftarrow Z_{p}^{*}$, and the user $\mathcal{U}$ chooses at random $u_{0}, u_{1}, u_{2}$ $\leftarrow Z_{p}$ and $u_{3}, r_{1}^{\prime}, r_{2}^{\prime} \leftarrow Z_{p}^{*}$. Implicitly, $\tilde{r}_{1}=\hat{r}_{1} r_{1}^{\prime}$ and $\tilde{r}_{2}=\hat{r}_{2} r_{2}^{\prime} . \mathcal{U}$ computes $C_{u_{3}}=\operatorname{Commit}\left(u_{3}\right.$, open $\left._{u_{3}}\right)$, and $\mathcal{K} \mathcal{G C}$ computes $C_{\hat{r}_{1}}=\operatorname{Commit}\left(\hat{r}_{1}\right.$, open $\left._{\hat{r}_{1}}\right)$ and $C_{\hat{r}_{2}}=\operatorname{Commit}\left(\hat{r}_{2}\right.$, open $\left._{\hat{r}_{2}}\right) . \mathcal{K G C}$ and $\mathcal{U}$ make use of a two-party protocol for simple arithmetics modulo $p$ (parameterized by $C_{u_{3}}, C_{\hat{r}_{1}}$, and $C_{\hat{r}_{2}}$ ). $\mathcal{U}$ inputs $u_{0}, u_{1}, u_{2}, u_{3}$, open $_{u_{3}}, r_{1}^{\prime}, r_{2}^{\prime}$ and $\mathcal{K G C}$ inputs $\alpha, t_{1}, t_{2}, t_{3}, t_{4}, \hat{r}_{1}$, open $_{\hat{r}_{1}}, \hat{r}_{2}$, open $_{\hat{r}_{2}}$, open $x_{x_{0}}$, open $x_{x_{1}}$, open $x_{x_{2}}$. If $C_{u_{3}}=\operatorname{Commit}\left(u_{3}\right.$, open $\left._{u_{3}}\right), C_{\hat{r}_{1}}=$ Commit $\left(\hat{r}_{1}\right.$, open $\left._{\hat{r}_{1}}\right)$, and $C_{\hat{r}_{2}}=\operatorname{Commit}\left(\hat{r}_{2}\right.$, open $\left._{\hat{r}_{2}}\right)$ the output of $\mathcal{K} \mathcal{G C}$ is

$$
\begin{aligned}
& x_{0}=\left(\hat{r}_{1} r_{1}^{\prime} t_{1} t_{2}+\hat{r}_{2} r_{2}^{\prime} t_{3} t_{4}\right)+u_{0} \quad(\bmod p), \\
& x_{1}=-\left(u_{3} / r_{1}^{\prime} \cdot \alpha t_{2}\right)+u_{1} \quad(\bmod p), \\
& x_{2}=-\left(u_{3} / r_{1}^{\prime} \cdot \alpha t_{1}\right)+u_{2} \quad(\bmod p) .
\end{aligned}
$$

Provided that $\mathcal{K G C}$ does not abort at that moment, $\mathcal{U}$ obtains $C_{x_{0}}=\operatorname{Commit}\left(x_{0}\right.$, open $\left._{x_{0}}\right), C_{x_{1}}=\operatorname{Commit}\left(x_{1}\right.$, open $\left._{x_{1}}\right)$ and $C_{x_{2}}=\operatorname{Commit}\left(x_{2}\right.$, open $\left._{x_{2}}\right)$ as output. Otherwise, both parties output $\perp$. In Sect. 4.3 we show how to efficiently realise such a protocol.
2. $\mathcal{U}$ computes $I D^{\prime}=H_{2}(i d)^{u_{3}}$, where $u_{3}$ is a blinding value, and sends $I D^{\prime}$ to $\mathcal{K G C}$. $\mathcal{U}$ proves that the identity in $I D^{\prime}$ corresponds to $C_{i d}$ and that $I D^{\prime}$ is well-formed using $C_{u_{3}}$. $\mathcal{K G C}$ returns $\perp$ if the proof fails. Details about this proof of knowledge can be found in Appendix A
3. $\mathcal{K G C}$ computes

$$
s k_{i d}^{\prime}=\left(h^{x_{0}}, h^{x_{1}} I D^{\prime-\hat{r}_{1} t_{2}}, h^{x_{2}} I D^{\prime-\hat{r}_{1} t_{1}}, I D^{\prime-\hat{r}_{2} t_{4}}, I D^{\prime-\hat{r}_{2} t_{3}}\right) .
$$

4. $\mathcal{K G C}$ sends the blinded key $s k_{i d}{ }^{\prime}=\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)$ to $\mathcal{U}$, and engages in a proof of knowledge that it is correctly constructed. The proof assures $\mathcal{U}$ that $\mathcal{K G C}$ 's chosen values $\hat{r}_{1}, \hat{r}_{2}$, open $_{\hat{r}_{1}}$, open $_{\hat{r}_{2}}, t_{1}, t_{2}, t_{3}, t_{4}, x_{0}, x_{1}, x_{2}$, open $_{x_{0}}$, open $x_{x_{1}}$, open $_{x_{2}}$ correspond to $s k_{i d}{ }^{\prime}$ and to the commitments $C_{\hat{r}_{1}}, C_{\hat{r}_{2}}, C_{x_{0}}, C_{x_{1}}$ and $C_{x_{2}}$ (see Appendix(A). If the proof fails, $\mathcal{U}$ returns $\perp$. Otherwise, she computes

$$
\left.\begin{array}{l}
s k_{i d}=\left(d_{0}, d_{1}, d_{2}, d_{3}, d_{4}\right)=\left(d_{0}^{\prime} h^{-u_{0}},\left(d_{1}^{\prime} h^{-u_{1}}\right)^{r_{1}^{\prime} / u_{3}},\left(d_{2}^{\prime} h^{-u_{2}}\right)^{r_{1}^{\prime} / u_{3}}, d_{3}^{\prime} r_{2}^{\prime} / u_{3}\right. \\
\quad d_{4}^{\prime}{ }_{2}^{\prime} / u_{3}
\end{array}\right) .
$$

Theorem 2. The IBEBlindExtract protocol provides a leak-free and selective-failure blind committed blind extraction protocol for the adaptive identity secure anonymous IBE scheme.

Proof. Leak freeness: Note that the simulator $\mathcal{S}$ can rewind an instance of the adversary $\mathcal{A}$ that he runs internally. He simulates the communication between the distinguisher $\mathcal{D}$ and $\mathcal{A}$ by passing $\mathcal{D}$ 's input to $\mathcal{A}$ and $\mathcal{A}$ 's output to $\mathcal{D}$.

In the two party protocol $\mathcal{S}$ can provide random input. Using rewinding techniques, $\mathcal{S}$ extracts $\mathcal{A}$ 's input $r_{1}^{\prime}, r_{2}^{\prime}$, and $u_{0}, u_{1}, u_{2}, u_{3}$ to the two party computation protocol. In the next step of the blind issuing protocol $\mathcal{A}$ must send $I D^{\prime}=H_{2}(i d)^{u_{3}}$ together with a proof of knowledge of a correct representation of $I D^{\prime}$ and $C_{i d} . \mathcal{S}$ uses its rewinding access to $\mathcal{A}$ in order to also extract $i d$, and open $i_{i d}$.

Next $\mathcal{S}$ submits $i d$, open ${ }_{i d}$ to $\mathcal{O}_{\text {IBEExtract }}$ to obtain a valid secret key $s k_{i d}=\left(d_{0}, d_{1}\right.$, $\left.d_{2}, d_{3}, d_{4}\right)$. $\mathcal{S}$ returns $\left(d_{0} \cdot h^{u_{0}}, d_{1}^{u_{3} / r_{1}^{\prime}} h^{u_{1}}, d_{2}^{u_{3} / r_{1}^{\prime}} h^{u_{2}}, d_{3}^{u_{3} / r_{2}^{\prime}}, d_{4}^{u_{3} / r_{2}^{\prime}}\right)$ to $\mathcal{A}$. These values are distributed in the same way as in IBEBlindExtract.
Selective-failure blindness: $\mathcal{A}$ provides params, and two identities $i d_{0}, i d_{1}$. The game chooses a random bit $b$. $\mathcal{A}$ is given commitments $C_{b}=\operatorname{Commit}\left(i d_{b}\right.$, open $\left._{b}\right)$ and $C_{1-b}=\operatorname{Commit}\left(i d_{1-b}\right.$, open $\left._{1-b}\right) . \mathcal{A}$ has blackbox access to two oracles $\mathcal{U}$ (params, $i d_{1-b}$, open $\left._{1-b}\right)$ and $\mathcal{U}\left(\right.$ params,$i d_{b}$, open $\left._{b}\right)$.

Note that once an oracle $\mathcal{U}$ is activated, $\mathcal{A}$ can run a two-party protocol with the oracle, the result of which are three randomly distributed values in $Z_{p}\left(x_{0}, x_{1}, x_{2}\right)$. In the next step, the oracle provides a randomly distributed value in $G_{2}\left(I D^{\prime}\right)$, to $\mathcal{A}$. Then the oracle performs a zero-knowledge proof with $\mathcal{A}$.

Suppose that $\mathcal{A}$ runs one or both of the oracles up to this point. Up to now the distributions of the two oracles are computationally indistinguishable. (Otherwise we could break the security of the two party computation, the hiding property of the commitment scheme or the witness indistinguishability of the zero-knowledge proof. The latter is implied by the zero-knowledge property of the proof system.)
$\mathcal{A}$ must provide values $\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)$ and a proof that these values were correctly computed. We can assume that $\mathcal{A}$ chooses these values using an arbitrary complex strategy. We show that any adversary $\mathcal{A}$ can predict the output $s k_{i}$ of $\mathcal{U}$ without further interaction with the oracles:

1. $\mathcal{A}$ does the proof of Step 4 internally with itself. If the proof fails, it records $s k_{0}=\perp$. Otherwise, the adversary temporarily records $s k_{0}=\operatorname{IBEExtract}\left(\right.$ params, $\left.m s k, i d_{0}\right)$.
2. In turn, $\mathcal{A}$ generates different $\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)$ and executes a second proof of knowledge (again internally), now for the second oracle. It performs the same checks and recordings for $s k_{1}$ and $i d_{1}$.
3. Finally the adversary predicts $\left(s k_{0}, s k_{1}\right)$, if both $s k_{0} \neq \perp$ and $s k_{1} \neq \perp ;(\epsilon, \perp)$, if only $s k_{1}=\perp ;(\perp, \epsilon)$, if only $s k_{0}=\perp ;$ and $(\perp, \perp)$, if $s k_{0}=s k_{1}=\perp$.
These predictions result in the same distributions as that returned by the oracle, as the same checks are performed. Moreover, note that for the case that keys are returned by the game they are in both cases equally distributed random keys because of the random values $r_{1}^{\prime}$ and $r_{2}^{\prime}$ contributed by the oracles.

### 4.3 Two-Party Protocol for Modulo Arithmetics

The protocol uses a public key additive homomorphic encryption scheme with encryption and decryption functions HEnc and HDec, such that the following hold: $\mathrm{HEnc}(x) \otimes y=$ $\mathrm{HEnc}(x y)$ and $\mathrm{HEnc}(x) \oplus \operatorname{HEnc}(y)=\mathrm{HEnc}(x+y)$. In addition, the encryption should be verifiable [36], meaning it should allow for efficient proofs of knowledge about the encrypted content. The key pair is generated by the $\mathcal{K G \mathcal { C }}$ and is made available to $\mathcal{U}$.

We describe an efficient committed two-party computation protocol for computing algebraic terms with addition and multiplication modulo a prime $p$ that generalises ideas presented in [37]. The round complexity of the protocol is 3 if non-interactive proofs of knowledge are used and 12 if interactive proofs of knowledge are used 5

[^31]Let $x_{1}, \ldots, x_{N}$, open $_{x_{1}}, \ldots$, open $_{x_{N}} \in Z_{p}$ and $y_{1}, \ldots, y_{M}$, open $_{y_{1}}, \ldots$, open $_{y_{M}}$ $\in Z_{p}$ be the secret input variables and openings of $\mathcal{U}$ and $\mathcal{K G C}$ respectively and let $C_{x_{1}}, \ldots, C_{x_{N}}$ and $C_{y_{1}}, \ldots, C_{y_{M}}$ be public commitments to the $x_{i}$ and $y_{i}$. We provide a protocol for computing the multivariate polynomial $\sum_{\ell=1}^{L} a_{\ell} \prod_{n=1}^{N} x_{n}^{u_{\ell n}} \prod_{m=1}^{M} y_{m}^{v_{\ell_{m}}}$ where $u_{11}, \ldots, u_{L N}, v_{11}, \ldots, v_{L M} \in\{0,1\}$ and $a_{\ell} \in Z_{p}$ are publicly known values.

The parties can do parts of the computation locally: $\mathcal{U}$ sets $X_{\ell}=a_{\ell} \prod_{n=1}^{N} x_{n}^{u_{\ell n}}$ $\bmod p$ and $\mathcal{K} \mathcal{G C}$ sets $Y_{\ell}=\prod_{m=1}^{M} y_{m}^{v_{\ell m}} \bmod p$. To prove that the computation was done correctly $\mathcal{U}$ computes commitment $C_{X_{\ell}}=\operatorname{Commit}\left(X_{\ell}\right.$, open $\left._{X_{\ell}}\right)$ and $\mathcal{K} \mathcal{G C}$ computes $C_{Y_{\ell}}=\operatorname{Commit}\left(Y_{\ell}\right.$ open $\left._{Y_{\ell}}\right)$.

The parties can complete the computation using homomorphic encryption as described in the following protocol (The message space of the homomorphic encryption needs to be at least $2^{k} \ell p^{2}$ ). The $\bigoplus$ operator denotes the homomorphic addition of multiple ciphertexts.

The $\mathcal{K G C}$ encrypts each $Y_{\ell}$ and sends it to the user. The proof $\mathrm{PK}_{1}$ assures $\mathcal{U}$ that $C_{Y_{\ell}}$ was computed correctly using the values in commitments $C_{y_{i}}$ and that the $e_{\ell}$ are encryptions of the values committed to in the $C_{Y_{\ell}}$.

Next, $\mathcal{U}$ computes the encrypted result. The term $r \cdot p, 0<r<\left(2^{k}-1\right) \ell p$ is added to avoid possible modulo overflows from revealing any statistically significant information about $\mathcal{U}$ 's input. $\mathcal{U}$ proves to $\mathcal{K G C}$ in $\mathrm{PK}_{2}$ that $C_{X_{\ell}}$ was computed correctly using the values in commitments $C_{x_{i}}$ and that $e_{x}$ was computed correctly using the values committed to in the $C_{Y_{\ell}}$.

As a last step, $\mathcal{K G C}$ decrypts $e_{x}$, does a single modulo $p$ reduction to obtain the result of the computation, and commits to the result in commitment $C_{x}$. In $\mathrm{PK}_{3} \mathcal{K} \mathcal{G C}$ proves to the user that $C_{x}$ contains the same value modulo $p$ as encrypted in $e_{x}$. For details on how to do the proofs $\mathrm{PK}_{1}, \ldots, \mathrm{PK}_{3}$ we refer to [29]38]. An efficient implementation of such a protocol is presented in [37] using the Paillier homomorphic encryption scheme [39].

### 4.4 Transformation to PEOKS

We construct a suitable PEKS scheme for our application scenario using the anonymous IBE scheme presented in Sect. 4.1. We follow a generic transformation by Abdalla et al. [30] from IBE to PEKS. The transformation takes as input the algorithms $\Pi$ of a secure IBE scheme and returns a PEKS scheme $\Upsilon=$ (KeyGen, PEKS, Trapdoor, Test). Note that our scheme differs from preexisting schemes as Test returns a secret message in case of a match:
$\operatorname{KeyGen}\left(1^{k}\right)$ runs algorithm $\operatorname{IBESetup}\left(1^{k}\right)$ and returns the key pair $\left(A_{\text {pub }}, A_{\text {priv }}\right)$, the (params, msk) of the IBE scheme.
PEKS $\left(A_{p u b}, W, m s g\right)$ takes as input public key $A_{p u b}$, keyword $W$ and message $m s g$. It outputs a searchable encryption $S_{W}$ of message $m s g$ under keyword $W$ as follows:

1. Generate a random value $C_{2} \in\{0,1\}^{k}$.
2. Compute $C_{1}=\operatorname{IBEEnc}\left(A_{p u b}, W, m s g \| C_{2}\right)$.
3. Output the tuple $S_{W}=\left(C_{1}, C_{2}\right)$.

Trapdoor $\left(A_{\text {pub }}, A_{\text {priv }}, W\right)$ outputs a trapdoor $T_{W}=\operatorname{IBEExtract}\left(A_{\text {pub }}, A_{\text {priv }}, W\right)$ that enables a search for the keyword $W$.
$\operatorname{Test}\left(A_{p u b}, S_{W}, T_{W^{\prime}}\right)$ parses $S_{W}$ as $\left(C_{1}, C_{2}\right)$ and computes $M=\operatorname{IBEDec}\left(A_{p u b}, T_{W^{\prime}}\right.$, $C_{1}$ ). If $M=m s g \| C_{2}$, it outputs the message $m s g$ encoded in $S_{W}$; if there is no match, it outputs $\perp$.

In order to achieve the oblivious property in our PEOKS scheme, we extend algorithm Trapdoor to a BlindTrapdoor protocol. Our PEOKS scheme is thus composed of the algorithms $\Upsilon$ of the PEKS scheme, a secure commitment scheme Commit, and a BlindTrapdoor protocol where

BlindTrapdoor $\left(\mathcal{U}\left(A_{\text {pub }}, W\right.\right.$, open $\left.\left._{W}\right), \mathcal{T} \mathcal{G E}\left(A_{\text {pub }}, A_{\text {priv }}, C\right)\right)$ generates a trapdoor $T_{W}$ for a keyword $W$ by running protocol IBEBlindExtract $\left(\mathcal{U}\left(A_{\text {pub }}, W\right.\right.$, open $\left.{ }_{W}\right), \mathcal{K G C}$ $\left.\left(A_{\text {pub }}, A_{\text {priv }}, C\right)\right)$.

## 5 Authorised Private Searches on Public Key Encrypted Data

We describe a public key encrypted database that enables oblivious searches. Our construction is similar to the audit $\log$ presented in [3]. Each data record is encrypted using a fresh random symmetric key and associated with several searchable encryptions. Each searchable encryption is generated using input of a keyword that describes the content of the record, and a secret message that contains the symmetric key. Once an investigator obtains a trapdoor that matches a searchable encryption (i.e., both were computed on input the same keyword), she is returned the symmetric key that allows her to decrypt the record.

In constructing authorised private searches, we ensure that neither the keywords of interest for the investigator nor the search results are revealed. For the first property, we employ the PEOKS scheme. The investigator runs protocol BlindTrapdoor with the trapdoor generation entity $(\mathcal{T G E})$ in order to retrieve a trapdoor for a committed keyword in a blind manner. The committed blind extraction allows the $\mathcal{T G \mathcal { E }}$ to construct policies detailing the data that a particular investigator can obtain. To enforce these restrictions, the $\mathcal{T G \mathcal { E }}$ requires the investigator to prove in zero-knowledge that the keyword used to compute the commitment belongs to a certain language. We also consider a party (such as a judge) in charge of deciding which keywords can be utilized by the investigator, and describe how the investigator obtains a search warrant from the judge and shows it to the $\mathcal{T G \mathcal { E }}$. The judge and the $\mathcal{T \mathcal { G E }}$ are only involved in providing search warrants and trapdoors respectively, and can remain off-line when not required to perform these tasks.

To obscure the search results, we describe a data structure that allows the use of a PIR scheme and that integrates concepts from [40] to improve the efficiency of the searches 6 . Since the PIR queries are made over encrypted data, we also ensure that the investigator does not obtain any information about data described by keywords for which she was not authorised to retrieve a trapdoor. It should also be noted that, due to the public key setting, the database only stores the public key of the PEOKS scheme. Thus, in the event that it gets corrupted, records encrypted prior to corruption remain secure (forward secrecy).

Details on data storage. We describe a data structure in which only one searchable encryption per keyword is computed, while still allowing each data record to be described by several keywords. Once the investigator finds the searchable encryption that matches her trapdoor, she receives the information needed to decrypt all the data records described by the corresponding keyword. This mechanism of data storage allows for an efficient search (not all the searchable encryptions need to be tested) and is privacy enhancing in so far as it hides the number of keywords that describe a record from the investigator.

We use encrypted linked lists and store the encrypted nodes at random positions in the PIR database to hide which node belongs to which linked list, as introduced in [40]. We construct one linked list per keyword. Each node in the linked list contains the information required to retrieve and decrypt one record associated with the keyword. A node contains a PIR query index $P_{R}$ for the data record and the key $K_{R}$ used to encrypt the record. It also stores a PIR query index to the next node on the list, and the key used to encrypt it. To encrypt the nodes and the records of data, we employ a symmetric encryption algorithm Enc.

When the data holder adds a keyword $W$ for which no searchable encryption has previously been computed, he chooses a symmetric key $K_{N_{1}}$ and runs algorithm PEKS ( $A_{p u b}, W, K_{N_{1}} \| P_{N_{1}}$ ) to compute the searchable encryption. $P_{N_{1}}$ is the PIR query index to the first node of the list and $K_{N_{1}}$ is the symmetric key used to encrypt this node. He then builds the node $N_{1}=\left(P_{R}, K_{R}, P_{N_{2}}, K_{N_{2}}\right)$, computes $\operatorname{Enc}\left(K_{N_{1}}, N_{1}\right)$, and stores the node in the position given by $P_{N_{1}}$. Finally, he deletes $P_{N_{1}}$ and $K_{N_{1}}$ from his memory but keeps values $P_{N_{2}}$ and $K_{N_{2}}$. $P_{N_{2}}$ and $K_{N_{2}}$ are the PIR query index and the key for the next node in the list. In position $P_{N_{2}}$ a flag is stored to indicate the end of the list.

When the data holder chooses this keyword to describe another record $R^{\prime}$, it builds the second node $N_{2}=\left(P_{R^{\prime}}, K_{R^{\prime}}, P_{N_{3}}, K_{N_{3}}\right)$, runs $\operatorname{Enc}\left(K_{N_{2}}, N_{2}\right)$, and stores the encrypted node in the position given by $P_{N_{2}}$. It deletes $P_{N_{2}}$ and $K_{N_{2}}$ from his memory but keeps $P_{N_{3}}$ and $K_{N_{3}}$ to facilitate adding another node to the list. He also stores the flag in $P_{N_{3}}$. This iterative procedure is applied as many times as required.

If a data record is described by several keywords, one node per keyword is generated and stored in its corresponding linked list. All these nodes contain the same PIR query index to the data record and the same key used to encrypt the record.

[^32]Authorizing and performing private searches. An investigator that wants to search on the encrypted database follows the procedure:

1. The investigator requests authorisation from the judge to perform a search on a given database for a particular keyword $W$. Assuming the investigator holds the relevant credentials, the judge grants a warrant. In practice, this means that the investigator runs a protocol GetCredential with the judge, which returns to the investigator a credential cred with attribute $W$ from the judge.
2. The investigator requests a trapdoor from the $\mathcal{T} \mathcal{G E}$. This is a three step process:
(a) The investigator has a commitment $C=\operatorname{Commit}\left(W\right.$, open $\left._{W}\right)$ to the keyword $W$ for which she wants to receive a trapdoor, and sends $C$ to the $\mathcal{T \mathcal { G } \mathcal { E }}$.
(b) The investigator and the $\mathcal{T \mathcal { G E }}$ run an interactive protocol, ShowCredential. This verifies the validity of the credential presented by the investigator and the claim that the keyword used to compute the commitment is the same as the keyword contained in the credential's attributes.
(c) The investigator and the $\mathcal{T G \mathcal { E }}$ execute the Blind Trapdoor protocol, with investigator input $A_{p u b}, W$, open $_{W}$ and $\mathcal{T} \mathcal{G E}$ input $A_{\text {pub }}, A_{\text {priv }}, C$. The protocol returns no output to the $\mathcal{T G E}$, and a trapdoor $T_{W}$ to the investigator.
3. The investigator downloads the list of PEKS elements for all the keywords.
4. If an investigator performs a successful Test for a PEKS element (using the correct trapdoor), the algorithm returns the key and PIR query index pair that correspond to the first node of the list. The investigator uses the PIR scheme to retrieve the node and the first record. As above, each node returns sufficient information to link to the next node, until all data related to the keyword have been returned.

Remark. GetCredential and ShowCredential can be implemented using conventional signatures: during GetCredential the judge signs $C=\operatorname{Commit}\left(W\right.$,open $\left._{W}\right)$ to create the credential cred (a signature on $C$ ); in the ShowCredential protocol the investigator sends cred together with $C$ and the $\mathcal{T G \mathcal { E }}$ verifies the signature. More sophisticated credential protocols [41|42|43]44[45] allow the implementation of more complex policies, such as, e.g., the time restricted searches described below.

Time restricted searches. In PEKS, the notion of temporary keyword search [30] implies that searchable encryptions and trapdoors are related to a specific time period in such a way that, even if the keyword used to compute them is the same, they do not match if the time period is different. The simplest way to build PEKS with temporary keyword search is to concatenate keywords $W$ and time periods $t$ when computing searchable encryptions and trapdoors. When applying this solution to our database, multiple linked lists are generated for the same keyword concatenated, each corresponding to a different time frame.

This function is useful to provide searches in which the investigator is allowed to obtain all records described by a specific keyword that were stored within a restricted period of time. In this case, the credential issued by the judge is extended to contain two additional attributes $t_{1}$ and $t_{2}$ corresponding to a start time-stamp and end time-stamp which limit the period of an investigation. When showing the credential to the $\mathcal{T} \mathcal{G E}$, the investigator computes a commitment to $W \| t$ and also proves that $t_{1} \leq t \leq t_{2}$. This can for instance be done using the techniques described in [32].

## 6 Conclusion and Future Work

We have defined and implemented a searchable encryption scheme, PEOKS, that allows for oblivious searches on public key encrypted data. For this purpose, we have extended the PEKS primitive by adding blind trapdoor extraction with committed keywords. In order to implement PEOKS, we have defined committed blind anonymous IBE and we have provided a construction of such a scheme. Finally, we applied PEOKS to build a public key encrypted database that permits authorised private searches.

As future work we leave the design of a blind key extraction protocol secure under concurrent execution. Furthermore, more efficient anonymous identity-based encryption schemes with more light weight key derivation protocols would translate directly into highly efficient PEOKS. Unfortunately, the scheme in [8] does not seem fit for our purposes as it uses stateful randomness in the secret key generation phase.

We observe that in a practical application it is likely that an investigator would want to search for data described by a predicate formed by conjunctions and disjunctions of keywords. Future work would focus on using attribute-hiding predicate encryption [46] to build a scheme that permits oblivious searches on encrypted data by specifying predicates of keywords.

## Acknowledgements

The research leading to these results has received funding from the European Community's Seventh Framework Programme (FP7/2007-2013) under grant agreement no 216483. It has also been funded by a Science Foundation of Ireland Basic Research Grant, project number 04/BR/CS0692.

## References

1. Directive 2006/24/ec of the european parliament and of the council. Official Journal of the European Union (April 2006)
2. Ostrovsky, R., Skeith III, W.E.: Private searching on streaming data. J. Cryptology 20(4), 397-430 (2007)
3. Waters, B.R., Balfanz, D., Durfee, G., Smetters, D.K.: Building an encrypted and searchable audit log. In: NDSS, The Internet Society (2004)
4. Chor, B., Gilboa, N., Naor, M.: Private information retrieval by keywords (1998)
5. Ogata, W., Kurosawa, K.: Oblivious keyword search. J. Complexity 20(2-3), 356-371 (2004)
6. Boneh, D., Franklin, M.K.: Identity-based encryption from the weil pairing. In: Kilian, J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213-229. Springer, Heidelberg (2001)
7. Boneh, D., Di Crescenzo, G., Ostrovsky, R., Persiano, G.: Public key encryption with keyword search. In: Proceedings of Eurocrypt, vol. 4 (2004)
8. Gentry, C.: Practical identity-based encryption without random oracles. In: Vaudenay, S. (ed.) EUROCRYPT 2006. LNCS, vol. 4004, pp. 445-464. Springer, Heidelberg (2006)
9. Boyen, X., Waters, B.: Anonymous hierarchical identity-based encryption (without random oracles). In: Dwork, C. (ed.) CRYPTO 2006. LNCS, vol. 4117, pp. 290-307. Springer, Heidelberg (2006)
10. Green, M., Hohenberger, S.: Blind identity-based encryption and simulatable oblivious transfer. In: Kurosawa, K. (ed.) ASIACRYPT 2007. LNCS, vol. 4833, pp. 265-282. Springer, Heidelberg (2007)
11. Boneh, D., Boyen, X.: Efficient selective-id secure identity-based encryption without random oracles. In: Cachin, C., Camenisch, J.L. (eds.) EUROCRYPT 2004. LNCS, vol. 3027, pp. 223-238. Springer, Heidelberg (2004)
12. Naccache, D.: Secure and practical identity-based encryption. Information Security, IET 1(2), 59-64 (2007)
13. Chatterjee, S., Sarkar, P.: Trading time for space: Towards an efficient ibe scheme with short(er) public parameters in the standard model. In: Won, D.H., Kim, S. (eds.) ICISC 2005. LNCS, vol. 3935, pp. 424-440. Springer, Heidelberg (2006)
14. Canetti, R., Goldreich, O., Halevi, S.: The random oracle methodology, revisited. J. ACM 51(4), 557-594 (2004)
15. Dwork, C., Naor, M., Reingold, O., Stockmeyer, L.J.: Magic functions. J. ACM 50(6), 852921 (2003)
16. Goldwasser, S., Kalai, Y.T.: On the (in)security of the fiat-shamir paradigm. In: FOCS, p. 102. IEEE Computer Society, Los Alamitos (2003)
17. Waters, B.: Efficient identity-based encryption without random oracles. In: Cramer, R. (ed.) EUROCRYPT 2005. LNCS, vol. 3494, pp. 114-127. Springer, Heidelberg (2005)
18. Coull, S., Green, M., Hohenberger, S.: Controlling access to an oblivious database using stateful anonymous credentials. Cryptology ePrint Archive, Report 2008/474 (2008), http://eprint.iacr.org/
19. Chor, B., Goldreich, O., Kushilevitz, E., Sudan, M.: Private information retrieval. In: FOCS, pp. 41-50 (1995)
20. Pedersen, T.P.: Non-interactive and information-theoretic secure verifiable secret sharing. In: Feigenbaum, J. (ed.) CRYPTO 1991. LNCS, vol. 576, pp. 129-140. Springer, Heidelberg (1992)
21. Schnorr, C.P.: Efficient signature generation for smart cards. Journal of Cryptology 4(3), 239-252 (1991)
22. Chaum, D., Pedersen, T.P.: Wallet databases with observers. In: Brickell, E.F. (ed.) CRYPTO 1992. LNCS, vol. 740, pp. 89-105. Springer, Heidelberg (1993)
23. Camenisch, J., Michels, M.: Proving in zero-knowledge that a number $n$ is the product of two safe primes. In: Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592, pp. 107-122. Springer, Heidelberg (1999)
24. Camenisch, J.L.: Group Signature Schemes and Payment Systems Based on the Discrete Logarithm Problem. PhD thesis, ETH Zürich (1998)
25. Brands, S.: Rapid demonstration of linear relations connected by boolean operators. In: Fumy, W. (ed.) EUROCRYPT 1997. LNCS, vol. 1233, pp. 318-333. Springer, Heidelberg (1997)
26. Cramer, R., Damgård, I., Schoenmakers, B.: Proofs of partial knowledge and simplified design of witness hiding protocols. In: Desmedt, Y.G. (ed.) CRYPTO 1994. LNCS, vol. 839, pp. 174-187. Springer, Heidelberg (1994)
27. Damgård, I.: Concurrent zero-knowledge is easy in practice. Available online at Theory of Cryptography Library (June 1999)
28. Damgård, I.: On $\sigma$-protocols (2002),http://www.daimi.au.dk/~ivan/Sigma.ps
29. Camenisch, J., Stadler, M.: Proof systems for general statements about discrete logarithms. Technical Report TR 260, Institute for Theoretical Computer Science, ETH Zürich (March 1997)
30. Abdalla, M., Bellare, M., Catalano, D., Kiltz, E., Kohno, T., Lange, T., Malone-Lee, J., Neven, G., Paillier, P., Shi, H.: Searchable Encryption Revisited: Consistency Properties, Relation to Anonymous IBE, and Extensions. In: Shoup, V. (ed.) CRYPTO 2005. LNCS, vol. 3621, pp. 205-222. Springer, Heidelberg (2005)
31. Bellare, M., Boldyreva, A., Desai, A., Pointcheval, D.: Key-privacy in public-key encryption. In: Boyd, C. (ed.) ASIACRYPT 2001. LNCS, vol. 2248, pp. 566-582. Springer, Heidelberg (2001)
32. Boudot, F.: Efficient proofs that a committed number lies in an interval. In: Preneel, B. (ed.) EUROCRYPT 2000. LNCS, vol. 1807, pp. 431-444. Springer, Heidelberg (2000)
33. Camenisch, J., Neven, G., Shelat, A.: Simulatable adaptive oblivious transfer. In: Naor, M. (ed.) EUROCRYPT 2007. LNCS, vol. 4515, pp. 573-590. Springer, Heidelberg (2007)
34. Galbraith, S., Paterson, K., Smart, N.: Pairings for cryptographers. Cryptology ePrint Archive, Report 2006/165 (2006), http://eprint.iacr.org/
35. Yao, A.C.: Protocols for secure computations. In: Proc. 23rd IEEE Symposium on Foundations of Computer Science (FOCS), pp. 160-164 (1982)
36. Camenisch, J., Damgård, I.: Verifiable encryption, group encryption, and their applications to group signatures and signature sharing schemes. In: Okamoto, T. (ed.) ASIACRYPT 2000. LNCS, vol. 1976, pp. 331-345. Springer, Heidelberg (2000)
37. Camenisch, J., Koprowski, M., Warinschi, B.: Efficient blind signatures without random oracles. In: Blundo, C., Cimato, S. (eds.) SCN 2004. LNCS, vol. 3352, pp. 134-148. Springer, Heidelberg (2005)
38. Camenisch, J., Shoup, V.: Practical verifiable encryption and decryption of discrete logarithms. In: Boneh, D. (ed.) CRYPTO 2003. LNCS, vol. 2729, pp. 126-144. Springer, Heidelberg (2003)
39. Paillier, P.: Public-key cryptosystems based on composite residuosity classes. In: Stern, J. (ed.) EUROCRYPT 1999. LNCS, vol. 1592, pp. 223-239. Springer, Heidelberg (1999)
40. Curtmola, R., Garay, J.A., Kamara, S., Ostrovsky, R.: Searchable symmetric encryption: improved definitions and efficient constructions. In: Juels, A., Wright, R.N., di Vimercati, S.D.C. (eds.) ACM Conference on Computer and Communications Security, pp. 79-88. ACM, New York (2006)
41. Brands, S.: Rethinking Public Key Infrastructure and Digital Certificates- Building in Privacy. PhD thesis, Eindhoven Inst. of Tech. The Netherlands (1999)
42. Camenisch, J., Lysyanskaya, A.: Efficient non-transferable anonymous multi-show credential system with optional anonymity revocation. In: Pfitzmann, B. (ed.) EUROCRYPT 2001. LNCS, vol. 2045, pp. 93-118. Springer, Heidelberg (2001)
43. Camenisch, J., Lysyanskaya, A.: A signature scheme with efficient protocols. In: Cimato, S., Galdi, C., Persiano, G. (eds.) SCN 2002. LNCS, vol. 2576, pp. 268-289. Springer, Heidelberg (2003)
44. Camenisch, J., Lysyanskaya, A.: Signature schemes and anonymous credentials from bilinear maps. In: Franklin, M. (ed.) CRYPTO 2004. LNCS, vol. 3152, pp. 56-72. Springer, Heidelberg (2004)
45. Bangerter, E., Camenisch, J., Lysyanskaya, A.: A Cryptographic Framework for the Controlled Release Of Certified Data. In: 12th International Workshop on Security Protocols 2004, Cambridge, England, April 26, 2004, pp. 20-42. Springer, Heidelberg (2004)
46. Katz, J., Sahai, A., Waters, B.: Predicate encryption supporting disjunctions, polynomial equations, and inner products. Cryptology ePrint Archive, Report 2007/404 (2007), http://eprint.iacr.org/

## A Proofs of Knowledge of Correct Key Derivation

Proof for Step 2. The $\mathcal{K} \mathcal{G C}$ has commitment $C_{u_{3}}$ to $u_{3}$, and $C_{i d}$ to the user's choice of $i d$. In Step 2 of our IBEBlindExtract protocol the user does the following proof of knowledge to convince the $\mathcal{K G C}$ that her message $I D^{\prime}$ is well formed:

$$
\begin{align*}
& P K\left\{\left(i d_{1}, \ldots, i d_{n}, u_{3}, i d_{1} \cdot u_{3}, \ldots, i d_{n} \cdot u_{3}, \text { open }_{i d}, \text { open }_{u_{3}},\right.\right. \\
& \text { open } \left._{i d} \cdot u_{3}\right): C_{i d}=\left(\prod_{i=1}^{n}\left(h_{0}^{2^{l(i-1)}}\right)^{i d_{i}}\right) h_{1}^{\text {open }_{i d}} \wedge  \tag{1}\\
& \bigwedge_{i=1}^{n} 0 \leq i d_{i}<2^{l} \wedge C_{u_{3}}=h_{0}^{u_{3}} h_{1}^{\text {open }_{u_{3}}} \wedge  \tag{2}\\
& 1=C_{i d}^{u_{3}}\left(\prod_{i=1}^{n}\left(\left(1 / h_{0}\right)^{2^{l(i-1)}}\right)^{i d_{i} \cdot u_{3}}\right)\left(1 / h_{1}\right)^{\text {open }_{i d} \cdot u_{3}} \wedge  \tag{3}\\
& \left.I D^{\prime}=h_{0}^{u_{3}} \prod_{i=1}^{n} h_{i}^{i d_{i} \cdot u_{3}}\right\} . \tag{4}
\end{align*}
$$

The user proves that $i d$ is correctly encoded in $I D^{\prime}$. This is done in two steps: (1) and (2) prove that $i d$ is correctly split up into its $n$ components $i d_{i}$; (3) and (4) prove that $I D^{\prime}$ contains a blinded version of $H_{2}(i d)$. This requires to prove multiplicative relations between $u_{3}$ and the $i d_{i}$ in (3).

Proof for Step 4. The user has commitments $C_{\hat{r}_{1}}, C_{\hat{r}_{2}}$ and $C_{x_{0}}, C_{x_{1}}$, and $C_{x_{2}}$. In Step 4 of our IBEBlindExtract protocol the $\mathcal{K G C}$ does the following proof of knowledge to convince the user that the blinded key $\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)$ it returns is well formed:

$$
\begin{aligned}
& P K\left\{\left(\hat{r}_{1}, \hat{r}_{2}, \text { open }_{\hat{r}_{1}}, \text { open }_{\hat{r}_{2}}, t_{1}, t_{2}, t_{3}, t_{4}, x_{0}, x_{1}, x_{2}, \text { open }_{x_{0}},\right.\right. \\
& \left.\quad \text { open }_{x_{1}}, \text { open }_{x_{2}},-\hat{r}_{1} t_{1},-\hat{r}_{1} t_{2},-\hat{r}_{2} t_{3},-\hat{r}_{2} t_{4}\right): \\
& \quad C_{\hat{r}_{1}}=h_{0}^{\hat{r}_{1}} h_{1}^{\text {open }_{\hat{r}_{1}}} \wedge C_{\hat{r}_{2}}=h_{0}^{\hat{r}_{2}} h_{1}^{\text {open }_{\hat{r}_{2}}} \wedge v_{1}=g^{t_{1}} \wedge v_{2}=g^{t_{2}} \wedge v_{3}=g^{t_{3}} \wedge \\
& \quad v_{4}=g^{t_{4}} \wedge C_{x_{0}}=h_{0}^{x_{0}} h_{1}^{\text {open }_{x_{0}}} \wedge C_{x_{1}}=h_{0}^{x_{1}} h_{1}^{\text {open }_{x_{1}}} \wedge C_{x_{2}}=h_{0}^{x_{2}} h_{1}^{\text {open }_{x_{2}}} \wedge \\
& \quad 1=\left(1 / v_{1}\right)^{\hat{r}_{1}}(1 / g)^{-\hat{r}_{1} t_{1}} \wedge 1=\left(1 / v_{2}\right)^{\hat{r}_{1}}(1 / g)^{-\hat{r}_{1} t_{2}} \wedge 1=\left(1 / v_{3}\right)^{\hat{r}_{2}}(1 / g)^{-\hat{r}_{2} t_{3}} \wedge \\
& 1=\left(1 / v_{4} r^{\hat{r}_{2}}(1 / g)^{-\hat{r}_{2} t_{4}} \wedge d_{0}^{\prime}=h^{x_{0}} \wedge d_{1}^{\prime}=h^{x_{1}} I D^{\prime-\hat{r}_{1} t_{2}} \wedge d_{2}^{\prime}=h^{x_{2}} I D^{\prime-\hat{r}_{1} t_{1}} \wedge\right. \\
& \left.\quad d_{3}^{\prime}=I D^{\prime-\hat{r}_{2} t_{4}} \wedge d_{4}^{\prime}=I D^{\prime-\hat{r}_{2} t_{3}}\right\} .
\end{aligned}
$$

By means of this proof the $\mathcal{K G C}$ demonstrates to the user that it uses the correct values for $x_{0}, x_{1}, x_{2}, t_{1}, t_{2}, t_{3}, t_{4}, \hat{r}_{1}, \hat{r}_{2}$ when it computes $\left(d_{0}^{\prime}, d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}, d_{4}^{\prime}\right)$. The proof involves proving the multiplicative relations $-\hat{r}_{1} t_{1},-\hat{r}_{1} t_{2},-\hat{r}_{2} t_{3},-\hat{r}_{2} t_{4}$ between $t_{1}, t_{2}$, $t_{3}, t_{4}, \hat{r}_{1}, \hat{r}_{2}$.
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#### Abstract

We propose an anonymous Hierarchical Identity-Based Encryption (anonymous HIBE) scheme that has constant size ciphertexts. This means the size of the ciphertext does not depend on the depth of the hierarchy. Moreover, our scheme achieves the lowest computational cost because during the decryption phase the computational cost of decryption is constant. The security can be proven under reasonable assumptions without using random oracles because it is based on the composite order bilinear group. Our scheme achieves selective-ID security notion.


## 1 Introduction

Identity-Based Encryption (IBE) is a topic of focus as a useful technique. Studies are proceeding in various directions, and numerous applications using IBE have been presented. A searchable encryption scheme has been discussed. At first, schemes allowed keywords that were not encrypted. However, in such schemes, an anonymous request for a keyword cannot be satisfied by using simple IBE schemes. To provide this function, anonymous IBE was proposed. The anonymous IBE scheme provides a very useful function, i.e., anonymity of ID. An anonymous IBE ciphertext does not leak any information about the receiver's identity. Such a useful property can be applied to keyword searchable encryption while maintaining anonymity of the keyword [15|1].

Anonymous Hierarchical Identity-Based Encryption (anonymous HIBE), which handles IDs hierarchically maintaining the anonymity of an ID and keys, can be delegated even if a blinding ID is used. Anonymous HIBE allows some protocols using anonymous HIBE to be extended; for example, by applying keyword-searchable encryption, keywords can be treated hierarchically while maintaining anonymous keyword information.

[^33]
### 1.1 Related Works: ID-Based Encryption Algorithms

After Horwitz and Lynn defined the notion of Hierarchical ID-Based Encryption (HIBE) [18, many efficient and provably secure HIBE schemes were proposed. Gentry and Silverberg proposed an efficient and secure HIBE scheme, that achieves full-ID CPA (chosen plaintext attack) security; however, it was proven with a random oracle (GS-HIBE) [17]. Canetti, Halevi and Katz [13] suggested a weaker security notion, called selective-ID, and they also proposed a selective-ID secure HIBE without using random oracles; however, their scheme is an inefficient one. An efficient and selective-ID secure HIBE scheme in the standard model was proposed by Boneh and Boyen (BB-HIBE) [2]. However the ciphertext of the BB-HIBE scheme is depends on the depth of the hierarchy. To improve the efficiency, HIBE with constant size ciphertexts was presented by Boneh, Boyen and Goh (BBG-HIBE) [3]. In their scheme, a private key can be delegated while maintaining a constant ciphertext size. BBG-HIBE was proven without using random oracles, and it achieves selective-ID security. Full-ID secure schemes that do not use random oracles were presented by Waters [23], Chatterjee and Sarkar [15]. All of the above mentioned HIBE schemes were proposed assuming that IDs are known to everyone, so they cannot provide anonymity of ID. We call such HIBE schemes non-anonymous HIBE schemes.

On the other hand, the concepts of anonymous IBE and anonymous HIBE were shown by Abdalla et al. 1], and formal definitions of them were also given in that paper. However, a concrete construction of anonymous HIBE was not proposed. A concrete constructions of anonymous IBE in the standard model was proposed by Gentry [16] and a concrete construction of anonymous HIBE was proposed by Boyen and Waters (BW-HIBE) [12]. Both of these schemes were proposed in the standard model and are selective-ID CPA secure, which can be proven without using random oracles. Shi and Waters proposed a delegatable hidden-vecor encryption (dHVE) whose definition is a generalization of anonymous HIBE, i.e., anonymous HIBE is a special case of the dHVE scheme (SW-dHVE) 22]. The scheme takes a composit order bilinear group, which was introduced by Boneh, Goh, and Nissim [7, to obtain property of anonoymity. However, in the BW-HIBE and SW-dHVE schemes, the ciphertext size depends on the hierarchy depth. The ciphertext size has a great impact on practicality, so while their results are very interesting, efficiency remains an open problem.

### 1.2 Our Results

Motivation: The size of ciphertext affects the efficiency and feasibility of various applications using HIBE schemes, and if the ciphertext size depends on the depth the hierarchy depth, the efficiency and feasibility of applications also depend on the hierarchy depth. The HIBE scheme with constant size ciphertexts can extend the feasibility and convenience of applications. Additionally, some applications need anonymity of ID. For example, Keyword-search encryption is one of such applications. In keyword-search encryption scheme, each keyword needs a ciphertext, therefore totally the size of ciphertexts for many keywords
is significant impact on the efficiency of keyword search. In such a case the size of ciphertext is serious problem. However, none of the previous results for anonymous HIBE could provide constant size ciphertexts.

Contribution: We present an anonymous HIBE scheme with constant size ciphertexts. Our scheme achieves selective-ID CPA security without using random oracles, and is based on a new assumption, the $\ell$-composite Diffie-Hellman assumption The details are shown in section 2.3. The technical highlight of our paper is the technique for achieving constant size ciphertexts even though the number of layers is increased in HIBE, keeping anonymity of IDs, and security proofs using game-based proof techniques. The difficulties in devising an efficient anonymous HIBE scheme are constructing a length of ciphertext that is independent of hierarchy depth and maintaining the anonymity of key delegation hierarchical ID. Our idea is effected by BBG-HIBE 3, which provides constant size ciphertexts. However, 3] does not satisfy the requirement of an anonymous ID. To attain ID anonymity, we need a randomizing method, keeping the property of key deligation. Therefore the proposed scheme takes a composite order bilinear group, and is using a technique improved upon that of in 11. The HVE scheme in [11] is not anonymous HIBE; it is a scheme for keyword searchable encryption. However, the technique for providing keyword anonymity offers us a key idea for solving key delegation for anonymous HIBE.

There were two anonymous HIBE schemes, BW-HIBE and SW-dHVE1 before our HIBE scheme. Comparing our construction with these previous two anonymous HIBE schemes, we see that the ciphertexts in both those schemes are $O(L)$ group elements, and private keys are $O\left(L^{2}\right)$ group elements, where $L$ is the maximum hierarchy depth. In constract, our scheme uses only four group elements for a ciphertext, and the private key uses $O(L)$ group elements.

## 2 Background

### 2.1 Security Models

We briefly explain the informal security notions of anonymous HIBE. The formal security definitions may be found in the literature 61]. We use a weaker notion of security introduced by [13|14] in which the adversary commits ahead of time to the public params that it will attack; i.e., we use the selective security notion.

Semantic security(IND-sID(indistinguishability against selective identity)): The adversary outputs target identity ID* before public parameters are generated. It can make a private key derivation query for ID such that the ID is not a prefix of or equal to target identity ID*. It publishes target message Msg*. No poly-time adversary can distinguish between a ciphertext of target message Msg* with target identity ID* and a ciphertext of random message with target identity ID*.

[^34]Anonymity(ANON-sID(anonymity against selective identity)): The adversary outputs target identity ID* before public parameters are generated. It can make private key derivation query for ID such that the ID is not a prefix of or equal to target identity ID*. It publishes target message Msg*. No poly-time adversary can distinguish between a ciphertext of target message Msg* with target identity $\mathrm{ID}^{*}$ and a ciphertext of target message $\mathrm{Msg}^{*}$ with random identity.

### 2.2 Bilinear Groups of Composite Order

We will use a bilinear group of composite order $p q$. Bilinear groups of composite order were introduced by Boneh, Goh, Nissim [7].

Let $\mathcal{G}$ be a group generation algorithm that takes security parameter $1^{\lambda}$ as input and outputs tuple $\left(p, q, \mathbb{G}, \mathbb{G}_{T}, e\right)$ where $p$ and $q$ are distinct primes, $\mathbb{G}$ and $\mathbb{G}_{T}$ are cyclic groups of order $n=p q$, and $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ is a non-degenerate bilinear map; i.e., $e$ satisfies the following properties:
bilinear: For $\forall g_{1}, h_{1} \in \mathbb{G}$ and $\forall a, b \in \mathbb{Z}, e\left(g_{1}^{a}, h_{1}^{b}\right)=e\left(g_{1}, h_{1}\right)^{a b}$.
non-degenerate: For generator $g_{1}$ of $\mathbb{G}, e\left(g_{1}, g_{1}\right)$ generates $\mathbb{G}_{T}$.
We assume that group multiplication in $\mathbb{G}, \mathbb{G}_{T}$ and bilinear map $e$ are all polynomial time computable in $\lambda$. Furthermore, we assume that descriptions of $\mathbb{G}$ and $\mathbb{G}_{T}$ contain generators as well as identity elements $1_{\mathbb{G}}, 1_{\mathbb{G}_{T}}$ of $\mathbb{G}$ and $\mathbb{G}_{T}$, respectively. If there is no confusion, we use 1 for identity irrespective of the group.

We will use the notation $\mathbb{G}_{p}$ and $\mathbb{G}_{q}$ to denote the subgroups of $\mathbb{G}$ of order $p$ and $q$, respectively, and we will use the notation $\mathbb{G}_{T, p}$ and $\mathbb{G}_{T, q}$ to denote subgroups of $\mathbb{G}_{T}$ of order $p$ and $q$, respectively. Then $\mathbb{G}=\mathbb{G}_{p} \times \mathbb{G}_{q}$ and $\mathbb{G}_{T}=$ $\mathbb{G}_{T, p} \times \mathbb{G}_{T, q}$. If $g_{1}$ is a generator of $\mathbb{G}$, then $g_{1}^{q}$ and $g_{1}^{p}$ are generators of $\mathbb{G}_{p}$ and $\mathbb{G}_{q}$, respectively. We use the notation $g_{p}$ and $g_{q}$ to denote generators of $\mathbb{G}_{p}$ and $\mathbb{G}_{q}$, respectively.

Note that $e\left(h_{p}, h_{q}\right)=1$ for all random elements $h_{p} \in \mathbb{G}_{p}$ and $h_{q} \in \mathbb{G}_{q}$ because $e\left(h_{p}, h_{q}\right)=e\left(g_{p}^{a}, g_{q}^{b}\right)$ for some integers $a, b$, and $e\left(g_{p}^{a}, g_{q}^{b}\right)=e\left(g_{1}^{q a}, g_{1}^{p b}\right)=$ $e\left(g_{1}, g_{1}\right)^{p q a b}=1$ for some generator $g_{1}$ in $\mathbb{G}$.

### 2.3 Complexity Assumptions

$\ell$-weak Bilinear Diffie-Hellman Inversion* assumption. The $\ell$-Bilinear Diffie-Hellman Inversion ( $\ell$-BDHI) assumption has been used for constructing cryptographic schemes [2123]4]. Boneh, Boyen and Goh introduced a slightly weaker assumption, $\ell$-weak $\mathrm{BDHI}^{*}$, denoted by $\ell$-wBDHI* to design HIBE with constant size ciphertexts in [4]. Our scheme use Decision $\ell$-wBDHI* in bilinear groups of composite order to prove semantic security. We say that group generator $\mathcal{G}$ satisfies the $(\epsilon, t)$-Decision $\ell$-wBDHI* assumption if no $t$-time algorithm has advantage at least $\epsilon$ in solving the Decision $\ell$-wBDHI* problem in groups generated by $\mathcal{G}$.

$$
\text { (prime } \left.:\{p, q\}, \text { group }:\left\{\mathbb{G}, \mathbb{G}_{T}\right\}, \text { bilinearmap }:\{e\}\right) \stackrel{R}{\leftarrow} \mathcal{G}(\lambda),
$$

$$
\begin{gathered}
n \leftarrow p q, \quad g_{p}, h \stackrel{R}{\leftarrow} \mathbb{G}_{p}, \quad g_{q} \stackrel{R}{\leftarrow} \mathbb{G}_{q}, \quad a \stackrel{R}{\leftarrow} \mathbb{Z}_{n} \\
\mathbf{Z} \leftarrow\left(\left(n, \mathbb{G}, \mathbb{G}_{T}, e\right), g_{q}, g_{p}, h, g_{p}^{a}, g_{p}^{a^{2}}, \cdots, g_{p}^{a^{\ell}}\right), \\
T \leftarrow e\left(g_{p}, h\right)^{a^{\ell+1}}, \quad d \stackrel{R}{\leftarrow}\{0,1\} .
\end{gathered}
$$

Let $T^{\prime}=T$ if $d$ is 1 ; otherwise set $T^{\prime}$ to be a uniformly and independently chosen element from $\mathbb{G}_{T, p}$. We call $\left(\mathbf{Z}, T^{\prime}\right)$ the challenge pair of the Decision $\ell$-wBDHI*. Give the challenge pair to adversary $\mathcal{A}$. Then $\mathcal{A}$ outputs $d^{\prime}$, and succeeds if $d=d^{\prime}$. The advantage of $\mathcal{A}$ in solving Devision $\ell$-wBDHI* problem in groups generated by $\mathcal{G}$ is $|\operatorname{Pr}[\mathcal{A}(\mathbf{Z}, T)=1]-\operatorname{Pr}[\mathcal{A}(\mathbf{Z}, R)=1]|$, where the probability is over random coins in $\mathcal{G}$, a random choice of $R \in \mathbb{G}_{T, p}$ and the random coins of $\mathcal{A}$.
$\ell$-composite Diffie-Hellman assumption. The anonymity of our construction is based on a new complexity assumption that we call the $\ell$-composite DiffieHellman assumption ( $\ell$-cDH) in bilinear groups with composite order $n=p q$. We say that group generator $\mathcal{G}$ satisfies the $(\epsilon, t)-\ell-\mathrm{cDH}$ assumption if no $t$-time algorithm has advantage at least $\epsilon$ in solving the $\ell$-cDH problem in groups generated by $\mathcal{G}$.

$$
\begin{gathered}
\text { (prime } \left.:\{p, q\}, \text { group }:\left\{\mathbb{G}^{\prime}, \mathbb{G}_{T}\right\}, \text { bilinearmap }:\{e\}\right) \stackrel{R}{\leftarrow} \mathcal{G}(\lambda), \\
n \leftarrow p q, g_{p} \stackrel{R}{\leftarrow} \mathbb{G}_{p}, g_{q}, R_{1}, R_{2}, R_{3} \stackrel{R}{\leftarrow} \mathbb{G}_{q} a, b \stackrel{R}{\leftarrow} \mathbb{Z}_{n} \\
\mathbf{Z} \leftarrow\left(\left(n, \mathbb{G}, \mathbb{G}_{T}, e\right), g_{q}, g_{p}, g_{p}^{a}, g_{p}^{a^{2}}, \cdots, g_{p}^{a^{\ell}}, g_{p}^{a^{\ell+1}} \cdot R_{1}, g_{p}^{a^{\ell+1} b} \cdot R_{2}\right), \\
T \leftarrow g_{p}^{b} \cdot R_{3}, d \stackrel{R}{\leftarrow}\{0,1\} .
\end{gathered}
$$

Let $T^{\prime}=T$ if $d$ is 1 ; otherwise set $T^{\prime}$ to be a uniformly and independently chosen element from $\mathbb{G}$. We call $\left(\mathbf{Z}, T^{\prime}\right)$ the challenge pair of the $\ell$-cDH. Give the challenge pair to adversary $\mathcal{A}$. Then $\mathcal{A}$ outputs $d^{\prime}$, and succeeds if $d=d^{\prime}$. The advantage of $\mathcal{A}$ in solving the $\ell$-cDH problem in groups generated by $\mathcal{G}$ is $|\operatorname{Pr}[\mathcal{A}(\mathbf{Z}, T)=1]-\operatorname{Pr}[\mathcal{A}(\mathbf{Z}, R)=1]|$, where the probability is over random coins in $\mathcal{G}$, a random choice of $R \in \mathbb{G}$ and the random coins of $\mathcal{A}$.

Our assumption holds in a generic model if the factorization of $n$ is hard. According to the Master Theorem [20, in a generic model, if there is an algo$\operatorname{rithm} \mathcal{A}$ issuing at most $q_{s}$ instructions and having advantage $A d v$ in the above experiment, then $\mathcal{A}$ can be used to find a non-trivial factor of $n$ with probability at least $A d v-O\left(q_{s}^{2}(\ell+2) /\left(n^{1 / 2}\right)\right)$. Therefore, if the factorization of $n$ is hard, any polynomial time algorithm $\mathcal{A}$ has a negligible advantage in $n$.

Bilinear Subset Decision assumption. This assumption is implied by the $\ell$-cDH assumption and was introduced by Boneh, Sahai, and Waters 10. We say that group generator $\mathcal{G}$ satisfies the $(\epsilon, t)$-Bilinear Subset Decision (BSD) assumption if no $t$-time algorithm has advantage at least $\epsilon$ in solving the BSD problem in groups generated by $\mathcal{G}$.
(prime : $\{p, q\}$, group $:\left\{\mathbb{G}, \mathbb{G}_{T}\right\}$, bilinearmap $\left.:\{e\}\right) \stackrel{R}{\leftarrow} \mathcal{G}(\lambda)$,

$$
\begin{aligned}
& n \leftarrow p q, \quad g_{p} \stackrel{R}{\leftarrow} \mathbb{G}_{p}, \quad g_{q} \stackrel{R}{\leftarrow} \mathbb{G}_{q}, \\
& \mathbf{Z} \leftarrow\left(\left(n, \mathbb{G}, \mathbb{G}_{T}, e\right), g_{q}, g_{p}\right), \\
& \\
& \\
& T \stackrel{R}{\leftarrow} \mathbb{G}_{T, p}, \quad d \stackrel{R}{\leftarrow}\{0,1\} .
\end{aligned}
$$

Let $T^{\prime}=T$ if $d$ is 1 ; otherwise set $T^{\prime}$ to be a uniformly and independently chosen element from $\mathbb{G}_{T}$. We call $\left(\mathbf{Z}, T^{\prime}\right)$ the challenge pair of the BSD problem. Give the challenge pair to adversary $\mathcal{A}$. Then $\mathcal{A}$ outputs $d^{\prime}$, and succeeds if $d=d^{\prime}$. The advantage of $\mathcal{A}$ in solving BSD problem in groups generated by $\mathcal{G}$ is $|\operatorname{Pr}[\mathcal{A}(\mathbf{Z}, T)=1]-\operatorname{Pr}[\mathcal{A}(\mathbf{Z}, R)=1]|$, where the probability is over random coins in $\mathcal{G}$, a random choice of $R \in \mathbb{G}_{T}$ and the random coins of $\mathcal{A}$.

## 3 Anonymous HIBE with Constant Size Ciphertexts

In this section, we propose an anonymous hierarchical ID-based encryption with constant size ciphertexts secure under the Decision $\ell$-wBDH* assumption and $\ell$ cDH assumption. Our construction is based on BBG-HIBE. To attain anonymity, we construct HIBE over a bilinear group with composite order as HVE in [11] which can be considered as an anonymous IBE scheme. All non-random elements of our HIBE scheme are embedded in $\mathbb{G}_{p}$ or $\mathbb{G}_{T, p}$. A private key consists of only elements in $\mathbb{G}_{p}$. Public parameters and ciphertexts are blinded by random elements in $\mathbb{G}_{q}$ or $\mathbb{G}_{T, q}$. Since a pairing result between elements in $\mathbb{G}_{p}$ and elements in $\mathbb{G}_{q}$ is 1 , blinding factors of ciphertexts are removed by calculating a pairing with a private key in the decryption procedure.

In delegation procedure of the BBG-HIBE scheme, the private key is rerandomized by using public parameters. However, we cannot use public parameters for private key re-randomization in our construction since a private key must be composed of only elements in $\mathbb{G}_{p}$. If we use public parameters which have blinding factors in $\mathbb{G}_{q}$ to re-randomize the private key, then the resulting private key will also be blinded by elements in $\mathbb{G}_{q}$. This private key can not decrypt any ciphertext because the blinding factors of ciphertexts cannot be removed by pairing with the private key in the decryption procedure. Therefore we add a re-randomization subkey, which is composed of elements in $\mathbb{G}_{p}$, to the private key, and the re-randomization procedure uses not only public parameters but also the re-randomization subkey.

### 3.1 Construction

Here, we present our HIBE construction.
$\operatorname{Setup}(\lambda, L)$ : The setup algorithm generates public system parameters, denoted by params, and the corresponding master secret key, denoted by $M K$ by using a security parameter and the maximum hierarchy depth $L$. First, the setup algorithm generates $\left(p, q, \mathbb{G}, \mathbb{G}_{T}, e\right)$, as explained in the section 2.2 Next, it selects random elements

$$
g, f, v, h_{1}, \cdots, h_{L}, w \in \mathbb{G}_{p}
$$

$$
R_{g}, R_{f}, R_{v}, R_{1}, \cdots, R_{L}, g_{q} \in \mathbb{G}_{q}
$$

It then, computes $G=g R_{g}, F=f R_{f}, V=v R_{v}, H_{1}=h_{1} R_{1}, \cdots, H_{L}=h_{L} R_{L}$ and $E=e(g, w)$, and it publishes the description of a group $\mathbb{G}$ and params as:

$$
\text { params } \leftarrow\left[g_{q}, g_{p}, G, F, V, H_{1}, \cdots, H_{L}, E\right]
$$

and retains $M K$ as the secret values:

$$
M K \leftarrow\left[p, q, g, f, v, h_{1}, \cdots, h_{L}, w\right]
$$

The group description contains $n$ but not $p, q$.
KeyGenerate( $M K, \mathrm{ID})$ : To generate a private key corresponding to ID = $\left[\mathrm{I}_{1}, \mathrm{I}_{2}, \cdots, \mathrm{I}_{\mathrm{k}}\right] \in\left(\mathbb{Z}_{n}\right)^{k}$, the KeyGenerate algorithm first takes $M K$ and ID as input. Next, it picks random integers $r_{1}, r_{2}, s_{1}, s_{2}, t_{1}, t_{2} \in \mathbb{Z}_{n}$ satisfying equations $s_{1} \cdot t_{2}-s_{2} \cdot t_{1} \not \equiv 0 \bmod p$ and $\not \equiv 0 \bmod q$. The algorithm randomly chooses integers and checks whether or not the equation holds. If it does not, the algorithm chooses other random integers and repeats this procedure until the equation does hold. Since the equation holds without probability $\frac{p+q-1}{n}$, this iteration will finish immediately. The private key Pvk ${ }^{\text {ID }}$ consisting of two subkeys $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}} \in\left(\mathbb{G}_{p}\right)^{L-k+3}$ and $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}} \in\left(\mathbb{G}_{p}\right)^{2(L-k+3)}$ is output. $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$ is used for decryption and delegation, and $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$ is used for re-randomization.

$$
\begin{gathered}
\operatorname{Pvk}_{\mathrm{d}}^{\mathrm{ID}} \leftarrow\left[w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{r_{1}} f^{r_{2}}, g^{r_{1}}, g^{r_{2}}, h_{k+1}^{r_{1}}, \cdots h_{L}^{r_{1}}\right] . \\
\operatorname{Pvk}_{\mathrm{r}}^{\mathrm{ID}} \leftarrow\left[\left[\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{s_{1}} f^{s_{2}}, g^{s_{1}}, g^{s_{2}}, h_{k+1}^{s_{1}}, \cdots h_{L}^{s_{1}}\right],\left[\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{t_{1}} f^{t_{2}}, g^{t_{1}}, g^{t_{2}}, h_{k+1}^{t_{1}}, \cdots h_{L}^{t_{1}}\right]\right] .
\end{gathered}
$$

Derive $\left(\operatorname{Pvk}^{\mathrm{ID}}{ }_{\mid \mathrm{k}-1}, \mathrm{ID}_{\mid \mathrm{k}}\right)$ : The private key for $\mathbf{I D}_{\mid \mathbf{k}} \in\left(\mathbb{Z}_{n}\right)^{k}$, where $2 \leq k \leq L$, is derived from a given private key for the parent,

$$
\begin{gathered}
\mathrm{Pvk}_{\mid \mathrm{k}-1}^{\mathrm{ID}}=\left[\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}_{\mid \mathrm{k}-1}}, \mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }_{\mid \mathrm{k}-1}\right] \\
=\left[\left[a_{0}, a_{1}, a_{2}, b_{k}, \cdots, b_{L}\right],\left[\left[\alpha_{0}, \alpha_{1}, \alpha_{2}, \beta_{k}, \cdots, \beta_{L}\right],\left[\alpha_{0}^{\prime}, \alpha_{1}^{\prime}, \alpha_{2}^{\prime}, \beta_{k}^{\prime}, \cdots, \beta_{L}^{\prime}\right]\right]\right] .
\end{gathered}
$$

To generate $\mathrm{Pvk}^{\mathrm{ID}}{ }^{\mathrm{k}}$, pick random integers $\gamma_{1}, \gamma_{2}, \gamma_{3}, \delta_{1}, \delta_{2}, \delta_{3} \in \mathbf{Z}_{n}$ satisfying equations $g_{p}^{\gamma_{2} \cdot \delta_{3}-\gamma_{3} \cdot \delta_{2}} \not \equiv 1$ and $g_{q}^{\gamma_{2} \cdot \delta_{3}-\gamma_{3} \cdot \delta_{2}} \not \equiv 1$ holds. To select four integers satisfying the equations, uniformly and independently choose four integers from $\mathbb{Z}_{n}$ and check the equation. If the equation does not hold, then choose four other integers and repeat the procedure. Since four randomly chosen integers $\gamma_{2}, \gamma_{3}$, $\delta_{2}$ and $\delta_{3}$ satisfy the above equations without negligible probability $\frac{p+q-1}{n}$, this iteration will finish immediately. Therefore we consider four randomly chosen integers satisfying above equations as a random element in $G L_{2}\left(\mathbb{Z}_{n}\right)$. Lastly the Derive algorithm outputs $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}_{\mid \mathrm{k}}}$ and $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}_{\mid \mathrm{k}}}$ as follows.

Step 1 (delegation procedure):

$$
\left[\zeta_{0}, \zeta_{1}, \zeta_{2}, \eta_{k+1}, \cdots, \eta_{L}\right] \leftarrow\left[a_{0} \cdot b_{k}^{\mathrm{I}_{\mathrm{k}}}, a_{1}, a_{2}, b_{k+1}, \cdots, b_{L}\right]
$$

$$
\begin{aligned}
& {\left[\theta_{0}, \theta_{1}, \theta_{2}, \phi_{k+1}, \cdots, \phi_{L}\right] \leftarrow\left[\alpha_{0} \cdot \beta_{k}^{\mathrm{I}_{\mathrm{k}}}, \alpha_{1}, \alpha_{2}, \beta_{k+1}, \cdots, \beta_{L}\right]} \\
& {\left[\theta_{0}^{\prime}, \theta_{1}^{\prime}, \theta_{2}^{\prime}, \phi_{k+1}^{\prime}, \cdots, \phi_{L}^{\prime}\right] \leftarrow\left[\alpha_{0}^{\prime} \cdot \beta_{k}^{\prime \mathrm{I}_{\mathrm{k}}}, \alpha_{1}^{\prime}, \alpha_{2}^{\prime}, \beta_{k+1}^{\prime}, \cdots, \beta_{L}^{\prime}\right]}
\end{aligned}
$$

Step 2(re-randomization procedure):

$$
\begin{gathered}
\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}} \mathrm{lk}^{\mathrm{k}}\left[\zeta_{0} \theta_{0}^{\gamma_{1}} \theta_{0}^{\prime \delta_{1}}, \zeta_{1} \theta_{1}^{\gamma_{1}} \theta_{1}^{\prime \delta_{1}}, \zeta_{2} \theta_{2}^{\gamma_{1}} \theta_{2}^{\prime \delta_{1}}, \eta_{k+1} \phi_{k+1}^{\gamma_{1}} \phi_{k+1}^{\prime \delta_{1}}, \cdots, \eta_{L} \phi_{L}^{\gamma_{1}} \phi_{L}^{\prime \delta_{1}}\right] \\
\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}} \mathrm{Ik}^{4} \leftarrow\left[\left[\theta_{0}^{\gamma_{2}} \theta_{0}^{\prime \delta_{2}}, \theta_{1}^{\gamma_{2}} \theta_{1}^{\prime \delta_{2}}, \theta_{2}^{\gamma_{2}} \theta_{2}^{\prime \delta_{2}}, \phi_{k+1}^{\gamma_{2}} \phi_{k+1}^{\prime \delta_{2}}, \cdots, \phi_{L}^{\gamma_{2}} \phi_{L}^{\prime \delta_{2}}\right]\right. \\
\left.\left[\theta_{0}^{\gamma_{3}} \theta_{0}^{\prime \delta_{3}}, \theta_{1}^{\gamma_{3}} \theta_{1}^{\prime \delta_{3}}, \theta_{2}^{\gamma_{3}} \theta_{2}^{\prime \delta_{3}}, \phi_{k+1}^{\gamma_{3}} \phi_{k+1}^{\prime \delta_{3}}, \cdots, \phi_{L}^{\gamma_{3}} \phi_{L}^{\prime \delta_{3}}\right]\right]
\end{gathered}
$$

We note that private keys generated by the Derive algorithm have the same structure and distribution as those generated by the KeyGenerate algorithm. Two random integers $r_{1}$ and $r_{2}$ of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} \mid \mathrm{k}-1}$ are re-randomized as follows:

$$
\binom{r_{1}}{r_{2}}+\left(\begin{array}{ll}
s_{1} & t_{1} \\
s_{2} & t_{2}
\end{array}\right) \cdot\binom{\gamma_{1}}{\delta_{1}}
$$

Since we choose $\gamma_{1}$ and $\delta_{1}$ uniformly and independently from $\in \mathbb{Z}_{n}$, the above value is also distributed uniformly in $\left(\mathbb{Z}_{n}\right)^{2}$. Therefore, $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} \mid \mathrm{k}}$ has the same distribution as that of the private key generated by the KeyGenerate algorithm.

Random integers of $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID} \mid \mathrm{k}-1}$ are re-randomized as follows:

$$
A \cdot B \text { where } A=\left(\begin{array}{ll}
s_{1} & t_{1} \\
s_{2} & t_{2}
\end{array}\right), \quad B=\left(\begin{array}{ll}
\gamma_{2} & \gamma_{3} \\
\delta_{2} & \delta_{3}
\end{array}\right)
$$

Since $A \in G L_{2}\left(\mathbb{Z}_{n}\right)$ and $B$ are uniformly chosen from $G L_{2}\left(\mathbb{Z}_{n}\right), A \cdot B$ is also uniformly distributed in $G L_{2}\left(\mathbb{Z}_{n}\right)$. Therefore, the private key generated by the Derive algorithm has the same distribution as that of the private key generated by the KeyGenerate algorithm.

Encrypt(params, ID, Msg): First, pick a random integer $s \in \mathbb{Z}_{n}$ and random elements $Z_{1}, Z_{2}, Z_{3} \in \mathbb{G}_{q}$ to encrypt message $\operatorname{Msg} \in \mathbb{G}_{T}$ for a given identity $\mathrm{ID}=\left[\mathrm{I}_{1}, \cdots, \mathrm{I}_{\mathrm{k}}\right] \in\left(\mathbb{Z}_{n}\right)^{k}$. A random element of $\mathbb{G}_{q}$ can be chosen by raising $g_{q}$ to random exponents from $\mathbb{Z}_{n}$. Next, the Encrypt algorithm outputs the ciphertext

$$
\mathrm{CT} \leftarrow\left[\operatorname{Msg} \cdot E^{s}, G^{s} \cdot Z_{1}, F^{s} \cdot Z_{2},\left(V \prod_{i=1}^{k} H^{\mathrm{I}_{\mathrm{i}}}\right)^{s} \cdot Z_{3}\right] \in \mathbb{G}_{T} \times \mathbb{G}^{3}
$$

$\operatorname{Decrypt}\left(\mathrm{Pvk}^{\mathrm{ID}}, \mathrm{CT}\right):$ Consider ID $=\left[\mathrm{I}_{1}, \cdots, \mathrm{I}_{\mathrm{k}}\right]$. To decrypt ciphertext CT $=$ $\left[C_{1}, C_{2}, C_{3}, C_{4}\right]$, using the first three elements of subkey $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}=\left[a_{0}, a_{1}, a_{2}, b_{k+1}\right.$, $\left.\cdots, b_{L}\right]$ of the private key $\mathrm{Pvk}^{\mathrm{ID}}$, output

$$
\mathrm{Msg} \leftarrow C_{1} \cdot \frac{e\left(a_{1}, C_{4}\right) \cdot e\left(a_{2}, C_{3}\right)}{e\left(a_{0}, C_{2}\right)}
$$

We can easily check the correctness of the Decrypt algorithm for valid ciphertext as follows.

$$
\begin{gathered}
C_{1} \frac{e\left(a_{1}, C_{4}\right) e\left(a_{2}, C_{3}\right)}{e\left(a_{0}, C_{2}\right)}=\operatorname{Msg} \cdot e(g, w)^{s} \frac{e\left(g^{r_{1}},\left(V \prod_{i=1}^{k} H^{\mathrm{I}_{\mathrm{i}}}\right)^{s} Z_{3}\right) e\left(g^{r_{2}}, F^{s} Z_{2}\right)}{e\left(w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{r_{1}} f^{r_{2}}, G^{s} Z_{1}\right)} \\
=\operatorname{Msg} \cdot e(g, w)^{s} \frac{e\left(g^{r_{1}},\left(V \prod_{i=1}^{k} H^{\mathrm{I}_{\mathrm{i}}}\right)^{s}\right) e\left(g^{r_{2}}, f^{s}\right)}{e\left(w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{r_{1}} f^{r_{2}}, g^{s}\right)}=\mathrm{Msg}
\end{gathered}
$$

The second equality holds because $e\left(h_{p}, h_{q}\right)=1$ for all $h_{p} \in \mathbb{G}_{p}$ and $h_{q} \in \mathbb{G}_{q}$.

### 3.2 Proof of Security

In this section, we explain the security of our construction. Our construction is similar to that of BBG-HIBE except for the blinding factors and the rerandomization subkey of the private key. Since the re-randomization subkey does not contain an element of the master key, $w$, adding the re-randomization subkey does not effect the semantic security. Therefore, we can demonstrate the semantic security of our construction in a similar manner to that for BBG-HIBE.

To prove anonymity, we use hybrid steps similar to that of [11]. The security of HVE is based on the composite 3-party Diffie-Hellman assumption, however we use the $L$-cDH which is a stronger assumption than c 3 DH , where $L$ is the maximum hierarchy depth. The reason we introduce and use the $L$-cDH assumption is like that the semantic securities of our scheme and BBG-HIBE scheme are based on the Decision $L$-BDHI* assumption which is a stronger assumption than the Decision BDH assumption and depends on the maximum hierarchy depth $L$. The private key of BBG-HIBE has delegation key elements whose number depends on the maximum hierarchy depth. Therefore it may be that an adversary attacking the BBG-HIBE scheme or our scheme can get more information from the private key extraction queries than from other HIBE schemes in which the private key does not contain delegation key elements and is secure under the Decision BDH assumption, for example, GS-HIBE and BB-HIBE. The Decision $L$-BDHI assumption and the $L$-cDH assumption guarantee that any computationally bounded adversary can get no information about the message and the identity, respectively, from the chosen private keys and the challenge ciphertext with reasonable constraints.

Theorem 1. If group generator algorithm $\mathcal{G}$ satisfies the $\left(t, \epsilon_{1}\right)$-Decision $L-w B D H I^{*}$ assumption and $\left(t, \epsilon_{2}\right)-L-c D H$ assumption, then our HIBE scheme with maximum hierarchy depth $L$ is $\left(q_{s}, \hat{t_{1}}, \hat{\epsilon_{1}}\right)$-IND-sID-CPA secure and $\left(q_{s}, \hat{t_{2}}, \hat{\epsilon_{2}}\right)$ -ANON-sID-CPA secure with $\hat{t_{1}}, \hat{t_{2}}=\Theta(t), \hat{\epsilon_{1}}=\Theta\left(\epsilon_{1}+\epsilon_{2}\right)$, and $\hat{\epsilon_{2}}=\Theta\left(\epsilon_{1}+\right.$ $\left.\epsilon_{2} /\left(1-\frac{p+q-1}{n}\right)^{q_{s}}\right)$.

We prove Theorem 1 using hybrid experiments under the Decision $L$-wBDHI* assumption and $L$-cDH assumption.

Game $_{1}: \mathrm{CT}_{1}=\left[C_{1}, C_{2}, C_{3}, C_{4}\right]$
$\mathrm{Game}_{2}: \mathrm{CT}_{2}=\left[C_{1} \cdot R_{p}, C_{2}, C_{3}, C_{4}\right]$
Game $_{3}: \mathrm{CT}_{3}=\left[C_{1} \cdot R=R_{1}, C_{2}, C_{3}, C_{4}\right]$

Game $_{4}: \mathrm{CT}_{4}=\left[R_{1}, R_{2}, C_{3}, C_{4}\right]$
Game $_{5}: \mathrm{CT}_{5}=\left[R_{1}, R_{2}, R_{3}, R_{4}\right]$
where $R_{p}$ is a randomly chosen element from $\mathbb{G}_{T, p} ; R, R_{1}$ are uniformly distributed in $\mathbb{G}_{T}$; and $R_{2}, R_{3}, R_{4}$ are uniformly distributed in $\mathbb{G}$.

We show that under the Decision $L$-wBDHI* assumption and $L$-cDH assumption, there are no algorithms that distinguish between Game ${ }_{1}$ and Game 2 , or between $\mathrm{Game}_{2}$ and Game 3 , or between Game ${ }_{3}$ and Game 4 , or between Game ${ }_{4}$ and Game ${ }_{5}$. Challenge ciphertext $\mathrm{CT}_{5}$ is composed of four random group elements, so it does not leak any information about the message or the identity. Therefore indistinguishability between games prove Theorem First, we prove the indistinguishability between games, and next we complete the proof of Theorem 1

## Indistinguishability between Game ${ }_{1}$ and Game G $_{2}$.

Lemma 1. If group generator algorithm $\mathcal{G}$ satisfies the $(t, \epsilon)$-Decision L-wBDHI* assumption, there is no adversary with running time $t$ that distinguishes between $\mathrm{Game}_{1}$ and $\mathrm{Game}_{2}$ with advantage $\epsilon$.

Proof. We assume that there exists adversary $\mathcal{A}$ that distinguishes between Game $_{1}$ and Game 2 with advantage $\epsilon$. We show that there is a simulator $\mathcal{B}$ using $\mathcal{A}$ to solve the Decision $L$-wBDH* problem with advantage $\epsilon$. The proof is similar to the proof of the semantic security of BBG-HIBE except for the treatment of the re-randomization key in our proof.

The challenger makes a challenge pair ( $\mathbf{Z}, T^{\prime}$ ) of the Decision $L$-wBDHI* assumption. which is defined in Section 2.3 and gives the challenge pair to simulator $\mathcal{B}$. Let $A_{i}=g_{p}^{a^{i}}$ where $g_{p}^{a^{i}}$ is defined in $\mathbf{Z}$ for $1 \leq i \leq L+1$.
Initialization. Adversary $\mathcal{A}$ chooses challenge identity ID $=\left[\mathrm{I}_{1}, \mathrm{I}_{2}, \cdots, \mathrm{I}_{\mathrm{m}}\right]$, and sends it to simulator $\mathcal{B}$. Then, $\mathcal{B}$ sets $\mathrm{I}_{\mathrm{m}+1}=\cdots=\mathrm{I}_{\mathrm{L}}=0$. Hence, a simulator can always consider the length of the challenge identity as $L$.

Setup. $\mathcal{B}$ chooses random integers and random elements

$$
\gamma, x, y, z, x_{1}, \cdots, x_{L} \in \mathbb{Z}_{n}, \quad R_{g}, R_{f}, R_{v}, R_{h, 1}, \cdots, R_{h, l} \in \mathbb{G}_{q}
$$

A random element of $\mathbb{G}_{p}\left(\mathbb{G}_{q}\right)$ can be chosen by raising $g_{p}\left(g_{q}\right.$, respectively) to random exponents from $\mathbb{Z}_{n}$. $\mathcal{B}$ sets $G=g_{p} R_{g}, F=g_{p}^{z} R_{f}, V=\left(g_{p}^{y}\right.$. $\left.\prod_{i=1}^{L}\left(A_{L-i+1}\right)^{\mathrm{I}_{\mathrm{i}}}\right) R_{v}, H_{i}=g_{p}^{x_{i}} / A_{L-i+1} R_{h, i}$ for $1 \leq i \leq L$, and $E=e\left(A_{1}, A_{L} \cdot g_{p}^{\gamma}\right)$. Then, $\mathcal{B}$ publishes system parameters as

$$
\text { params } \leftarrow\left[g_{q}, G, F, V, H_{1}, \cdots, H_{L}, E\right]
$$

where params generated by $\mathcal{B}$ has the same distribution as that of an actual scheme. The master key $w$ corresponding to the system parameters is $\left(A_{L} \cdot g_{p}^{\gamma}\right)^{a}=$ $A_{L+1} \cdot A_{1}^{\gamma}$. Since $\mathcal{B}$ does not have $A_{L+1}, \mathcal{B}$ does not know the master key.

Query Phase1. $\mathcal{A}$ queries the private key for $\mathrm{ID}^{*}=\left[\mathrm{I}_{1}^{*}, \mathrm{I}_{2}^{*}, \cdots, \mathrm{I}_{\mathrm{u}}^{*}\right]$, where $u \leq$ $L$ is distinct from ID and all its prefixes. This private query is carried on an adaptively chosen identity by $\mathcal{A}$. Let $k$ be the smallest integer such that $\mathrm{I}_{\mathrm{k}} \neq \mathrm{I}_{\mathrm{k}}^{*}$.

Then, first $\mathcal{B}$ generates the private key corresponding to $\left[\mathrm{I}_{1}^{*}, \mathrm{I}_{2}^{*}, \cdots, \mathrm{I}_{\mathrm{k}}^{*}\right]$ and runs the Derive algorithm to make $\mathrm{ID}^{*} . \mathcal{B}$ first chooses random integers $r_{1}, r_{2} \in \mathbb{Z}_{n}$. We posit $\hat{r_{1}}=r_{1}+\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}}$. Next, it generates $\mathrm{Pvk}^{\mathrm{ID}}{ }^{*}=\left[\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}, \mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}\right]$. We observe the first component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$.

$$
w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{I}^{*}}}\right)^{\hat{r_{1}}} f^{r_{2}}=w \cdot\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}^{*}{ }^{*}}\right)^{r_{1}} f^{r_{2}} \cdot\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}{ }^{*}}\right)^{\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}}}
$$

Since $v$ is $g_{p}^{y} \cdot \prod_{i=1}^{L}\left(A_{L-i+1}\right)^{\mathrm{I}_{\mathrm{i}}}$ and $h_{i}$ is $g_{p}^{x_{i}} / A_{L-i+1}$ and $f$ is $g_{p}^{z}$ which can be obtained by removing the blinding factor from $V, H_{i}$ and $F$, respectively, and $r_{1}, r_{2}$ are chosen by simulator, $\mathcal{B}$ can compute the second term in the above expression. We focus on the product of the first and third terms in the above expression, $w \cdot\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}}}$. Then

$$
\begin{aligned}
& w \cdot\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}{ }^{*}}\right)^{\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}}}=A_{L+1} A_{1}^{\gamma} \cdot\left(g_{p}^{y} \prod_{i=1}^{L}\left(A_{L-i+1}\right)^{\mathrm{I}_{\mathrm{i}}} \prod_{i=1}^{k}\left(g_{p}^{x_{i}} / A_{L-i+1}\right)^{\left.\mathrm{I}_{\mathrm{i}}{ }^{*}\right)^{\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}}}}\right. \\
& =A_{L+1} A_{1}^{\gamma} \cdot\left(g_{p}^{y} A_{L-k+1}^{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}^{*}} \prod_{i=k+1}^{L}\left(A_{L-i+1}\right)^{\mathrm{I}_{\mathrm{i}}} \prod_{i=1}^{k} g_{p}^{x_{i} \mathrm{I}_{\mathrm{i}}^{*}}\right)^{\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}^{\mathrm{T}^{-\mathrm{I}_{\mathrm{k}}}}}} \\
& =A_{L+1} A_{1}^{\gamma} \cdot\left(A_{k}^{y} A_{L+1}^{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}^{*}} \prod_{i=k+1}^{L}\left(A_{L+k-i+1}\right)^{\mathrm{I}_{\mathrm{i}}} \prod_{i=1}^{k} A_{k}^{x_{i} \mathrm{I}_{\mathrm{i}}^{*}}\right)^{\frac{1}{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}}} \\
& =A_{1}^{\gamma} \cdot\left(A_{k}^{y} \prod_{i=k+1}^{L}\left(A_{L+k-i+1}\right)^{\mathrm{I}_{\mathrm{i}}} \prod_{i=1}^{k} A_{k}^{x_{i} \mathrm{I}_{\mathrm{i}}^{*}}\right)^{\frac{1}{\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}}}
\end{aligned}
$$

Since $\mathcal{B}$ knows all the terms in the above expression, it can compute the first component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. Since the remaining elements in $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. do not involve $A_{L+1}, \mathcal{B}$ can compute all of them. $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$ is distributed as if $\hat{r_{1}}=r_{1}+\frac{a^{k}}{\mathrm{I}_{\mathrm{k}}-\mathrm{I}_{\mathrm{k}}^{*}}$ and $r_{2}$ are the randomness of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. Since $\hat{r_{1}}$ and $r_{2}$ are uniformly and independently distributed in $\mathbb{Z}_{n}, \mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} *}$ has the same distribution as that of the actual key distribution.

To generate $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}, \mathcal{B}$ choose $s_{1}, s_{2}, t_{1}, t_{2} \in \mathbb{Z}_{n}$. Since no elements in $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID} *}$ associate with master key $w, \mathcal{B}$ can compute $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}$ using $s_{1}, s_{2}, t_{1}, t_{2}$ as its randomness. Since the random integers used in $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$. have to satisfy equation $s_{1} \cdot t_{2}-s_{2} \cdot t_{1} \not \equiv 0 \bmod p$ and $\not \equiv 0 \bmod q$, the simulator has to check equation $g_{p}^{s_{1} \cdot t_{2}-s_{2} \cdot t_{1}} \not \equiv 1$ and $g_{q}^{s_{1} \cdot t_{2}-s_{2} \cdot t_{1}} \not \equiv 1$. If the random integers used in $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$. do not satisfy the equation, then the simulator chooses other random integers $s_{1}, s_{2}, t_{1}$ and $t_{2}$ and repeats the same procedure until the equation does hold. Since the equation holds without probability $\frac{p+q-1}{n}$, this iteration will finish immediately. Therefore $\mathrm{Pvk}^{\mathrm{ID} *}$ has the same distribution as that of the actual key distribution.

Challenge. $\mathcal{A}$ sends a message $\mathrm{Msg} \in \mathbb{G}$ to $\mathcal{B}$. Then, $\mathcal{B}$ picks random elements $Z_{1}, Z_{2}$ and $Z_{3}$ from $\mathbb{G}_{q}$ and outputs a challenge ciphertext

$$
\mathrm{CT}=\left[\operatorname{Msg} \cdot T^{\prime} \cdot e\left(A_{1}, h^{\gamma}\right), \quad h \cdot Z_{1}, \quad h^{z} \cdot Z_{2}, \quad h^{y+\sum_{i=1}^{L} \mathrm{I}_{\mathrm{i}} x_{i}} \cdot Z_{3}\right],
$$

where $h$ and $T^{\prime}$ are given from challenge pair $\left(\mathbf{Z}, T^{\prime}\right)$ We consider $h$ as $g_{p}^{c}$ for some unknown $c \in \mathbb{Z}_{n}$.

If $T^{\prime}=T$, then CT is equal to

$$
\begin{aligned}
& {\left[\operatorname{Msg} \cdot e\left(g_{p}, g_{p}^{c}\right)^{a^{L+1}} e\left(g_{p}^{a}, g_{p}^{c \gamma}\right), g_{p}^{c} Z_{1},\left(g_{p}^{z}\right)^{c} Z_{2},\left(\prod_{i=1}^{L}\left(g_{p}^{x_{i}} / A_{L-i+1}\right)^{\mathrm{I}_{\mathrm{i}}} g_{p}^{y} \prod_{i=1}^{L} A_{L-i+1}^{\mathrm{I}_{\mathrm{i}}}\right)^{c} Z_{3}\right]} \\
& =\left[\operatorname{Msg} \cdot e\left(A_{1}, A_{L} g_{p}^{\gamma}\right)^{c}, \quad G^{c} Z_{1}^{\prime}, \quad F^{c} Z_{2}^{\prime}, \quad\left(V \prod_{i=1}^{L} H_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{c} Z_{3}^{\prime}\right] \\
& =\left[\operatorname{Msg} \cdot e\left(A_{1}, A_{L} g_{p}^{\gamma}\right)^{c}, \quad G^{c} Z_{1}^{\prime}, \quad F^{c} Z_{2}^{\prime}, \quad\left(V \prod_{i=1}^{m} H_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{c} Z_{3}^{\prime}\right] .
\end{aligned}
$$

Therefore, CT is a ciphertext of Game ${ }_{1}$. Otherwise, $T$ is a uniformly and independently chosen element from $\mathbb{G}_{T}$. In that case, the first component of ciphertext is random from the adversarial point of view. Therefore, CT is a ciphertext of Game $_{2}$.

Query Phase2. $\mathcal{A}$ adaptively queries $\mathcal{B}$ with the same constraints as in Query Phase 1. $\mathcal{B}$ sends corresponding private keys as before.
Guess. $\mathcal{B}$ outputs the same bit as $\mathcal{A}$; i.e., if $\mathcal{A}$ outputs $1\left(\mathrm{Game}_{1}\right)$, then $\mathcal{B}$ also outputs $1\left(T^{\prime}=T\right)$. Since $\mathcal{B}$ played Game with $^{\prime} T^{\prime}=T$ and played Game ${ }_{2}$ with $T^{\prime}$ as a random element from $\mathbb{G}_{p}, \mathcal{B}$ 's advantage in the $L$-wBDHI* game is exactly $\epsilon$, the same as $\mathcal{A}$ 's.

## Indistinguishability between Game ${ }_{2}$ and Game ${ }_{3}$.

Lemma 2. If group generator algorithm $\mathcal{G}$ satisfies the $(t, \epsilon)-B S D$ assumption, there is no adversary with running time $t$ that distinguishes between $\mathrm{Game}_{2}$ and Game $_{3}$ with advantage $\epsilon$.

Proof. We assume that there exists adversary $\mathcal{A}$ distinguishing between Game $_{2}$ and $\mathrm{Game}_{3}$ with $\epsilon$ advantage. We show that there is a simulator $\mathcal{B}$ using $\mathcal{A}$ to solve the BSD problem with advantage $\epsilon$.

The challenger makes a challenge pair $\left(\mathbf{Z}, T^{\prime}\right)$ of the BSD problem, which is defined in Section 2.3 and give the challenge pair to simulator $\mathcal{B}$.

Initialization. $\mathcal{A}$ sends a challenge identity ID to $\mathcal{B}$.
Setup. $\mathcal{B}$ generates system parameters as an actual setup algorithm. $\mathcal{B}$ can choose all random elements from $\mathbb{G}_{p}$ and $\mathbb{G}_{p}$ by using $g_{p}$ and $g_{q}$.
Query Phase1. $\mathcal{A}$ queries $\mathcal{B}$ and $\mathcal{B}$ responds to queries as the actual key generation center.

Challenge. $\mathcal{A}$ sends message Msg , to $\mathcal{B}$. $\mathcal{B}$ outputs a normal ciphertext with the exception that the its first component is multiplied by $T^{\prime}$.

Query Phase2. $\mathcal{A}$ adaptively queries $\mathcal{B}$ with the same constraints as in Query Phase 1. $\mathcal{B}$ sends corresponding private keys as before.
Guess. $\mathcal{B}$ outputs the same bit as $\mathcal{A}$; i.e., if $\mathcal{A}$ outputs $1\left(\mathrm{Game}_{2}\right)$, then $\mathcal{B}$ also outputs $1\left(T^{\prime}=T\right)$. Since $\mathcal{B}$ played $\mathrm{Game}_{2}$ with $T^{\prime}$ is a random element from $\mathbb{G}_{p}$ and played Game $3_{3}$ with $T^{\prime}$ as a random element from $\mathbb{G}, \mathcal{B}$ 's advantage in the BSD game is exactly $\epsilon$, the same as $\mathcal{A}$ 's.

## Indistinguishability between Game ${ }_{3}$ and Game ${ }_{4}$

Lemma 3. If group generator algorithm $\mathcal{G}$ satisfies the $(t, \epsilon)-L-c D H$ assumption, there is no adversary with running time $t$ that makes at most $q_{s}$ key extraction queries and distinguishes between $\mathrm{Game}_{3}$ and $\mathrm{Game}_{4}$ with advantage $\epsilon /\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.

Proof. We assume that there exists an adversary $\mathcal{A}$ distinguishing between Game $_{3}$ and Game ${ }_{4}$ with advantage $\epsilon^{\prime}$. We show that there is a simulator $\mathcal{B}$ using $\mathcal{A}$ to solve the $L$-cDH problem with advantage $\epsilon^{\prime} \cdot\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.

The challenger makes a challenge pair $\left(\mathbf{Z}, T^{\prime}\right)$ of $L$-cDH which is defined in Section 2.3 and gives the challenge pair to simulator $\mathcal{B}$. Let $A_{i}=g_{p}^{a^{i}}, B=$ $A_{L+1} R_{1}^{\prime}$ and $C=A_{L+1}^{b} R_{2}^{\prime}$ where $g_{p}^{a^{i}}, R_{1}^{\prime}$ and $R_{2}^{\prime}$ are defined in $\mathbf{Z}$ for $0 \leq i \leq$ $L+1$.

Initialization. $\mathcal{A}$ chooses a challenge $\mathrm{ID}=\left[\mathrm{I}_{1}, \mathrm{I}_{2}, \cdots, \mathrm{I}_{\mathrm{m}}\right]$ and sends it to simulator $\mathcal{B}$.

Setup. $\mathcal{B}$ chooses random integers and random elements

$$
x, y, z, x_{1}, \cdots, x_{L} \in \mathbb{Z}_{n}, \quad w \in \mathbb{G}_{p}, \quad R_{g}, R_{f}, R_{v}, R_{h, 1}, \cdots, R_{h, l} \in \mathbb{G}_{q}
$$

$\mathcal{B}$ puts $G=B^{x} R_{g}, F=g_{p}^{z} R_{f}, H_{i}=A_{i}^{x_{i}} R_{h, i}$ for $1 \leq i \leq L, V=\left(g_{p}^{y} / \prod_{j=1}^{m} H_{j}^{I_{j}}\right)$ $R_{v}$, and $E=e\left(B^{x}, w\right)$. Then, $\mathcal{B}$ publishes system parameters as

$$
\text { params } \leftarrow\left[g_{q}, G, F, V, H_{1}, \cdots, H_{L}, E\right]
$$

Query Phase1. $\mathcal{A}$ queries the private key for $\mathrm{ID}^{*}=\left[\mathrm{I}_{1}^{*}, \mathrm{I}_{2}^{*}, \cdots, \mathrm{I}_{\mathrm{u}}^{*}\right]$ where $u \leq L$ distinct from ID and all its prefixes. This private query of an adaptively chosen identity is carried out by $\mathcal{A}$. Let $k$ be the smallest integer such that $\mathrm{I}_{\mathrm{k}} \neq \mathrm{I}_{\mathrm{k}}^{*}$. Then, first $\mathcal{B}$ generates the private key corresponding to $\left[\mathrm{I}_{1}^{*}, \mathrm{I}_{2}^{*}, \cdots, \mathrm{I}_{\mathrm{k}}^{*}\right]$ and runs Derive algorithm to make $\mathrm{ID}^{*}$. $\mathcal{B}$ first choose random integers $r_{1}, r_{2} \in \mathbb{Z}_{n}$. We posit $\hat{r_{1}}=\frac{z}{a^{k}} r_{1}+\frac{z}{a^{k+1}} r_{2}, \hat{r_{2}}=-\frac{y}{a^{k}} r_{1}-\left(\frac{x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right)}{a}+\frac{y}{a^{k+1}}\right) r_{2}$. Next, the algorithm generates $\mathrm{Pvk}^{\mathrm{ID}}=\left[\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}, \mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}\right]$. We observe the first component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$, $w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}^{*}}\right)^{{ }^{r_{1}}} f^{r_{2}}$. Since we know that $v, h_{i}, f$ are the same as elements by removing blinding factors from $V, H_{i}, F$, respectively, we can rewrite the above component as follows:

$$
w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{i}^{*}}\right)^{r_{1}} f^{\hat{r}_{2}}=w\left(\left(g_{p}^{y} / \prod_{j=1}^{m} A_{j}^{x_{j} I_{j}}\right) \prod_{i=1}^{k} A_{i}^{x_{i} \mathrm{I}_{\mathrm{i}}^{*}}\right)^{\hat{r}_{1}} g_{p}^{z \hat{r}_{2}}
$$

We focus on the exponent of $g_{p}$ in $\left(\left(g_{p}^{y} / \prod_{j=1}^{m} A_{j}^{x_{j} I_{j}}\right) \prod_{i=1}^{k} A_{i}^{x_{i} I_{i}^{*}}\right)^{\hat{r}_{1}} g_{p}^{z \hat{r_{2}}}$. It is

$$
\begin{gathered}
\left(y-\sum_{j=1}^{m} a^{j} x_{j} I_{j}+\sum_{i=1}^{k} a^{i} x_{i} I_{i}^{*}\right) \hat{r_{1}}+z \hat{r_{2}} \\
=\left(y-\sum_{j=k+1}^{m} a^{j} x_{j} I_{j}+a^{k} x_{k}\left(I_{k}^{*}-I_{k}\right)\right) \hat{r_{1}}+z \hat{r_{2}} \\
=\left(y-\sum_{j=k+1}^{m} a^{j} x_{j} I_{j}+a^{k} x_{k}\left(I_{k}^{*}-I_{k}\right)\right)\left(\frac{z}{a^{k}} r_{1}+\frac{z}{a^{k+1}} r_{2}\right)+z\left(-\frac{y}{a^{k}} r_{1}-\left(\frac{x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right)}{a}+\frac{y}{a^{k+1}}\right) r_{2}\right) \\
=\left(-\sum_{j=k+1}^{m} a^{j-k} x_{j} I_{j} z+x_{k}\left(I_{k}^{*}-I_{k}\right) z\right) r_{1}-\sum_{i=k+1}^{m} a^{i-k-1} x_{i} I_{i} z r_{2}
\end{gathered}
$$

Since the exponent involves $a^{1}, \cdots, a^{m-k}, x_{j}, z, r_{1}, r_{2}, I D$ and $I D^{*}, \mathcal{B}$ can compute the first component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. The remaining elements in $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. are $g^{\hat{r_{1}}}, g^{\hat{r_{2}}}$ and $h_{i}^{\hat{r_{1}}}$ for $k+1 \leq i \leq L$. Note that $g$ and $h_{i}$ are $A_{L+1}^{x}$ and $A_{i}^{x_{i}}$, respectively, which are elements with blinding factors removed from $G$ and $H_{i}$, respectively. Since the second component $g^{\hat{r_{1}}}$ is equal to $A_{L+1}^{x \hat{r_{1}}}=A_{L+1}^{x\left(\frac{z}{a^{k}} r_{1}+\frac{z}{a^{k+1}} r_{2}\right)}=$ $A_{L-k+1}^{x z r_{1}} A_{L-k}^{x z r_{2}}, \mathcal{B}$ can compute the second component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. Similarly, $\mathcal{B}$ can compute all the remaining elements of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. Since $\hat{r_{1}}$ and $\hat{r_{2}}$ are uniformly and independently distributed in $\mathbb{Z}_{n}, \mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} *}$ has the same distribution as an actual key distribution.

Next, $\mathcal{B}$ generates $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}$. Every component in $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID} *}$ is the same as in $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}{ }^{*}$ except for $w$ of the first and $(L-k+4)$ th components and for using different randomness. Since the procedure for generating $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}{ }^{*}$ will work without $w, \mathcal{B}$ can generate $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$ * in a similar manner to generating $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} *}$. The details of this are highly similar to those of $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$, so they are omitted. We let $s_{1}, s_{2}, t_{1}, t_{2} \in \mathbb{Z}_{n}$ be random integers used for generating $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}$ and let $\hat{s_{1}}=\frac{z}{a^{k}} s_{1}+\frac{z}{a^{k+1}} s_{2}, \quad \hat{s_{2}}=-\frac{y}{a^{k}} s_{1}-\left(\frac{x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right)}{a}+\frac{y}{a^{k+1}}\right) s_{2}, \quad \hat{t_{1}}=$ $\frac{z}{a^{k}} t_{1}+\frac{z}{a^{k+1}} t_{2}, \quad \hat{t_{2}}=-\frac{y}{a^{k}} t_{1}-\left(\frac{x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right)}{a}+\frac{y}{a^{k+1}}\right) t_{2}$. Then $\mathrm{Pvk}_{\mathrm{r}}{ }^{a^{\mathrm{ID}}}$ is distributed as if $\hat{s_{1}}, \hat{s_{2}}, \hat{t_{1}}$, and $\hat{t_{2}}$ are the randomness of $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$. Since $\hat{s_{1}}, \hat{s_{2}}, \hat{t_{1}}$, and $\hat{t_{2}}$ are uniformly and independently distributed in $\mathbb{Z}_{n}$, four integers satisfy equations $\hat{s_{1}} \cdot \hat{t_{2}}-\hat{s_{2}} \cdot \hat{t_{1}} \not \equiv 0 \bmod p$ and $\not \equiv 0 \bmod q$ with probability $1-\frac{p+q-1}{n}$. Therefore, the private key $\mathrm{Pvk}^{\mathrm{ID}}{ }^{*}$ generated by the simulator has the same structure and distribution as that of actual private key with probability $1-\frac{p+q-1}{n}$.
Challenge. $\mathcal{A}$ sends message Msg to $\mathcal{B} . \mathcal{B}$ discards Msg and selects random elements $R \in \mathbb{G}$ and $Z_{1}, Z_{2}, Z_{3} \in \mathbb{G}_{q}$. $\mathcal{B}$ sends ciphertext $\mathrm{CT}=\left[R, C^{x} Z_{1}, T^{\prime z} Z_{2}\right.$, $\left.T^{\prime y} Z_{3}\right]$.

If $T^{\prime}=T$, then CT is equal to

$$
\left[R,\left(A_{L+1}^{b} R_{2}^{\prime}\right)^{x} Z_{1},\left(g_{p}^{b} R_{3}^{\prime}\right)^{z} Z_{2},\left(g_{p}^{b} R_{3}^{\prime}\right)^{y} Z_{3}\right]=\left[R, G^{b} Z_{1}^{\prime}, F^{b} Z_{2}^{\prime},\left(\prod_{i=1}^{m} H_{i}^{\mathrm{I}_{\mathrm{i}}} V\right)^{b} Z_{3}^{\prime}\right]
$$

Therefore CT is a ciphertext of Game ${ }_{3}$. Otherwise, $T$ can be written by $g_{p}^{r} R_{3}^{\prime \prime}$ as an element from $\mathbb{G}$ where $r$ is a random integer chosen from $\mathbb{Z}_{n}$ and $R_{3}^{\prime \prime}$ is a random element chosen from $\mathbb{G}_{q}$. Then, CT is equal to

$$
\left[R,\left(A_{L+1}^{b} R_{2}^{\prime}\right)^{x} Z_{1},\left(g_{p}^{r} R_{3}^{\prime \prime}\right)^{z} Z_{2},\left(g_{p}^{r} R_{3}^{\prime \prime}\right)^{y} Z_{3}\right]=\left[R, G^{b} Z_{1}^{\prime}, F^{r} Z_{2}^{\prime},\left(V \prod_{i=1}^{m} H_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{r} Z_{3}^{\prime}\right]
$$

From an adversarial viewpoint, $b$ and $r$ first appear in ciphertext CT and both are integers uniformly and independently chosen from $\mathbb{Z}_{n}$. The third and fourth components in CT share the same random $r$. However, the second component uses random $b$ independent from $r$. Therefore the second component of CT is a random element from the adversarial viewpoint, and CT is a ciphertext of Game $_{4}$.

Query Phase2. $\mathcal{A}$ adaptively queries $\mathcal{B}$ with the same constraints in Query Phase 1. $\mathcal{B}$ sends corresponding private keys as before.
Guess. $\mathcal{B}$ outputs the same bit as $\mathcal{A}$, i.e., if $\mathcal{A}$ outputs $1\left(\mathrm{Game}_{3}\right)$, then $\mathcal{B}$ also outputs $1\left(T^{\prime}=T\right)$. If $\mathcal{A}$ queried $q_{s}$ times in total in Query Phase1 and Query Phase2, then $\mathcal{B}$ responded with corresponding private keys having the same distribution as that of actual keys with probability $\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$. Therefore $\mathcal{B}$ 's advantage in the $L$ - cDH game is $\epsilon^{\prime} \cdot\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.

## Indistinguishability between Game $_{4}$ and Game ${ }_{5}$

Lemma 4. If group generator algorithm $\mathcal{G}$ satisfies the $(t, \epsilon)-L-c D H$ assumption, there is no adversary with running time $t$ that makes at most $q_{s}$ key extraction queries and distinguishes between $\mathrm{Game}_{4}$ and $\mathrm{Game}_{5}$ with advantage $\epsilon /\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.

Proof. We assume that there exists adversary $\mathcal{A}$ distinguishing between Game $_{4}$ and Game ${ }_{5}$ with non-negligible advantage $\epsilon^{\prime}$. We show that there is a simulator $\mathcal{B}$ using $\mathcal{A}$ to solve the $L$-cDH problem with advantage $\epsilon^{\prime} \cdot\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.

The challenger makes a challenge pair $\left(\mathbf{Z}, T^{\prime}\right)$ of $L-\mathrm{cDH}$ which is defined in Section 2.3 and give the challenge pair to simulator $\mathcal{B}$. Let $A_{i}=g_{p}^{a^{i}}, B=A_{L+1} R_{1}^{\prime}$ and $C=A_{L+1}^{b} R_{2}^{\prime}$ where $g_{p}^{a^{i}}, R_{1}^{\prime}$ and $R_{2}^{\prime}$ are defined in $\mathbf{Z}$ for $0 \leq i \leq L+1$.

Initialization. $\mathcal{A}$ chooses a challenge $\mathrm{ID}=\left[\mathrm{I}_{1}, \mathrm{I}_{2}, \cdots, \mathrm{I}_{\mathrm{m}}\right]$ and sends it to simulator $\mathcal{B}$.

Setup. $\mathcal{B}$ chooses random integers and random elements

$$
x, y, z, x_{1}, \cdots, x_{L} \in \mathbb{Z}_{n}, \quad w \in \mathbb{G}_{p}, R_{g}, R_{f}, R_{v}, R_{h, 1}, \cdots, R_{h, l} \in \mathbb{G}_{q}
$$

$\mathcal{B}$ puts $G=g_{p}^{x} R_{g}, F=B^{z} R_{f}, V=\left(g_{p}^{y} / \prod_{j=1}^{m} H_{j}^{I_{j}}\right) R_{v}, H_{i}=A_{L+1-i}^{x_{i}} R_{h, i}$ for $1 \leq i \leq L$, and $E=e\left(g_{p}^{x}, w\right)$. Then, $\mathcal{B}$ publishes system parameters as

$$
\text { params } \leftarrow\left[g_{q}, G, F, V, H_{1}, \cdots, H_{L}, E\right] .
$$

Query Phase1. $\mathcal{A}$ queries the private key for $\mathrm{ID}^{*}=\left[\mathrm{I}_{1}^{*}, \mathrm{I}_{2}^{*}, \cdots, \mathrm{I}_{\mathrm{u}}^{*}\right]$ where $u<L$ is distinct from ID and all its prefixes. This private query is carried out on an identity adaptively chosen by $\mathcal{A}$. Let $k$ be the smallest integer such that $\mathrm{I}_{\mathrm{k}} \neq \mathrm{I}_{\mathrm{k}}^{*}$. Then, first $\mathcal{B}$ generates the private key corresponding to $\left[\mathrm{I}_{1}^{*}, \mathrm{I}_{2}^{*}, \cdots, \mathrm{I}_{\mathrm{k}}^{*}\right]$ and runs the Derive algorithm to make $\mathrm{ID}^{*}$. $\mathcal{B}$ first chooses random integers $r_{1}, r_{2} \in \mathbb{Z}_{n}$. We posit $\hat{r_{1}}=a^{k} z r_{1}+r_{2}, \hat{r_{2}}=-x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right) r_{1}$. Next, the algorithm generates $\mathrm{Pvk}^{\mathrm{ID}}{ }^{*}=\left[\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}, \mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}\right]$. We observe the first component in $\mathrm{Pvk}_{\mathrm{d}}{ }^{\mathrm{ID}}, w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}{ }^{*}}\right)^{\hat{r_{1}}} f^{r_{2}}$. Since we know that $v, h_{i}, f$ are same as elements by removing blinding factor from $V, H_{i}, F$, respectively, we can rewrite above component as follows:

$$
w\left(v \prod_{i=1}^{k} h_{i}^{\mathrm{I}_{\mathrm{i}}{ }^{*}}\right)^{\hat{r_{1}}} f^{\hat{r_{2}}}=w\left(\left(g_{p}^{y} / \prod_{j=1}^{m} A_{L+1-j}^{x_{j} I_{j}}\right) \prod_{i=1}^{k} A_{L+1-i}^{x_{i} I_{i}^{*}}\right)^{\hat{r_{1}}} A_{L+1}^{z \hat{r_{2}}}
$$

We focus on the exponent of $g_{p}$ in $\left(\left(g_{p}^{y} / \prod_{j=1}^{m} A_{L+1-j}^{x_{j} I_{j}}\right) \prod_{i=1}^{k} A_{L+1-i}^{x_{I_{i}^{*}}^{*}}\right)^{r_{1}} A_{L+1}^{z r_{2}}$. It is

$$
\begin{gathered}
\left(y-\sum_{j=1}^{m} a^{L+1-j} x_{j} I_{j}+\sum_{i=1}^{k} a^{L+1-i} x_{i} I_{i}^{*}\right) \hat{r_{1}}+a^{L+1} z \hat{r_{2}} \\
=\left(y-\sum_{j=k+1}^{m} a^{L+1-j} x_{j} I_{j}+a^{L+1-k} x_{k}\left(I_{k}^{*}-I_{k}\right)\right) \hat{r_{1}}+a^{L+1} z \hat{r_{2}} \\
=\left(y-\sum_{j=k+1}^{m} a^{L+1-j} x_{j} I_{j}+a^{L+1-k} x_{k}\left(I_{k}^{*}-I_{k}\right)\right)\left(a^{k} z r_{1}+r_{2}\right)+a^{L+1} z\left(-x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right) r_{1}\right) \\
=\left(y a^{k} z-\sum_{j=k+1}^{m} a^{L+k+1-j} x_{j} I_{j} z\right) r_{1}+\left(y-\sum_{j=k+1}^{m} a^{L+1-j} x_{j} I_{j}+a^{L+1-k} x_{k}\left(I_{k}^{*}-I_{k}\right)\right) r_{2}
\end{gathered}
$$

Since the exponent involves $a^{1}, \cdots, a^{L}, x_{j}, z, r_{1}, r_{2}$ and identities, $\mathcal{B}$ can compute the first component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}{ }^{*}$. The remaining elements in $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$ are $g^{\hat{r_{1}}}, g^{\hat{r_{2}}}$ and $h_{i}^{r_{1}}$ for $k+1 \leq i \leq L$. Note that $g$ and $h_{i}$ are $g_{p}^{x}$ and $A_{L+1-i}^{x_{i}}$, respectively, which are elements with blinding factors removed from $G$ and $H_{i}$, respectively. Since the second component $g^{\hat{r_{1}}}$ is equal to $g_{p}^{x \hat{r_{1}}}=A_{k}^{x z r_{1}} g_{p}^{x r_{2}}, \mathcal{B}$ can compute the second component of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. Similarly, $\mathcal{B}$ can compute all the remaining elements of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$. Since $\hat{r_{1}}$ and $\hat{r_{2}}$ are uniformly and independently distributed in $\mathbb{Z}_{n}$, $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} *}$ has the same distribution as an actual key distribution.

Next, $\mathcal{B}$ generates $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID} *}$. Every component in $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID} *}$ is the same as in $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$ except for $w$ of the first and $(L-k+4)$ th components and for using different randomness. Since generating procedure of $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID}}$ will work without
$w, \mathcal{B}$ can generate $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}$ is a similar manner to generating $\mathrm{Pvk}_{\mathrm{d}}^{\mathrm{ID} *}$. The details of this are highly similar to those of $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}{ }^{*}$, so they are omitted. We let $s_{1}, s_{2}, t_{1}, t_{2} \in \mathbb{Z}_{n}$ be random integers used for generating $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}}$. and let
$\hat{s_{1}}=a^{k} z s_{1}+s_{2}, \quad \hat{s_{2}}=-x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right) s_{1}, \quad \hat{t_{1}}=a^{k} z t_{1}+t_{2}$, and $\hat{t_{2}}=-x_{k}\left(\mathrm{I}_{\mathrm{k}}^{*}-\mathrm{I}_{\mathrm{k}}\right) t_{1}$. Then $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}^{*}}$ is distributed as if $\hat{s_{1}}, \hat{s_{2}}, \hat{t_{1}}$, and $\hat{t_{2}}$ is the randomness of $\mathrm{Pvk}_{\mathrm{r}}^{\mathrm{ID}^{*}}$. Since $\hat{s_{1}}, \hat{s_{2}}, \hat{t_{1}}$, and $\hat{t_{2}}$ are uniformly and independently distributed in $\mathbb{Z}_{n}$, four integers satisfy equations $\hat{s_{1}} \cdot \hat{t_{2}}-\hat{s_{2}} \cdot \hat{t_{1}} \not \equiv 0 \bmod p$ and $\not \equiv 0 \bmod q$ with probability $1-\frac{p+q-1}{n}$. Therefore, the private key $\mathrm{Pvk}^{\mathrm{ID}}{ }^{*}$ generated by the simulator has the same structure and distribution as that of actual private key with probability $1-\frac{p+q-1}{n}$.
Challenge. $\mathcal{A}$ sends message Msg to $\mathcal{B} . \mathcal{B}$ discards Msg and selects random elements $R, R^{\prime} \in \mathbb{G}, Z_{1}, Z_{2} \in \mathbb{G}_{q} . \mathcal{B}$ sends ciphertext $\mathrm{CT}=\left[R, R^{\prime}, C^{z} Z_{1}, T^{\prime y} Z_{2}\right]$. If $T^{\prime}=T$, then

$$
\mathrm{CT}=\left[R, R^{\prime},\left(A_{L+1}^{b} R_{2}^{\prime}\right)^{z} Z_{1},\left(g_{p}^{b} R_{3}^{\prime}\right)^{y} Z_{2}\right]=\left[R, R^{\prime}, F^{b} Z_{1}^{\prime},\left(V \prod_{i=1}^{m} H_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{b} Z_{2}^{\prime}\right]
$$

Therefore, CT is a ciphertext of $\mathrm{Game}_{4}$. Otherwise, $T$ can be written by $g_{p}^{r} R_{3}^{\prime \prime}$ as an element from $\mathbb{G}$, where $r$ is a random integer chosen from $\mathbb{Z}_{n}$, and $R_{3}^{\prime \prime}$ is a random element chosen from $\mathbb{G}_{q}$. Then,

$$
\mathrm{CT}=\left[R, R^{\prime},\left(A_{L+1}^{b} R_{2}^{\prime}\right)^{z} Z_{1},\left(g_{p}^{r} R_{3}^{\prime \prime}\right)^{y} Z_{2}\right]=\left[R, R^{\prime}, F^{b} Z_{1}^{\prime},\left(V \prod_{i=1}^{m} H_{i}^{\mathrm{I}_{\mathrm{i}}}\right)^{r} Z_{2}^{\prime}\right]
$$

From an adversarial viewpoint, $b$ and $r$ first appear in ciphertext CT and both are integers uniformly and independently chosen from $\mathbb{Z}_{n}$. Therefore, the third and fourth components of CT are independent random elements from the adversarial viewpoint, and CT is a ciphertext of Game ${ }_{5}$.

Query Phase2. $\mathcal{A}$ adaptively queries $\mathcal{B}$ with the same constraints as in Query Phase 1. $\mathcal{B}$ sends corresponding private keys as before.

Guess. $\mathcal{B}$ outputs the same bit as $\mathcal{A}$, i.e., if $\mathcal{A}$ outputs $1\left(\mathrm{Game}_{4}\right)$, then $\mathcal{B}$ also outputs $1\left(T^{\prime}=T\right)$. If $\mathcal{A}$ queried $q_{s}$ times in total in Query Phase1 and Query Phase2, then $\mathcal{B}$ responded with corresponding private keys having the same distribution as that of actual keys with probability $\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$. Therefore $\mathcal{B}$ 's advantage in the $L$-cDH game is $\epsilon^{\prime} \cdot\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.
Proof of Theorem 1. If group generator algorithm $\mathcal{G}$ satisfies the $\left(t, \epsilon_{1}\right)$ Decision $L$-wBDHI* assumption and the $\left(t, \epsilon_{2}\right)-L-\mathrm{cDH}$ assumption, then Lemma 1 and 2 show that there is no adversary with running time $\Theta(t)$ that makes at most $q_{s}$ key extraction queries and distinguishes Game ${ }_{1}$ and Game ${ }_{3}$ with advantage $\epsilon_{1}+\epsilon_{2} . \mathrm{CT}_{3}$ does not leak any information about the message since there is no element involve in the message in $\mathrm{CT}_{3}$. Therefore, if group generator algorithm $\mathcal{G}$ satisfies the $\left(t, \epsilon_{1}\right)$-Decision $L$-wBDHI* assumption and the $\left(t, \epsilon_{2}\right)-L$ cDH assumption, our proposed HIBE scheme is $\left(q_{s}, \hat{t_{1}}, \hat{\epsilon_{1}}\right)$-IND-sID-CPA secure with $\hat{t_{1}}=\Theta(t), \hat{\epsilon_{1}}=\epsilon_{1}+\epsilon_{2}$.

If group generator algorithm $\mathcal{G}$ satisfies the $\left(t, \epsilon_{2}\right)-L-\mathrm{cDH}$ assumption, then Lemma 3 and 4 show that there is no adversary with running time $\Theta(t)$ that makes at most $q_{s}$ key extraction queries and distinguishes Game ${ }_{3}$ and Game ${ }_{5}$ with advantage $2 \epsilon_{2} /\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$.
$\mathrm{CT}_{5}$ does not leak any information about the identity since all components of $\mathrm{CT}_{5}$ are random group elements. Therefore, if group generator algorithm $\mathcal{G}$ satisfies the $\left(t, \epsilon_{1}\right)$-Decision $L$-wBDHI* assumption and the $\left(t, \epsilon_{2}\right)-L$-cDH assumption, then our proposed HIBE scheme is $\left(q_{s}, \hat{t_{2}}, \hat{\epsilon_{2}}\right)$-ANON-sID-CPA secure with $\hat{t_{2}}=\Theta(t)$ and $\hat{\epsilon_{2}}=\epsilon_{1}+\epsilon_{2}+2 \epsilon_{2} /\left(1-\frac{p+q-1}{n}\right)^{q_{s}}$. This completes the proof.

## 4 Comparison

The parameters of previous HIBE schemes, anonymous HIBE schemes and our proposed scheme are compared in table 1 .

Table 1. HIBE schemes

|  | anonymity | \# of group elements in public parameter | \# of group elements <br> in private key | $\begin{array}{\|c\|} \hline \# \text { of group } \\ \text { elements } \\ \text { in ciphertext } \end{array}$ |  | security |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GS-HIBE [17] | Non | 2 | $k$ | $k+1$ | $k$ | w RO, f-ID |
| BB-HIBE 2 | Non | $L+3$ | $k+1$ | $k+2$ | $k+1$ | w/o RO, s-ID |
| BBG-HIBE [3] | Non | $L+3$ | $L-k+2$ | 3 | 2 | w/o RO, s-ID |
| BW-HIBE 12 | Ano | $L^{2}+5 \mathrm{~L}+7$ | $\begin{gathered} 3 L^{2}+(14-k) L \\ -3 k+15 \end{gathered}$ | $2 L+6$ | $2(L+2)$ | w/o RO, s-ID |
| SW-dHVE 22 | Ano | $2 L+6$ | $\begin{gathered} (L-k)(k+5) \\ +k+3 \end{gathered}$ | $L+4$ | $k$ | $\begin{gathered} \text { w/o RO, s-ID } \\ \text { composit } \end{gathered}$ |
| This paper | Ano | $L+4$ | $3(L-k+3)$ | 4 | 3 | $\begin{gathered} \text { w/o RO, s-ID } \\ \text { composit } \end{gathered}$ |
| $L$ : the maximum depth of hierarchy, $k:$ a depth of a corresponding identity, <br> Non: non-anonymous ID, Ano: anonymous ID <br> $\mathrm{w} / \mathrm{RO}$ : with random oracle, w/o RO : without random oracle <br> f-ID: full-ID, s-ID : selective-ID |  |  |  |  |  |  |

Our scheme is the first reported constant size ciphertext anonymous HIBE scheme. Moreover, the computational cost is achieved the cheapest computational cost because during the decryption phase the computational cost is constant. The security proof can be shown without random oracles and our scheme achieves selective-ID CPA security.

## 5 Conclusion

We proposed an efficient anonymous Hierarchical Identity-Based Encryption scheme. The ciphertext of our scheme is only four group elements without depending on the depth of the hierarchy. Moreover, the computational cost of decryption is also efficient, just three bilinear pairings without depending on the hierarchy depth. The number of group elements in the public parameter as well
as the private key of our anonymous HIBE are also the smallest among existing anonymous HIBE schemes.

The security of our scheme for a hierarchy depth $L$ is selective-ID secure against a CPA adversary that was shown under the Decision $L$-wBDHI* assumption and the new $L$-composite Diffie-Hellman assumption without using random oracles. CCA2 security can be achieved by using techniques that are method of transforming from CPA-secure HIBE to CCA-secure HIBE, for example [14/8].
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#### Abstract

At Crypto'07, Goyal introduced the concept of Accountable Authority Identity-Based Encryption as a convenient tool to reduce the amount of trust in authorities in Identity-Based Encryption. In this model, if the Private Key Generator (PKG) maliciously re-distributes users' decryption keys, it runs the risk of being caught and prosecuted. Goyal proposed two constructions: the first one is efficient but can only trace well-formed decryption keys to their source; the second one allows tracing obfuscated decryption boxes in a model (called weak black-box model) where cheating authorities have no decryption oracle. The latter scheme is unfortunately far less efficient in terms of decryption cost and ciphertext size. In this work, we propose a new construction that combines the efficiency of Goyal's first proposal with a very simple weak black-box tracing mechanism. Our scheme is described in the selective-ID model but readily extends to meet all security properties in the adaptiveID sense, which is not known to be true for prior black-box schemes.


Keywords: Identity-based encryption, traceability, efficiency.

## 1 Introduction

Identity-based cryptography, first proposed by Shamir [36], alleviates the need for digital certificates used in traditional public-key infrastructures. In such systems, users' public keys are public identifiers (e.g. email addresses) and the matching private keys are derived by a trusted party called Private Key Generator (PKG). The first practical construction for Identity-Based Encryption (IBE) was put forth by Boneh and Franklin [7] - despite the bandwidth-demanding proposal by Cocks [15] - and, since then, a large body of work has been devoted to the design of schemes with additional properties or relying on different algorithmic assumptions 4|5|6|8|11|19|20|32|38].

[^35]In spite of its appealing advantages, identity-based encryption has not undergone rapid adoption as a standard. The main reason is arguably the fact that it requires unconditional trust in the PKG: the latter can indeed decrypt any ciphertext or, even worse, re-distribute users' private keys. The key escrow problem can be mitigated as suggested in [7] by sharing the master secret among multiple PKGs, but this inevitably entails extra communication and infrastructure. Related paradigms [2]18] strived to remove the key escrow problem but only did so at the expense of losing the benefit of human-memorizable public keys: these models get rid of escrow authorities but both involve traditional (though not explicitly certified) public keys that are usually less convenient to work with than easy-to-remember public identifiers.

In 2007, Goyal 21] explored a new approach to deter rogue actions from authorities. With the Accountable Authority Identity-Based Encryption (A-IBE) primitive, if the PKG discloses a decryption key associated with some identity over the Internet, it runs the risk of being caught and sued by the user. A-IBE schemes achieve this goal by means of an interactive private key generation protocol between the user and the PKG. For each identity, there are exponentiallymany families of possible decryption keys. The key generation protocol provides the user with a single decryption key while concealing to the PKG the family that this key belongs to. From this private key, the user is computationally unable to find one from a different family. Hence, for a given identity, a pair of private keys from distinct families serves as evidence of a fraudulent PKG. The latter remains able to passively eavesdrop communications but is discouraged to reveal users' private keys. Also, users cannot falsely accuse an honest PKG since they are unable to compute a new key from a different family using a given key.

Prior Works. Two constructions were given in [21]. The first one (that we call Goyal-1 hereafter) builds on Gentry's IBE [19] and, while efficient, only allows tracing well-formed decryption keys. This white-box model seems unlikely to suffice in practice since malicious parties can rather release an imperfect and/or obfuscated program that only decrypts with small but noticeable probability. The second scheme of [21] (let us call it Goyal-2), constructed on the SahaiWaters fuzzy IBE [32, can be extended so as to provide weak black-box traceability: even an imperfect pirate decryption box can be traced (based on its input/output behavior) back to its source although traceability is only guaranteed against dishonest PKGs that have no decryption oracle in the attack game. However, Goyal-2 is somewhat inefficient as decryption requires a number of pairing calculations that is linear in the security parameter. For the usually required security level, ciphertexts contain more than 160 group elements and decryption calculates a product of about 160 pairings.

Subsequently, Au et al. [3] described another A-IBE scheme providing retrievability (i.e., a property that prevents the PKG from revealing more than one key for a given identity without exposing its master key) but remained in the whitebox model. More recently, Goyal et al. [22] modified the Goyal-2 system using attribute-based encryption techniques [2332] to achieve full black-box traceability: unlike Goyal-2, the scheme of [22] preserves security against dishonest PKGs
that have access to a decryption oracle in the model. While definitely desirable, this property is currently only achievable at the expense of the same significant penalty as in Goyal-2 [21] in decryption cost and ciphertext size.

Our Contributions. We present a very efficient and conceptually simple scheme with weak black-box traceability. We prove its security (in the standard model) under the same assumption as Goyal-2. Decryption keys and ciphertexts consist of a constant number of group elements and their length is thus linear in the security parameter $\lambda$ (instead of quadratic as in Goyal-2). Encryption and decryption take $O\left(\lambda^{3}\right)$-time (w.r.t. $O\left(\lambda^{4}\right)$ in $G o y a l-2$ ) with only two pairing computations as for the latter (against more than 160 in Goyal-2).

While presented in the selective-ID security model (where adversaries must choose the identity that will be their prey at the outset of the game) for simplicity, our scheme is easily adaptable to the adaptive-ID model of [7]. In contrast, one of the security properties (i.e., the infeasibility for users to frame innocent PKGs) was only established in the selective-ID setting for known schemes in the black-box model (i.e., Goyal-2 and its fully black-box extension [22]). Among such schemes, ours thus appears to be the first one that can be tweaked so as to achieve adaptive-ID security against dishonest users.

Our scheme performs almost as well as Goyal-1 (the main overhead being a long master public key à la Waters [38 to obtain the adaptive-ID security). In comparison with the latter, that was only analyzed in a white-box model of traceability, our system provides several other advantages:

- Its security relies on a weaker assumption. So far, the only fully practical A-IBE scheme was resting on assumptions whose strength grows with the number of adversarial queries, which can be as large as $2^{30}$ as commonly assumed in the literature. Such assumptions are subject to a limited attack [14] that requires a careful adjustment of group sizes (by as much as $50 \%$ additional bits) to guarantee a secure use of schemes.
- It remains secure when many users want to run the key generation protocol in a concurrent fashion. Goyal-1 has a key generation protocol involving zeroknowledge proofs. As its security reductions require to rewind adversaries at each key generation query, security is only guaranteed when the PKG interacts with users sequentially. In inherently concurrent environments like the Internet, key generation protocols should remain secure when executed by many users willing to register at the same time. By minimizing the number of rewinds in reductions, we ensure that our scheme remains secure in a concurrent setting. In these regards, the key generation protocol of Goyal-2 makes use of oblivious transfers (OT) in sub-protocols. It thus supports concurrency whenever the underlying OT protocol does. As already mentioned however, our scheme features a much better efficiency than Goyal-2.
- In a white-box model of traceability, it can be made secure against dishonest PKGs equipped with a decryption oracle In the following, we nevertheless focus on the (arguably more interesting) weak black-box traceability aspect.

[^36]Organization. In the rest of the paper, section 2 recalls the A-IBE security model defined in [21]. We first analyze the white-box version of our scheme in section 3 and then describe a weak black-box tracing mechanism in section 4.

## 2 Background and Definitions

Syntactic definition and security model. We recall the definition of AIBE schemes and their security properties as defined in [21].

Definition 1. An Accountable Authority Identity-Based Encryption scheme (A-IBE) is a tuple (Setup, Keygen, Encrypt, Decrypt, Trace) of efficient algorithms or protocols such that:

- Setup takes as input a security parameter and outputs a master public key mpk and a matching master secret key msk.
- Keygen ${ }^{(\mathrm{PKG}, \mathrm{U})}$ is an interactive protocol between the public parameter generator PKG and the user U:
- the common input to PKG and U are: the master public key mpk and an identity ID for which the decryption key has to be generated;
- the private input to PKG is the master secret key msk.

Both parties may use a sequence of private coin tosses as additional inputs. The protocol ends with U receiving a decryption key $d_{\mathrm{ID}}$ as his private output.

- Encrypt takes as input the master public key mpk, an identity ID and a message $m$ and outputs a ciphertext.
- Decrypt takes as input the master public key mpk, a decryption key $d_{\mathrm{ID}}$ and a ciphertext $C$ and outputs a message.
- Trace given the master public key mpk, a decryption key $d_{\mathrm{ID}}$, this algorithm outputs a key family number $n_{F}$ or the special symbol $\perp$ if $d_{\mathrm{ID}}$ is ill-formed.

Correctness requires that, for any outputs (mpk, msk) of Setup, any plaintext $m$ and any identity ID, whenever $d_{\mathrm{ID}} \leftarrow \mathrm{Keygen}^{(\mathrm{PKG}(\mathrm{msk}), \mathrm{U})}(\mathrm{mpk}, \mathrm{ID})$, we have

$$
\begin{gathered}
\text { Trace }\left(\mathrm{mpk}, d_{\mathrm{ID}}\right) \neq \perp, \\
\operatorname{Decrypt}\left(\mathrm{mpk}, d_{\mathrm{ID}}, \operatorname{Encrypt}(\mathrm{mpk}, \mathrm{ID}, m)\right)=m .
\end{gathered}
$$

The above definition is for the white-box setting. In a black-box model, Trace takes as input an identity ID, the corresponding user's well-formed private key $d_{\mathrm{ID}}$ and a decryption box $\mathbb{D}$ that successfully opens a non-negligible fraction $\varepsilon$ of ciphertexts encrypted under ID. The output of Trace is either "PKG" or "User" depending on which party is found guilty for having crafted $\mathbb{D}$.

Goyal formalized three security properties for A-IBE schemes. The first one is the standard notion of privacy [7] for IBE systems. As for the other ones, the FindKey game captures the intractability for the PKG to create a decryption key of the same family as the one obtained by the user during the key generation protocol. Finally, the ComputeNewKey game models the infeasibility for users to generate a key $d_{\mathrm{ID}}^{(2)}$ outside the family of the legally obtained one $d_{\mathrm{ID}}^{(1)}$.

Definition 2. An $A$-IBE scheme is deemed secure if all probabilistic polynomial time (PPT) adversaries have negligible advantage in the following games.

1. The IND-ID-CCA game. For any PPT algorithm $\mathcal{A}$, the model considers the following game, where $\lambda \in \mathbb{N}$ is a security parameter:
```
\(\operatorname{Game}_{\mathcal{A}}^{\text {IND-ID-CCA }}(\lambda)\)
\((\mathrm{mpk}, \mathrm{msk}) \leftarrow \operatorname{Setup}(\lambda)\)
\(\left(m_{0}, m_{1}, \mathrm{ID}^{\star}, s\right) \leftarrow \mathcal{A}^{\mathrm{Dec}, \mathrm{KG}}\) (find, mpk)
        Dec: \((C, \mathrm{ID})\)
                \(\rightarrow\) Decrypt (mpk, msk, ID, \(C\) );
        KG:ID \(\rightarrow\) Keygen \(^{(\text {PKG(msk }), \mathcal{A})}(\mathrm{mpk}, \mathrm{ID})\)
\(/ / \mathrm{ID} \neq \mathrm{ID}^{\star}\)
\(d^{\star} \stackrel{\&}{\leftarrow}\{0,1\}\)
\(C^{\star} \leftarrow \operatorname{Encrypt}\left(m p k, \mathrm{ID}^{\star}, m_{d^{\star}}\right)\)
\(d \leftarrow \mathcal{A}^{\text {Dec, }{ }^{\mathrm{KG}}\left(\text { guess, }, s, C^{\star}\right) ~}\)
    Dec : \((C\), ID \() \rightarrow \operatorname{Decrypt(mpk,~msk,~ID,~} C)\);
    // \((C, \mathrm{ID}) \neq\left(C^{\star}, \mathrm{ID}^{\star}\right)\)
    KG :ID \(\rightarrow \operatorname{Keygen}^{(\mathrm{PKG}(\mathrm{msk}), \mathcal{A})}(\mathrm{mpk}, \mathrm{ID})\)
    // ID \(\neq 1 D^{\star}\)
return 1 if \(d=d^{\star}\) and 0 otherwise.
```

$\mathcal{A}$ 's advantage is measured by $\mathbf{A d v}_{\mathcal{A}}^{\mathrm{CCA}}(\lambda)=\left|\operatorname{Pr}\left[\mathbf{G a m e}_{\mathcal{A}}^{\mathrm{CCA}}=1\right]-1 / 2\right|$.
The weaker definition of chosen-plaintext security (IND-ID-CPA) is formalized in the same way in [7] but $\mathcal{A}$ is not granted access to a decryption oracle.
2. The FindKey game. Let $\mathcal{A}$ be a PPT algorithm. We consider the following game, where $\lambda \in \mathbb{N}$ is a security parameter:

```
\(\operatorname{Game}_{\mathcal{A}}^{\text {FindKey }}(\lambda)\)
\(\left(\mathrm{mpk}, \mathrm{ID}, s_{1}\right) \leftarrow \mathcal{A}(\) setup,\(\lambda)\)
\(\left(d_{\text {ID }}^{(1)}, s_{2}\right) \leftarrow \operatorname{Keygen}^{\left(\mathcal{A}\left(s_{1}\right), \cdot\right)}(\mathrm{mpk}\), ID \()\)
\(d_{\mathrm{ID}}^{(2)} \leftarrow \mathcal{A}\left(\right.\) findkey, \(\left.s_{1}, s_{2}\right)\)
return 1 if \(\operatorname{Trace}\left(\mathrm{mpk}, d_{\mathrm{ID}}^{(1)}\right)=\operatorname{Trace}\left(\mathrm{mpk}, d_{\mathrm{ID}}^{(2)}\right)\)
    0 otherwise.
```

$\mathcal{A}$ 's advantage is now defined as $\mathbf{A d v}_{\mathcal{A}}^{\text {FindKey }}(\lambda)=\operatorname{Pr}\left[\mathbf{G a m e}_{\mathcal{A}}^{\text {FindKey }}=1\right]$.
Here, the adversary $\mathcal{A}$ acts as a cheating PKG and the challenger emulates the honest user. Both parties engage in a key generation protocol where the challenger obtains a private key for an identity ID chosen by $\mathcal{A}$. The latter aims at producing a private key corresponding to ID and belonging to the same family as the key obtained by the challenger in the key generation protocol. Such a successful dishonest PKG could disclose user keys without being caught.

Note that, at the beginning of the experiment, $\mathcal{A}$ generates mpk without revealing the master key msk and the challenger runs a sanity check on mpk.

As noted in [21], it makes sense to provide $\mathcal{A}$ with a decryption oracle that undoes ciphertexts using $d_{\mathrm{ID}}^{(1)}$ (and could possibly leak information on the latter's family) between steps 2 and 3 of the game. We call this enhanced notion FindKey-CCA (as opposed to the weaker one which we call FindKey-CPA).

Finally, in the black-box model, instead of outputting a new key $d_{\mathrm{ID}}^{(2)}$, the dishonest PKG comes up with a decryption box $\mathbb{D}$ that correctly decrypts ciphertexts intended for ID with non-negligible probability $\varepsilon$ and wins if the tracing algorithm returns "User" when run on $d_{\mathrm{ID}}^{(1)}$ and with oracle access to $\mathbb{D}$.
3. The ComputeNewKey game. For a PPT algorithm $\mathcal{A}$, the model finally considers the following game:

```
\(\operatorname{Game}_{\mathcal{A}}^{\text {ComputeNewKey }}(\lambda)\)
\((\) mpk, msk) \(\leftarrow \operatorname{Setup}(\lambda)\)
\(\left(d_{\mathrm{ID}^{\star}}^{(1)}, d_{\mathrm{ID} \star}^{(2)}, \mathrm{ID}^{\star}\right) \leftarrow \mathcal{A}^{\mathrm{KG}}(\mathrm{mpk})\)
    \(\mid \mathrm{KG}: I D \rightarrow \operatorname{Keygen}^{(\mathrm{PKG}(\mathrm{msk}), \mathcal{A})}(\mathrm{mpk}, \mathrm{ID})\)
return 1 if \(\operatorname{Trace}\left(\mathrm{mpk}, d_{\mathrm{ID} \star}^{(1)}\right) \neq \perp\) and
    \(\operatorname{Trace}\left(m p k, d_{\mathrm{ID}}{ }^{(2)}\right) \notin\left\{\perp, \operatorname{Trace}\left(\mathrm{mpk}, d_{\mathrm{ID}}(1)\right)\right\}\)
        0 otherwise.
```

$\mathcal{A}$ 's advantage is $\mathbf{A d v}_{\mathcal{A}}^{\text {ComputeNewKey }}(\lambda)=\operatorname{Pr}\left[\mathbf{G} \mathbf{a m e}_{\mathcal{A}}^{\text {ComputeNewKey }}=1\right]$.

The ComputeNewKey game involves an adversary interacting with a PKG in executions of the key generation protocol and obtaining private keys associated with distinct identities of her choosing. The adversary is declared successful if, for some identity that may have been queried for key generation, she is able to find two private keys from distinct families. Such a pair would allow her to trick a judge into wrongly believing in a misbehavior of the PKG.

In the black-box scenario, the output of the dishonest user consist of a key $d_{1 \mathrm{D}^{\star}}^{(1)}$ and a pirate decryption box $\mathbb{D}$ that yields the correct answer with probability $\varepsilon$ when provided with a ciphertext encrypted for ID*. In this case, the adversary wins if the output of $\operatorname{Trace}^{\mathbb{D}}\left(\mathrm{mpk}, d_{\mathrm{ID}^{\star}}^{(1)}\right)$ is "PKG".

In [12], Canetti, Halevi and Katz suggested relaxed notions of IND-ID-CCA and IND-ID-CPA security where the adversary has to choose the target identity ID* ahead of time (even before seeing the master public key mpk). This relaxed model, called "selective-ID" model (or IND-sID-CCA and IND-sID-CPA for short), can be naturally extended to the ComputeNewKey notion.

Bilinear Maps and Complexity Assumptions. We use prime order groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ endowed with an efficiently computable map $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ such that:

1. $e\left(g^{a}, h^{b}\right)=e(g, h)^{a b}$ for any $(g, h) \in \mathbb{G} \times \mathbb{G}$ and $a, b \in \mathbb{Z}$;
2. $e(g, h) \neq 1_{\mathbb{G}_{T}}$ whenever $g, h \neq 1_{\mathbb{G}}$.

In such bilinear groups, we assume the hardness of the (now classical) Decision Bilinear Diffie-Hellman problem that has been widely used in the recent years.

Definition 3. Let $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ be bilinear groups of prime order $p$ and $g \in \mathbb{G}$. The Decision Bilinear Diffie-Hellman Problem ( $D B D H$ ) is to distinguish the distributions of tuples $\left(g^{a}, g^{b}, g^{c}, e(g, g)^{a b c}\right)$ and $\left(g^{a}, g^{b}, g^{c}, e(g, g)^{z}\right)$ for random values $a, b, c, z \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$. The advantage of a distinguisher $\mathcal{B}$ is measured by

$$
\begin{aligned}
\mathbf{A d v}_{\mathbb{G}_{\mathbb{G}}, \mathbb{G}_{T}}^{\mathrm{DBDH}}(\lambda)=\mid \operatorname{Pr}[a, b, c \stackrel{\Phi}{\leftarrow} & \left.\mathbb{Z}_{p}^{*}: \mathcal{B}\left(g^{a}, g^{b}, g^{c}, e(g, g)^{a b c}\right)=1\right] \\
& -\operatorname{Pr}\left[a, b, c, z \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}: \mathcal{B}\left(g^{a}, g^{b}, g^{c}, e(g, g)^{z}\right)=1\right] \mid .
\end{aligned}
$$

For convenience, we use an equivalent formulation - called modified DBDH - of the problem which is to distinguish $e(g, g)^{a b / c}$ from random given $\left(g^{a}, g^{b}, g^{c}\right)$.

## 3 The Basic Scheme

The scheme mixes ideas from the "commutative-blinding" 4 and "exponentinversion" 33] frameworks. Private keys have the same shape as in commutative-blinding-based schemes 4|5|1138. At the same time, their first element is a product of two terms, the first one of which is inspired from Gentry's IBE [19].

According to a technique applied in [21, private keys contain a family number $t$ that cannot be tampered with while remaining hidden from the PKG. This family number $t$ is determined by combining two random values $t_{0}$ and $t_{1}$ respectively chosen by the user and the PKG in the key generation protocol. The latter begins with the user sending a commitment $R$ to $t_{0}$. Upon receiving $R$, the PKG turns it into a commitment to $t_{0}+t_{1}$ and uses the modified commitment to generate a "blinded" private key $d_{\mathrm{ID}}^{\prime}$. The user obtains his final key $d_{\mathrm{ID}}$ by "unblinding" $d_{\mathrm{ID}}^{\prime}$ thanks to the randomness that was used to compute $R$.

A difference with Goyal-1 is that the key family number is perfectly hidden to the PKG and the FindKey-CPA security is unconditional. In the key generation protocol, the user's first message is a perfectly hiding commitment that comes along with a witness-indistinguishable (WI) proof of knowledge of its opening. In Goyal-1, users rather send a deterministic (and thus non-statistically hiding) commitment and knowledge of the underlying value must be proven in zero-knowledge because a proof of knowledge of a discrete logarithm must be simulated (by rewinding the adversary) in the proof of FindKey-CPA security. In the present scheme, the latter does not rely on a specific assumption and we do not need to simulate knowing the solution of a particular problem instance. Therefore, we can dispense with perfectly ZK proofs and settle for a more efficient 3-move WI proof (such as Okamoto's variant [30] of Schnorr [35]) whereas 4 rounds are needed ${ }^{2}$ using zero-knowledge proofs of knowledge.

[^37]
### 3.1 Description

Setup: given $\lambda \in \mathbb{N}$, the PKG selects bilinear groups $\left(\mathbb{G}, \mathbb{G}_{T}\right)$ of prime order $p>2^{\lambda}$ with a random generator $g \stackrel{\&}{\leftarrow} \mathbb{G}$. It chooses $h, Y, Z \stackrel{\&}{\leftarrow} \mathbb{G}$ and $x \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ at random. It defines its master key as msk $:=x$ and the master public key is chosen as mpk $:=\left(X=g^{x}, Y, Z, h\right)$.
Keygen ${ }^{(\mathrm{PKG}, \mathrm{U})}$ : to obtain a private key for his identity ID, a user U interacts with the PKG in the following key generation protocol.

1. The user U draws $t_{0}, \theta \stackrel{\oiint}{\leftarrow} \mathbb{Z}_{p}^{*}$, provides the PKG with a commitment $R=h^{t_{0}} \cdot X^{\theta}$ and also gives an interactive witness indistinguishable proof of knowledge of the pair $\left(t_{0}, \theta\right)$, which he retains for later use.
2. The PKG outputs $\perp$ if the proof of knowledge fails to verify. Otherwise, it picks $r^{\prime}, t_{1} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ and returns

$$
\begin{equation*}
d_{\mathrm{ID}}^{\prime}=\left(d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}\right)=\left(\left(Y \cdot R \cdot h^{t_{1}}\right)^{1 / x} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r^{\prime}}, X^{r^{\prime}}, t_{1}\right) \tag{1}
\end{equation*}
$$

3. U picks $r^{\prime \prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ and computes $d_{\mathrm{ID}}=\left(d_{1}^{\prime} / g^{\theta} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r^{\prime \prime}}, d_{2}^{\prime} \cdot X^{r^{\prime \prime}}, d_{3}^{\prime}+t_{0}\right)$ which should equal

$$
\begin{equation*}
d_{\mathrm{ID}}=\left(d_{1}, d_{2}, d_{3}\right)=\left(\left(Y \cdot h^{t_{0}+t_{1}}\right)^{1 / x} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r}, X^{r}, t_{0}+t_{1}\right) \tag{2}
\end{equation*}
$$

where $r=r^{\prime}+r^{\prime \prime}$. Then, U checks whether $d_{\mathrm{ID}}$ satisfies the relation

$$
\begin{equation*}
e\left(d_{1}, X\right)=e(Y, g) \cdot e(h, g)^{d_{3}} \cdot e\left(g^{\mathrm{ID}} \cdot Z, d_{2}\right) \tag{3}
\end{equation*}
$$

If so, he sets his private key as $d_{\mathrm{ID}}$ and the latter belongs to the family of decryption keys identified by $n_{F}=d_{3}=t_{0}+t_{1}$. He outputs $\perp$ otherwise.
Encrypt: to encrypt $m \in \mathbb{G}_{T}$ given mpk and ID, choose $s \stackrel{\Phi}{\leftarrow} \mathbb{Z}_{p}^{*}$ and compute

$$
C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)=\left(X^{s},\left(g^{\mathrm{ID}} \cdot Z\right)^{s}, e(g, h)^{s}, m \cdot e(g, Y)^{s}\right)
$$

Decrypt: given $C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$ and $d_{\mathrm{ID}}=\left(d_{1}, d_{2}, d_{3}\right)$, compute

$$
\begin{equation*}
m=C_{4} \cdot\left(\frac{e\left(C_{1}, d_{1}\right)}{e\left(C_{2}, d_{2}\right) \cdot C_{3}^{d_{3}}}\right)^{-1} \tag{4}
\end{equation*}
$$

Trace: given a purported private key $d_{\mathrm{ID}}=\left(d_{1}, d_{2}, d_{3}\right)$ and an identity ID, check the validity of $d_{\mathrm{ID}}$ w.r.t. ID using relation (3). If valid, $d_{\mathrm{ID}}$ is declared as a member of the family identified by $n_{F}=d_{3}$.

The correctness of the scheme follows from the fact that well-formed private keys always satisfy relation (3). By raising both members of (3) to the power $s \in \mathbb{Z}_{p}^{*}$, we see that the quotient of pairings in (4) actually equals $e(g, Y)^{s}$.

The scheme features about the same efficiency as classical IBE schemes derived from the commutative-blinding framework [4]. Encryption demands no pairing calculation since $e(g, h)$ and $e(g, Y)$ can both be cached as part of the system
parameters. Decryption requires to compute a quotient of two pairings which is significantly faster than two independent pairing evaluations when optimized in the same way as modular multi-exponentiations.

In comparison with the most efficient standard model scheme based on the same assumption (which is currently the first scheme of [4), the only overhead is a slightly longer ciphertext and an extra exponentiation in $\mathbb{G}_{T}$ at both ends.

### 3.2 Security

Selective-ID Security. We first prove the IND-sID-CPA security under the modified DBDH assumption ( mDBDH ).

Theorem 1. The scheme is IND-sID-CPA under the mDBDH assumption.
Proof. We show how a simulator $\mathcal{B}$ can interact with a selective-ID adversary $\mathcal{A}$ to solve a mDBDH instance $\left(T_{a}=g^{a}, T_{b}=g^{b}, T_{c}=g^{c}, T \stackrel{?}{=} e(g, g)^{a b / c}\right)$. At the outset of the game, $\mathcal{A}$ announces the target identity $\mathrm{ID}^{\star}$. To prepare mpk, $\mathcal{B}$ chooses $\alpha, \gamma, t^{*} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ and sets $X=T_{c}=g^{c}, h=T_{b}=g^{b}, Y=X^{\gamma} \cdot h^{-t^{*}}$, and $Z=g^{-\mathrm{ID}^{\star}} \cdot X^{\alpha}$. The adversary's view is simulated as follows.

Queries: at any time, $\mathcal{A}$ may trigger an execution of the key generation protocol for an identity ID $\neq \mathrm{ID}^{\star}$ of her choosing. She then supplies an element $R=h^{t_{0}} \cdot X^{\theta}$ along with a WI proof of knowledge of $\left(t_{0}, \theta\right)$. The simulator $\mathcal{B}$ verifies the proof but does not need to rewind the adversary as it can answer the query without knowing $\left(t_{0}, \theta\right)$. To do so, it picks $t_{1} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ at random and defines $W=Y \cdot R \cdot h^{t_{1}}, d_{3}^{\prime}=t_{1}$. Elements $d_{1}^{\prime}$ and $d_{2}^{\prime}$ are generated as

$$
\begin{equation*}
\left(d_{1}^{\prime}, d_{2}^{\prime}\right)=\left(\left(g^{\mathrm{ID}} \cdot Z\right)^{r^{\prime}} \cdot W^{-\frac{\alpha}{\mathrm{D}-1 \mathrm{D}^{*}}}, X^{r^{\prime}} \cdot W^{-\frac{1}{\mathrm{DD}-\mathrm{ID}^{*}}}\right) \tag{5}
\end{equation*}
$$

using a random $r^{\prime} \stackrel{\Phi}{\leftarrow} \mathbb{Z}_{p}^{*}$. If we set $\tilde{r}^{\prime}=r^{\prime}-\frac{w}{c(\mathrm{ID}-\mathrm{ID})}$, where $w=\log _{g}(W)$, we observe that $\left(d_{1}^{\prime}, d_{2}^{\prime}\right)$ has the correct distribution since

$$
\begin{aligned}
W^{1 / c} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{\tilde{r}^{\prime}} & =W^{1 / c} \cdot\left(g^{\mathrm{ID}-\mathrm{ID}^{\star}} \cdot X^{\alpha}\right)^{\tilde{r}^{\prime}} \\
& =W^{1 / c} \cdot\left(g^{\mathrm{ID}-\mathrm{ID}^{\star}} \cdot X^{\alpha}\right)^{r^{\prime}} \cdot\left(g^{\mathrm{ID}-\mathrm{ID}^{\star}}\right)^{-\frac{w}{c\left(\mathrm{ID}-1 \mathrm{I}^{*}\right)}} \cdot X^{-\frac{w \alpha}{c\left(\mathrm{D}-1 \mathrm{D}^{*}\right)}} \\
& =\left(g^{\mathrm{ID}} \cdot Z\right)^{r^{\prime}} \cdot W^{-\frac{\alpha}{\mathrm{DD}-1 \mathrm{D}^{*}}}
\end{aligned}
$$

and $X^{\tilde{r}^{\prime}}=X^{r^{\prime}} \cdot\left(g^{c}\right)^{-\frac{w}{c\left(\mathbb{D}-D^{*}\right)}}=X^{r^{\prime}} \cdot W^{-\frac{1}{D-1 D^{*}} \text {. Finally, the "partial private }}$ key" $\left(d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}\right)$ is returned to $\mathcal{A}$. Note that the above calculation can be carried out without knowing $w=\log _{g}(W)$ or the representation $\left(t_{0}, \theta\right)$ of $R$ w.r.t. to $(h, X)$ and $\mathcal{B}$ does not need to rewind $\mathcal{A}$.

Challenge: when the first stage is over, $\mathcal{A}$ outputs $m_{0}, m_{1} \in \mathbb{G}_{T}$. At this point, $\mathcal{B}$ picks $r^{\star} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ and defines a private key $\left(d_{1}, d_{2}, d_{3}\right)=\left(g^{\gamma} \cdot X^{\alpha r^{\star}}, X^{r^{\star}}, t^{*}\right)$ for the identity ID*. It flips a fair coin $d^{\star} \stackrel{\&}{\leftarrow}\{0,1\}$ and encrypts $m_{d^{\star}}$ as

$$
C_{1}^{\star}=T_{a}=g^{a} \quad C_{2}^{\star}=T_{a}^{\alpha} \quad C_{3}^{\star}=T \quad C_{4}^{\star}=m_{d^{\star}} \cdot \frac{e\left(C_{1}^{\star}, d_{1}\right)}{e\left(C_{2}^{\star}, d_{2}\right) \cdot C_{3}^{\star d_{3}}} .
$$

We see that $\left(d_{1}, d_{2}, d_{3}\right)$ is a valid key for $\mathrm{ID}^{\star}$. Since $g^{\mathrm{ID}^{\star}} \cdot Z=X^{\alpha}=T_{c}^{\alpha}$ and $h=g^{b}, C^{\star}=\left(C_{1}^{\star}, C_{2}^{\star}, C_{3}^{\star}, C_{4}^{\star}\right)$ is a valid encryption of $m_{d^{\star}}$ (with the exponent $s=a / c)$ if $T=e(g, g)^{a b / c}$. If $T$ is random, we have $T=e(g, h)^{s^{\prime}}$ for some random $s^{\prime} \in \mathbb{Z}_{p}^{*}$ and thus $C_{4}^{\star}=m_{d^{\star}} \cdot e(Y, g)^{s} \cdot e(g, h)^{\left(s-s^{\prime}\right) t^{*}}$, which means that $m_{d^{\star}}$ is perfectly hidden since $t^{\star}$ is independent of $\mathcal{A}$ 's view.
As usual, $\mathcal{B}$ outputs 1 (meaning that $T=e(g, g)^{a b / c}$ ) if $\mathcal{A}$ successfully guesses $d^{\prime}=d^{\star}$ and 0 otherwise.

In the above proof, the simulator does not rewind the adversary at any time. The scheme thus remains IND-sID-CPA in concurrent environments, where a batch of users may want to simultaneously run the key generation protocol.

Also, the simulator knows a valid private key for each identity. This allows using Cramer-Shoup-like techniques [1617] as in [19|26] to secure the scheme against chosen-ciphertext attacks. The advantage of this approach, as we show in appendix A is to provide FindKey-CCA security in a white-box setting.

Unlike the Goyal-1 scheme, the basic system provides unconditional FindKeyCPA security: after an execution of the key generation protocol, even an all powerful PKG does not have any information on the component $d_{3}$ that is eventually part of the private key obtained by the new user.

Theorem 2. In the information theoretic sense, no adversary has an advantage in the FindKey-CPA game.

Proof. The proof directly follows from the perfect hiding property of Pedersen's commitment [31] and the perfect witness indistinguishability of the protocol 30] for proving knowledge of a discrete logarithm representation. Since the commitment $R=h^{t_{0}} \cdot X^{\theta}$ and the proof of knowledge of $\left(t_{0}, \theta\right)$ perfectly hide $t_{0}$ to the PKG, all elements of $\mathbb{Z}_{p}^{*}$ are equally likely values of $d_{3}=t_{0}+t_{1}$ as for the last part of the user's eventual private key.
Appendix A describes a hybrid variant of the scheme that provides white-box FindKey-CCA security using authenticated symmetric encryption in the fashion of $[27|37| 24]$ so as to reject all invalid ciphertexts with high probability.
Theorem 3. In the selective-ID ComputeNewKey game, any PPT adversary has negligible advantage assuming that the Diffie-Hellman assumption holds.

Proof. For simplicity, we prove the result using an equivalent formulation of the Diffie-Hellman problem which is to find $h^{1 / x}$ given $\left(g, h, X=g^{x}\right)$.

At the outset of the game, $\mathcal{A}$ declares the identity ID* for which she aims at finding two private keys $d_{1 \mathrm{D}^{\star}}^{(1)}, d_{\mathrm{ID}^{\star}}^{(2)}$ comprising distinct values of $d_{3}=t$. Then, the simulator $\mathcal{B}$ prepares the PKG's public key as follows. Elements $h$ and $X$ are taken from the modified Diffie-Hellman instance $(g, h, X)$. As in the proof of theorem $\mathbb{1} \mathcal{B}$ defines $Z=g^{-\mathrm{ID}^{\star}} \cdot X^{\alpha}$ for a randomly chosen $\alpha \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$. To define $Y$, it chooses random values $\gamma, t_{1}^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ and sets $Y=X^{\gamma} \cdot h^{-t_{1}^{\prime}}$.
Queries: in this game, $\mathcal{A}$ is allowed to query executions of the key generation protocol w.r.t. any identity, including $\mathrm{ID}^{\star}$. The only requirement is that queried identities be distinct.

- For an identity ID $\neq \mathrm{ID}^{\star}, \mathcal{B}$ can proceed exactly as suggested by relation (5) in the proof of theorem 1 and does not need to rewind $\mathcal{A}$.
- When ID $=\mathrm{ID}^{\star}, \mathcal{B}$ conducts the following steps. When $\mathcal{A}$ supplies a group element $R=h^{t_{0}} \cdot X^{\theta}$ along with a WI proof of knowledge of $\left(t_{0}, \theta\right), \mathcal{B}$ uses the knowledge extractor of the proof of knowledge that allows extracting a representation $\left(t_{0}, \theta\right)$ of $R$ by rewinding $\mathcal{A}$. Next, $\mathcal{B}$ computes $t_{1}=t_{1}^{\prime}-t_{0}$ picks $r \stackrel{\S}{\leftarrow} \mathbb{Z}_{p}^{*}$ and returns

$$
\begin{equation*}
\left(d_{1}^{\prime}, d_{2}^{\prime}, d_{3}^{\prime}\right)=\left(g^{\gamma+\theta} \cdot\left(g^{\mathrm{ID}^{\star}} \cdot Z\right)^{r}, X^{r}, t_{1}\right) \tag{6}
\end{equation*}
$$

To see that the above tuple has the appropriate shape, we note that

$$
\left(Y \cdot R \cdot h^{t_{1}}\right)^{1 / x}=\left(Y \cdot h^{t_{0}+t_{1}} \cdot X^{\theta}\right)^{1 / x}=\left(Y \cdot h^{t_{1}^{\prime}} \cdot X^{\theta}\right)^{1 / x}=g^{\gamma+\theta}
$$

Output: upon its termination, $\mathcal{A}$ is expected to come up with distinct valid private keys $d_{\mathrm{ID}^{\star}}^{(1)}=\left(d_{1}^{(1)}, d_{2}^{(1)}, d_{3}^{(1)}\right)$ and $d_{\mathrm{ID}^{\star}}^{(2)}=\left(d_{1}^{(2)}, d_{2}^{(2)}, d_{3}^{(2)}\right)$, such that $t=d_{3}^{(1)} \neq d_{3}^{(2)}=t^{\prime}$, for the identity $\mathrm{ID}^{\star}$. Given that we must have

$$
\begin{array}{ll}
d_{1}^{(1)}=\left(Y \cdot h^{t}\right)^{1 / x} \cdot X^{\alpha r} & d_{2}^{(1)}=X^{r} \\
d_{1}^{(2)}=\left(Y \cdot h^{t^{\prime}}\right)^{1 / x} \cdot X^{\alpha r^{\prime}} & d_{2}^{(2)}=X^{r^{\prime}}
\end{array}
$$

for some values $r, r^{\prime} \in \mathbb{Z}_{p}, \mathcal{B}$ can extract $h^{1 / x}=\left(\frac{d_{1}^{(1)} / d_{2}^{(1) \alpha}}{d_{1}^{(2)} / d_{2}^{(2) \alpha}}\right)^{\frac{1}{t-t^{\prime}}}$.
We note that, in the above proof, the simulator does not have to rewind all executions of the key generation protocol but only one, when the adversary asks for a private key corresponding to the target identity ID* (recall that all queries involve distinct identities). Given that the number of rewinds is constant, the proof still goes through when the simulator is presented with many concurrent key generation queries. If other executions of the protocol (that necessarily involve identities $I D \neq I \mathrm{D}^{\star}$ ) are nested within the one being rewinded when dealing with $I \mathrm{I}^{\star}$, the simulator simply runs them as an honest verifier would in the proof of knowledge and calculates the PKG's output as per relation (5) in the proof of theorem 1. Thus, the initial rewind does not trigger any other one and the simulation still takes polynomial time in a concurrent setting.

Adaptive-ID Security. The scheme can obviously be made IND-ID-CPA if Waters' "hash function" $F(\mathrm{ID})=u^{\prime} \prod_{j=1}^{n} u_{i}^{i_{j}}$ - where ID $=i_{1} \ldots i_{n} \in\{0,1\}^{n}$ and $\left(u^{\prime}, u_{1}, \ldots, u_{n}\right) \in \mathbb{G}^{n+1}$ is part of mpk - supersedes the Boneh-Boyen identity hashing $F(\mathrm{ID})=g^{\mathrm{ID}} \cdot Z$. The function $F$ is chosen so as to equal $F(\mathrm{ID})=$ $g^{J_{1}(\mathrm{ID})} \cdot X^{J_{2}(\mathrm{ID})}$ for integer-valued functions $J_{1}, J_{2}$ that are computable by the simulator. The security proof relies on the fact that $J_{1}$ is small in absolute value and cancels with non-negligible probability proportional to $1 / q(n+1)$, where $q$ is the number of key generation queries.

When extending the proof of theorem 3 to the adaptive setting, an adversary with advantage $\varepsilon$ allows solving CDH with probability $O\left(\varepsilon / q^{2}(n+1)\right)$. The reason is that the simulator has to guess beforehand which key generation query will
involve the target identity $\mathrm{ID}^{\star}$. If $\mathrm{ID}^{\star}$ is expected to appear in the $j^{\text {th }}$ query, when the latter is made, $\mathcal{B}$ rewinds $\mathcal{A}$ to extract $\left(t_{0}, \theta\right)$ and uses the special value $t_{1}^{\prime}$ to answer the query as per (6). With probability $1 / q, \mathcal{B}$ is fortunate when choosing $j \stackrel{\oplus}{\leftarrow}\{1, \ldots, q\}$ at the beginning and, again, $J_{1}\left(\mathrm{ID}^{\star}\right)$ happens to cancel with probability $O(1 / q(n+1))$ for the target identity.

## 4 Weak Black-Box Traceability

Theorem 3 showed the infeasibility for users to compute another key from a different family given their private key. In these regards, a decryption key implements a "1-copyrighted function" - in the terminology of [25]29] - for the matching identity. Using this property and the perfect white-box FindKey-CPA security, we describe a black-box tracing mechanism that protects the user from a dishonest PKG as long as the latter is withheld access to a decryption oracle.

The tracing strategy is the one used by Kiayias and Yung [25] in 2-user traitor tracing schemes, where the tracer determines which one out of two subscribers produced a pirate decoder. In our setting, one rather has to decide whether an $\varepsilon$-useful decryption device stems from the PKG or the user himself.

Trace ${ }^{\mathbb{D}}\left(\mathrm{mpk}, d_{\mathrm{ID}}, \varepsilon\right)$ : given a well-formed private key $d_{\mathrm{ID}}=\left(d_{1}, d_{2}, d_{3}\right)$ belonging to a user of identity ID and oracle access to a decoder $\mathbb{D}$ that decrypts ciphertexts encrypted for ID with probability $\varepsilon$, conduct the following steps. a. Initialize a counter $c t r \leftarrow 0$ and repeat the next steps $L=16 \lambda / \varepsilon$ times:

1. Choose distinct exponents $s, s^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ at random, compute $C_{1}=X^{s}$, $C_{2}=\left(g^{\mathrm{ID}} \cdot Z\right)^{s}$ and $C_{3}=e(g, h)^{s^{\prime}}$.
2. Calculate $C_{4}=m \cdot e\left(C_{1}, d_{1}\right) /\left(e\left(C_{2}, d_{2}\right) \cdot C_{3}^{d_{3}}\right)$ for a randomly chosen message $m \in \mathbb{G}_{T}$.
3 . Feed the decryption device $\mathbb{D}$ with $\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$. If $\mathbb{D}$ outputs $m^{\prime} \in \mathbb{G}_{T}$ such that $m^{\prime}=m$, increment ctr.
b. If $\operatorname{ctr}<4 \lambda$, incriminate the PKG. Otherwise, incriminate the user.

The soundness of this algorithm is proved using a similar technique to [1]. To ensure the independence of iterations, we assume (as in [1]) that pirate devices are stateless, or resettable, and do not retain information from prior queries: each query is answered as if it were the first one.

Theorem 4. Under the mDBDH assumption, dishonest users have negligible chance to produce a decryption device $\mathbb{D}$ that makes the tracing algorithm incriminate the PKG in the selective-ID ComputeNewKey game.

Proof. The tracing algorithm points to the PKG if it ends up with a too small value of ctr. The latter can be seen as the sum of $L=16 \lambda / \varepsilon$ independent random variables $X_{i} \in\{0,1\}$ having the same expected value $p_{1}$. We have $\mu=$ $\mathbf{E}[$ ctr $]=L p_{1}$. The Chernoff bound tells us that, for any real number $\omega$ such that $0 \leq \omega \leq 1, \operatorname{Pr}[\operatorname{ctr}<(1-\omega) \mu]<\exp \left(-\mu \omega^{2} / 2\right)$. Under the mDBDH assumption,
we certainly have $\mathbf{A d v}^{\mathrm{mDBDH}}(\lambda) \leq \varepsilon / 2$ (since $\varepsilon / 2$ is presumably non-negligible). Lemma 1 shows that $p_{1} \geq \varepsilon-\mathbf{A d v}^{\mathrm{mDBDH}}(\lambda)$, which implies

$$
\begin{equation*}
\mu=L p_{1} \geq L\left(\varepsilon-\mathbf{A d v}^{\mathrm{mDBDH}}(\lambda)\right) \geq \frac{L \varepsilon}{2}=8 \lambda \tag{7}
\end{equation*}
$$

With $\omega=1 / 2$, the Chernoff bound guarantees that

$$
\operatorname{Pr}[c t r<4 \lambda]=\operatorname{Pr}[c t r<\mu / 2]<\exp (-\mu / 8)=\exp (-\lambda)
$$

Lemma 1. In the selective-ID ComputeNewKey game, if $\mathbb{D}$ correctly opens wellformed ciphertexts with probability $\varepsilon$, the probability that an iteration of the tracing algorithm increases ctr is at least $p_{1} \geq \varepsilon-\boldsymbol{A d v}^{\mathrm{mDBDH}}(\lambda)$.

Proof. We consider two games called Game ${ }_{0}$ and Game ${ }_{1}$ where the adversary $\mathcal{A}$ is faced with a ComputeNewKey challenger $\mathcal{B}$ and produces a decryption device $\mathbb{D}$ which is provided with ciphertexts during a tracing stage. In Game ${ }_{0}, \mathbb{D}$ is given a properly formed encryption of some plaintext $m$ whereas it is given a ciphertext $C$ where $C_{3}$ has been changed in Game ${ }_{1}$. In either case, we call $p_{i}$ (with $i \in\{0,1\}$ ) the probability that $\mathbb{D}$ returns the plaintext $m$ chosen by $\mathcal{B}$.

In the beginning of Game ${ }_{0}, \mathcal{A}$ chooses a target identity ID* and the challenger $\mathcal{B}$ defines the system parameters as $X=g^{c}, h=g^{b}, Y=X^{\gamma} \cdot h^{-t^{\star}}$ and $Z=$ $g^{-\mathrm{ID}^{\star}} \cdot X^{\alpha}$ for random $\alpha, \gamma, t^{\star} \stackrel{₫}{\leftarrow} \mathbb{Z}_{p}^{*}$. Then, $\mathcal{A}$ starts making key generation queries that are treated using the same technique as in the proof of theorem 3. Again, $\mathcal{B}$ only has to rewind the WI proof when the query pertains to ID*.

At the end of the game, $\mathcal{A}$ outputs a decryption box $\mathbb{D}$ that correctly decrypts a fraction $\varepsilon$ of ciphertexts. Then, $\mathcal{B}$ constructs a ciphertext $C$ as

$$
C_{1}=g^{a}, \quad C_{2}=\left(g^{a}\right)^{\alpha}, \quad C_{3}=T, \quad C_{4}=m \cdot \frac{e\left(C_{1}, d_{1}\right)}{e\left(C_{2}, d_{2}\right) \cdot C_{3}^{t^{*}}}
$$

where $T \in \mathbb{G}_{T}$. In Game ${ }_{0}, \mathcal{B}$ sets $T=e(g, g)^{a b / c}$ so that we have $C_{3}=e(g, h)^{a / c}$ and $C$ is a valid ciphertext (for the encryption exponent $s=a / c$ ) that $\mathbb{D}$ correctly decrypts with probability $\varepsilon$. In this case, $\mathbb{D}$ thus outputs $m^{\prime}=m \in \mathbb{G}_{T}$ with probability $p_{0}=\varepsilon$. In $\mathrm{Game}_{1}, T$ is chosen as a random element of $\mathbb{G}_{T}$ and $C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$ has the distribution of a ciphertext produced by the tracing stage and $\mathbb{D}$ must output a plaintext $m^{\prime}=m$ with probability $p_{1}$. It is clear that $\left|p_{0}-p_{1}\right| \leq \mathbf{A d v}{ }^{\mathrm{mDBDH}}(\lambda)$ and we thus have $p_{1} \geq \varepsilon-\mathbf{A d v}^{\mathrm{mDBDH}}(\lambda)$.

The proofs of theorem 4 and lemma 1 readily extend to the adaptive-ID setting using the same arguments as in the last paragraph of section 3. The system thus turns out to be the first scheme that is amenable for weak black-box traceability against dishonest users in the adaptive-ID sense. Due to their reliance on attribute-based encryption techniques (for which only selective-ID adversaries were dealt with so far), earlier black-box or weakly black-box A-IBE proposals [21|22] are only known to provide selective-ID security against dishonest users.

As for the security against dishonest PKGs, we observed that, in the FindKeyCPA game, the last part $d_{3}^{(1)}=t$ of the user's private key is perfectly hidden
to the malicious PKG after the key generation protocol. Then, a pirate decoder $\mathbb{D}$ made by the PKG has negligible chance of decrypting ciphertexts where $C_{3}$ is random in the same way as the user would. When the user comes across $\mathbb{D}$ and takes it to the court, the latter runs the tracing algorithm using $\mathbb{D}$ and the user's well-formed key $d_{\mathrm{ID}}^{(1)}=\left(d_{1}^{(1)}, d_{2}^{(1)}, d_{3}^{(1)}\right)$ for which $d_{3}^{(1)}$ is independent of $\mathbb{D}$.

Lemma 2. In the FindKey-CPA game, one iteration of the tracing algorithm increases ctr with probability at most $1 / p$.

Proof. In an iteration of the tracing stage, $\mathbb{D}$ is given $C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$ such that $C_{1}=X^{s}, C_{2}=\left(g^{\mathrm{ID}} \cdot Z\right)^{s}, C_{3}=e(g, h)^{s^{\prime}}$ and $C_{4}=m \cdot e(g, Y)^{s} \cdot e(g, h)^{\left(s-s^{\prime}\right) t}$ for distinct $s, s^{\prime} \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$. Since $\mathbb{D}$ has no information on $d_{3}^{(1)}=t$, for any plaintext $m \in \mathbb{G}_{T}$, there is a value $d_{3}^{(1)}$ that explains $C_{4}$ and it comes that $\mathbb{D}$ returns the one chosen by the tracer with probability $1 / p$.

Theorem 5. In the black-box FindKey-CPA game, a dishonest PKG has negligible advantage.

Proof. The dishonest PKG is not detected if it outputs a decryption box for which the tracing ends with a sufficiently large ctr. From lemma 2, it easily comes that $\operatorname{Pr}[c t r \geq 4 \lambda] \leq \operatorname{Pr}[c t r \geq 1] \leq L / p=16 \lambda /(\varepsilon p) \leq 16 \lambda /\left(2^{\lambda} \varepsilon\right)$.

To secure the scheme against chosen-ciphertext attacks and preserve the weak black-box property, we can use the Canetti-Halevi-Katz [13] technique or its optimizations [910] that do not affect the tracing algorithm.

## 5 Conclusion

We described the first A-IBE system allowing for weak black-box traceability while retaining short ciphertexts and private keys. We also suggested a white-box variant that dwells secure against dishonest PKGs equipped with a decryption oracle. In the black-box setting, it remains an open problem to achieve the latter property without significantly degrading the efficiency.
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## A A Variant with White-Box FindKey-CCA Security

To achieve IND-sID-CCA2 security, we can hybridize the scheme using an authenticated symmetric encryption scheme (as defined in appendix (B) as previously considered in [34|26] in the context of identity-based encryption. The obtained variant is reminiscent of a version of Gentry's IBE described in 26.

Setup: is the same as in section 3 except that the PKG now chooses two elements $Y_{A}, Y_{B} \stackrel{\&}{\leftarrow} \mathbb{G}$ instead of a single one $Y$. An authenticated symmetric encryption scheme (E, D) of keylength $\ell \in \mathbb{N}$, a secure key derivation function $K D F: \mathbb{G}_{T} \rightarrow\{0,1\}^{\ell}$ and a target collision-resistant hash function $H:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}^{*}$ are also needed. The master key is set as msk $:=x$ and the global public key is $\mathrm{mpk}:=\left(X=g^{x}, h, Y_{A}, Y_{B}, Z, H, K D F,(\mathrm{E}, \mathrm{D})\right)$.

Keygen ${ }^{(\mathrm{PKG}, \mathrm{U})}$ : to obtain a private key for his identity ID, a user $U$ interacts with the PKG as follows.

1. U sends $R=h^{t_{0}} \cdot X^{\theta}$ to the PKG and proves his knowledge of the underlying pair $\left(t_{0}, \theta\right) \stackrel{\&}{\leftarrow}\left(\mathbb{Z}_{p}^{*}\right)^{2}$ in a witness indistinguishable fashion.
2. The PKG outputs $\perp$ if the proof is incorrect. Otherwise, it picks random values $r_{A}^{\prime}, t_{A, 1}, r_{B}^{\prime}, t_{B} \stackrel{\oiint}{\leftarrow} \mathbb{Z}_{p}^{*}$ and returns

$$
\begin{aligned}
& d_{\mathrm{ID}, A}^{\prime}=\left(d_{A, 1}^{\prime}, d_{A, 2}^{\prime}, d_{A, 3}^{\prime}\right)=\left(\left(Y \cdot R \cdot h^{t_{A, 1}}\right)^{1 / x} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r_{A}^{\prime}}, X^{r_{A}^{\prime}}, t_{A, 1}\right) \\
& d_{\mathrm{ID}, B}^{\prime}=\left(d_{B, 1}^{\prime}, d_{B, 2}^{\prime}, d_{B, 3}^{\prime}\right)=\left(\left(Y_{B} \cdot h^{t_{B}}\right)^{1 / x} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r_{B}^{\prime}}, X^{r_{B}^{\prime}}, t_{B}\right)
\end{aligned}
$$

3. U computes $d_{\mathrm{ID}, A}=\left(d_{A, 1}^{\prime} / g^{\theta} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r_{A}^{\prime \prime}}, d_{A, 2}^{\prime} \cdot X^{r_{A}^{\prime \prime}}, d_{A, 3}^{\prime}+t_{0}\right)$ as well as $d_{\mathrm{ID}, B}=\left(d_{B, 1}^{\prime} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r_{B}^{\prime \prime}}, d_{B, 2}^{\prime} \cdot X^{r_{B}^{\prime \prime}}, d_{B, 3}\right)$, for randomly chosen $r_{A}^{\prime \prime}, r_{B}^{\prime \prime} \stackrel{\S}{\leftarrow} \mathbb{Z}_{p}^{*}$ so that

$$
\begin{align*}
& d_{\mathrm{ID}, A}=\left(d_{A, 1}, d_{A, 2}, d_{A, 3}\right)=\left(\left(Y_{A} \cdot h^{t_{A}}\right)^{1 / x} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r_{A}}, X^{r_{A}}, t_{A}\right)  \tag{8}\\
& d_{\mathrm{ID}, B}=\left(d_{B, 1}, d_{B, 2}, d_{B, 3}\right)=\left(\left(Y_{B} \cdot h^{t_{B}}\right)^{1 / x} \cdot\left(g^{\mathrm{ID}} \cdot Z\right)^{r_{B}}, X^{r_{B}}, t_{B}\right)(9) \tag{9}
\end{align*}
$$

where $t_{A}=t_{0}+t_{A, 1}, r_{A}=r_{A}^{\prime}+r_{A}^{\prime \prime}$ and $r_{B}=r_{B}^{\prime}+r_{B}^{\prime \prime}$. He checks whether $d_{\mathrm{ID}, A}$ and $d_{\mathrm{ID}, B}$ respectively satisfy

$$
\begin{align*}
& e\left(d_{A, 1}, X\right)=e\left(Y_{A}, g\right) \cdot e(h, g)^{d_{A, 3}} \cdot e\left(g^{\mathrm{ID}} \cdot Z, d_{A, 2}\right)  \tag{10}\\
& e\left(d_{B, 1}, X\right)=e\left(Y_{B}, g\right) \cdot e(h, g)^{d_{B, 3}} \cdot e\left(g^{\mathrm{ID}} \cdot Z, d_{B, 2}\right) . \tag{11}
\end{align*}
$$

If so, he sets his private key as ( $d_{\mathrm{ID}, A}, d_{\mathrm{ID}, B}$ ) and the latter belongs to the family of decryption key identified by $n_{F}=d_{A, 3}=t_{A}$.

Encrypt: to encrypt $m$ given mpk and ID, choose $s \stackrel{\&}{\leftarrow} \mathbb{Z}_{p}^{*}$ and compute

$$
C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)=\left(X^{s},\left(g^{\mathrm{ID}} \cdot Z\right)^{s}, e(g, h)^{s}, \mathrm{E}_{K}(m)\right)
$$

where $K=K D F\left(e\left(g, Y_{A}\right)^{s} \cdot e\left(g, Y_{B}\right)^{\kappa s}\right)$ and $\kappa=H\left(C_{1}, C_{2}, C_{3}\right)$.

Decrypt: given $C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right)$ and $d_{\mathrm{ID}}=\left(d_{\mathrm{ID}, A}, d_{\mathrm{ID}, B}\right)$, compute the plaintext $m=\mathrm{D}_{K}\left(C_{4}\right)$ (which may just be $\perp$ if $C_{4}$ is not a valid authenticated encryption) using the key

$$
\begin{equation*}
K=K D F\left(\frac{e\left(C_{1}, d_{A, 1} \cdot d_{B, 1}^{\kappa}\right)}{e\left(C_{2}, d_{A, 2} \cdot d_{B, 2}^{\kappa}\right) \cdot C_{3}^{d_{A, 3}+\kappa d_{B, 3}}}\right) \tag{12}
\end{equation*}
$$

with $\kappa=H\left(C_{1}, C_{2}, C_{3}\right)$.
Trace: given an alleged private key $\left(d_{\mathrm{ID}, A}, d_{\mathrm{ID}, B}\right)$, with $d_{\mathrm{ID}, A}=\left(d_{A, 1}, d_{A, 2}, d_{A, 3}\right)$, for an identity ID, check the validity of $d_{\mathrm{ID}}$ w.r.t. ID using relations (10)-(11). If valid, the key is declared as a member of the family $n_{F}=d_{3, A}=t_{A}$.

To prove the IND-sID-CCA security, we can apply the technique of [26], which in turn borrows ideas from [27|37|24].

In the chosen-ciphertext scenario, the white-box FindKey security is no longer unconditional but relies on the ciphertext integrity of the symmetric encryption scheme.

Theorem 6. The scheme is IND-sID-CCA secure in the standard model if the modified DBDH assumption holds, if the symmetric scheme is a secure authenticated encryption scheme, if $H$ is target collision-resistant and if the key derivation function is secure. More precisely, we have

$$
\begin{array}{r}
\mathbf{A d v}_{\mathcal{A}}^{\mathrm{CCA}}(\lambda, \ell) \leq \frac{q_{d}+2 q_{d}^{2}}{p}+\mathbf{A d}^{\mathrm{dCR}}(\lambda)+\mathbf{A} \mathbf{d v}^{\mathrm{mDBDH}}(\lambda)+3 q_{d} \cdot \mathbf{A d} \mathbf{d}^{\mathrm{CT}-\mathrm{INT}}(\ell) \\
+\left(2 q_{d}+1\right) \cdot \mathbf{A d v}^{\mathrm{KDF}}(\lambda, \ell)+\mathbf{A d v}{ }^{\mathrm{IND}-\mathrm{SYM}}(\ell)
\end{array}
$$

where $q_{d}$ denotes the number of decryption queries allowed to the adversary $\mathcal{A}$ and the advantage functions against ( $\mathrm{E}, \mathrm{D}$ ) are defined in appendix $B$.

Proof. Given in the full version of the paper [28].
Theorem 7. The scheme is FindKey-CCA secure assuming the security of the key derivation function and the (weak) ciphertext integrity of the symmetric encryption scheme. The advantage of an adversary $\mathcal{A}$ making at most $q_{d}$ decryption queries is bounded by

$$
\begin{aligned}
\operatorname{Adv}_{\mathcal{A}}^{\text {FindKey-CCA }}(\lambda, \ell) \leq 2 \cdot q_{d} \cdot \mathbf{A d v}^{\mathrm{CT}-\mathrm{INT}}(\ell) & \\
& +2 \cdot q_{d} \cdot \mathbf{A d v}^{\mathrm{KDF}}(\lambda, \ell)+\frac{2 q_{d}^{2}+q_{d}+1}{p}
\end{aligned}
$$

Proof. Given in appendix C.

## B Authenticated Symmetric Encryption

A symmetric encryption scheme is specified by a pair (E, D), where $E$ is the encryption algorithm and $D$ is the decryption procedure, and a key space $\mathcal{K}(\ell)$
where $\ell \in \mathbb{N}$ is a security parameter. The security of authenticated symmetric encryption is defined by means of two games that capture the ciphertext indistinguishability and ciphertext (one-time) integrity properties.

Definition 4. An symmetric encryption scheme is secure in the sense of authenticated encryption if any PPT adversary has negligible advantage in the following games.

1. The IND-SYM game. For any PPT algorithm $\mathcal{A}$, the model considers the following game, where $\ell \in \mathbb{N}$ is a security parameter:
```
\(\operatorname{Game}_{\mathcal{A}}^{\text {IND-SYM }}(\ell)\)
\(\left(m_{0}, m_{1}, s\right) \leftarrow \mathcal{A}(\) find,\(\ell)\)
\(d^{\star} \stackrel{\leftrightarrow}{\leftarrow}\{0,1\}\)
\(c^{\star} \leftarrow \mathrm{E}_{K}\left(m_{d^{\star}}\right)\)
\(d \leftarrow \mathcal{A}\) (guess, \(\left.s, c^{\star}\right)\)
return 1 if \(d=d^{\star}\) and 0 otherwise.
```

$\mathcal{A}$ 's advantage is $\mathbf{A d v}_{\mathcal{A}}{ }^{\text {IND-SYM }}(\ell)=\left|\operatorname{Pr}\left[\mathbf{G a m e}_{\mathcal{A}}^{\text {IND-SYM }}=1\right]-1 / 2\right|$.
2. The CT-INT game. Let $\mathcal{A}$ be a PPT algorithm. We consider the following game, where $\ell \in \mathbb{N}$ is a security parameter:

```
\(\operatorname{Game}_{\mathcal{A}}^{\mathrm{CT}-\mathrm{INT}}(\ell)\)
\(K \stackrel{\&}{\leftarrow} \mathcal{K}(\ell)\)
\((m, s) \leftarrow \mathcal{A}(\) find,\(\ell)\)
\(c \leftarrow \mathrm{E}_{K}(m)\)
\(c^{\prime} \leftarrow \mathcal{A}\) (create, \(\ell, c\) )
return 1 if \(c^{\prime} \neq c\) and \(\mathrm{D}_{K}\left(c^{\prime}\right) \neq \perp\)
    0 otherwise.
```

$\mathcal{A}$ 's advantage is now defined as $\mathbf{A d v} \mathbf{v}_{\mathcal{A}}^{\text {CT-INT }}(\ell)=\operatorname{Pr}\left[\mathbf{G a m e}_{\mathcal{A}}^{\mathrm{CT}-\mathrm{INT}}=1\right]$.
The notion of weak ciphertext integrity is defined in the same way but the adversary is not allowed to see an encryption $c$ under the challenge key $K$.

## C Proof of Theorem 7

The proof proceeds again with a sequence of games, in all of which $S_{i}$ denotes the event that the adversary $\mathcal{A}$ wins.
Game $_{0}$ : is the FindKey-CCA experiment. The dishonest PKG $\mathcal{A}$ generates the master public key, chooses an identity ID that she wishes to be challenged upon. She interacts with the challenger in a key generation protocol, upon completion of which the challenger $\mathcal{B}$ obtains a decryption key consisting of
two triples $d_{\mathrm{ID}, A}^{(1)}=\left(d_{A, 1}{ }^{(1)}, d_{A, 2}{ }^{(1)}, d_{A, 3}{ }^{(1)}\right), d_{\mathrm{ID}, B}^{(1)}=\left(d_{B, 1}{ }^{(1)}, d_{B, 2}{ }^{(1)}, d_{B, 3}{ }^{(1)}\right)$ that should pass the key sanity check (otherwise, $\mathcal{B}$ aborts). At this stage, $\mathcal{A}$ knows $t_{B}^{(1)}=d_{B, 3}^{(1)}$ but has no information on $d_{A, 3}^{(1)}=t_{A}^{(1)}$ or on the values $r_{A}=\log _{X}\left(d_{A, 2}^{(1)}\right)$ and $r_{B}=\log _{X}\left(d_{B, 2}^{(1)}\right)$ (by the construction of the key generation protocol). In the next phase, $\mathcal{A}$ starts making a number of decryption queries that the challenger handles using $\left(d_{\mathrm{ID}, A}^{(1)}, d_{\mathrm{ID}, B}^{(1)}\right)$. Namely, when queried on a ciphertext $C=\left(C_{1}, C_{2}, C_{3}, C_{4}\right), \mathcal{B}$ calculates

$$
\psi=\frac{e\left(C_{1}, d_{A, 1}^{(1)} \cdot d_{B, 1}^{(1)}{ }^{\kappa}\right)}{e\left(C_{2}, d_{A, 2}^{(1)} \cdot d_{B, 2}^{(1)}{ }^{\kappa}\right) \cdot C_{3}^{d_{A, 3}^{(1)}+\kappa d_{B, 3}^{(1)}}},
$$

where $\kappa=H\left(C_{1}, C_{2}, C_{3}\right), K=K D F(\psi)$ and $m=\mathrm{D}_{K}\left(C_{4}\right)$ which is returned to $\mathcal{A}$ (and may be $\perp$ if $C$ is declared invalid).

At the end of the game, $\mathcal{A}$ outputs a key $\left(d_{\mathrm{ID}, A}^{(2)}, d_{\mathrm{ID}, B}^{(2)}\right)$ and wins if $d_{\mathrm{ID}, A}^{(2)}$ parses into $\left(d_{A, 1}{ }^{(2)}, d_{A, 2}{ }^{(2)}, d_{A, 3}{ }^{(2)}\right)$ such that $d_{A, 3}{ }^{(1)}=t_{A}^{(1)}=t_{A}^{(2)}=d_{A, 3}{ }^{(2)}$.

We note that decryption queries on well-formed ciphertexts do not reveal any information to $\mathcal{A}$ (since all well-formed keys yield the same result). We will show that, provided all ill-formed ciphertexts are rejected by $\mathcal{B}, \mathcal{A}$ still has negligible information on $t_{A}^{(1)}$ in the end of the game. For convenience, we distinguish two types of invalid ciphertexts: type I ciphertexts ( $C_{1}, C_{2}, C_{3}, C_{4}$ ) are such that $\log _{X}\left(C_{1}\right) \neq \log _{F(\mathrm{ID})}\left(C_{2}\right)$ (and can be told apart from valid ones by checking if $\left.e\left(C_{1}, F(\mathrm{ID})\right) \neq e\left(X, C_{2}\right)\right)$, where $F(\mathrm{ID})=g^{\mathrm{ID}} \cdot Z$, whereas type II ciphertexts are those for which $\log _{X}\left(C_{1}\right)=\log _{F(\mathrm{ID})}\left(C_{2}\right) \neq \log _{e(g, h)}\left(C_{3}\right)$.
Game $_{1}$ : is as Game $_{0}$ but $\mathcal{B}$ rejects all type I invalid ciphertexts (that are publicly recognizable). Such a malformed ciphertext comprises elements $C_{1}=X^{s_{1}}$, $C_{2}=F(\mathrm{ID})^{s_{1}-s_{1}^{\prime}}$ and $C_{3}=e(g, h)^{s_{1}-s_{1}^{\prime \prime}}$ where $s_{1}^{\prime}>0$ and $s_{1}^{\prime \prime} \geq 0$. Hence, the symmetric key $K$ that $\mathcal{B}$ calculates is derived from

$$
\begin{equation*}
\psi=e\left(g, Y_{A}^{s_{1}} \cdot Y_{B}^{\kappa s_{1}}\right) \cdot e(F(\mathrm{ID}), X)^{s_{1}^{\prime}\left(r_{A}+\kappa r_{B}\right)} \cdot e(g, h)^{s_{1}^{\prime \prime}\left(t_{A}^{(1)}+\kappa t_{B}^{(1)}\right)} \tag{13}
\end{equation*}
$$

where $\kappa=H\left(C_{1}, C_{2}, C_{3}\right)$. Upon termination of the key generation protocol, $\mathcal{A}$ has no information on $r_{A}, r_{B}$ (as $\mathcal{B}$ re-randomizes its key). Even if $\kappa$ was the same in all decryption queries (which may happen if these queries all involve identical $\left.\left(C_{1}, C_{2}, C_{3}\right)\right)$, the second term of the product (13) remains almost uniformly random to $\mathcal{A}$ at each new query. Indeed, for each failed one, $\mathcal{A}$ learns at most one value that is not $r_{A}+\kappa r_{B}$. After $i$ attempts, $p-i$ candidates are left and the distance between the uniform distribution on $\mathbb{G}_{T}$ and that of $e(F(\mathrm{ID}), X)^{s_{1}^{\prime}\left(r_{A}+\kappa r_{B}\right)}$ becomes at most $i / p \leq q_{d} / p$. Then, the only way for $\mathcal{A}$ to cause the new rejection rule to apply is to forge a symmetric authenticated encryption for an essentially random key $K$. A standard argument shows that, throughout all queries, the probability of $\mathcal{B}$ not rejecting a type I ciphertext is smaller than $q_{d} \cdot\left(\mathbf{A d v}{ }^{\mathrm{CT}-\mathrm{NT}}(\ell)+\mathbf{A} \mathbf{d v}^{\mathrm{KDF}}(\lambda, \ell)+q_{d} / p\right)$. It easily comes that $\left|\operatorname{Pr}\left[S_{1}\right]-\operatorname{Pr}\left[S_{0}\right]\right| \leq q_{d} \cdot\left(\mathbf{A d v}^{\mathrm{CT}-\mathrm{INT}}(\lambda)+\mathbf{A d v}^{\mathrm{KDF}}(\lambda, \ell)+q_{d} / p\right)$.

We now consider type II invalid queries. While $\mathcal{A}$ knows $t_{B}^{(1)}$, she has initially no information on $t_{A}^{(1)}$ and the last term of the product (13) is unpredictable
to her at the first type II query. Each such rejected query allows $\mathcal{A}$ to rule out at most one candidate as for the value $t_{A}^{(1)}$. After $i \leq q_{d}$ unsuccessful type II queries, she is left with at least $p-i$ candidates at the next type II query, where the distance between the uniform distribution on $\mathbb{G}_{T}$ and that of $\psi$ (calculated as per (13)) becomes smaller than $i / p \leq q_{d} / p$. Again, one can show that, throughout all queries, the probability of $\mathcal{B}$ not rejecting a type II ciphertext is at most $q_{d} \cdot\left(\mathbf{A d v}{ }^{\mathrm{CT}-\mathrm{INT}}(\ell)+\mathbf{A d v}{ }^{\mathrm{KDF}}(\lambda, \ell)+q_{d} / p\right)$. Let us call type-2 the latter event. If all invalid ciphertexts are rejected, $\mathcal{A}$ 's probability of success is given by $\operatorname{Pr}\left[S_{1} \mid \neg\right.$ type -2$] \leq 1 /\left(p-q_{d}\right) \leq\left(q_{d}+1\right) / p$. Since

$$
\begin{aligned}
\operatorname{Pr}\left[S_{1}\right] & =\operatorname{Pr}\left[S_{1} \wedge \text { type }-2\right]+\operatorname{Pr}\left[S_{1} \wedge \neg \text { type }-2\right] \\
& \leq \operatorname{Pr}[\text { type- } 2]+\operatorname{Pr}\left[S_{1} \mid \neg \text { type }-2\right] \operatorname{Pr}[\neg \text { type- } 2] \\
& \leq \operatorname{Pr}[\text { type- } 2]+\operatorname{Pr}\left[S_{1} \mid \neg \text { type }-2\right] \\
& \leq q_{d} \cdot\left(\mathbf{A d v}^{\mathrm{CT}-\mathrm{INT}}(\ell)+\mathbf{A d v}^{\mathrm{KDF}}(\lambda, \ell)+\frac{q_{d}}{p}\right)+\frac{q_{d}+1}{p}
\end{aligned}
$$

and $\left|\operatorname{Pr}\left[S_{0}\right]-\operatorname{Pr}\left[S_{1}\right]\right| \leq q_{d} \cdot\left(\mathbf{A d v}{ }^{\mathrm{CT}-\mathrm{INT}}(\lambda)+\mathbf{A d v}^{\mathrm{KDF}}(\lambda, \ell)+q_{d} / p\right)$, the claimed upper bound follows.
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#### Abstract

Key escrow is inherent in identity-based encryption (IBE). A curious key generation center (KGC) can simply generate the user's private key to decrypt a ciphertext. However, can a KGC still decrypt if it does not know the intended recipient of the ciphertext? We answer by formalizing KGC anonymous ciphertext indistinguishability ( $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ ).

We find that all existing pairing-based IBE schemes without random oracles, whether receipt-anonymous or not, do not achieve KGC onewayness, a weaker notion of $\mathcal{A C I}-\mathcal{K G C}$. In view of this, we first show how to equip an IBE scheme by Gentry with $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$. Second, we propose a new system architecture with an anonymous private key generation protocol such that the KGC can issue a private key to an authenticated user without knowing the list of users identities. This also better matches the practice that authentication should be done with the local registration authorities instead of the KGC. Our proposal can be viewed as mitigating the key escrow problem in a different dimension than distributed KGCs approach.


## 1 Introduction

The feature that differentiates identity-based encryption (IBE) scheme from other public key encryption schemes lies in the way a public and private key pair is set up - every arbitrary string is a valid public key. There is a trusted authority, called the key generation center (KGC), responsible for the generation of private keys after user authentications. Private key generation applies the KGC's master secret key to the users' identities. The major benefit of this approach is to largely reduce the need for processing and storage of public key certificates under traditional public key infrastructure (PKI).

Nevertheless, the advantages come with a major drawback which is known as the escrow problem. The KGC could decrypt any message addressed to a user

[^38]by generating that user's private key. To escape from the eye of the KGC, two users may execute an interactive key agreement protocol (e.g. [24]) to establish a session key known only to themselves, or the recipient can setup another key pair and employ certificateless encryption [2]2325|26], which is a two-factor encryption method involving both IBE and public key encryption. However, one of the main benefits of IBE is lost - it is no longer true that a ciphertext can be prepared without any action by the recipient.

Can anonymity help confidentiality? Current study of IBE only considers anonymity against malicious users' attack, except a recent and independent work 34] which considers the application of KGC-anonymous IBE in passwordauthenticated key exchange but without any application in the context of IBE itself. We try to use anonymity against a malicious KGC to fight against the escrow problem. If the KGC does not know the intended recipient of the ciphertext, is it still possible for it to decrypt on behalf of the user? We answer this question by introducing the notions of KGC one-wayness $(\mathcal{O W}-\mathcal{K} \mathcal{G C})$ and KGC anonymous ciphertext indistinguishability ( $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ ).

We find that (to the best of our knowledge) no existing pairing-based IBE schemes without random oracles can achieve the weakest notion of confidentiality $\mathcal{O W}-\mathcal{K G C}$, no matter whether it is user-anonymous. In view of this, we show to equip Gentry's IBE scheme [28] with $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ in the standard model.

How can KGC not know the users' identities? Our notion of $\mathcal{A C I}-\mathcal{K G C}$ minimizes the damage of master secret key exposure, providing protection against adversaries who hold the master secret key but not the list of user identities. However, it is natural for the KGC to have this list. By generating all possible user private keys, the KGC can decrypt all ciphertexts. In view of this, we propose a new system architecture to prevent the KGC from knowing it.

We acknowledge that the KGC can always try to derive all possible user private keys according to a certain "dictionary". It seems that there is not much we can do to protect ourselves against a strong adversary like the KGC in this situation. Nevertheless our notion is useful when there is some min-entropy from the identities (e.g. biometric identity [43]). On the other hand, nothing can be gained if one always stores the identity with the ciphertext ${ }^{11}$

New Key Management Techniques. We separate the tasks of authentication and key issuing, hence our system architecture employs two parties, namely, an identity-certifying authority (or ICA in short) and a KGC. This setting is different from a typical ID-based cryptosystem, but actually better matches the practice that authentication should be done with the local registration authorities, especially when the KGC is not globally available to authenticate users.

The master secret is still solely owned by the KGC. In particular, it is not spilt across two authorities, in contrast with the distributed KGCs approach. The ICA is responsible for issuing some kind of certificates, but it does not need to store any of them, and only the KGC is required to verify the certificate.

[^39]After obtaining the private key, users do not require any further interaction with these authorities for decryption. Last but not least, the certificate is not used anywhere else in the system, i.e. the encryption itself is still purely ID-based.

Under this model, we show that one can put anonymous ciphertext indistinguishability in practice. We give a design of the anonymous private key issuing protocol, and present a concrete protocol construction for Gentry-IBE.

### 1.1 Review of Identity-Based Encryption

The concept of IBE was formulated by Shamir in 1984 [47]. Satisfactory proposals for IBE did not exist until nearly two decades afterward, when Boneh and Franklin [12] and Sakai et al. [45] presented two IBE solutions based on pairing and full-domain hash to elliptic curve points (referred to as FDH-IBE).

Reduction Improvement. Since Boneh-Franklin's work (BF-IBE), there has been a flurry of variants. For improving the security reduction in the random oracle model, Attrapadung et al. [3] worked out an FDH-IBE having two public keys for an identity, an idea which was used to improve the security reduction of FDH signature. Galindo [27] gave a variant of BF-IBE using another transformation technique (different from the one in [12]) to get adaptive chosen-ciphertext security (CCA2). Modifying BF-IBE, Libert and Quisquater 39 gave an IBE without redundancy [42]. All these schemes share a similar $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ analysis.

Multi-Recipient and Hierarchical ID-Based Encryption (HIBE). In HIBE, the workload of private key generation of a single root KGC is delegated to many lower-level KGCs. Gentry and Silverberg proposed the first full-blown (compared with [33]) HIBE (GS-HIBE) [29]. For encrypting to multiple recipients more efficiently than in the straightforward approach, multi-recipient IBE was proposed by Baek et al. (BSS-MIBE) [4]. An extension of [4] with shorter ciphertext was proposed in [39]. These schemes bear similarities to GS-HIBE.

Exponent-Inversion IBE. Sakai and Kasahara 44 proposed another IBE (SK-IBE) with a private key derivation algorithm based on exponent-inversion, which is different from FDH-IBE. The CCA2-security of SK-IBE is proven in another work 22, albeit in the random oracle model.

The first exponent-inversion IBE in the standard model was proposed by Boneh and Boyen [8] (hereinafter referred to as BB-EIIBE), which offers selective-ID security. Using the chameleon hashing technique due to Waters [49, an extension of [8] with adaptive-ID security was proposed in [36]. Since only the way of hashing the identity is changed, they share the same $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ analysis.

Standard Model (Commutative-Blinding). Boneh and Boyen proposed selective-ID IBE and HIBE schemes in [8] (hereinafter referred to as BB-(H)IBE). Shortly afterward, they gave an adaptive-ID version 9]. Waters simplified 9] in [49], and gave a fuzzy version with Sahai in 43]. Extending from 49], Kiltz and Galindo [37] gave a CCA2 ID-based key encapsulation without using any transformation, and Kiltz and Vahlis 38 gave an efficient CCA2 ID-based
key encapsulation scheme using authenticated symmetric encryption. Extending from [43, Boldyreva et al. 77 gave an IBE with efficient revocation.

Regarding HIBE, [9] and [49] suggested HIBE extensions similar to the approach in [8]. An HIBE with constant-size ciphertext was proposed in [10], which was later made adaptive-ID secure in [20]. Generalizations of the selective-ID model for HIBE, with two HIBE constructions, were proposed in [17. HIBE with short public parameters was proposed in [18]. A multi-recipient IBE and a parallel key-insulated IBE in standard model were proposed in [19] and [50.

Despite their apparent versatility (e.g. different ways of generating public keys from identities), all these schemes use a similar implicit key encapsulation method. As a result, they share a similar $\mathcal{A C I}-\mathcal{K G C}$ analysis. Finally, 21|41] studied the tradeoff between key size and security reduction for 49 .

Standard Model (with User Anonymity). Boyen and Waters [15] proposed an anonymous IBE scheme (BW-IBE) and the first anonymous HIBE (AHIBE). It has been suggested in [15] that AHIBE can obtain adaptive security by the hashing technique of Waters 49. Similar to the extension of 8 in [36], it does not affect the $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ analysis. Recently, 10 has been made anonymous in [46]. Although these schemes are anonymous, they can be shown to be not $\mathcal{O W}-\mathcal{K} \mathcal{G C}$-secure in a similar way to BB-(H)IBE.

Gentry's scheme also provides anonymity in the standard model [28. It has been extended by Kiltz and Vahlis using authenticated symmetric encryption for better efficiency (KV-IBE) [38, and by Libert and Vergnaud for more efficient weak black-box accountable IBE (LV-IBE) 40. We will show that Gentry-IBE can be made $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ secure, but interestingly, its extensions 3840 are not. Actually, LV-IBE mixes commutative-blinding and exponent-inversion - its $\mathcal{O} \mathcal{W}-\mathcal{K G C}$ can be broken similar to breaking BB-EIIBE or BB-(H)IBE.

Generalizations of IBE. Recently, there have been many generalizations of IBE, such as hidden-vector encryption [14, predicate encryption 35] and spatial encryption 13. However, it can be shown that they are not $\mathcal{O W}-\mathcal{K} \mathcal{G C}$-secure.

### 1.2 Attempts in Reducing Trust in the KGC

Accountable IBE. In accountable IBE [30] (AIBE), the trust in the KGC is reduced in another dimension, such that the KGC is discouraged from leaking or selling any user secret key. Consider an IBE scheme with an exponential number of user secret keys for any given identity, such that deriving any other secret key from any one of them (without the knowledge of the master secret key) is intractable; if the key issuing protocol ensures that the user can obtain a user private key without letting the KGC know which one it is, we can conclude that the KGC must be the one who leaks the user private key if a user can show the existence of two private keys for the same identity. Goyal 30 showed that Gentry-IBE satisfies the aforementioned properties, and proposed the corresponding key issuing protocol, which also works with our modified Gentry-IBE. Another AIBE scheme that is based on Waters IBE 49] and Sahai-Waters fuzzy

IBE [43] was also proposed in [30]. Goyal et al. 31] later proposed a black-box accountable IBE (BBAIBE). However, these schemes are not $\mathcal{O W}-\mathcal{K} \mathcal{G C}$-secure.

KGC-Anonymous ID-based KEM. Independent of our work, anonymity against an honest but curious KGC attack was considered by Izabachène and Pointcheval 34. Their notion of key anonymity with respective to authority (KwrtA), given in the context of identity-based KEM (IB-KEM), requires the adversary to guess between the two possibilities of recipient identity, with the master secret key and the challenge ciphertext, but without the ephemeral session key. In the context of IBE, the ciphertext always contain a component which encrypts the message by this session key. Taking it away means that the challenge is "incomplete" since partial knowledge of it can be seen in the ciphertext produced by IBE. Hence, the real-world impact on IBE given by their security notion may be unclear. Nevertheless, they showed that an IB-KEM with this KwrtA-anonymity and ID-based non-malleability (another new notion in [34]) is a useful tool for constructing password-authenticated key exchange protocols. Relationships between our notion and theirs will be given in 5.4

Distributed KGCs. A standard method to avoid the inherent key escrow is to split the master secret key to multiple KGCs. The user private key generation is then done in a threshold manner, where each KGC uses a share of the master secret key to generate a private key component for a user. In our approach, the master secret key is not distributed. It is always possible to have this key distribution on top of our idea if an extra layer of protection is desirable.

## 2 Definitions

### 2.1 Notations and Complexity Assumptions

We use $x \in_{R} S$ to denote the operation of picking an element $x$ at random and uniformly from a finite set $S$. For a probabilistic algorithm $\mathcal{A}, x \stackrel{\$}{\leftarrow} \mathcal{A}$ assigns the output of $\mathcal{A}$ to the variable $x$. If $x$ is a string, $|x|$ denotes its length. If $\lambda \in \mathbb{N}$, $1^{\lambda}$ denotes a string of $\lambda$ ones. A function $\epsilon: \mathbb{N} \rightarrow \mathbb{R}$ is negligible $(\operatorname{negl}(k))$ if for every constant $c \geq 0$ there exists $k_{c}$ such that $\epsilon(k)<k^{-c}$ for all $k>k_{c}$.

Definition 1 (Bilinear Map). Let $\mathbb{G}$ and $\mathbb{G}_{T}$ be two (multiplicative) cyclic groups of prime order $p$. A bilinear map $e(\cdot, \cdot): \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ satisfies:

1. Bilinearity: For all $u, v \in \mathbb{G}, a, b \in \mathbb{Z}, e\left(u^{a}, v^{b}\right)=e(u, v)^{a b}$.
2. Non-degeneracy: $e(g, g) \neq 1$ where $g$ is a generator of $\mathbb{G}$.

Definition 2. (Decisional) Bilinear Diffie-Hellman Problem (DBDHP): Given $g, g^{a}, g^{b}, g^{c} \in \mathbb{G}$, and $\hat{t} \in \mathbb{G}_{T}$, output 'yes' if $\hat{t}=e(g, g)^{a b c}$ and 'no' otherwise.

We introduce two problems whose names are inspired by the decisional linear problem [11. An oracle for solving the first one makes solving DBDHP easily.

Definition 3. Decisional Bilinear Problem (DBP): Given two $\mathbb{G}$ elements $g$ and $g^{a}$, two $\mathbb{G}_{T}$ elements $e(g, g)^{b}$ and $\hat{t}$, output 'yes' if $\hat{t}=e(g, g)^{a b}$ and 'no' otherwise. We name $\left(g, g^{a}, e(g, g)^{b}, e(g, g)^{a b}\right)$ as a decisional bilinear tuple.

Definition 4. Modified Decisional Bilinear Problem (MDBP): Given $g, g^{a}, g^{b^{-1}} \in$ $\mathbb{G}$, and $e(g, g)^{b}, \hat{t} \in \mathbb{G}_{T}$, output 'yes' if $\hat{t}=e(g, g)^{a b}$ and 'no' otherwise.

Lemma 1. DBDH assumption implies Decisional Bilinear assumption.
Proof. Given $\left(g, g^{a}, g^{b}, g^{c}, \hat{t}\right)$, computes $e(g, g)^{b^{\prime}}=e\left(g^{b}, g^{c}\right)$ where $b^{\prime}=b c$, feeds $\left(g, g^{a}, e(g, g)^{b^{\prime}}, \hat{t}\right)$ to the DBP oracle and outputs its answer.

Definition 5. (Decisional) q-Bilinear Diffie-Hellman Exponent Problem $(q-B D H E P):$ Given $(q+2) \mathbb{G}$ elements $\left(g^{\prime}, g, g^{\alpha}, \cdots, g^{\alpha^{q}}\right)$, and one $\mathbb{G}_{T}$ element $\hat{t}$, output 'yes' if $\hat{t}=e\left(g^{\alpha^{q+1}}, g^{\prime}\right)$ and 'no' otherwise.

A stronger version of $q$-BDHEP is assumed difficult for the security of GentryIBE. We remark that the hard problem considered in [28] is augmented with $g^{\prime \alpha^{q+2}}$ and $q$ equals to the number of users compromised by the adversary.

Lemma 2. Decisional 2-Bilinear Diffie-Hellman Exponent assumption implies Modified Decisional Bilinear assumption.

Proof. Given $\left(g^{\prime}, g, g^{\alpha}, g^{\alpha^{2}}, \hat{t}\right)$, set $\theta_{1}=g^{\alpha}, \theta_{2}=g^{\prime}, \theta_{3}=g, \hat{\theta}=e\left(g^{\alpha}, g^{\alpha^{2}}\right)$ and feed $\left(\theta_{1}, \theta_{2}, \theta_{3}, \hat{\theta}, \hat{t}\right)$ to the MDBP oracle. The input is valid since $\theta_{3}=\left(\theta_{1}\right)^{\alpha^{-1}}$ and $\hat{\theta}=e\left(\theta_{1}, \theta_{1}\right)^{\alpha}$. Let $\theta_{2}=\theta_{1}^{\gamma}$ where $\gamma \in \mathbb{Z}_{p}$, the MDBP oracle outputs 'yes' if and only if $\hat{t}=e\left(\theta_{1}, \theta_{1}\right)^{\gamma \alpha}$, since $e\left(\theta_{1}, \theta_{1}\right)^{\gamma \alpha}=e\left(g^{\alpha}, g^{\alpha}\right)^{\gamma \alpha}=e\left(g^{\alpha^{3}}, g^{\prime}\right)$.

### 2.2 Identity Based Encryption

Under the standard definition, an IBE scheme consists of four algorithms:

1. via $(m p k, m s k) \stackrel{\$}{\leftrightarrows} \operatorname{Setup}\left(1^{\lambda}\right)$ the randomized key generation algorithm outputs the system parameters $m p k$ and the master secret key $m s k$;
2. via $u s k[I D] \stackrel{\$}{\leftarrow} \operatorname{KeyDer}(m s k, \operatorname{ID})$ the KGC output: $\boldsymbol{2}^{2}$ a secret key for user ID;
3. via $\mathfrak{C} \stackrel{\$}{\leftrightarrows} \operatorname{Enc}(m p k$, ID,$m)$ anyone can encrypt a message $m$ to user ID in $\mathfrak{C}$;
4. via $m \leftarrow \operatorname{Dec}(m p k, u s k[$ ID], $\mathfrak{C})$ user ID uses secret key $u s k$ to get $m$ from $\mathfrak{C}$.

Consistency requires that for all $\lambda \in \mathbb{N}$, all identities ID, all messages $m \in \mathrm{MsgSp}$ (defined by $m p k)$ and all $\mathfrak{C} \stackrel{\$}{\leftarrow} \operatorname{Enc}(m p k, I D, m), \operatorname{Pr}[\operatorname{Dec}(\operatorname{KeyDer}(m s k, I D), \mathfrak{C})=$ $m$ ] $=1$, where the probability is taken over the coins of all the above algorithms.

In our definition, we separate the master key generation from the Setup.
Definition 6. An IBE scheme consists of the following five PPT algorithms:
${ }^{2}$ This algorithm is deterministic for most schemes stemmed from FDH-IBE.
 param for security parameter $\lambda \in \mathbb{N}$, with message space $\operatorname{MsgSp}(\lambda)$ included.
2. via $(m p k, m s k) \stackrel{\$}{\leftarrow}$ MKeyGen(param) the key generation algorithm outputs the master public/secret key ( $m p k, m s k$ ) conforming to param;
3. KeyDer, Enc and Dec are defined as in the standard definition.

We can view Setup as a trusted initializer for choosing the system parameters (for examples, the choice of elliptic cure) which are implicitly included in the input of KeyDer, Enc and Dec. The KGC generates a master public/private key pair only via MKeyGen. We assume it is efficient to check if a message $m$ is in $\operatorname{Msg} \operatorname{Sp}(\lambda)$ or if $m p k$ comes from a group that matches with what is specified in param. We denote the latter check by (an abused notation) mpk $\in$ param.

## 3 Anonymity and Indistinguishability against the KGC

### 3.1 Anonymity against User Attack

User-anonymity is defined by the game below [1]. The adversarial goal is to distinguish the intended recipient of a ciphertext between two chosen identities $3^{3}$.

```
Experiment \(\operatorname{Exp}_{\mathcal{I B E}, \mathcal{A}}^{\mathrm{ano} \mathcal{c p a}}(\lambda)\)
IDset \(\leftarrow \emptyset ;(\) param \() \stackrel{\$}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}\right) ;(m p k, m s k) \stackrel{\$}{\leftarrow}\) MKeyGen (param);
\(\left(\mathrm{ID}_{0}, \mathrm{ID}_{1}, m^{*}\right.\), st) \(\stackrel{\mathbb{1}}{\leftarrow} \mathcal{A}^{\mathrm{KeyDerO}(\cdot)}\) ('find', param, mpk);
If \(m^{*} \notin \operatorname{MsgSp}(\lambda)\) then return 0 ;
\(b \stackrel{\$}{\leftarrow}\{0,1\} ; \mathfrak{C} \stackrel{\$}{\leftarrow} \operatorname{Enc}\left(m p k, \mathrm{ID}_{b}, m^{*}\right) ; b^{\prime} \stackrel{\$}{\leftarrow} \mathcal{A}^{\mathrm{KeyDerO}(\cdot)}(‘\) guess', \(\mathfrak{C}, s t) ;\)
If \(b \neq b^{\prime}\) or \(\left(\left\{\mathrm{ID}_{0}, \mathrm{ID}_{1}\right\} \cap \mathrm{IDset} \neq \emptyset\right)\) then return 0 else return 1 ;
```

where the private key derivation oracle KeyDerO(ID) is defined as:

$$
\text { IDset } \leftarrow \text { IDset } \cup\{\mathrm{ID}\} ; u s k[\mathrm{ID}] \leftarrow \operatorname{KeyDer}(m s k, \mathrm{ID}) ; \text { return } u s k[\mathrm{ID}]
$$

and st denotes the state information maintained by the adversary $\mathcal{A}$.

### 3.2 Anonymous Ciphertext Indistinguishability

We use the term "anonymous ciphertext" to refer a ciphertext that the KGC holds without the knowledge of who is the intended recipient. We do not model the case where the KGC maliciously generates the system parameters (e.g. the choice of elliptic curve), but we provide a new "embedded-identity encryption" oracle, which lets the adversary adaptively get many ciphertexts designated to the same person, without knowing the real identity. The absence of such an oracle gives the adversary no way to see more than one ciphertext for the unknown recipient. For the ease of discussion, we suppose an identity is of $n$-bit length.

[^40]Definition 7. An IBE scheme is $\left(t, q_{E}, \epsilon\right) \mathcal{A C I}-\mathcal{K G C}$ secure if all t-time adversaries making at most $q_{E}$ embedded-identity encryption oracle queries have advantage at most $\epsilon$ in winning the game below (i.e. the experiment returns 1).

```
Experiment \(\operatorname{Exp}_{\mathcal{I B E}, \mathcal{A}}^{\mathrm{aci}-\mathrm{kgc}}(\lambda)\)
(param) \(\stackrel{\&}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}\right) ;\) ID \(^{*} \stackrel{\&}{\leftarrow}\{0,1\}^{n}\);
(mpk,st) \(\stackrel{\$}{\rightleftarrows} \mathcal{A}(\) 'gen', param); If \(m p k \notin\) param then return 0 ;
\(\left(m_{0}^{*}, m_{1}^{*}, s t\right) \stackrel{\$}{\leftarrow} \mathcal{A}^{\mathrm{EncO}_{(m p k, \mathrm{D} *)}(\cdot)}\) ('find', \(\left.m p k, s t\right)\);
If \(\left\{m_{0}^{*}, m_{1}^{*}\right\} \nsubseteq \operatorname{MsgSp}(\lambda)\) or \(\left|m_{0}^{*}\right| \neq\left|m_{1}^{*}\right|\) then return 0 ;
\(b \stackrel{\$}{\leftarrow}\{0,1\} ; \mathfrak{C} \stackrel{\$}{\leftarrow} \operatorname{Enc}\left(m p k, \mathrm{ID}^{*}, m_{b}^{*}\right) ; b^{\prime} \stackrel{\$}{\leftarrow} \mathcal{A}^{\mathrm{EncO}_{\left(m p k, \mathrm{ID}^{*}\right)}(\cdot)}\left({ }^{( }\right.\)guess', \(\left.\mathfrak{C}, s t\right) ;\)
If \(b \neq b^{\prime}\) then return 0 else return 1 ;
```

where the embedded-identity oracle $\operatorname{EncO}_{\left(m p k, \mathrm{ID}^{*}\right)}(m)$ returns $\operatorname{Enc}\left(m p k, \mathrm{ID}^{*}, m\right)$ and the advantage of $\mathcal{A}$ is defined as $\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{I} \mathcal{B}, \mathcal{A}}^{\mathrm{aci}-\mathrm{kgc}}(\lambda)=1\right]-\frac{1}{2}\right|$.

One may define semantic security of the hidden identity in a similar way; but we omitted it to keep our focus on whether the KGC can decrypt the ciphertext.

Embedded-Identity Decryption. The above game just considers chosenplaintext attack (CPA). One may consider giving the adversary adaptive access to a decryption oracle, or even an "embedded-identity decryption oracle". We consider this stronger notion from both the theory and practice perspectives.

Our security notion is actually quite strong in the sense that the adversary is not required to reveal the master secret key to the challenger. We start our discussion with a weakened definition such that the adversary is instead required to do so. While it is possible that the decryption oracle could help the adversary to deduce information about the challenge ciphertext, this happens when a maliciously formed ciphertext is presented to the decryption oracle. If we are able to put some validity tag in the ciphertext such that the challenger, with the master secret key, can do a sanity check before the actual decryption; only "invalid" will be returned for any malformed ciphertext or those not encrypted for the challenge identity, i.e. CCA2-security against user also helps in here.

If the challenger does not know the master secret, it may sound impossible to simulate the decryption oracle. Nevertheless, our definition assumes trusted parameter generation, which possibly allows us to solve the problem with approaches similar to simulating the strong decryption oracle in certificateless encryption [2 23|25|26], such as a knowledge-extractor with the help of the random oracle, or a non-interactive zero-knowledge proof system setup according to the trusted parameters. Due to the lack of space, we do not delve into details.

In practice, while it makes sense to trick a user into encrypting some predefined messages (as modeled by the embedded-identity encryption oracle); it may not make much sense to consider the case that the KGC gained accesses to an embedded-identity decryption oracle - which possibly means the KGC has identified this user already. Due to these complications, we keep our focus on the CPA notion. Nevertheless, this does not preclude the possibility of achieving $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-security and CCA2-security against user attack simultaneously.

### 3.3 Comparison of User Anonymity and KGC One-Wayness

A KGC is a powerful adversary. We consider KGC one-wayness $(\mathcal{O} \mathcal{W}-\mathcal{K} \mathcal{G C})$, a notion strictly weaker than $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$, to better reflect the security of IBE against KGC attacks. We also present two separation results.
Definition 8. An IBE is $\mathcal{O W}-\mathcal{K} \mathcal{G C}$ secure if $\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{I B E}, \mathcal{A}}^{\mathrm{ow}-\mathrm{kgc}}(\lambda)=1\right]<\operatorname{negl}(\lambda)$.

## Experiment $\operatorname{Exp}_{\mathcal{I B E}, \mathcal{A}}^{\mathrm{ow}-\mathrm{kgc}}(\lambda)$


(mpk,st) $\stackrel{\$}{\leftarrow} \mathcal{A}\left({ }^{\prime}\right.$ gen', param); If $m p k \notin$ param then return 0 ;
$m^{*} \stackrel{\$}{\leftarrow} \operatorname{MsgSp}(\lambda) ; \mathfrak{C} \stackrel{\$}{\leftarrow} \mathrm{Enc}\left(m p k, \mathrm{ID}^{*}, m^{*}\right) ; m^{\prime} \stackrel{\&}{\leftarrow} \mathcal{A}\left({ }^{\prime}\right.$ guess', $\left.\mathfrak{C}, s t\right) ;$
If $m^{*} \neq m^{\prime}$ then return 0 else return 1 ;
Theorem 1. User anonymity does not imply $\mathcal{O W}-\mathcal{K} \mathcal{G C}$.
Proof. Given any user-anonymous IBE scheme with encryption algorithm Enc, define a new IBE with encryption algorithm Enc ${ }^{\prime}(m p k, I D, m)=(\operatorname{Enc}(m p k, I D, m)$, $\operatorname{Enc}(m p k$, " 0 ", ID $)$ ), where " 0 " is a dummy identity and the corresponding user secret key is never released by the KGC. If the IBE scheme is semantically secure, the ciphertext produced by Enc' is still user-anonymous. But it is not $\mathcal{O W}-\mathcal{K} \mathcal{G C}$ since the KGC can just generate the user secret key for " 0 ", decrypt the second component of the ciphertext and then decrypt the first component.

Theorem 2. $\mathcal{A C I}-\mathcal{K G C}$ does not imply user anonymity.
Proof. Given any $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ with encryption algorithm Enc, define a new IBE with encryption algorithm which appends the first bit of identity to the ciphertext. Any adversary can just choose two identities which differ at the first bit to break the user-anonymity. On the other hand, the notion of $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ depends on the number of random bits in the identity; essentially only one bit of security is lost and $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ is still preserved.
In next section, we will see they are also orthogonal to each other in practice.

## 4 Analysis

Table 1 gives a concise and unified review of existing IBE schemes in the context of $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ analysis. Seven (H)IBE schemes representing a large class of IBE schemes in the literature are selected. Note that we made many simplifications and omitted many elegant components of the IBE schemes being analyzed. We do not intend to give a complete review of the constructions of all these schemes (it seems we are reducing these IBE schemes to ID-based key encapsulations or even just public key encryption schemes), but we want to keep our focus on how a KGC can decrypt the message using the master secret key. Thus, we only show the essential components in the master public key $m p k$, the master secret key $m s k$, the ciphertext, and the variable that can be computed (without using any

Table 1. Concise Review of IBE Schemes for $\mathcal{A C I}-\mathcal{K G C}$ Analysis. Elements in $\mathbb{G}, \mathbb{Z}_{p}, \mathbb{G}_{T}$ : capital letters, small letters, small letters with hat respectively. Generators of $\mathbb{G}$ and $\mathbb{G}_{T}: P$ and $\hat{g}=e(P, P)$ resp. Ephemeral randomness employed in encryption: $r, r^{\prime} . Q_{\mathrm{ID}}=H_{0}(\mathrm{ID})$, where $H_{0}(\cdot):\{0,1\}^{n} \rightarrow \mathbb{G}$. Hierarchical identity: $\left(\mathrm{ID}_{1}, \mathrm{ID}_{2}, \cdots\right)$.

| Schemes | $m p k$ | $m s k$ | Ciphertext | $\mathcal{K}$ |
| :--- | :---: | :---: | :---: | :---: |
| FDH-IBE [12]45] | $P^{s}$ | $s$ | $P^{r}$ | $e\left(Q_{\mathrm{ID}^{r}}, P^{s}\right)$ |
| GS-HIBE [29] | $P^{s}$ | $s$ | $P^{r}, Q_{\mathrm{ID}_{2}}^{r}, \cdots$ | $e\left(Q_{\mathrm{ID}_{1}}{ }^{r}, P^{s}\right)$ |
| BSS-MIBE [4] | $P^{s}, Q$ | $s$ | $P^{r}$ | $e\left(Q, P^{s}\right)^{r}$ |
| BB-EIIBE [8] | $\hat{g}, V=P^{s}$ | $s$ | $V^{r}$ | $\hat{g}^{r}$ |
| BB-(H)IBE [8] | $e(P, S)$ | $S$ | $P^{r}$ | $e(P, S)^{r}$ |
| BW-IBE [15] | $\hat{v}=\hat{g}^{s_{1} s_{2} s_{3}}, V_{1}=P^{s_{1}}, V_{2}=P^{s_{2}}$ | $s_{1}, s_{2}, s_{3}$ | $V_{1}^{r-r^{\prime}}, V_{2}^{r^{\prime}}$ | $\hat{v}^{r}$ |
| KV-IBE [38] | $\hat{g}, \hat{v}_{1}=\hat{g}^{s_{1}}, \hat{v}_{2}=\hat{g}^{s_{2}}$ | $s_{1}, s_{2}$ | $\hat{g}^{r}, t$ | $\left(\hat{v}_{1}^{t} \hat{v}_{2}\right)^{r}$ |

secret key) from the ciphertext ( $t$ in KV-IBE), which are sufficient for the KGC to do the decryption. We use $\mathcal{K}$ to denote the random session key created by the implicit KEM, which is a crucial piece of data to decrypt the ciphertext.

### 4.1 Schemes That Are Not $\mathcal{O} \mathcal{W}-\mathcal{K} \mathcal{G C}$-Secure

The session key $\mathcal{K}$ in BSS-MIBE can be computed by $e\left(Q, P^{r}\right)^{s}$. For BB-EIIBE, $\mathcal{K}$ can be computed by $e\left(P, V^{r}\right)^{1 / s}$. For BB-(H)IBE, $e\left(P^{r}, S\right)=\mathcal{K}$. For BW-IBE, it can be computed by $e\left(\left(V_{2}^{r^{\prime}}\right)^{1 / s_{2}}\left(V_{1}^{r-r^{\prime}}\right)^{1 / s_{1}}, P\right)^{s_{1} s_{2} s_{3}}=e\left(P^{r^{\prime}} P^{r-r^{\prime}}, P^{s_{1} s_{2} s_{3}}\right)$ $=\hat{v}^{r}$. For KV-IBE, $\left(\hat{g}^{r}\right)^{s_{1} t+s_{2}}=\mathcal{K}$. Hence, they are not $\mathcal{O} \mathcal{W}-\mathcal{K} \mathcal{G C}$-secure. BBAIBE [31] is not exactly covered by the above analysis, however, it can be easily shown that it is not $\mathcal{O W}-\mathcal{K G C}$-secure. Note that all of the above computations use the master secret key as-is, instead of exploiting the knowledge of any discrete logarithm between some group elements in the system parameters.

### 4.2 Schemes That Are $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-Secure

We consider FDH-IBE [12[45] - when $\mathcal{K}=e\left(Q_{\mathrm{ID}}{ }^{r}, P^{s}\right)$ is used to encrypt the message $m \in \mathbb{G}_{T}$ by $m \mathcal{K}$, this gives a CPA-secure IBE scheme. To prove its $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-security, we assume the parameters for the hash functions are setup by an honest party, which means the random oracles are not controlled by the adversary in the security proof.

Theorem 3. If $D B P$ is hard, $F D H-I B E$ is $\mathcal{A C I}-\mathcal{K G C}$ secure.
Due to the lack of space, we give an informal argument to get some intuition on why is it so. Given any pair of messages $\left(m_{0}^{*}, m_{1}^{*}\right)$ and an encryption of one of them, there is always a pair of identities $\left(\mathrm{ID}_{0}, \mathrm{ID}_{1}\right)$ such that the decryption of the ciphertext using session key $e\left(Q_{\mathrm{ID}_{0}}{ }^{r}, P^{s}\right)$ gives $m_{0}^{*}$ and decryption using $e\left(Q_{\mathrm{ID}_{1}}{ }^{r}, P^{s}\right)$ gives $m_{1}^{*}$. If the challenge identity is chosen from a uniform distribution with high entropy, any adversary simply has no clue to distinguish, and hence the scheme is $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-secure. Note that the above argument remains valid even if the adversary can compute $r$ from $P^{r}$.

For the CCA2-secure BF-IBE [12], we can prove it is $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ secure by considering the computational bilinear problem (CBP), the computational variant of DBP (i.e., to compute $e(g, g)^{a b}$ instead of distinguishing it from random). The simulation is similar to that in Theorem 3, but $e(g, g)^{a b}$ will be "trapped" by the random oracle if the adversary has non-negligible in winning the game.

Lemma 3. If $C B P$ is hard, $B F-I B E$ is $\mathcal{A C I}-\mathcal{K G C}$ secure.
Thus, we can still enjoy the usual CCA2-security against the user (outsider adversary) with the extra $\mathcal{A C I}-\mathcal{K} \mathcal{C C}$ protection. A similar argument applies to Gentry-Silverberg HIBE and Yao et al.'s HIBE [51]. Extra elements in the challenge ciphertext only contain more information about $r$ and the identities at the lower level, which cannot help the adversary to determine the first-level identity or distinguish the ciphertext. They can also be easily simulated by manipulating the random oracle. This gives an interesting result that even when the ciphertext is not "strictly" user-anonymous, it is still possible to get $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-security.

## 5 "Escrow-Free" IBE in the Standard Model

BF-IBE is $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-secure but its CCA2-security is only proven in the random oracle model. Below we review Gentry-IBE [28], an IBE with CCA2-security proven in the standard model, under the original four-algorithm IBE framework.

Setup: The KGC selects $g, h_{1}, h_{2}, h_{3}$ randomly from $\mathbb{G}$, randomly chooses an exponent $\alpha \in_{R} \mathbb{Z}_{p}$, sets $g_{1}=g^{\alpha} \in \mathbb{G}$, and chooses a hash function $H:\{0,1\}^{n} \rightarrow$ $\mathbb{Z}_{p}$ from a family of universal one-way hash functions. The public parameters and the master secret key are given by $m p k=\left(g, g_{1}, h_{1}, h_{2}, h_{3}, H\right)$, $m s k=\alpha$.

KeyDer: To generate a private key for identity ID $\in \mathbb{Z}_{p}$, the KGC picks $\tau_{\mathrm{ID}, i} \in_{R} \mathbb{Z}_{p}$ and computes $h_{\mathrm{ID}, i}=\left(h_{i} g^{-\tau_{\mathrm{ID}, i}}\right)^{\frac{1}{\alpha-1 \mathrm{D}}}$ for $i \in\{1,2,3\}$, outputs $\left\{\tau_{\mathrm{ID}, i}, h_{\mathrm{ID}, i}\right\}_{i \in\{1,2,3\}}$. The KGC must always use the same random value $\tau_{\mathrm{ID}, i}$ for ID. This can be accomplished by using a pseudorandom function (PRF) or an internal log [28].

Enc: To encrypt $m \in \mathbb{G}_{T}$ for identity ID $\in \mathbb{Z}_{p}$, the sender picks $r \in_{R} \mathbb{Z}_{p}$, computes $\mathfrak{C}=(u, v, w, y)=\left(\left(g_{1} g^{-\mathrm{ID}}\right)^{r}, e(g, g)^{r}, m / e\left(g, h_{1}\right)^{r}, e\left(g, h_{2}\right)^{r} e\left(g, h_{3}\right)^{r \cdot H(u, v, w)}\right)$.

Dec: To decrypt the ciphertext $\mathfrak{C}$ with a private key $\left\{\tau_{\mathrm{ID}, i}, h_{\mathrm{ID}, i}\right\}_{i \in\{1,2,3\}}$, first check $\mathfrak{C}$ 's validity by testing if $y=e\left(u, h_{\mathrm{ID}, 2} h_{\mathrm{ID}, 3}{ }^{\beta}\right) v^{\tau_{\mathrm{ID}}, 2+\tau_{\mathrm{ID}, 3} \beta}$ where $\beta=H(u, v$, $w)$. In case of inequality, $\perp$ is outputted. Otherwise, return $m=w \cdot e\left(u, h_{\mathrm{ID}, 1}\right) v^{\tau_{\mathrm{ID}, 1}}$.

### 5.1 Modification

To get $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$, instead of letting the KGC to select $g, h_{1}, h_{2}, h_{3}$ randomly from $\mathbb{G}$, we require that the discrete logarithm of one with respect to another be unknown to the KGC , or $\mathcal{O W}-\mathcal{K G C}$ can be easily broken. This requirement was not stated in [28]. In practice, this can be achieved by using a common
public seed to generate these parameters with a cryptographic hash function. Specifically, we separate the master key generation from the Setup as follows.

Setup: The trusted initializer chooses the group $\mathbb{G}$ according to the security parameter, and selects $g, h_{1}, h_{2}, h_{3}$ randomly from $\mathbb{G}$. It also chooses a hash function $H:\{0,1\}^{n} \rightarrow \mathbb{Z}_{p}$ from a family of universal one-way hash functions. The public parameter param is given by $\left(g, h_{1}, h_{2}, h_{3}, H\right)$.
MKeyGen: The KGC chooses an exponent $\alpha \in_{R} \mathbb{Z}_{p}$. It sets $g_{1}=g^{\alpha} \in \mathbb{G}$. The master public/private key pair is given by ( $m p k=g_{1}, m s k=\alpha$ ).

Note that the above change does not affect the original security guarantees of Gentry-IBE against users attack, i.e. CCA2-security and user anonymity.

### 5.2 Security

With Lemma 24 the below theorem shows that the above IBE is $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ secure without extra number-theoretic assumptions other than what has been assumed in the original proof for indistinguishability against users' attack [28].

Theorem 4. If $M D B P$ is hard, the above $I B E$ is $\mathcal{A C I}-\mathcal{K} \mathcal{C C}$ secure.
Proof. Let $\mathcal{A}$ be an adversary that breaks $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ of the IBE system described above. We construct an algorithm, $\mathcal{S}$, that solves a MDBP instance $\left(g, g^{r}, g^{s^{-1}}, e(g, g)^{s}, \hat{t}\right)$ as follows.
$\mathcal{S}$ randomly chooses two exponents $\gamma_{2}, \gamma_{3} \in_{R} \mathbb{Z}_{p}$ and a hash function $H$ : $\{0,1\}^{n} \rightarrow \mathbb{Z}_{p}$ from a family of universal one-way hash functions. The system parameter param is set as $\left(g, h_{1}, h_{2}, h_{3}, H\right)$ where $h_{1}=g^{r}, h_{2}=g^{\gamma_{2}}$ and $h_{3}=$ $g^{\gamma_{3}}$. $\mathcal{A}$ then returns $g_{1}=g^{\alpha} \in \mathbb{G}$ as the master public key, $\alpha \in \mathbb{Z}_{p}$ is not given to $\mathcal{S}$ and $\mathcal{S}$ never uses $\alpha$ in the simulation. $\mathcal{S}$ also picks a random element $c \in{ }_{R} \mathbb{Z}_{p}$.

To simulate the embedded-identity encryption oracle with message $m_{i}$ as input (for $i \in\left\{1, \cdots, q_{E}\right\}$ ), $\mathcal{S}$ selects a random element $d_{i} \in_{R} \mathbb{Z}_{p}$ and returns

$$
\left(u_{i}, v_{i}, w_{i}, y_{i}\right)=\left(\left(g^{s^{-1}}\right)^{c d_{i}}, e(g, g)^{d_{i}}, m_{i} / e\left(g, h_{1}\right)^{d_{i}}, e(g, g)^{d_{i}\left(\gamma_{2}+\gamma_{3} \cdot H\left(u_{i}, v_{i}, w_{i}\right)\right)}\right)
$$

Let $\hat{s}=e(g, g)^{s}$. When $\mathcal{A}$ outputs two equal length messages $\left(m_{0}^{*}, m_{1}^{*}\right), \mathcal{S}$ randomly generates a bit $b$, the challenge ciphertext is given by $\mathfrak{C}=(u, v, w, y)=$ $\left(g^{c}, \hat{s}, m_{b}^{*} / \hat{t}, \hat{s}^{\gamma_{2}+\gamma_{3} \cdot \beta}\right)$, where $\beta=H(u, v, w)$. From the structure of the ciphertext, the intended recipient's identity $\mathrm{ID}^{*}$ is implicitly defined by $c=s\left(\alpha-\mathrm{ID}^{*}\right)$.

Since $s^{-1} c=s^{-1} s\left(\alpha-\mathrm{ID}^{*}\right)=\alpha-\mathrm{ID}^{*}$, the ciphertexts returned by the embedded-identity encryption oracle are valid ciphertexts encrypted for ID*.

After $\mathcal{A}$ receives $\mathfrak{C}$, it outputs $b^{\prime}$ with probability $\epsilon$ at the end of the guess stage. If $b=b^{\prime}, \mathcal{S}$ outputs 0 (meaning $\hat{t}=e(g, g)^{r s}$ ); otherwise, it outputs 1 .

If $\hat{t}=e(g, g)^{r s},(u, v, w, y)$ is a valid, appropriately-distributed challenge to $\mathcal{A}$. If $\hat{t} \neq e(g, g)^{r s}$, since $\hat{t}$ is uniformly random and independent from $\mathcal{A}$ 's view (other than the challenge ciphertext), $(u, v, w, y)$ imparts no information regarding the bit $b$, so we have the success probability equal to

$$
\begin{aligned}
& \operatorname{Pr}\left[\hat{t}=e(g, g)^{r s}\right] \cdot \operatorname{Pr}[\mathcal{A} \text { succeeds }]+\operatorname{Pr}\left[\hat{t} \neq e(g, g)^{r s}\right] \cdot \operatorname{Pr}\left[b \neq b^{\prime}\right] \\
= & \left(\frac{1}{2}\right)\left(\frac{1}{2}+\epsilon\right)+\left(\frac{1}{2}\right)\left(\frac{1}{2}\right)=\frac{1}{2}+\frac{\epsilon}{2}
\end{aligned}
$$

Using a similar argument, SK-IBE 44] can be proven $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-secure.

## 5.3 $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-Security without User-Anonymity

Now we modify the scheme presented in $\$ 5.1$ to give a contrived construction in the standard model. The modification just introduces the term $g^{\mathrm{ID}}$ to the ciphertext. An immediate consequence is that the modified scheme no longer provides user-anonymity, To revise the $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ proof, the extra term in the challenge ciphertext (and this term appears in all ciphertexts returned by the embedded-identity encryption oracle as well) can be simulated by $g^{\alpha} /\left(g^{s^{-1}}\right)^{c}$.

### 5.4 Comparisons with Accountability, Anonymity with Respect to the KGC, and ID-Based Non-malleability

The above scheme can be made to be accountable [30], but other accountable IBE schemes 3140 are not $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-secure, which shows that accountability is orthogonal to $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-security. For KwrtA-anonymous IBE, 34 showed that BF-IBE [12] is KwrtA but not ID-based non-malleable, a variant of SK-IBE [44] is both KwrtA and ID-based non-malleable, while BB-IBE [8, AHIBE [15] and Gentry-IBE [28] are not KwrtA but are ID-based non-malleable. Together with our analysis in $\$ 4$ it is clear that the notions of KGC-anonymity, ID-based non-malleability and $\mathcal{A C I}-\mathcal{K G C}$-security are independent of each other.

## 6 Anonymous Private Key Issuing

In anonymous key issuing (AKI), we need to achieve two somewhat contradictory requirements simultaneously. On one hand, the identity of a user should not be leaked, but a user must be authenticated to obtain the corresponding private key. We propose a new system architecture to realize such an AKI protocol, by employing non-colluding identity-certifying authority (ICA) and KGC.

From a high level, the ICA is responsible for issuing each user a certificate on the purported identity after authentication. This certificate is generated using the master certifying key $s k_{\text {cert }}$. The certificate alone would not enable the user to decrypt. The user should contact the KGC who issues a private key based on the certificate presented, but the KGC never gets to know the identity involved in the certificate. The user private key is still generated with the help of the master secret key, that is owned by the KGC and kept secret from the ICA. Figure 1 depicts the certification and the key issuing process. Since the ICA keeps the identities list of the system's users, we make the trust assumption that the ICA does not collude with the KGC (or the KGC can get the identities list easily).


Fig. 1. Our System Architecture

As in PKI, we also assume that the ICA would not impersonate any user. Our solution requires a user to contact two parties before getting a key. Nevertheless, it may be cost-prohibitive to have a globally available KGC to authenticate users and issue keys to users via secure channels in a typical ID-based cryptosystem.

### 6.1 General Framework

An anonymous key issuing protocol for an IBE scheme consists of four polynomialtime algorithms in additional to the Setup and MKeyGen algorithms from the IBE. For brevity, the public parameter param output by Setup is omitted below.

1. via $\left(p k_{c e r t}, s k_{c e r t}\right) \stackrel{\$ \operatorname{IKeyGen}() \text { the ICA probabilistically outputs the pub- }}{\stackrel{\text { I }}{ }}$ lic/private key pair for certification $p k_{\text {cert }}, s k_{\text {cert }}$;
 tificate for identity ID and some auxiliary information $a u x$;
2. ObtainKey $(m p k$, ID , cert, $a u x) \leftrightarrow \operatorname{IssueKey}(s k, c e r t)$ are two interactive algorithms which execute a user secret key issuing protocol between a user and the KGC. The user takes as input the master public key $m p k$, an identity ID, and the corresponding certificate cert with auxiliary information aux, and gets a user secret key usk[ID] as output. The KGC gets the master secret key $m s k$ and the certificate cert as input and gets nothing as output.

Here we give a general design framework of such a protocol. We do not claim that any design based on the primitives mentioned here must be secure, but we will analyze the security of our proposed protocol, which is based on the standard argument in anonymous credential literature 516.

The first step of our AKI protocol is to get a certificate on an identity from the ICA, which just utilizes a signature scheme. However, the user needs to show this signature to the KGC without leaking the identity (being signed). So the ICA signs on a hiding commitment of the identity instead. This also requires the ability to prove that the contents of a commitment have been signed.

For the KGC side, considering that a user secret key in IBE is essentially a signature on an identity given by the master secret key, obtaining a user secret key without leaking the identity to the KGC boils down to obtaining something similar to a blind signature from the KGC (not to be confused with the signature by the ICA). The blinding step can make a commitment to the identity, the key issuing protocol becomes one for obtaining a signature on a committed value. A crucial difference between our protocol and a blind signature or anonymous credential is manifest at the final stage of our protocol. We require that the user can transform the response from the KGC to a normal signature which directly signs on the value being committed, such that it can be used as the private decryption key of the IBE scheme. In particular, if the final signature just includes a non-interactive proof for proving that the contents of a commitment has been signed, it does not seem to work with any of the existing IBE schemes.

### 6.2 Security Requirements

One can view (cert, aux) as a signature and SigCert as the signing algorithm of a signature scheme. For security we require existential unforgeability against adaptive chosen message attack. We omit this standard definition. Our framework assumes SigCert is used to sign on the (perfectly binding and strongly computationally hiding) commitment of an identity, which is included in cert.

Regarding ObtainKey and IssueKey, we require that malicious users can only get the user private key for the identity "embedded" in the ICA's certificate from the interaction with the KGC, but nothing else. For security protection of the users, we require that the KGC cannot learn anything from the certificate about the real identity of the user. Below is a formalization of the above intuition, which is adopted from some of the security properties of the P-signature [5], a suite of protocols for obtaining signature in a privacy-preserving way.

Definition 9. An AKI protocol satisfies issuer privacy if there exists a simulator Simlssue such that for all PPT adversaries $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$,

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\text { param } \stackrel{\$}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}\right) ;(m p k, m s k) \stackrel{\$}{\leftarrow} \text { MKeyGen }(\text { param }) ;\right. \\
& \text { (ID, aux, st) } \stackrel{\$}{\stackrel{\perp}{\mathcal{A}}} \mathcal{A}_{1}(\text { param, mpk, msk); com } \leftarrow \operatorname{Commit}(\text { param, ID, aux); } \\
& b \stackrel{\$}{\leftarrow} \mathcal{A}_{2}(s t) \leftrightarrow \operatorname{IssueKey} \text { (param, msk, com) : b=1] }
\end{aligned}
$$

$$
\begin{aligned}
& \text { (ID, aux, st) } \stackrel{\$}{\leftarrow} \mathcal{A}_{1}(\text { param, } m p k, m s k) ; \text { com } \leftarrow \operatorname{Commit}(\text { param, ID, aux); } \\
& \left.b \stackrel{\$}{\leftarrow} \mathcal{A}_{2}(s t) \leftrightarrow \operatorname{Simlssue}(\text { param, } \operatorname{KeyDer}(m s k, \text { ID }), c o m): b=1\right] \mid<\operatorname{negl}(\lambda) \text {. }
\end{aligned}
$$

Intuitively, this captures the requirement that the protocol itself reveals no information to the adversary (in particular, $m s k$ ) other than a user secret key.

In our definition, both Simlssue and IssueKey get an honestly generated commitment, for adversarially chosen identity ID and opening aux. Since we assume the commitment is perfectly binding, this automatically guarantees that the
identity associated with the commitment is well defined, and only a user secret key corresponding to that particular identity is obtained by the adversary.

For a cleaner definition, SigCert is not involved. Whether Simlssue and IssueKey receives a signature on a commitment of ID or ID itself is just about how their interfaces take ID as the input. We allow Simlssue to rewind the adversary and it can extract the hidden ID from the commitment.

The above definition assumes the adversary knows $m s k$ even its purpose is for the protection of the secrecy of $m s k$. This is adopted from the security definition of secure two-party computation protocols, which models the situation that even the adversary is given some partial information of $m s k$ (e.g. through our IBE scheme), it is still unable to distinguish whether it is interacting with a simulator or the real key issuing protocol. Together with the security of the underlying IBE scheme (e.g. CCA2 with access to a user secret key oracle), our definition guarantees that the AKI protocol can be used with the IBE scheme.

Definition 10. An AKI protocol satisfies user privacy if there exists a simulator SimObtain such that for all PPT adversaries $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$,

$$
\begin{aligned}
& \mid \operatorname{Pr}\left[\text { param } \stackrel{\$}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}\right),(m p k, \text { ID }, \text { aux }, s t) \stackrel{\$}{\leftarrow} \mathcal{A}_{1}(\text { param }) ;\right. \\
& \text { com } \leftarrow \text { Commit (param, ID, aux); } \\
& \left.\left.b \stackrel{\$}{\leftarrow} \mathcal{A}_{2}(s t) \leftrightarrow \text { ObtainKey (param, mpk, ID, com, aux }\right): b=1\right] \\
& -\operatorname{Pr}\left[\operatorname{param} \stackrel{\$}{\leftarrow} \operatorname{Setup}\left(1^{\lambda}\right),(m p k, \text { ID }, \text { aux }, s t) \stackrel{\$}{\leftarrow} \mathcal{A}_{1}(\text { param }) ;\right. \\
& \text { com } \leftarrow \text { Commit (param, ID, aux); } \\
& \left.b \stackrel{\&}{\leftarrow} \mathcal{A}_{2}(s t) \leftrightarrow \operatorname{SimObtain}(\text { param }, m p k, c o m): b=1\right] \mid<\operatorname{negl}(\lambda) .
\end{aligned}
$$

This models that the protocol reveals no information about the identity ID to the malicious KGC which interacts with the user. Both privacy notions are defined based on a single interaction, but a simple hybrid argument can be used to show that these definitions imply privacy over many sequential instances.

### 6.3 AKI Protocol for Modified Gentry-IBE

Our protocol extends the interactive protocol for obtaining a signature on a committed value of the first P -signature scheme in [54. We change the signature structure of their scheme so that it fits with the user secret key produced in the modified Gentry-IBE. There are three components sharing the same structure in the key. For brevity, we just show how to build the first component.

Setup: This algorithm executes Setup of modified Gentry-IBE, setups the perfectly binding, strongly computationally hiding commitment and the signature.

IKeyGen: The ICA generates a key pair $\left(p k_{c e r t}, s k_{c e r t}\right)$ for the signature scheme.

[^41]SigCert: For ID $\in\{0,1\}^{n}$, the ICA creates the certificate cert $=($ sig, com, aux $)$ by randomly picking ${ }^{5}$ aux from the decommitment-string space; and generating a signature sig on com $=$ Commit(ID, $a u x$ ) by running the signing algorithm.

ObtainKey $(m p k$, ID, cert,$a u x) \leftrightarrow \operatorname{IssueKey}(m s k, c e r t)$ :

1. The user and the KGC engage in a secure two-party computational protoco $\sqrt[6]{6}$, where the user's private input is ( $\rho, \mathrm{ID}$, $a u x$ ) where $\rho \in_{R} \mathbb{Z}_{p}$, and the KGC's private input is $\alpha$. The KGC then gets a private output which is either $x=(\alpha-\mathrm{ID}) \rho$ if $\operatorname{com}=\mathrm{Commit}(\mathrm{ID}, a u x)$, or $x=\perp$ otherwise.
2. If $x \neq \perp$, the KGC randomly pick $\sqrt{7} \tau_{\mathrm{ID}, 1} \in \mathbb{Z}_{p}$. Then it computes usk $k_{\text {cert }}^{\prime}=$ $\left(u s k_{1}^{\prime}=\left(h_{1} g^{-\tau_{\mathrm{ID}, 1}}\right)^{1 / x}, u s k_{2}^{\prime}=\tau_{\mathrm{ID}, 1}\right)$.
3. The user outputs $\left(u s k_{1}, u s k_{2}\right)=\left(\left(u s k_{1}^{\prime}\right)^{\rho}=\left(h_{1} g^{-\tau_{\mathrm{ID}, 1}}\right)^{1 /(\alpha-\mathrm{ID})}, u s k_{2}^{\prime}\right)$.

Analysis. Signer privacy and user privacy follow exactly as in the protocol in [5]. Simlssue invokes the simulator for the two-party computational ( 2 PC ) protocol to extract the adversary's input ( $\rho$, ID, aux), check if com = Commit(ID, aux) and sends $\left(u s k_{1}^{\rho}, u s k_{2}\right)$ to the user. SimObtain also invokes the same simulator to extract the secret key. Then the simulator is given the target output of the computation $x$, and proceeds to interact with the adversary such that if the adversary completes the protocol, its output is $x$. In both cases, if the adversary can determine that it is talking with a simulator, it must be the case that the adversary's input to the protocol was incorrect which breaks the security of 2 PC .

### 6.4 Related Work

"Anonymous" private key issuing in ID-based cryptosystems was firstly considered by Sui et al. [48, in a system where the duties of authentication and key issuing are separated to local registration authorities (LRAs) and the KGC. Instead of having an LRA to issue a signature, a user supplies a password to the LRA. However, their anonymity guarantee just considers outsider adversaries, and actually an LRA is required to send a list of identities and passwords to the KGC, while our protocol does not require any communication between them.

The "blind" extraction protocols for IBE with leak freeness and selectivefailure blindness were proposed in a rigorous manner by Green and Hohenberger [32]. Our notion of issuer privacy is very similar to leak freeness as both are defined in a secure 2 PC fashion. A minor difference is that their definition is not coupled with any specific way (e.g. commitment) to hide the identity. Nevertheless, their concrete protocols utilize commitment scheme as well. The motivating

[^42]application in [32] is oblivious transfer, hence the notion of selective-failure blindness considers maliciously generated parameter. Our user privacy is weaker, but it should be fine for our purpose, especially when the KGC is not motivated to induce a selective failure and the user can verify the validity of the key obtained.

As noted in [32], it is non-trivial to come up with an efficient AKI protocol for BF-IBE, another IBE that we showed is $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-secure. However, if one is willing to weaken the security guarantee from 2 PC to something like one-more unforgeability of blind signature [6], we conjecture that an efficient AKI protocol for BF-IBE can be constructed similar to the blind signature scheme in 6.

### 6.5 Applications in Privacy-Preserving Searches on Encrypted Data

Anonymous IBE has attracted attention for the privacy benefits, and as a leverage to construct public key encryption with keyword search [1] as follows. Identity strings are used to represent the keywords. The private key for a particular identity is the trapdoor for testing whether a ciphertext is tagged with a particular keyword. The role of the KGC is now known as the trapdoor generator. To create an encrypted tag, one encrypts a random message using the keyword as the identity in IBE, and appends the message with the tag. To locate the ciphertexts tagged with a keyword, one tries to use a trapdoor to decrypt the tag, and see if the result matches the accompanying message.

Back to our notion, $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ implies that the compromise of the private key does not leak the keyword from an encrypted tag. Our AKI protocol also finds application in privacy-preserving delegated forensic search with authorization, which the government issues a warrant on a keyword to a law enforcing agent (e.g. the police). This warrant is then presented to the encrypted-data owner to indicate that the agent is authorized to ask for a trapdoor for the certified keyword, without revealing what is of forensic interests or (the extreme way of) asking the data owner to surrender the private key. While the idea of privacy-preserving delegated keyword search has been considered, only blind protocols for non-user-anonymous IBE schemes like BB-IBE and Waters-IBE are proposed [32, and without addressing a realistic concern that the hidden keyword should be certified by some authority. We remark that the government can be responsible for the system parameter generation to ensure keyword privacy.

## 7 Conclusions

We propose a new notion of anonymous ciphertext indistinguishability against KGC attacks $(\mathcal{A C I}-\mathcal{K G C})$, which is orthogonal to existing notions like user anonymity. We modified Gentry's IBE to get an $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$-secure IBE in the standard model. We propose a new system architecture with an anonymous key issuing (AKI) protocol to protect the confidentiality of the users identities. We hope that future IBE proposals will consider $\mathcal{A C I}-\mathcal{K C C}$ as one of the key properties, and IBE with $\mathcal{A C I}-\mathcal{K} \mathcal{G C}$ or AKI protocol will find more applications.
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# On the Theory and Practice of Personal Digital Signatures 
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#### Abstract

We take a step towards a more realistic modeling of personal digital signatures, where a human user, his mobile equipment, his PC and a server are all considered as independent players in the protocol, and where only the human user is assumed incorruptible. We then propose a protocol for issuing digital signatures on behalf of the user. This protocol is proactively UC-secure assuming at most one player is corrupted in every operational phase. In more practical terms, this means that one can securely sign using terminals (PC's) that are not necessarily trusted, as long as the mobile unit and the PC are not both corrupted at the same time. In other words, our solution cannot be broken by phising or key-logging via the PC. The protocol allows for mobile units with very small computing power by securely outsourcing computation to the PC and also allows usage of any PC that can communicate properly. Finally, we report on the results of a prototype implementation of our solution.


## 1 Introduction

When cryptographic protocols make use of digital signatures, this is usually described in the cryptographic theory literature by saying something of the following form: "Player $P_{i}$ signs the message $m$ using his secret key $s k_{i}$, and sends $m$ and the signature $\sigma_{i}=S_{s k_{i}}(m)$ to player $P_{j}$ ".

While this may be a convenient abstraction in some cases, it hides some details that are often very important in practice: in real life a "player" is usually not really a single entity but consists in fact of a human user as well as one or more computing devices he uses in order to store the key and issue the signature. Each of the devices could be corrupted by an adversary without the user being dishonest. In such a case, the theoretic model above would have to consider the entire "player" to be corrupt and would conclude that we can now no longer protect the secret key. However, in real life, it is of obvious interest to protect the user, even if some of his equipment is corrupt.

A well known example of this is the so called man-in-the-middle (or man-in-the-browser) attack which in the context of signatures takes the form of showing the user a message on screen that he would approve, while at the same time trying to have the secret key applied to a different message. If the user's secret key resides on his PC, protected say, by encryption under a password, a man-in-middle attack is always possible if the PC is corrupt.

[^43]In this paper, we first propose a model that we believe reflects in a more realistic way the issues arising when a private person wants to issue digital signatures using current technology. The main players are: a human user $U$, a mobile unit $M$, a terminal $T$, and a server $S$. In practice, $M$ could be a PDA, a cell-phone or special-purpose device, $T$ could be a PC (but not necessarily the user's own machine), and $S$ could be some server where the user has an account. $S$ could be the user's own machine, or it could be run by a company handling many users - the only assumption we make is that $S$ is on-line whenever a signature is to be issued. In this model, only the user is assumed incorruptible.

We assume that $T$ can interact with $U$ in a standard way via keyboard and screen. $M$ has a screen where it can show a message to be signed and may receive an OK or a reject from the user.

In practice, we would like our solutions to be mobile, i.e., any machine can in principle be used as $T$, so we therefore consider only protocols where no user specific key material is stored permanently on $T$. Another practical issue is that a mobile handheld unit can easily be lost or stolen, and it should be possible to securely replace it without having to generate keys (and issue certificates) again. This requires our solution to be secure against an adversary who first steals $M$ and later breaks into $T$ or $S$.

This issue makes it natural for us to aim for proactive security in the UC model. In proactive security, first introduced in [17], one divides time into operational phases, interleaved with (short) refreshment phases. In operational phases, the system provides normal service, while refreshment phases are typically used to update key material using fresh randomness. The adversary is assumed to only corrupt a certain number of players in every operational phase, but the set of corrupted players can be different in different phases, meaning that all players may have been corrupt at some point, and the system must still be secure. Our (adaptive) adversary may in each operational phase actively corrupt at most one of $M, T, S$. The adversary mentioned above who first steals $M$ and later breaks into $T$ or $S$ can be modeled in the proactive framework as an adversary who corrupts $M$ in one operational phase and $T$ or $S$ in the next. Note also that $T$ models any machine(s) that the user $U$ uses as terminal. So if $U$ in real life first uses an untrusted terminal in some Internet cafe and then returns to an uncorrupted PC, this means in our model that $T$ is first corrupted and then becomes honest again.

We stress that our protocols are secure, even if corruption does not take the form of loss of a device: whenever our system is operational, it is secure if the adversary has corrupted at most one of $M, T$ and $S$, even if the user is not aware of the corruption. In particular this means we are secure against phising or keylogging since this corresponds to corruption of $T$. On the the other hand if we know that $M$ or $S$ have been corrupted, we can make the system operational again, by replacing e.g., a lost $M$ by a new uncorrupted device and restoring the key from a backup.

We model this by introducing a new player, a database, $D$. This player is only active in the refreshment phase and is used to restore data held by $S$ that could
have been erased or corrupted by an active attack. We allow the adversary to corrupt $D$ passively. In practice, we think of $D$ as run by the same party who runs $S$, and as such the introduction of $D$ models the assumption that the server's organization is able to ensure a backup that is reliable, but not necessarily secret.

The functionality we aim to implement is basically the standard UC functionality for secure signatures, except that the adversary is allowed to stop a signature from being generated $\sqrt{1}$, and a message is only signed if the user approves it. We then propose a protocol that is secure in this model. The protocol has the following properties:

- To execute the protocol, a user first needs to form the message $m$ to be signed while interacting with $T$ (one may think of using machine $T$ to buy something on the net, where $m$ is a payment order). To sign, he first authenticates himself towards $S$ (typically by entering his log-in data on $T$ ), and second he is shown on $M$ 's screen the message $m$ and must in response tell $M$ "OK" or "reject".
- To execute the proactive refreshment phase, a user just has to update his log-in data for $S$, and if $M$ is a new mobile unit (a replacement for a stolen one), he must enter a special code on $M$ (this can be done without many key strokes, e.g., using the camera in a mobile phone to scan a 2-d bar code)
- The protocol can produce as output standard hash-and-sign RSA signatures, compatible with existing PKI's.
- The protocol allows $M$ to use only very little computing power. We can securely outsource most of the computation to $T$, so that for each signature, $M$ only has to evaluate one pseudo random function and do one addition of large numbers. This is useful if $M$ is a cheap special-purpose device, or if one wants to run a high-level language implementation on $M$ - this allows to cover many types of mobile phones using pure Java, for instance, but it will typically be much slower than device specific code.
- If desired, the protocol can keep the message to be signed secret from $S$ with no loss of efficiency. Note that this can be desirable for privacy related reasons, but could also be undesirable if one wants $S$ to keep a log of what was signed.

On the technical side, we start by borrowing a standard technique from threshold signatures where we share the secret RSA exponent additively between $M$ and $S$. We then augment this with a new technique allowing the outsourcing to $T$ mentioned above. We also propose an extension of the proactive security model by introducing two kinds of refreshment protocols: one that is done routinely with no other user intervention than a change of password, and one that is invoked in case an attack has been detected, e.g., $M$ has been lost or stolen or a virus attack was detected in $S$. In such cases we may have lost the information stored on $M$ or $S$, which means that the secret key is effectively lost as well. We therefore need to design a way to use back-up information stored off-line

[^44]to securely reestablish the secret key. Finally, keeping the signed message secret from $S$ can be done using standard blinding techniques [8].

In the final part of the paper, we report on results from a prototype implementation of our protocol. In the prototype $M$ was a mobile phone, running a Java application while communicating with $T$ (a PC) via Bluetooth. $T$ then communicates with $S$ via the Internet and SSL. The results show that our outsourcing technique can give a significant speedup, and provide a far better experience for the user.

### 1.1 Related Work

We are not aware of any previous work that attempts to model our scenario in the UC framework. However, the idea of using a personal (mobile) device to improve security in practice has been studied in several previous papers. In 18, Parno et al. use a mobile phone to set up secure SSL/TLS connections and in [15], Mannan and Oorschot use a personal device to improve security of password authentication. Both solutions basically aim to do user authentication with improved security, in particular to protect against key-logging and phising. In [20], Weigold et al. use a trusted mobile USB device with a display and two buttons to improve security of online services such as Internet banking. All communication between the used PC and the server is routed through this trusted device, where the user has to accept sensitive transactions. [15120] also contains a good overview of other existing anti-phising techniques and their properties. Finally, there are many examples of using secure devices for transaction authentication, see [2|13], for instance.

The main difference to our results is that the previous works need to assume that the personal device $M$ is uncorrupted (malware-free), while our solution is secure even if $M$ is corrupt, as long as $S, T$ are honest, due to the sharing of the key between $M$ and $S$. Also, previous works typically does not consider proactive techniques.

As for existing cryptographic techniques, previous literature considers several types of solutions that protect a secret signature key, even if one or more entities are corrupt. A first such technique is known as Threshold Signature Schemes, where the secret key is shared among a set of entities called signature servers. One can then have protocols that guarantee security if a majority of servers remain honest. A large body of literature exists on threshold signatures see, e.g., [19|12|19. In these protocols the signature servers play symmetric roles, i.e., they all execute essentially the same program and each server is assumed to be equally hard to break into (hence the honest majority assumption). Protocols for threshold signatures usually assume that the honest servers already agree on the message to be signed and take it from there without considering how such an agreement would be reached in practice.

Therefore, standard threshold signatures are not immediately applicable in our case where a private citizen wants to use digital signatures: he may store key material in different devices with completely different security properties, for instance, on a mobile unit such as a PDA or a cellphone, or on a server.

Also, the idea that all players should agree on the message to be signed, does not really make sense here: we clearly want that only the user decides, and only messages approved by the user get signed. It is not even clear that we want all players to know the messages signed. If a server handling many users is involved, it may be undesirable for privacy reasons that the server knows what is signed.

A second related class of solutions is known as Key Insulated and Intrusion Resilient signatures [11|14]. In a nutshell, this model and ours are incomparable, but we believe that our approach is the more realistic of the two.

In more detail, while we try to improve security against key exposures by requiring participation of several entities, KI/IR signatures insist that one entity that they call "the user" can sign on its own. Those schemes then instead try to limit the effect of key exposures, by making the users private key valid only for a certain period. When a period expires, the secret key must be updated using a message from a second entity, called the key base. Security properties generally hold assuming that user and key base are not simultaneously compromised, so the two trust models are comparable in that only one entity at a time is assumed corrupt. The properties obtained are different, however: If the assumption on our adversary holds, no signature can be generated other than those the user approves, while compromising the user in KI/IR signatures allows generating false signatures in the current period. On the other hand, KI/IR signatures may retain forward security even if both units are compromised in the same period.

The known KI/IR signatures schemes are specially engineered to get the desired security properties. Therefore, certification authorities and receivers of signatures must be aware of the scheme and its special properties to use it. Our scheme outputs completely standard hash-and-sign RSA signatures and so it can co-exist under the same PKI with any other solutions for storing the secret key. This is a very important feature for such a scheme to be useful in a real-life application. A final comment is that existing work on KI/IR signatures assumes that the "user" holds and uses a secret key, and hence ignore the problems stemming from the fact that in real life the secret key must of course be held and operated by some device that is separate from the human user.

## 2 Security Model

Traditional formal models of digital signatures, e.g., the one described by Canetti in the description of the UC framework [6], are models of the computer used during signature generation and its security. Intuitively, the security we aim for is different, namely: Only messages accepted by the human user should be signed.

Modeling human behavior in the UC framework is not an obvious task. Modeling the human ability to decide whether a message should be accepted or rejected would result in an extremely rough approximation, and make our model unclear. Instead we let the environment $\mathcal{Z}$ decide by sending acceptable messages to the model of the human user $U$, and a protocol is deemed secure if it only outputs signatures on messages that were given to $U$ by $\mathcal{Z}$. Since human users cannot calculate digital signatures and therefore rely on corruptable computing
equipment, in our case the terminal $T$, the output of our ideal functionality is output through $T$.

The ideal functionality for our mobile signatures $\mathcal{F}_{\text {M-SIG }}$ (Fig. (1) is an extension of the functionality $\mathcal{F}_{\text {SIG }}$ by Canetti [6, Section 7.2.1]. The signer, player $S$ in $\mathcal{F}_{\text {SIG }}$ has been split into: $U, S, M$ and $T$ in our protocol, while the verifier $V$ is the same in both protocols. $\mathcal{F}_{\text {M-SIG }}$ differs from from $\mathcal{F}_{\text {SIG }}$ in that: 1) The message $m$ to be signed has to be sent to $U$ and 2) The adversary is able to stop the generation of a signature (in the model, he can do so by stopping delivery of output from $\mathcal{F}_{\text {M-SIG }}$ ). The main idea behind $\mathcal{F}_{\text {M-SIG }}$ is to not specify a particular signature algorithm, but to keep track of messages that have been submitted for signing and accept only these messages as signed. This is the reason for the signature verification part of $\mathcal{F}_{\text {M-SIG }}$, which at first may seem a bit counter-intuitive.

## Ideal functionality $\mathcal{F}_{\text {M-SIG }}$

Key Generation: Upon receiving a value (KeyGen, sid) from $U$, verify that sid $=$ (uid,sid') for some valid uid and sid'. If not then ignore the request. Else, hand (KeyGen, sid) to the adversary $\mathscr{S}$. Upon receiving (Algorithms, sid, $s, v$ ) from $\mathscr{S}$, where $s$ is a description of a PPT ITM, and $v$ is a description of a deterministic polytime ITM, output the message (VerificationAlgorithm, sid, v) to $U$.

Signature Generation: Upon receiving a value (Sign, sid, $m$ ) from $U$, let $\sigma \leftarrow s(m)$, and verify that $v(m, \sigma)=1$. If so, send a public delayed output (Signature, sid, $m, \sigma$ ) message to $T$, and record the entry $(m, \sigma)$ when the signature has been outputted. If $v(m, \sigma) \neq 1$ output $\perp$ to $T$.

Signature Verification: Upon receiving a value (Verify, sid, $m, \sigma, v^{\prime}$ ) from $V$, do: If $v^{\prime}=v, v(m, \sigma)=1$, and no entry ( $m, \sigma^{\prime}$ ) for any $\sigma^{\prime}$ is recorded, then output an error message to $U$ and halt. Else, output (Verified, sid, $m, v^{\prime}(m, \sigma)$ ) to $V$.

Fig. 1. Ideal functionality for "secure mobile digital signatures", based on $\mathcal{F}_{\text {SIG }}$ in [6]

## 3 Protocol Securely Realizing $\mathcal{F}_{\text {M-SIG }}$

The main player in our protocol is the human user $U$. The main idea behind the protocol is to protect the user from a corrupt terminal or a corrupt mobile unit by letting him accept the message to be signed on both the terminal and on the mobile device; and to ensure that the signature cannot be generated unless both units received an accept from $U$. This can be implemented by secret sharing the private exponent $d$ of the user's private key, with a simple additive secret sharing.

Secret sharing: The following additive sharing scheme is used to secret share the user's secret RSA key $s k=\langle d, N\rangle$ : The private exponent $d$ is shared to a uniform randomly chosen $d_{1}$ and a value $d_{2}$ s.t.:

$$
\begin{equation*}
d \equiv d_{1}+d_{2} \bmod \varphi(N) \tag{1}
\end{equation*}
$$

Hence, for any $m$, we have:

$$
\begin{equation*}
m^{d} \bmod N=m^{d_{1}} m^{d_{2}} \bmod N \tag{2}
\end{equation*}
$$

Note that (21) still holds if the addition in (1) is done over the integers.
By giving $d_{1}$ to the mobile device $M$ and $d_{2}$ to the server $S$, a simple protocol realizing $\mathcal{F}_{\text {M-SIG }}$ can be implemented. In this protocol the message, if accepted by the user on the terminal $T$ is sent to $M$ and to $S$. Then $M$ shows the message on its screen and will sign the message with its exponent share if the user accepts the message. $S$ will sign the message with the other exponent share if the correct password is typed into $T$ and sent to $S$. Finally, $T$ can assemble the complete signature by multiplying the two "half signatures".

This protocol, however, requires $M$ to do a full scale exponentiation. This is problematic because we want to include cases where $M$ is a special purpose, cheap and small device, or where the software running on $M$ is high-level code only, for portability (such as pure Java on a mobile phone). The Chinese Remainder Theorem (CRT) method ${ }^{2}$ often used to speed up RSA exponentiation cannot be used here, since this would reveal the factorization of $N$ to the mobile device. Alternatively, we could make $M$ 's exponent share be a number (much) smaller than $d$. This would speed up $M$ 's computation, but would reveal significant information to $S$ about $d$. We do not know if this is secure, but we strongly suspect it is not. We therefore propose to exploit the fact that $T$ is likely to have much more computing power than $M$. Doing this requires some changes in the protocol, as explained in the following section.

### 3.1 Protocol $\pi_{\text {M-SIG }}$, for Computationally Limited $M$

$\pi_{\text {M-SIG }}$ assumes keys are set up beforehand, this is done by using an ideal functionality $\mathcal{F}_{\text {KeyGen }}$ (Fig. [2) for generation and distribution of keys and password. Because the signatures generated follow existing standards, verification is normal RSA signature verification without any communication involved. This means that the main part of $\pi_{\mathrm{M}-\mathrm{SIG}}$ is generation of signatures.

Key Generation. $\mathcal{F}_{\text {KeyGen }}$ Will generate a password $p w d$ for the user, generate keys, and share the user's private key. After $p w d$ and keys have been generated they are distribute to the respective players.

Signature Generation. When $U$ receives a value (Sign, sid, $m$ ), $m$ is forwarded to $T$ together with the password $p w d$, then $T$ starts a signing protocol where $U$ is asked from $M$ if $m_{M}$ should be signed. $U$ will accept message $m_{M}$ from $M$ iff $m_{M}=m$. Before the formal definition of $\pi_{\mathrm{M} \text {-SIG }}$ we need to define some components of the protocol.

Definition 1. $\mathcal{H}(m)$ denotes the hashing and padding applied to the message $m$ before the exponentiation is done in the used RSA signature scheme.

[^45]
## Ideal functionality $\mathcal{F}_{\text {KeyGen }}$

Upon receiving a value (KeyGen, sid, $\kappa$ ) from player $U$, if $s i d=\left(u i d, s i d^{\prime}\right)$ for some valid uid; then generate a password $p w d$, and a pair of RSA keys $(s k=\langle d, p, q\rangle, p k=$ $\langle e, N\rangle)$ with security parameter $\kappa$, and compute:

$$
\begin{aligned}
d_{M} & \in_{\mathrm{R}}[1, \varphi(N)-1] \\
d_{S} & \leftarrow d-d_{M} \quad \bmod \varphi(N) \\
k & \in_{\mathrm{R}}\{0,1\}^{\kappa}
\end{aligned}
$$

Send $\left\langle d_{M}, k, N\right\rangle$ to $M,\left\langle d_{S}, k, p w d, e, N\right\rangle$ to $S, p w d$ to $U$ and $\langle e, N\rangle$ to the adversary and halt.

Fig. 2. Functionality $\mathcal{F}_{\text {KeyGen }}$. Generating keys and a password for the user

Hashing and padding is needed to make RSA signature schemes secure against chosen plaintext attacks, and is therefore already used in most standards. Our protocol is secure no matter how $\mathcal{H}$ works, as long as combining $\mathcal{H}$ and RSA results in a secure signature scheme. Hashing can also give some amount of privacy because the server only needs to see $\mathcal{H}(m)$ and not $m$ itself. If desired, blinding can be applied to ensure the users privacy unconditionally, see section 6. If logging is desired on the server, the server can do the hashing and padding and $m$ itself can be sent around in the protocol.

Definition 2. $F_{k}(\cdot)$ denotes a secure pseudo-random function with $\widetilde{\kappa}+\kappa$-bit output and key $k$, with $\tilde{\kappa}$ being the length of the RSA keys. More precisely, a polynomial time bounded adversary who gets oracle access to either $F_{k}()$ or a random function cannot distinguish the two alternatives with an advantage that is non-negligible (in the length of $k$ ).

An overview of the protocol can be found in Fig. 3. In case of errors during execution of the signing protocol, players communicating with the terminal $T$ will send $\perp$ to $T$ and $T$ will then stop the protocol and return $\perp$ to the environment $\mathcal{Z}$. The protocol is executed the following way: First the message $m$ is sent to the user $U$ from $\mathcal{Z}$, and $U$ sends $m$ to $T$ together with $p w d$. $T$ will now send $m$ to the mobile device $M . M$ sends $m_{M}\left(m_{M} \leftarrow m\right)$ to $U$ and $U$ returns (accept) if $m_{M}=m$, else $U$ rejects and $\perp$ is returned to $M$ and forwarded to $T$. If $U$ accepts, $M$ calculates $\delta_{M}$ and sends $\delta_{M}$ to $T$.

$$
\begin{equation*}
\delta_{M} \leftarrow F_{k}(\mathcal{H}(m))+d_{M} \tag{3}
\end{equation*}
$$

The value $\delta_{M}$ is a blinding of the key share $d_{M}$ known to $M$. Because $k$ is unknown to $T, T$ can do the exponentiation without gaining knowledge of $d_{M}$ (the blinding is later removed by $S$ ).

When $T$ receives $\delta_{M}, T$ calculates $\sigma_{M}$ and $\mathcal{H}(m)$ and send these values and $p w d$ to $S$.

$$
\begin{equation*}
\sigma_{M} \leftarrow \mathcal{H}(m)^{\delta_{m}} \quad \bmod N \tag{4}
\end{equation*}
$$

When $S$ receives $\sigma_{M}, \mathcal{H}(m)$ and $p w d$ it checks if $p w d$ is correct, if not $\perp$ is sent back to $T$. Else $\sigma_{S}$ (6) and $\sigma$ (77) are calculated and $S$ checks if $\sigma$ is a valid signature of $\mathcal{H}(m)$, if this is the case $\sigma$ is sent back to $T$, if not $\perp$ is sent back. Note that sending $\sigma_{M}$ to $S$ lets $S$ calculate and verify $\sigma$, and thus indirectly check that $m$ has been accepted by $U$ through both $T$ and $M$. The protocol might be secure without this check, however, our proof requires it. Furthermore when we later extend the protocol to be proactive, this check make some recoveries simpler and thereby more user friendly.

$$
\begin{align*}
\delta_{S} & \leftarrow d_{S}-F_{k}(\mathcal{H}(m))  \tag{5}\\
\sigma_{S} & \leftarrow \mathcal{H}(m)^{\delta_{S}} \bmod N  \tag{6}\\
\sigma & \leftarrow \sigma_{M} \times \sigma_{S} \bmod N  \tag{7}\\
& =\mathcal{H}(m)^{d_{M}+F_{k}(\mathcal{H}(m))+d_{S}-F_{k}(\mathcal{H}(m))} \bmod N  \tag{8}\\
& =\mathcal{H}(m)^{d} \bmod N \tag{9}
\end{align*}
$$

Communication: The model we use assumes communication to be secret from the adversary unless he has corrupted one of the communicating parties. The real-life justification for this differs between the different communication channels used. For key generation the ideal functionality $\mathcal{F}_{\text {KeyGen }}$ is used. Formally, communication with ideal functionalities is done over perfect secure channels and the functionality specifies what to leak to the adversary. $\mathcal{F}_{\text {KeyGen }}$ leaks the public key and the fact that keys have been generated. $\mathcal{F}_{\text {KeyGen }}$ is thought of


Fig. 3. Overview of the signing phase in $\pi_{\text {M-sig. }}$. For simplicity sid is left out of all messages in this overview. Values sent to the players during key generation are presented after the name of the player.
either: as a trusted third player, in which case secure encrypted communication is a reasonable assumption; or alternatively as a protocol doing secure shared key generation e.g., [4, in which case communication to the protocol is done locally.

During signature generation different communication channels are used, these channels are modeled by an ideal functionality "Secure message transmission" $\mathcal{F}_{\text {SMT }}$ delivering the message $n$ and leaking the length of $n$ to the adversary. For a concrete formal definition of $\mathcal{F}_{\text {SMT }}$ see [6, section 6.3]. Communication that involves $U$ models what the user sees and types on the terminal or mobile device and is therefore assumed secure against adversaries located physically away.

Communication between $T$ and $S$ is done over a cryptographically secured channel (but it only has to be secure if $T$ and $S$ are honest). This can be done using SSL/TLS if an appropriate public-key infrastructure is in place, but a password-based key exchange such as SRP or a password-based cipher suite for TLS [5] is a more natural and secure solution (as this avoids problems like selection of the right certificate to use for obtaining $S$ 's public key).

For communication between $M$ and $T$, there are two possible justifications for assuming it to be secure: 1) Communication happens over a secure connection, this could be via USB cable or a connection where security is based on cryptography; the latter case can be feasible even if $M$ is computationally weak, namely if RSA with a small public exponent is used, or in case we use a secure Bluetooth protocol with pairing. 2) We could also base ourselves on the fact that the communication only has to be secure if $M, T$ are honest and $S$ is corrupt. Since $S$ is typically located physically away from $T$ and $M$, one may decide that unencrypted communication is good enough if done such that it can only be picked up in physical proximity.

## 4 Protocol $\pi_{\text {M-SIG }}$ UC-realizes $\mathcal{F}_{\text {M-SIG }}$

In this section we will prove that under appropriate assumptions $\pi_{\mathrm{M} \text {-SIG }}$ UCrealizes $\mathcal{F}_{\text {M-SIG }}$. The security of $\pi_{\text {M-SIG }}$ is obviously based on the security of the underlying RSA signature scheme, hence we need:
Assumption 1. With proper choice of hashing and padding function $\mathcal{H}(\cdot)$, the underlying RSA signature scheme: $\operatorname{Sig}(m)=\mathcal{H}(\cdot)^{d} \bmod N$ is secure against adaptive chosen plaintext attacks.
Our protocol clearly needs that $U$ can securely authenticate himself towards $S$. For concreteness, we have specified that this happens using a password $p w d$, but in fact any authentication method could be used, as long as it is secure against an adversary that does not corrupt $S$ or $T$. We have chosen to leave out the details of the authentication and its security by simply assuming that the adversary cannot with significant probability get the password except by corrupting a player who has seen it. Actually, since the adversary has to do online attacks if trying to guess $p w d$, and the server implementation can take this into account, this assumption may be justifiable. Other ways and discussions about modeling password security in the UC framework can be found in [7].

Assumption 2. If the adversary does not corrupt $S$ or $T$, he can produce the correct password with only negligible probability.

Theorem 1 ( $\pi_{\text {M-SIG }}$ UC-realizes $\left.\mathcal{F}_{\text {M-SIG }}\right)$. Under assumptions 1 and 2 and if $F_{k}$ is secure, $\pi_{M-S I G} U C$-realizes $\mathcal{F}_{M-S I G}$ with respect to adaptive and active adversaries, corrupting at most one of the players: $T, M$ or $S$.

Proof. For any real world adversary $\mathcal{A}$ interacting with $\pi_{\text {M-SIG }}$, and corrupting at most one of the players: $T, M$ or $S$, we need to show that there exists a simulator $\mathscr{S}$ interacting with $\mathcal{F}_{\text {M-SIG }}$, such that no PPT environment $\mathcal{Z}$ can distinguish $\mathcal{A}$ interacting with $\pi_{\text {M-SIG }}$ from $\mathscr{S}$ interacting with $\mathcal{F}_{\text {M-SIG }}$. The proof of this is done in two steps: First we present an $\mathscr{S}$ capable of simulating $\pi_{\text {M-SIG }}$ for all $\mathcal{A}$, except if $\mathcal{Z}$ is able to produce a forged signature (i.e., a signed message not accepted by the user). Next we present a reduction, which, given a $\mathcal{Z}$ capable of forging signatures, can use $\mathcal{Z}$ to forge "normal" RSA signatures, and thereby breaking assumption 1. Consequently, simulation only fails with negligible probability.

Simulating $\boldsymbol{\pi}_{\text {M-SIG }}$. The simulator $\mathscr{S}$ needs to simulate the adversary's view of $\pi_{\text {M-SIG }}$, when the players forwards all input to $\mathcal{F}_{\text {M-SIG }}$ instead of running $\pi_{\mathrm{M} \text {-SIG. }} . \mathscr{S}$ has to simulate the leakage (i.e., the length of the sent data) of communication. If a player is corrupted, $\mathscr{S}$ in addition has to simulate the view of this player. $\mathscr{S}$ will do this by generating keys following the algorithm of $\mathcal{F}_{\text {KeyGen }}$ and sending the expected keyshares to corrupt players. Since it knows all secret keys, it can now simulate $\pi_{\mathrm{M} \text {-SIG }}$ by simply running the protocol. It is evident that verification of signatures is the only way for $\mathcal{Z}$ to distinguish simulation from the real protocol. Invalid signatures will be rejected both in the real and the ideal world, genuine valid signatures will be accepted in both worlds. However, forged signatures will only be accepted in the real world since $\mathcal{F}_{\text {M-SIG }}$ enforces unforgeability. Thus $\mathscr{S}$ simulates $\pi_{\text {M-SIG }}$ perfectly except if the environment $\mathcal{Z}$ is able to produce a forged signature.

Reduction. To prove that $\pi_{\text {M-SIG }}$ provides unforgeability, we construct a reduction that - if $\pi_{\mathrm{M}-\mathrm{SIG}}$ is insecure - can beak the underlying RSA signatures scheme, and thereby violate assumption The idea is that if there exist a PPT environment $\mathcal{Z}$ that with nonnegligble probability can forge signatures, based on information gained by controlling a corrupted player; we would be able to use $\mathcal{Z}$ to forge an RSA signature in polynomial time. The reduction $\operatorname{Red}_{\mathrm{RSA}}$ is formally described in Fig. 4. A forge of an RSA signature is modeled by giving $\operatorname{Red}_{\mathrm{RSA}}$ access to an RSA oracle $\mathcal{O}_{\mathrm{RSA}} . \mathcal{O}_{\mathrm{RSA}}$ will return a public RSA key to $R e d_{\mathrm{RSA}}$ when prompted, and sign messages when $R e d_{\mathrm{RSA}}$ sends them. We say that $R e d_{\mathrm{RSA}}$ has forged an RSA signature successfully, if $R e d_{\mathrm{RSA}}$ can output a signature on a message that has not been signed by $\mathcal{O}_{\mathrm{RSA}}$.

We need to prove that communicating with $\operatorname{Red}_{\mathrm{RSA}}$ is indistinguishable from $\pi_{\mathrm{M}-\mathrm{SIG}}$, so $\mathcal{Z}$ will behave the same way in both cases. It is evident that simulating communication (i.e., leak the length of data sent) can be done.

If $\mathcal{A}$ corrupts $M, \mathcal{Z}$ learns the random variables $k$ and $d_{M}$. $k$ has the same distribution in both cases, while $d_{M}$ is uniform random in $[1, \varphi(N)-1]$ in $\pi_{\text {M-SIG }}$ and $d_{M}$ in $\operatorname{Re} d_{\mathrm{RSA}}$ is uniform random in $[1, N]$. The two distributions are, however, statistically close. In both cases $\mathcal{Z}$ also learns all messages $m$ signed so far, and since neither $M$ or $T$ has been corrupted, $U$ has accepted them all. So all input is indistinguishable when corrupting $M$.

## The reduction $R e d_{\text {RSA }}$

$R e d_{\mathrm{RSA}}$ takes the following inputs: an environment $\mathcal{Z}$; the security parameter $\kappa$, the length of RSA keys $\widetilde{\kappa}$ and an RSA oracle $\mathcal{O}_{\text {RSA }}$.

Key Generation: Upon receiving (KeyGen, sid) from $U$, verify that $\operatorname{sid}=\left(u i d, s^{\prime} d^{\prime}\right)$ for some valid uid and sid'. If not then ignore the request. Else, ask $\mathcal{O}_{\text {RSA }}$ for the public RSA key $p k=\langle e, N\rangle$ and output $p k$ as (VerificationAlgorithm, sid, $v(p k)$ ) public delayed to $U, v(p k)$ being the verification algorithm, with public key $p k$.
Signature Generation (all honest): Upon receiving (Sign, sid, $m$ ) from $U$. Send (Sign, sid, $m$ ) to $\mathcal{O}_{\mathrm{RSA}}$, wait for a signature $\sigma$ of $m$ from $\mathcal{O}_{\mathrm{RSA}}$, store $\langle m, \sigma\rangle$ and output (Signature, sid, $m, \sigma$ ) to $T$.

Signature Verification: Upon receiving (Verify, sid, $m, \sigma, v^{\prime}$ ) from $V$, do: If $v^{\prime}=v$, $v(m, \sigma)=1$, and no entry $m$ is recorded, then output (RSA-Broken, $m, \sigma$ ) and halt. Else, output (Verified, sid, $m, v^{\prime}(m, \sigma)$ ) to $V$.

Corruption of $M$ : Pick $d_{M} \in_{\mathrm{R}}[1, N], k \in_{\mathrm{R}}\{0,1\}^{\tilde{\kappa}+\kappa}$ and send $d_{M}, k$ and all stored messages $m$ as simulated input to $M$. From now on when $\mathcal{Z}$ sends $m$ to $U$, send $m$ to $M$. If $M$ thereafter sends $m^{\prime} \neq m$ to $U$, return $\perp$ to $M$, if $M$ on the other hand sends $m$ to $U$, return (Accept) to $M$. If $M$ sends $\delta_{M} \equiv d_{M}+F_{k}(\mathcal{H}(m)) \bmod \varphi(N)$ to $T$ after having received $m$, output (Signature, sid, $m, \sigma$ ) to $T$, else output $\perp$ to $T$.

Corruption of $T$ : Pick $p w d$ as $\mathcal{F}_{\text {KeyGen }}$ would, and from all stored pairs $\langle m, \sigma\rangle$ calculate the simulated input ( $m, p w d, \delta_{M}, \sigma$ ) of $T$ :

$$
\begin{equation*}
\delta_{M} \in_{\mathrm{R}}\{0,1\}^{\tilde{\kappa}+\kappa} \tag{10}
\end{equation*}
$$

When $\mathcal{Z}$ sends $m$ to $U$, send $\langle m, p w d\rangle$ to $T$. If $T$ now sends $m^{\prime} \neq m$ to $M$, return $\perp$. If $m^{\prime}=m$ return a new random $\delta_{M}(10)$ to $T$. If $T$ now sends $\left\langle\mathcal{H}(m), \sigma_{M}, p w d\right\rangle$, with $\sigma_{M}=m^{\delta_{M}} \bmod N$ to $S$ return the signature $\sigma$ of $m$. If $T$ at any point sends a correct triple $\left\langle\mathcal{H}\left(m^{\prime}\right), \sigma_{M}^{\prime}, p w d\right\rangle$ of a previous signed message $m^{\prime}$, return the signature $\sigma^{\prime}$ for $m^{\prime}$. If $T$ sends anything else to $S$ return $\perp$ to $T$.
Corruption of $S$ : Pick $d_{S} \in_{\mathrm{R}}[1, N], k \in_{\mathrm{R}}\{0,1\}^{\tilde{\kappa}+\kappa}$ and $p w d$ as $\mathcal{F}_{\text {KeyGen }}$ would. From all stored pairs $\langle m, \sigma\rangle$ calculate the simulated input $\left(d_{S}, k, \mathcal{H}(m), p w d, \sigma_{M}\right)$ of $S$ :

$$
\begin{equation*}
\sigma_{M} \leftarrow \sigma \times\left(\mathcal{H}(m)^{\left(d_{S}-F_{k}(\mathcal{H}(m))\right)}\right)^{-1} \quad \bmod N \tag{11}
\end{equation*}
$$

When $\mathcal{Z}$ sends $m$ to $U$, send $\left\langle\mathcal{H}(m), \sigma_{M}, p w d\right\rangle$ to $S$, if $\sigma$ is returned output (Signature, sid, $m, \sigma$ ) to $T$, else output $\perp$ to $T$.

Fig. 4. Reduction from forgery by interacting with $\pi_{\text {M-SIG }}$ to forgery of normal RSA signatures

Both $U$ in $\pi_{\text {M-SIG }}$ and $R e d_{\text {RSA }}$ acting as $U$ will accept only a genuine message $m$; furthermore both in $\operatorname{Red}_{\mathrm{RSA}}$ and in $\pi_{\mathrm{M}-\mathrm{SIG}}$ sending $\delta_{M} \equiv d_{M}+F_{k}(\mathcal{H}(m))$ $\bmod \varphi(N)$, but nothing else, to $T$ will result in a signature. This proves that controlling the output of $M$ does not give $\mathcal{Z}$ the ability to distinguish between $\pi_{\mathrm{M}-\mathrm{SIG}}$ and $\operatorname{Red}_{\mathrm{RSA}}$.

If $\mathcal{A}$ corrupts $T, \mathcal{Z}$ learns $p w d, k$, all signed messages $m$ and there signatures $\sigma$, the distribution of these are equal in the two cases. In addition $\mathcal{Z}$ learns $\delta_{M}$. In $\operatorname{Red}_{\mathrm{RSA}} \delta_{M}$ is uniformly chosen in $\{0,1\}^{\widetilde{\kappa}+\kappa}$, whereas in $\pi_{\mathrm{M}-\mathrm{SIG}}, \delta_{M}=$ $d_{M}+F_{k}(\mathcal{H}(m))$. By definition (21) $F_{k}$ is indistinguishable from a uniform chosen $\widetilde{\kappa}+\kappa$ bit value, and since $d_{M}$ is $\widetilde{\kappa}$ bits long, the two distributions are statistically close.

When $T$ sends a message $m$ to $M, M$ will in both cases return a indistinguishable $\delta_{M}$ if $m$ did originate from $U$, while $\perp$ is returned to everything else. $T$ sending $S$ a correct triple $\left\langle\mathcal{H}(m), \sigma_{M}, p w d\right\rangle$ will in both cases result in $S$ returning a signature $\sigma$ on $m$, the same is the case with a correct triple $\left\langle\mathcal{H}\left(m^{\prime}\right), \sigma_{M}^{\prime}, p w d\right\rangle$ from an earlier signed message $m^{\prime}$. On the contrary in $\operatorname{Red}_{\text {RSA }} T$ would get $\perp$ back, if a correct triple $\left\langle\mathcal{H}(\bar{m}), \sigma_{M}^{-}, p \bar{w} d\right\rangle$ of a not yet signed message $\bar{m}$ is send to $S$, whereas $S$ in $\pi_{\text {M-SIG }}$ would produce a signature $\bar{\sigma}$ of $\bar{m}$. Since we assume that $F_{k}$ is secure (definition 2), the probability of $\mathcal{A}$ producing a correct $\delta_{M}$ and thereby a correct $\sigma_{M}$ is, however, negligible. All other data send from $T$ to $S$ will in both cases result in $\perp$ in return. So corrupting $T$ will not let $\mathcal{Z}$ distinguish.

If $\mathcal{A}$ corrupts $S, \mathcal{Z}$ learns $p w d$, the hash values $\mathcal{H}(m)$ and the signatures $\sigma$ of all signed messages, the distributions of these are equal in both cases. $\mathcal{Z}$ also learns $\sigma_{M}$ of the signed messages which has been constructed different in the two cases; however, if $\mathcal{H}(m)^{\left(d_{S}-F_{k}(\mathcal{H}(m))\right)}$ has an invers ${ }^{3} \bmod N$ then:

$$
\begin{align*}
\sigma & \equiv \sigma_{M} \times \sigma_{S} \quad \bmod N  \tag{12}\\
\Rightarrow \sigma_{M} & \equiv \sigma \times \sigma_{S}^{-1} \equiv \sigma \times\left(\mathcal{H}(m)^{\left(d_{S}-F_{k}(\mathcal{H}(m))\right)}\right)^{-1} \quad \bmod N \tag{13}
\end{align*}
$$

So $\mathcal{Z}$ cannot distinguish $R e d_{\text {RSA }}$ from $\pi_{\text {M-SIG }}$ by the input to $S$. If $S$ sends a correct signature $\sigma$ this signature is the output of both $\operatorname{Red}_{\mathrm{RSA}}$ and $\pi_{\mathrm{M}-\mathrm{SIG}}$ and anything else results in $\perp$ in both cases.

This proves that under the assumptions 1, 2 and that $F_{k}$ is secure no PPT environment can forge signatures, and thereby we have proven Theorem 1 .

## 5 Proactive Security

As pointed out in the introduction, proactive secure protocols contain alternating operational and refreshment phases, where the latter are used to refresh the stored key material.

One way to do refreshment is to update the user password and then reshare $d$ by adding a random value to one share and subtract the same value from

[^46]the other share. This solution is the Refreshment protocol described below, and this does in fact give us proactive security. This may seem strange since the adversary can do an active attack on $M$, for instance, and delete $M$ 's share of the key. Then we can never issue signatures again, but formally speaking, this is not a problem because our ideal functionality allows the adversary to stop signatures from being generated. However, in the real world, we would want to be able to get the system operational again, particularly in case $M$ (e.g., the users mobile phone) is lost or stolen. This can be thought of as a corruption of $M$, where in addition it becomes known to the honest players that $M$ has been corrupted. If such an event happens, we can exploit the knowledge that $M$ was corrupted, to replace it by a new uncorrupted device and reestablish the key sharing from a back-up. This is done in the alternative Refreshment* protocol below.

### 5.1 Proactive Definition of Security

Technical details on how to model proactive security in the UC framework can be found in [1] and [6]. We give a short summary here: As usual the adversary may corrupt players (adaptively), but when a player is corrupted, the adversary is not given the complete history of that player (contrary to the standard case), only the history dating back to the start of the current operational phase. The adversary may decide to leave a corrupted player when a refreshment begins, and this player now again follows the protocol, starting from some default state. The adversary may then corrupt a new player in the next operational phase, as long as the number of corrupted players stays below the specified threshold. Corruption during a refreshment phase is not allowed or, better said, it counts as if the involved player is also corrupt in both the previous and following operational phases.

It is standard to let the environment decide when a refreshment phase begins by sending refreshment as input to all honest players. Motivated by the above discussion, we extend the model by allowing the environment to send either refreshment, signaling the start of a routine refreshment, or refreshment*, signaling the start of a refreshment where a device has to be set up from scratch, but is assumed honest. We assume that the environment only sends refreshment* if this makes sense, that is when the adversary has left a player, and we therefore can assume the players to be honest during the refreshment* phase. This models the case where the mobile device was lost and a new, not yet corrupted one is to be set up, or when a virus attack on the server has been detected, but after clean-up and reboot, we believe the server is honest again.

### 5.2 Protocol $\pi_{\mathcal{P} \text {-M-SIG }}$, a Proactive Version of $\pi_{\text {M-SIG }}$

The ideal functionality we want to implement is $\mathcal{F}_{\mathrm{M} \text {-SIG }}$, as in previous sections. The protocol $\pi_{\mathcal{P} \text {-M-SIG }}$ is a proactive version of $\pi_{\mathrm{M} \text {-SIG }}$. To be able to do refreshment* we introduce a new player $D$ in the protocol. $D$ is a database with the property that the entry for user $U$ only is writable during key generation,
therefore we only allow passive corruption of $D$. During key generation a backup share of $d$ is given to the human user, and during the refreshment* phase the user has to send this share to the mobile device. The length of this share is evidently beyond the capacity of information users can enter on a keyboard. Nevertheless this can be solved by e.g., storing the share as a 2D barcode on paper, and send it to $M$ via a camera, if $M$ is a camera equipped cellphone. Another solution is to store the share on a USB-pen or similar. A third solution is to give a short key to the user and generate the share pseudo-randomly from the key. It is important to understand that the back-up share is erased from $M$ as soon as the refreshment is over, and the method is therefore secure under the assumption that a fresh mobile device will stay honest in the short time it takes the refreshment to complete.

Formal Description of $\boldsymbol{\pi}_{\mathcal{P} \text {-M-SIG }}$. Signature generation and verification is handled in the same way as in $\pi_{\text {M-SIG }}$.

Key Generation. Like in $\pi_{\text {M-SIG }}$ key generation is handled by an ideal functionality, $\mathcal{F}_{\mathcal{P} \text {-KeyGen }}$ is defined as $\mathcal{F}_{\text {KeyGen }}$ (Fig. (2) with the following extensions: First to simplify 4 our security proof we blind the sharing of $d$ with $d_{\Delta} \in_{\mathrm{R}}\left[-2^{\kappa} N\right.$, $\left.2^{\kappa} N\right]$ s.t. $d_{S} \leftarrow d_{S}+d_{\Delta}$ and $d_{M} \leftarrow d_{M}-d_{\Delta}$, blinding happens during the refreshment phase, so the small expansion of the shares is not an issue. Second a backup sharing $\left\langle\widehat{d_{M}}, \widehat{d_{S}}\right\rangle$ of $d$ is computed. $\widehat{d_{M}}$ is sent to $U$ in addition to the values sent by $\mathcal{F}_{\text {KeyGen }}$, and $\widehat{d_{S}}$ is sent to, and stored by $D$. This backup sharing is required for refreshment*.

Communication. Communication is done with the same assumptions as in $\pi_{\text {M-SIG }}$, with an extra secure line from $S$ to $M$, which is used once during each refreshment* phase. This line should either be thought of as provided by the mobile phone network, if $M$ is a cellphone, or a physical link between $S$ and $M$, if $M$ is some special purpose device.

## Refresh $k$, resharing of $d$

1. $S$ does the following calculations ( $\mathcal{E}_{k}^{S}$ denotes a semantically secure symmetric encryption scheme, with message authentication and key $k$ ), and sends $\widetilde{r e f}$ to $M$ through $T$ :

$$
\begin{align*}
& k_{\text {new }} \in_{\mathrm{R}}\{0,1\}^{\kappa}, \quad d_{\Delta} \in_{\mathrm{R}}\left[-2^{\kappa} N, 2^{\kappa} N\right], \widetilde{r e f} \leftarrow \mathcal{E}_{k}^{S}\left(k_{\text {new }}, d_{\Delta}\right)  \tag{14}\\
& \quad k \leftarrow k_{\text {new }}, \quad d_{S} \leftarrow d_{S}+d_{\Delta} \tag{15}
\end{align*}
$$

2. $M$ decodes $\widetilde{r e f}$ with $k$ and let $k \leftarrow k_{\text {new }}$ and $d_{M} \leftarrow d_{M}-d_{\Delta}$.
3. Erasure: $M$ and $S$ erases $d_{\Delta}$ and the old values of $d_{M}, d_{S}$ and $k$.

Fig. 5. Refreshing $d_{M}, d_{S}$ and $k$ in the refreshment phase of $\pi_{\mathcal{P} \text {-M-SIG }}$

[^47]Refreshment and Refreshment*. The Refreshment protocol first does refresh of $k$ and resharing of $d$, see Fig. 55, and then $p w d$ is updated using the protocol in in Fig. 7. To check if we are indeed in a valid state, a "test-signature" can be issued afterwards.

The Refreshment* protocol first creates a new value of $k$ and shares of $d$ from the backup, see Fig. 6. It then does the refreshment of $p w d$ as in Fig. 7 using a blank password as the old value of $p w d$ because the adversary might have changed the password if he had control of $S$ earlier.

A couple of remarks on the protocol for updating passwords: we append a 1-bit to the input of $F_{k}$ since then no input used in refreshment can be equal to inputs used in signature generation, so a corrupt $T$ does not get $F_{k}$-values that can be misused later. Using the string $s$ to hide $p w d_{\text {new }}$ is not strictly necessary in our model - since we assume a secure channel from $T$ to $S$ when both are honest, $T$ could just send $p w d_{\text {new }}$. In practice, however, if the channel is set up using password-based key exchange as discussed earlier, it is not secure if the old password has been compromised, say, by an earlier attack on $T$. Using the extra hiding under $s$ solves this problem.

## Restore $k$ and shares of $d$ from backup

1. $D$ sends $\widehat{d_{S}}$ to $S$. $S$ chooses $k \in_{\mathrm{R}}\{0,1\}^{\kappa}$ and $d_{\Delta} \in_{\mathrm{R}}\left[-2^{\kappa} N, 2^{\kappa} N\right]$, sets $d_{S} \leftarrow$ $\widehat{d_{S}}+d_{\Delta}$ and sends $\left\langle k, d_{\Delta}\right\rangle$ to $M$.
2. $M$ sets $k$ to the received value and sends (send-backup) to $U$.
3. $U$ returns $\widehat{d_{M}}$ to $M$ and $M$ sets $d_{M} \leftarrow \widehat{d_{M}}-d_{\Delta}$.
4. The protocol for refreshment of $p w d$ (Fig. (7) is run, with old password $p w d$ being blank.
5. Erasure: $M$ and $S$ erases $\widehat{d_{M}}, \widehat{d_{S}}, d_{\Delta}$ and the old values of $d_{M}, d_{S}$ and $k$.

Fig. 6. Refreshment* ${ }^{*}$ phase of $\pi_{\mathcal{P} \text {-M-SIG }}$

## Refreshment of $p w d$

1. $U$ starts by sending a request (refresh $p w d, p w d_{\text {new }}$ ) to $T$.
2. $T$ computes a challenge $c \leftarrow \mathcal{H}\left(p w d, p w d_{\text {new }}, r\right)$, and $r \in_{\mathrm{R}}\{0,1\}^{\kappa}, s \in_{\mathrm{R}}\{0,1\}^{\ell}(\ell$ is the length of $p w d_{\text {new }}$ ) and sends (ch-pwd, $c$ ), $s$ to $M$.
3. $M$ sends (ch-pwd?) to $U$, and $U$ returns either $\perp$ or ( OK ) to $M$.
4. If $\perp$ was returned to $M, \perp$ is forwarded to $T$, while in case of ( OK ), $M$ calculates a response $\rho \leftarrow F_{k}(c \mid 1)$, where $(c \mid 1)$ means $c$ concatenated with a 1-bit, and $\alpha=\mathcal{E}_{k}^{S}(s)$. It sends $\rho, \alpha$ to $T$.
5. $T$ sends (ch-pwd, $p w d, p w d_{n e w} \oplus s, \alpha, r, \rho$ ) to $S$.
6. $S$ decrypts alpha and calculates $p w d_{\text {new }}=\left(p w d_{\text {new }} \oplus s\right) \oplus s$. If $S$ accepts $p w d$, and if $\rho=F_{k}\left(\mathcal{H}\left(p w d, p w d_{\text {new }}, r\right)\right)$, then $S$ will set $p w d \leftarrow p w d_{\text {new }}$.

Fig. 7. Refreshment of the password $p w d$ in $\pi_{\mathcal{P} \text {-M-SIG }}$

### 5.3 Security of $\pi_{\mathcal{P} \text {-M-SIG }}$

In this section we prove in theorem 2, the security of $\pi_{\mathcal{P}-\mathrm{M}-\mathrm{SIG}}$, however, we also comment on, and emphasize some of the security properties of $\pi_{\mathcal{P} \text {-M-SIG }}$, since not all are covered directly by the UC framework and theorem 2. The proof of Theorem 2 is analogous to the one for theorem 11 and can be found in the full version of this paper [10]. The only substantial change is that the reduction showing that the protocol does not allow forgery of signatures, now needs to simulate refreshment phases without knowing the secret key, which turns out to be straightforward. Theorem 2 relies on our earlier assumptions, but also requires a standard assumption of the security of cryptographic hash functions:

Assumption 3. For any PPT Turing machine $A$ : If $A$ is given $\mathcal{H}$ and $y=$ $\mathcal{H}(x)$, A can only with negligible probability return a $x^{\prime}$ s.t. $y=\mathcal{H}\left(x^{\prime}\right)$.

Theorem 2 ( $\pi_{\mathcal{P} \text {-M-SIG }}$ UC-realizes $\left.\mathcal{F}_{\text {M-SIG }}\right)$. Under assumptions 1 , 园 and 3 and if $F_{k}$ and $\mathcal{E}^{S}$ are secure, $\pi_{\mathcal{P}-M-S I G}$ UC-realizes $\mathcal{F}_{M-S I G}$ with respect to adaptive adversaries in the proactive model, where the adversary may corrupt at most one of: $M, T$ or $S$ and $D$. Active corruption is allowed for all players except $D$, which can be passively corrupted.

In the model we use here, $U$ stores his backup share of $d$. It could be argued that this is not realistic and we should extend the model with a separate player $D_{U}$ modeling whatever back-up storage $U$ is using. This is indeed possible, and our protocol would still be secure in this extended model against an adversary who may do corruptions as usual and in addition may corrupt $D_{U}$ passively, provided he never corrupts other players in a way that would give him both back-up shares (e.g., corrupting both $D$ and $D_{U}$ would be forbidden). We have omitted this for simplicity. Note that since we assume $U$ is never corrupted, we could in principle implement the back-up needed for refreshment* by giving $U$ the complete key $d$. However, this solution is clearly dubious since it stores the entire secret key in a single location. Indeed, it is clearly insecure if we extend the model with $D_{U}$, which is why we prefer $\pi_{\mathcal{P} \text {-M-SIG }}$. Another advantage of $\pi_{\mathcal{P} \text {-M-SIG }}$ is that higher security during refreshment* can be implemented by using two backup sharings. One sharing when $S$ has been corrupt, but is honest again, and an other sharing when $M$ has been corrupt, but is recovered. This improves security in a case where several adversaries work independently of each other, but each adversary corrupts at most one player. Such a case cannot covered by the standard model, where a single monolithic adversary is always assumed.

Comments on the usage of Passwords. It should be emphasized that the refreshment protocol of $p w d$ in Fig. 7 can run without the rest of refreshment. The reason for doing this is if the user suspects a corrupted terminal has been used. To ensure that none other than the current used terminal $T$ can change the password during refreshment*, where a blank "old" password is used, a list of onetime passwords can be generated during key generation and sent to $U$ and stored by $D$.

## 6 Blinding Messages

A well-known technique by Chaum [8] can be used to blind the messages to be signed so that $S$ learns no information whatsoever on what is signed. The idea is that $M$, when it handles a message $m$, will choose a random $r \in Z_{N}^{*}$ and compute $b=\mathcal{H}(m) r^{e} \bmod N$, where $e$ is the public RSA exponent. Note that this can be feasible even for a computationally weak $M$ if a small public exponent is used. In the rest of the signature issuing, $\mathcal{H}(m)$ is replaced by $b$, and the PRF-value needed for outsourcing is computed from $b$. The blinding factor $r$ is sent to $T$. Since the signature issuing process is otherwise unchanged, it will eventually allow $T$ to compute $b^{d} \bmod N=\mathcal{H}(m)^{d} r \bmod N$, so by dividing out $r, T$ can recover the signature. On the other hand, $S$ has only seen $b$ which reveals nothing about $m$ since $r$ was uniformly chosen.

## 7 Implementing a Prototype

We have formulated a cryptographic approach to improve the security and mobility of the usage of digital signatures. If these improvements are to reach the actual users in the real world, the cryptographic protocols has to be implemented in a way that makes it attractive for real users to use them. Therefore we are working together with experts in the field of "Human Computer Interaction" on a prototype that implements the described protocols. This is still work in progress, but the signature issuing phase of the protocol has been implemented. The implementation is done in Java using the Bouncy Castle library [16 for cryptographic tasks. We used a Sony Ericsson T850i cellphone to play the role of $M$ while $T$ was a standard PC, speaking to $M$ via Bluetooth, and to $S$ via SSL. We have verified that the signatures produced conform to the standard of the nation-wide PKI OCES 5 already in use in Denmark.

We observed that outsourcing the exponentiation from $M$ to $T$ gives a very significant speedup. With 1024 bit keys, exponentiation on the phone takes around 6 seconds. In a real use case, this makes the system seem heavy and slow and gives the impression that improved security degrades the user friendliness. Running the outsourcing protocol reduces the signature time to a fraction of a second and makes it seem as if the signing happens instantly. Of course, improved speed of exponentiation is possible by using native code instead of Java. But apart from the fact that portability would suffer if we do this, it is not clear that it would be enough: we would probably need to move to 2000 bit RSA in a real system which might cost up to a factor of 8 in performance.

## 8 Conclusion, Future Work and Acknowledgement

We have proposed a model for personal digital signatures that we believe reflects reality better than previous proposals. We have proposed a protocol for signature

[^48]generation that remains secure even if the computing equipment used is partially corrupt. Finally we have implemented the essential parts of the protocol and verified that it is practical. The protocol still assumes key generation as a trusted service, and in ongoing work we investigate methods for generating keys using a secure distributed computation, that takes into account the computational weakness of the mobile device.

We thank the anonymous PKC referees and Michael Steiner for comments that helped us improve the paper substantially.
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#### Abstract

We explore the security of blind signatures under aborts where the user or the signer may stop the interactive signature issue protocol prematurely. Several works on blind signatures discuss security only in regard of completed executions and usually do not impose strong security requirements in case of aborts. One of the exceptions is the paper of Camenisch, Neven and shelat (Eurocrypt 2007) where the notion of selective-failure blindness has been introduced. Roughly speaking, selective-failure blindness says that blindness should also hold in case the signer is able to learn that some executions have aborted.

Here we augment the work of Camenisch et al. by showing how to turn every secure blind signature scheme into a selective-failure blind signature scheme. Our transformation only requires an additional computation of a commitment and therefore adds only a negligible overhead. We also study the case of multiple executions and notions of selectivefailure blindness in this setting. We then discuss the case of user aborts and unforgeability under such aborts. We show that every three-move blind signature scheme remains unforgeable under such user aborts. Together with our transformation for selective-failure blindness we thus obtain an easy solution to ensure security under aborts of either party and which is applicable for example to the schemes of Pointcheval and Stern (Journal of Cryptology, 2000).

We finally revisit the construction of Camenisch et al. for simulatable adaptive oblivious transfer protocols, starting from selective-failure blind signatures where each message only has one valid signature (uniqueness). While our transformation to achieve selective-failure blindness does not preserve uniqueness, it can still be combined with a modified version of their protocol. Hence, we can derive such oblivious transfer protocols based on unique blind signature schemes only (in the random oracle model), without necessarily requiring selective-failure blindness from scratch.


## 1 Introduction

Blind signatures, proposed by Chaum [5], allow a signer to interactively sign messages for users such that the messages are hidden from the signer. Since their introduction many blind signatures schemes have been proposed [1,3,5,6,9,16,17, 18, 21, 22, and they typically share two basic security properties: blindness says that a malicious signer cannot decide upon the order in which two messages have
been signed in two executions with an honest user, and unforgeability demands that no adversarial user can create more signatures than interactions with the honest signer took place.

The security requirements for blind signatures have been formalized by Juels et al. [16] and by Pointcheval and Stern [22]. Although these widely used definitions give basic security guarantees, blindness only holds in a restricted sense when it comes to aborted executions. That is, prior work does not guarantee blindness in case the signer is able to learn which of two executions aborted (even if one execution aborts only after the protocol has concluded)". However, in e-cash scenarios an honest user, unable to eventually derive a valid coin, will most likely complain to the malicious bank afterwards.

Recently, Camenisch et al. 7] consider a stronger kind of aborts where a cheating signer may be able to make the user algorithm fail depending on the message being signed ${ }^{1}$ and where the malicious signer is informed afterwards which execution has failed (if any). Considering for example a voting protocol based on blind signatures [10], a malicious administrator can potentially deduce information about votes (possibly also for non-aborted executions) by causing some voters to abort and consulting the subsequent complaints.

As for user aborts and unforgeability, albeit the definitions [16] and [22] are identical in spirit, the "one-more" notion in [22] leaves two possible interpretations: either the adversarial user is deemed to generate one more signature than executions with the signer have been initiated (i.e., even counting executions in which the user aborts), or the malicious user needs to output one more signature than executions have been completed (i.e., allowing user aborts). In fact, this ambiguity re-appears in many works about blind signatures, some explicitly counting initiated executions [3, 9, 15], some emphatically referring to completed executions [6, 16, 18, 21] and some remaining vague, too [1, 7, 14].

For both cases, user and signer aborts, the stronger notions are desirable of course. For a blind signature scheme used to sign coins in an e-cash system, for instance, a malicious signer may otherwise abort executions deliberately and, by this, may be able to revoke unlinkability of coins. Vice versa, if unforgeability says that no adversarial user is able to create more signatures than interactions with the signer have been initiated, and no requirement about aborted sessions is imposed, then an adversarial user could potentially derive more signatures from such aborted executions. The signing bank could generally charge users for executions, which have stopped early. Yet, if the connection in the signing process breaks down accidently, the honest user is most likely unable to derive the coin and would hence be reluctant to pay for the transaction The bank may then gracefully waive the fee for such aborted executions, but still needs to handle forgery attempts.

Related Work. As mentioned before, Camenisch et al. [7] have already considered the limitations of the standard blindness notion. They have introduced an extension called selective-failure blindness in which the a malicious signer

[^49]should not be able to force an honest user to abort the signature issue protocol because of a certain property of the user's message, which would disclose some information about the message to the signer. They present a construction of a simulatable oblivious transfer protocols from so-called unique selective-failure blind signature schemes (in the random oracle model) for which the signature is uniquely determined by the message. Since the main result of the work [7] is the construction of oblivious transfer protocols, the authors note that Chaum's scheme [5] and Boldyreva's protocol [3] are examples of such selective-failure blind schemes, but do not fully explore the relationship to (regular) blindness.

Hazay et al. 15] present a concurrently-secure blind signature scheme and, as part of this, they also introduce a notion called a-posteriori blindness. This notion considers blindness of multiple executions between the signer and the user (as opposed to two sessions as in the basic case), and addresses the question how to deal with executions in which the user cannot derive a signature. However, the definition of a-posteriori blindness is neither known to be implied by ordinary blindness, nor implies it ordinary blindness (as sketched in [15]). Thus, selectivefailure blindness does not follow from this notion.

Aborts of players have also been studied under the notion of fairness in twoparty and multi-party computations, especially for the exchange of signatures, e.g. [2, 11, 13]. Fairness should guarantee that one party obtains the output of the joint computation if and only if the other party receives it. Note, however, that in case of blind signatures the protocol only provides a one-sided output to the user (namely, the signature). In addition, solutions providing fairness usually require extra assumptions like a trusted third party in case of disputes, or they add a significant overhead to the underlying protocol.

Our Results. We pick up the idea of selective-failure blindness to deal with signer aborts and expand the work of Camenisch et al. 7 towards its relationship to blindness and further constructions of such schemes. We first show that selective-failure blindness is indeed a strictly stronger notion than regular blindness. We also extend the notion of selective-failure blindness to multiple executions, particularly addressing aborts of a subset of executions. We give two possible definitions for the multi-execution case and prove them to be equivalent. We then show that blindness in the basic case of two executions suffices to guarantee security in the case of many sessions and discuss the relation to a-posteriori blindness [15].

Next we present a general transformation which turns every secure blind signature scheme into a selective-failure blind scheme. Our transformation only requires an additional commitment of the message, which the user computes before the actual protocol starts and which the user then uses in the original protocol instead of the message itself $\sqrt{2}^{2}$ Since the commitment is non-interactive, our transformation inherits important characteristics of the underlying protocol like the number of moves and concurrent security.

[^50]It should be noted, though, that the transformation destroys uniqueness (i.e., that each message has only one valid signature per key pair), as as required by [7] to derive oblivious transfer from such blind signatures. However, we show that our transformation is still applicable if we modify the oblivious transfer protocol of [7] slightly. Hence, we can now easily obtain an adaptive oblivious transfer from any unique blind signature scheme such that the protocol is simulatable in presence of failures. Put differently, we show that selective-failure blindness is not necessary to obtain such oblivious transfer protocols, but uniqueness is sufficient. We note that like the original protocol in [7] this result is in the random oracle model.

We finally study the case of user aborts and show that every three-move blind signature scheme is unforgeable under user aborts. While this is clear for twomove schemes like Chaum's protocol [5] our result shows that this remains true for other schemes like the ones by Pointcheval and Stern [22]. We show that, in general, this does not hold for schemes with four or more moves, assuming the existence of a secure two-move blind signature scheme. It remains open if there is a non-trivial and efficient transformation to take care of user aborts for schemes with more than three moves $\sqrt[3]{3}$

In summary, our transformation to achieve selective-failure blindness, together with the result about user aborts, shows that any scheme with two or three moves can be efficiently turned into one, which is secure under aborts (of either party).

## 2 Blind Signatures

To define blind signatures formally we introduce the following notation for interactive executions between algorithms $\mathcal{X}$ and $\mathcal{Y}$. By $(a, b) \leftarrow\langle\mathcal{X}(x), \mathcal{Y}(y)\rangle$ we denote the joint execution of $\mathcal{X}$ and $\mathcal{Y}$, where $x$ is the private input of $\mathcal{X}$ and $y$ defines the private input of $\mathcal{Y}$. The private output of $\mathcal{X}$ equals $a$ and the private output of $\mathcal{Y}$ is $b$. We write $\mathcal{Y}^{\langle\mathcal{X}(x), \cdot\rangle^{\infty}}(y)$ if $\mathcal{Y}$ can invoke an unbounded number of executions of the interactive protocol with $\mathcal{X}$ in arbitrarily interleaved order. Accordingly, $\mathcal{X}\left\langle\cdot, \mathcal{Y}\left(y_{0}\right)\right\rangle^{1},\left\langle\cdot, \mathcal{Y}\left(y_{1}\right)\right\rangle^{1}(x)$ can invoke arbitrarily ordered executions with $\mathcal{Y}\left(y_{0}\right)$ and $\mathcal{Y}\left(y_{1}\right)$, but interact with each algorithm only once.

Definition 1 (Blind Signature Scheme). A blind signature scheme consists of a tuple of efficient algorithms $\mathrm{BS}=\left(\mathrm{KG}_{\mathrm{BS}},\langle\mathcal{S}, \mathcal{U}\rangle, \mathrm{Vf}_{\mathrm{BS}}\right)$ where

Key Generation. $\mathrm{KG}_{\mathrm{BS}}\left(1^{n}\right)$ for parameter $n$ generates a key pair $\left(s k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right)$.
Signature Issuing. The joint execution of algorithm $\mathcal{S}\left(s k_{\mathrm{BS}}\right)$ and algorithm $\mathcal{U}\left(p k_{\mathrm{BS}}, m\right)$ for message $m \in\{0,1\}^{n}$ generates an output $\sigma$ of the user (and some possibly empty output $\lambda$ for the signer $),(\lambda, \sigma) \leftarrow\left\langle\mathcal{S}\left(s k_{\mathrm{BS}}\right), \mathcal{U}\left(p k_{\mathrm{BS}}, m\right)\right\rangle$.

Verification. $\mathrm{Vf}_{\mathrm{BS}}\left(p k_{\mathrm{BS}}, m, \sigma\right)$ outputs a bit.

[^51]It is assumed that the scheme is complete, i.e., for any $n \in \mathbb{N}$, any $\left(s k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right) \leftarrow$ $\operatorname{KG}_{\mathrm{BS}}\left(1^{n}\right)$, any message $m \in\{0,1\}^{n}$ and any $\sigma$ output by $\mathcal{U}$ in the joint execution of $\mathcal{S}\left(s k_{\mathrm{BS}}\right)$ and $\mathcal{U}\left(p k_{\mathrm{BS}}, m\right)$ we have $\mathrm{Vf}_{\mathrm{BS}}\left(p k_{\mathrm{BS}}, m, \sigma\right)=1$.

Security of blind signature schemes is defined by unforgeability and blindness [16, 22]. An adversary $\mathcal{U}^{*}$ against unforgeability tries to generate $k+1$ valid message-signatures pairs after at most $k$ completed interactions with the honest signer, where the number of executions is adaptively determined by $\mathcal{U}^{*}$ during the attack. To identify completed sessions we assume that the honest signer returns a special symbol ok when having sent the final protocol message in order to indicate a completed execution (from its point of view). We remark that this output is "atomically" connected to the final transmission to the user.

The blindness condition says that it should be infeasible for a malicious signer $\mathcal{S}^{*}$ to decide which of two messages $m_{0}$ and $m_{1}$ has been signed first in two executions with an honest user $\mathcal{U}$. If one of these executions has returned $\perp$ then the signer is not informed about the other signature either.

Definition 2 (Secure Blind Signature Scheme). A blind signature scheme $\mathrm{BS}=\left(\mathrm{KG}_{\mathrm{BS}},\langle\mathcal{S}, \mathcal{U}\rangle, \mathrm{Vf}_{\mathrm{BS}}\right)$ is called secure if the following holds:

Unforgeability. For any efficient algorithm $\mathcal{U}^{*}$ the probability that experiment Unforge ${ }_{\mathcal{U}^{*}}^{\mathrm{BS}}(n)$ evaluates to 1 is negligible (as a function of $n$ ) where
Experiment Unforge $\mathcal{U}^{\mathrm{H}}{ }^{\mathrm{BS}}(n)$
$\left(s k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right) \leftarrow \mathrm{KG}_{\mathrm{BS}}\left(1^{n}\right)$
$\left(\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{k+1}, \sigma_{k+1}\right)\right) \leftarrow \mathcal{U}^{*\left\langle\mathcal{S}\left(s k_{\mathrm{BS}}\right), \cdot\right\rangle^{\infty}\left(p k_{\mathrm{BS}}\right)}$
Return 1 iff
$m_{i} \neq m_{j}$ for $1 \leq i<j \leq k+1$, and
$\mathrm{Vf}_{\mathrm{BS}}\left(p k_{\mathrm{BS}}, m_{i}, \sigma_{i}\right)=1$ for all $i=1,2, \ldots, k+1$, and $\mathcal{S}$ has returned ok in at most $k$ interactions.

Blindness. For any efficient algorithm $\mathcal{S}^{*}$ (working in modes find, issue and guess) the probability that the following experiment $\operatorname{Blind}_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$ evaluates to 1 is negligibly close to $1 / 2$, where
Experiment Blind $_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$
$\left(p k_{\mathrm{BS}}, m_{0}, m_{1}, s t_{\text {find }}\right) \leftarrow \mathcal{B}^{*}\left(\right.$ find, $\left.1^{n}\right)$
$b \leftarrow\{0,1\}$
$s t_{\text {issue }} \leftarrow \mathcal{B}^{*}\left\langle\cdot, \mathcal{U}\left(p k_{\mathrm{BS}}, m_{b}\right)\right\rangle^{1},\left\langle\cdot, \mathcal{U}\left(p k_{\mathrm{BS}}, m_{1-b}\right)\right\rangle^{1}$ (issue, st $\left.t_{\text {find }}\right)$
and let $\sigma_{b}, \sigma_{1-b}$ denote the (possibly undefined) local outputs of $\mathcal{U}\left(p k_{\mathrm{BS}}, m_{b}\right)$ resp. $\mathcal{U}\left(p k_{\mathrm{BS}}, m_{1-b}\right)$.
set $\left(\sigma_{0}, \sigma_{1}\right)=(\perp, \perp)$ if $\sigma_{0}=\perp$ or $\sigma_{1}=\perp$
$b^{*} \leftarrow \mathcal{B}^{*}\left(\right.$ guess, $\left.\sigma_{0}, \sigma_{1}, s t_{\text {issue }}\right)$
return 1 iff $b=b^{*}$.

## 3 Selective-Failure Blindness

In this section we review the definition of selective-failure blindness and show that selective-failure blindness is a strictly stronger requirement than the basic
blindness property. Second, we discuss how to extend selective-failure blindness to multiple executions.

### 3.1 Definition

Camenisch et al. [7] put forward the notion of selective-failure blindness, which says that a malicious signer $\mathcal{S}^{*}$ cannot force the user algorithm $\mathcal{U}$ to abort based on the specific message. This is formalized by informing $\mathcal{S}^{*}$ which instance has aborted (i.e., if the left, the right, or both user instances have failed):

Definition 3. A blind signature scheme $\mathrm{BS}=\left(\mathrm{KG}_{\mathrm{BS}},\langle\mathcal{S}, \mathcal{U}\rangle, \mathrm{Vf}_{\mathrm{BS}}\right)$ is called selective-failure blind if it is unforgeable (as in Definition (2) and the following holds:

Selective-Failure Blindness. For any efficient algorithm $\mathcal{S}^{*}$ (which works in modes find, issue and guess) the probability that experiment $\operatorname{SFBlind}_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$ evaluates to 1 is negligibly close to $1 / 2$ where
Experiment SFBlind ${ }_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$
$\left(p k_{\mathrm{BS}}, m_{0}, m_{1}, \beta_{\text {find }}\right) \leftarrow \mathcal{S}^{*}\left(\right.$ find, $\left.1^{n}\right)$
$b \leftarrow\{0,1\}$
$\beta_{\text {issue }} \leftarrow \mathcal{S}^{\left.* \cdot \cdot \mathcal{U}\left(p k_{\mathrm{BS}}, m_{b}\right)\right\rangle^{1},\left\langle\cdot \mathcal{U}\left(p k_{\mathrm{BS}}, m_{1-b}\right)\right\rangle^{1}\left(\text { issue, } \beta_{\text {find }}\right)}$
and let $\sigma_{b}, \sigma_{1-b}$ denote the (possibly undefined) local outputs of $\mathcal{U}\left(p k_{\mathrm{BS}}, m_{b}\right)$ resp. $\mathcal{U}\left(p k_{\mathrm{BS}}, m_{1-b}\right)$.
define answer as: left if only the first execution has failed, right if only the second execution has failed, both if both executions have failed, and $\left(\sigma_{b}, \sigma_{1-b}\right)$ otherwise.
$b^{*} \leftarrow \mathcal{S}^{*}\left(\right.$ guess, answer, $\left.\beta_{\text {issue }}\right)$
Return 1 iff $b=b^{*}$.

### 3.2 Relation to Regular Blindness

We first prove formally the fact that selective-failure blindness implies regular blindness. Then we separate the notion by turning a secure blind signature scheme into a one which is still secure but provably not selective-failure blind.

Proposition 1. Every selective-failure blind signature scheme $\mathrm{BS}_{\mathrm{SF}}$ is also a secure blind signature scheme.

The claim follows easily and the formal proof is given in the full version.
Proposition 2. If there exists a secure blind signature scheme BS, then there exists a secure blind signature scheme $\mathrm{BS}_{\overline{\mathrm{SF}}}$ which is not selective-failure blind.

Proof. We modify BS slightly into a scheme $\mathrm{BS}_{\overline{\mathrm{SF}}}$ which is identical to BS , except that we modify the key generation algorithm and add a break condition into the user algorithm. More precisely, let $\mathrm{BS}=\left(\mathrm{KG}_{\mathrm{BS}},\langle\mathcal{S}, \mathcal{U}\rangle, \mathrm{Vf}_{\mathrm{BS}}\right)$ be a secure blind signature scheme. We define the new blind signature scheme $B S_{\overline{S F}}$ as

KeyGen. $\mathrm{KG}_{\overline{\mathrm{SF}}}$ first sets $m_{\max }=1^{n}$ as the maximum of the lexicographical order over $n$-bit strings. It then executes the key generation algorithm of the underlying blind signature scheme $\left(s k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right) \leftarrow \mathrm{KG}_{\mathrm{BS}}\left(1^{n}\right)$ and returns $\left(s k_{\overline{\mathrm{SF}}}, p k_{\overline{\mathrm{SF}}}\right)=\left(s k_{\mathrm{BS}},\left(p k_{\mathrm{BS}}, m_{\max }\right)\right)$.

Signing Protocol. The interactive signing protocol remains unchanged except for one modification. The user algorithm checks after the last move of the protocol (and after computing the signature $\sigma$ ) that $m \leq m_{\max }$ and, if so, returns the signature $\sigma$, and $\perp$ otherwise.

Verification. The verification algorithm returns the result of $\mathrm{Vf}_{\mathrm{BS}}$.
The modified scheme is clearly complete, as the case $m>m_{\max }$ for an honest signer never occurs and because the initial protocol is complete. Obviously, if the blind signature scheme BS is unforgeable, then $\mathrm{BS}_{\overline{\mathrm{SF}}}$ is also unforgeable. This is easy to see as the malicious user may simply ignore the break condition.

Concerning blindness, first note that the malicious signer $\mathcal{S}^{*}$ is allowed to choose the public key and thus to pick some other value $m_{\max }^{*}$. As a malicious signer $\mathcal{S}^{*}$ is not informed which of the executions has failed (if any), setting some other value $m_{\max }^{*}$ than the predetermined maximum and possibly causing an abort does not lend any additional power to $\mathcal{S}^{*}$. To see this, note that the user algorithm does not abort prematurely if $m>m_{\max }$. Hence, from the (malicious) signer's point of view, the interaction is indistinguishable from an honest execution. It therefore follows that $\mathrm{BS}_{\overline{\mathrm{SF}}}$ still satisfies blindness.

We finally show that the modified scheme does not fulfill selective-failure blindness. Consider an malicious signer $\mathcal{S}^{*}$ in experiment SFBlind $\mathcal{S}^{*}(n)$. In the first step the adversary $\mathcal{S}^{*}$ computes a key pair $\left(s k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right) \leftarrow \mathrm{KG}_{\mathrm{BS}}\left(1^{n}\right)$, it sets $m_{\max }^{*}=10^{n-1}$ and picks two messages $m_{0}=0^{n}, m_{1}=1^{n}$ such that $m_{0} \leq m_{\max }^{*}<m_{1}$. It outputs a public key $p k_{\overline{\mathrm{SF}}}=\left(p k_{\mathrm{BS}}, m_{\max }^{*}\right)$ together with the message $m_{0}, m_{1}$ as defined in the first step of the experiment. Next, $\mathcal{S}^{*}$ has black-box access to two honest user instances (as described in experiment SFBlind ${ }_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$ ) where the first algorithm takes as input ( $p k_{\overline{\mathrm{SF}}}, m_{b}$ ) and the second user algorithm receives $\left(p k_{\overline{\mathrm{SF}}}, m_{1-b}\right)$. In both executions $\mathcal{S}^{*}$ acts like the honest signer with key $s k_{\overline{\mathrm{SF}}}=s k_{\mathrm{BS}}$. Then $\mathcal{S}^{*}$ is eventually informed which of the executions has failed, i.e., receives left or right (as $\mathcal{S}^{*}$ has access to honest user instances, the case where both executions fail cannot occur by the completeness condition). The adversary $\mathcal{S}^{*}$ returns $b^{*}=1$ if the left instance has failed, otherwise it returns $b^{*}=0$.

It follows straightforwardly that the adversary $\mathcal{S}^{*}$ succeeds in predicting $b$ with probability 1.

### 3.3 Selective-Failure Blindness for Multiple Executions

The presumably natural way to extend selective-failure blindness to an arbitrary number of executions with user instances would be as follows. The malicious signer chooses $q$ messages as well as a public key $p k_{\mathrm{BS}}$ and interacts with $q$ user
instances. We denote by $\pi$ be a random permutation over $\{1,2, \ldots, q\}$. The $i$-th user instance is initiated with the message $m_{\pi(i)}$ and the public key $p k_{\mathrm{BS}}$. If at least one of the user instances aborts, then the adversary is given a binary vector $v$ of length $q$ indicating which of the user algorithms aborted. In the case that each execution allows the user to create a valid signature, then the adversary is given all message-signature pairs in non-permuted order.

In the final step the adversary tries to link a message-signature pair to an execution. There are two possible venues to formalize this. The first one, which we believe reflects much better the idea that the adversary should not be able to determine the order of signed messages, is to ask the adversary two output two indices $i_{0}, i_{1}$ such that $\pi\left(i_{0}\right)<\pi\left(i_{1}\right)$. The second version would be to ask the adversary to predict the connection much more explicitly, demanding to output indices $(i, j)$ such that $\pi(i)=j$. Note that for the case of two executions both notions are equivalent.

Here we give the "order-based" definition and show in in the full version that the two definitions are equivalent, assuming the following strengthening: During the signature issuing and in the final processing phase we give the malicious signer access to an oracle Reveal which for input $i$ returns $\pi(i)$ and the user's signature $\sigma_{i}$ if the execution has already finished successfully. This corresponds to the case that some coins in e-cash systems may have been spent meanwhile. Note that the reveal oracle takes as input a state st ${ }^{\text {rev }}$ where each signature is stored. The adversary's final choice $i_{0}, i_{1}$ must not have been disclosed, of course.

Definition 4. A blind signature scheme $\mathrm{BS}=\left(\mathrm{KG}_{\mathrm{BS}},\langle\mathcal{S}, \mathcal{U}\rangle, \mathrm{Vf}_{\mathrm{BS}}\right)$ is called multi-execution selective-failure blind if it is unforgeable (as in Definition (2) and the following holds:

Multi-Execution SF-Blindness. For any efficient algorithm $\mathcal{S}^{*}$ (working in modes find, issue, and reveal) the probability that experiment $\operatorname{MSFBlind}_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$ returns 1 is negligibly close to $\frac{1}{2}$, where
Experiment MSFBlind ${ }_{\mathcal{S}^{*}}^{\mathrm{BS}}(n)$
$\left(p k_{\mathrm{BS}}, M, \beta_{\text {find }}\right) \leftarrow \mathcal{S}^{*}\left(\right.$ find, $\left.1^{n}\right)$ where $M=\left(m_{1}, \ldots, m_{q}\right)$ with $m_{i} \in\{0,1\}^{n}$
Select a random permutation $\pi$ over $\{1,2, \ldots, q\}$
$\beta_{\text {issue }} \leftarrow \mathcal{S}^{*}\left\langle\cdot, \mathcal{U}\left(p k_{\mathrm{BS}}, m_{\pi(1)}\right)\right\rangle^{1}, \ldots,\left\langle\cdot, \mathcal{U}\left(p k_{\mathrm{BS}}, m_{\pi(q)}\right)\right\rangle^{1}$, Reveal $\left(\cdot, \pi, s t^{\text {rev }}\right)\left(\right.$ issue, $\left.\beta_{\text {find }}\right)$
and let $\sigma_{\pi(1)}, \ldots, \sigma_{\pi(q)}$ denote the (possibly undefined) local outputs of $\mathcal{U}\left(p k_{\mathrm{BS}}, m_{\pi(1)}\right), \ldots, \mathcal{U}\left(p k_{\mathrm{BS}}, m_{\pi(q)}\right)$, immediately stored in st ${ }^{\text {rev }}$ once an execution finishes (strev is initially set to $(\perp, \ldots, \perp)$ ); Reveal $\left(\cdot, \pi, s t^{\text {rev }}\right)$ is an oracle, which on input $i$ returns $\left(\pi(i), s t_{i}^{\text {rev }}\right)$. Return to $\mathcal{S}^{*}$ all signatures $v=\left(\sigma_{1}, \ldots, \sigma_{q}\right)$ iff all executions have yielded valid signatures; otherwise return a vector $v \in\{0,1\}^{q}$ where the $i$-th entry is 1 if the $i$-th signature is valid, and 0 otherwise. $\left(i_{0}, i_{1}\right) \leftarrow \mathcal{S}^{*, \text { Reveal }\left(\cdot, \pi, s t^{\text {tev }}\right)}$ (reveal, $\left.v, \beta_{\text {issue }}\right)$
Return 1 iff $\pi\left(i_{0}\right)<\pi\left(i_{1}\right)$ and $\mathcal{S}^{*}$ has never queried Reveal about $i_{0}, i_{1}$.
The definition of multi-execution selective-failure blindness for the case $q=2$ covers the standard definition of blindness. An adversary $\mathcal{A}$ breaking blindness
can be used to build an adversary $\mathcal{S}^{*}$ breaking multi-execution selective-failure blindness as follows. The malicious signer $\mathcal{S}^{*}$ executes $\mathcal{A}$ in a black-box way and follows the blindness experiment until $\mathcal{S}^{*}$ receives either the signatures $\sigma_{0}, \sigma_{1}$ or the vector $v$. In case these two valid signatures are given to $\mathcal{S}^{*}$, it forwards both pairs to $\mathcal{A}$ and otherwise it outputs $\perp$. Finally, $\mathcal{S}^{*}$ outputs the decision bit $b^{\prime}$ returned by $\mathcal{A}$. The definition of selective-failure blindness is (semantically) identical to the definition of multi-execution selective failure blindness for the case $q=2$.

Proposition 3. A blind signature scheme which is selective-failure blind, is also multi-execution selective-failure blind.

The proof appears in the full version. The idea is that one is able to guess the two challenge values $i_{0}, i_{1}$ chosen by $\mathcal{S}^{*}$ with sufficiently high probability in advance and one can thus reduce it to the two-execution case.

### 3.4 Relation to A-Posteriori Blindness

In the following we discuss the relation between selective-failure blindness and aposteriori blindness [15. Roughly speaking, a-posteriori blindness advocates that blindness only needs to hold for non-aborted sessions. Hazay et al. formalize this basic idea in an experiment where the adversary first outputs a public key $p k$ together with a message distribution $\mathcal{M}$. The malicious signer then concurrently interacts with $\ell$ honest user instances, where each user instance gets as input the public key $p k$ and a message sampled according to $\mathcal{M}$. Afterwards, when the signer has finished all $\ell$ interactions, it receives $\ell^{\prime}$ message-signature pairs in a randomly permuted order, where $1 \leq \ell^{\prime} \leq \ell$ denotes the number of nonaborted executions. The adversary wins the game if it associates one non-aborted execution to a messages-signature pair. A detailed discussion about a-posteriori blindness in the concurrent setting is given in 15 .

From a syntactically point of view there are numerous differences between the definition of selective-failure blindness and a-posteriori blindness. Firstly, the adversary in our security definition picks the messages, whereas in the experiment of a-posteriori blindness it only chooses a message distribution. Secondly, in contrast to a-posteriori blindness, the malicious signer in our case receives the information which of the user instances have aborted. In an e-cash scenario, this corresponds to the case where a user (who may have completed all rounds of the protocol) could not derive a valid coin and informs the signing bank about this problem. Thirdly, we propose two different notions of multi-execution selectivefailure blindness. The first definition (Definition(4) is an ordering-based definition where the adversary has to distinguish the order of two different executions. The second definition (see the full version) is a prediction-based definition where the malicious signer has to link an execution to a message-signature pair.

Finally, the attacker in our definitions has access to a reveal oracle that discloses the message used during a specific execution. Such an oracle is also not considered in the definition of a-posteriori blindness. In the real world, this oracle represents side information the signer obtains, e.g., customer A opens up
a bank account before customer B. Then customer B cannot withdraw coins before having opened up an account and every meanwhile spent coin has to be from customer A. Note that these side information provide the malicious signer also with information about the non-aborted executions. From a technical point of view, the reveal oracle allows us to prove the equivalence between selective-failure blindness for two executions and for multiple executions, as well as the equivalence of the two types of multi-execution selective-failure blindness definitions.

A natural question is whether the definition of a-posteriori blindness and the definition of multi-execution selective-failure blindness are equivalent for the special case of two executions. To answer this question we briefly recall the counter example of Hazay el al. which shows that a-posteriori blindness does not imply regular blindness. This example consists of a scheme that satisfies a-posteriori blindness but that easily violates blindness. In this scheme, the honest user algorithms validates the first received message from the signer. In the case that this message is improper, then it sends the message $m$ to the signer and aborts afterwards. Since a-posteriori blindness only guarantees blindness for non-aborted sessions, this scheme remains a-posteriori blind. However, it follows easily that this scheme is not blind. Hence, a-posteriori blindness cannot be equivalent to selective-failure blindness, because selective-failure blindness does imply regular blindness.

## 4 From Blindness to Selective-Failure Blindness

In this section we show how to turn every secure blind signature scheme BS into a selective-failure blind signature scheme $\mathrm{BS}_{\mathrm{sF}}$. The high-level idea is to modify BS slightly into $\mathrm{BS}_{\mathrm{SF}}$ by executing BS with a non-interactive commitment com of the message $m$ (instead of the message itself).
Definition 5 (Commitment Scheme). A (non-interactive) commitment scheme consists of a tuple of efficient algorithms $\mathcal{C}=\left(\mathrm{KG}_{\mathrm{com}}, \mathrm{Com}, \mathrm{Vf}_{\mathrm{com}}\right)$ where

Key Generation. Algorithm $\mathrm{KG}_{\mathrm{com}}\left(1^{n}\right)$ on input the security parameter outputs a key pk $k_{\text {com }}$.
Commitment Phase. Algorithm Com takes as input $p k_{\text {com }}$ as well as $m \in$ $\{0,1\}^{n}$ and outputs $($ decom, $\operatorname{com}) \leftarrow \operatorname{Com}\left(p k_{\text {com }}, m\right)$.
Verification. $\mathrm{Vf}_{\mathrm{com}}\left(p k_{\mathrm{com}}, m\right.$, decom, com) outputs a bit.
It is assumed that the commitment scheme is complete, i.e., for any $n \in \mathbb{N}$, any $p k_{\text {com }} \leftarrow \operatorname{KG}_{\text {com }}\left(1^{n}\right)$, for any message $m \in\{0,1\}^{n}$ and any (decom, com) $\leftarrow$ $\operatorname{Com}\left(p k_{\mathrm{com}}, m\right)$ we have $\mathrm{Vf}_{\mathrm{com}}\left(p k_{\mathrm{com}}, m\right.$, decom, com $)=1$.

Security of commitment schemes is defined by secrecy and unambiguity. Secrecy guarantees that the receiver cannot learn the message from the commitment and unambiguity says that the sender cannot change the message anymore once the commitment phase is over. Here we use a slightly different way to define secrecy compared to the literature, but it is easy to see by a hybrid argument that our definition is equivalent:

Definition 6 (Secure Commitment). A (non-interactive) commitment scheme $\mathcal{C}=\left(\mathrm{KG}_{\mathrm{com}}, \mathrm{Com}, \mathrm{Vf}_{\mathrm{com}}\right)$ is called secure if the following holds:

Secrecy. For any efficient algorithm $\mathrm{R}_{\text {real }}^{*}$ (working in modes find and guess) the probability that experiment $\operatorname{Secrecy}_{\mathrm{R}_{\text {real }}^{*}}^{\mathcal{C}}(n)$ evaluates to 1 is negligibly close to $1 / 2$.


```
\(\left(m_{0}, m_{1}, p k_{\text {com }}, \beta_{\text {find }}\right) \leftarrow \mathrm{R}_{\text {real }}^{*}\left(\right.\) find, \(\left.1^{n}\right)\)
\(b \leftarrow\{0,1\}\)
\(\operatorname{com}_{b} \leftarrow \operatorname{Com}\left(p k_{\text {com }}, m_{b}\right)\) and \(\operatorname{com}_{1-b} \leftarrow \operatorname{Com}\left(p k_{\text {com }}, m_{1-b}\right)\)
\(b^{*} \leftarrow \mathrm{R}_{\text {real }}^{*}\left(\right.\) guess, \(\beta_{\text {find }}\), com \(_{0}\), com \(\left._{1}\right)\)
Return 1 iff \(b=b^{*}\).
```

Unambiguity. For any efficient algorithm $\mathrm{S}_{\text {real }}^{*}$ the probability that experiment Unambiguity ${\underset{\text { real }}{*}}_{\mathcal{C}}^{\mathcal{C}}(n)$ evaluates to 1 is negligible.
Experiment Unambiguity $\mathcal{S}_{\text {real }}^{\mathcal{C}}(n)$

```
\(p k_{\text {com }} \leftarrow \mathrm{KG}_{\text {com }}\left(1^{n}\right)\)
\(\left(m, m^{\prime}\right.\), decom, decom \(\left.^{\prime}\right) \leftarrow \mathcal{S}^{*}\left(p k_{\text {com }}\right)\)
Return 1 iff
        \(\mathrm{Vf}_{\text {com }}\left(p k_{\text {com }}, m\right.\), decom, Com \()=1\) and
        \(\mathrm{Vf}_{\text {com }}\left(p k_{\text {com }}, m^{\prime}\right.\), decom \({ }^{\prime}\), Com \()=1\) as well as \(m \neq m^{\prime}\).
```

Note that such commitment schemes exist under standard assumptions like pseudorandom generators [19] or hash functions [8]. In order to use a commitment in a blind signature scheme - which we defined to take messages of $n$ bits- we need that the commitment scheme is length-invariant, meaning that for $n$-bit messages the commitment itself is also $n$ bits. This can always be achieved by using a collision-resistant hash function (with $n$ bits output) on top.


Fig. 1. Issue protocol of the blind signature scheme $\mathrm{BS}_{\mathrm{sF}}$

Construction 1 (Selective-Failure Blind Signature Scheme BS ${ }_{S F}$ ). Let $\mathrm{BS}=\left(\mathrm{KG}_{\mathrm{BS}},\langle\mathcal{S}, \mathcal{U}\rangle, \mathrm{Vf}_{\mathrm{BS}}\right)$ be a blind signature scheme and let $\mathcal{C}$ be a lengthinvariant commitment scheme. Define the blind signature scheme $\mathrm{BS}_{\mathrm{SF}}$ through the following three procedures:

Key Generation. The generation algorithm $\mathrm{KG}_{\mathrm{SF}}\left(1^{n}\right)$ executes the key generation algorithm of the blind signature scheme $\mathrm{BS},\left(k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right) \leftarrow \mathrm{KG}_{\mathrm{BS}}\left(1^{n}\right)$. It also runs the key generation algorithm for the commitment scheme, $p k_{\text {com }} \leftarrow$ $\mathrm{KG}_{\mathrm{com}}\left(1^{n}\right)$. It returns the private key $s k_{\mathrm{SF}}=s k_{\mathrm{BS}}$ and the public key $p k_{\mathrm{SF}}=$ $\left(p k_{\mathrm{BS}}, p k_{\mathrm{com}}\right)$.

Signature Issue Protocol. The interactive signature issue protocol for message $m \in\{0,1\}^{n}$ is described in Figure 1.

Signature Verification. The verification algorithm $\mathrm{Vf}_{\mathrm{SF}}\left(p k_{\mathrm{SF}}, m, \sigma^{\prime}\right)$ for $\sigma^{\prime}=$ $(\sigma$, decom, com $)$ returns 1 iff $\mathrm{Vf}_{\mathrm{BS}}\left(p k_{\mathrm{BS}}, \sigma, \mathrm{com}\right)=1$ and $\mathrm{Vf}_{\mathrm{com}}\left(p k_{\mathrm{com}}, m\right.$, decom, com) $=1$.

Theorem 1. If BS is a secure blind signature scheme and $\mathcal{C}$ is a secure, lengthinvariant commitment scheme, then the scheme $\mathrm{BS}_{\mathrm{SF}}$ in Construction 1 is a selective-failure blind signature scheme.

We note that, if the starting blind signature scheme provides statistical blindness, and the commitment scheme is also statistically-hiding, then the derived protocol achieves selective-failure blindness in a statistical sense. This can be seen from the proof of the theorem, which is split into two claims, covering unforgeability and selective-failure blindness:

CLAIM 1: $\mathrm{BS}_{\mathrm{SF}}$ is unforgeable.
In the proof we distinguish between two cases. The first case occurs if the adversary $\mathcal{U}^{*}$ succeeds in outputting $k+1$ valid pairs $m_{i}, \sigma_{i}^{\prime}=\left(\sigma_{i}\right.$, decom $_{i}$, com $\left._{i}\right)$ such that the commitments $\operatorname{com}_{i}$ are pairwise different. But then we can break the unforgeability of the underlying blind signature scheme BS. In the second case $\mathcal{U}^{*}$ succeeds and at least two commitments $\operatorname{com}_{i}, \operatorname{com}_{j}($ with $i \neq j)$ are identical. But then we can break the unambiguity of the commitment scheme $\mathcal{C}$.

Proof. Assume to the contrary that the resulting selective-failure blind signature scheme $B S_{S F}$ is not unforgeable. Then there exists an adversary $\mathcal{U}^{*}$ breaking unforgeability with noticeable probability, i.e., on input $p k_{\mathrm{SF}}$ the algorithm $\mathcal{U}^{*}$ returns $k+1$ valid signatures $\sigma_{i}^{\prime}=\left(\sigma_{i}\right.$, decom $_{i}$, com $\left._{i}\right)$ for messages $m_{i}$ after at most $k$ interactions with the honest signer $\mathcal{S}$. Note that here we do not deal with user aborts and count any initiated interaction; the case of counting only completed interactions is taken care of in the next section.

We first take a look at the success probability of $\mathcal{U}^{*}$, we have

$$
\psi(n):=\operatorname{Prob}\left[\operatorname{Forge}_{\mathcal{U}^{*}}^{\mathrm{BS}_{\mathrm{SF}}}(n)=1\right]
$$

where $\psi(n)$ is noticeable. This probability can be separated according to the two exclusive events that $\mathcal{U}^{*}$ succeeds and all commitments com ${ }_{i}$ are different, with
the corresponding probability denoted by $\psi_{0}(n)$, and into the case where $\mathcal{A}_{\mathrm{SF}}$ succeeds and at least two commitments are identical (with probability $\psi_{1}(n)$ ) According to our assumption that $\psi(n)$ is noticeable, $\psi_{0}(n)$ or $\psi_{1}(n)$ (or both) must be noticeable.

We next construct out of $\mathcal{U}^{*}$ algorithms $\mathcal{A}_{\text {UNF }}$ and $\mathcal{A}_{\text {UNA }}$ against unforgeability of BS and unambiguity of the commitment scheme $\mathcal{C}$.

Attacking Unforgeability. The adversary $\mathcal{A}_{\text {UNF }}$ takes as input the public key $p k_{\mathrm{BS}}$ of the blind signature scheme BS and works as follows. It executes the key generation algorithm of the commitment scheme $p k_{\text {com }} \leftarrow \mathrm{KG}_{\text {com }}\left(1^{n}\right)$ and runs a black-box simulation of $\mathcal{U}^{*}$ on input $p k_{\mathrm{SF}}=\left(p k_{\mathrm{BS}}, p k_{\mathrm{com}}\right)$. The signer instances in the attack of $\mathcal{U}^{*}$ are simulated with the help of the external signer instances accessible by $\mathcal{A}_{\mathrm{UNF}}$, i.e., adversary $\mathcal{A}_{\mathrm{UNF}}$ relays the communication between $\mathcal{U}^{*}$ and its signer instance oracle $\mathcal{S}\left(s k_{\mathrm{BS}}\right)$ (as described in experiment Forge ${ }_{\mathcal{U}^{*}}^{\mathrm{BS}}$ ). When $\mathcal{U}^{*}$ finishes its attack, it outputs $k+1$ message-signatures pairs $m_{i}, \sigma_{i}^{\prime}$ after at most $k$ interactions. Now $\mathcal{A}_{\text {UNF }}$ parses each $\sigma_{i}^{\prime}$ as $\left(\sigma_{i}\right.$, decom $_{i}$, com $\left._{i}\right)$ and returns the $k+1$ pairs $\operatorname{com}_{i}, \sigma_{i}$ and stops.

Assume that $\psi_{0}(n)$, the probability that $\mathcal{U}^{*}$ succeeds and all com ${ }_{i}$ 's are distinct, is noticeable. Then, since the simulation is perfect from the viewpoint of $\mathcal{U}^{*}$, adversary $\mathcal{A}_{\text {UNF }}$ succeeds in outputting $k+1$ valid pairs com ${ }_{i}, \sigma_{i}$ for distinct "messages" $\operatorname{com}_{i}$ with noticeable probability, too, contradicting the unforgeability property of the underlying blind signature scheme. Note also that the numbers of initiated and completed executions are identical in both cases.

Attacking Unambiguity. In order to break the unambiguity of $\mathcal{C}$, the adversary $\mathcal{A}_{\text {UNA }}$ takes as input the public key $p k_{\text {com }}$ of the commitment scheme $\mathcal{C}$ and works as follows. It executes the key generation algorithm of the blind signature scheme $\left(s k_{\mathrm{BS}}, p k_{\mathrm{BS}}\right) \leftarrow \mathrm{KG}_{\mathrm{BS}}\left(1^{n}\right)$ as well as a the honest signer algorithms $\mathcal{S}\left(s k_{\mathrm{BS}}\right)$ and runs a black-box simulation of $\mathcal{U}^{*}$ on input $p k_{\mathrm{SF}}=\left(p k_{\mathrm{BS}}, p k_{\mathrm{com}}\right)$. Note that running the program of the honest signer on input $s k_{\mathrm{BS}}$ simulates each execution with a signer instance. Algorithm $\mathcal{U}^{*}$ eventually returns $k+1$ message-signature pairs $\left(m_{i}, \sigma_{i}^{\prime}\right)$ after at most $k$ interactions with $\mathcal{S}$. The adversary $\mathcal{A}_{\text {UNA }}$ then checks if there are valid signatures with $\operatorname{com}_{i}=\operatorname{com}_{j}$ for some $i \neq j$ and, if so, outputs two tuples $\left(m_{i}, \operatorname{decom}_{i}, \operatorname{com}_{i}\right),\left(m_{j}, \operatorname{decom}_{j}, \operatorname{com}_{j}\right)$ such that $m_{i} \neq m_{j}$ and $\operatorname{com}_{i}=\operatorname{com}_{j}$. If not, it outputs a failure message.

For the analysis note that the simulation again perfectly mimics the original attack of $\mathcal{U}^{*}$. Hence, if $\psi_{1}(n)$ is noticeable, then such $\operatorname{com}_{i}=\operatorname{com}_{j}$ with valid decommitments for $m_{i} \neq m_{j}$ appear with noticeable probability, and the commitment adversary $\mathcal{A}_{\text {UNA }}$ therefore finds an ambiguous commitment with this probability, too. But this clearly violates the security of the commitment scheme $\mathcal{C}$.

CLAIM 2: $\mathrm{BS}_{\mathrm{SF}}$ is selective-failure blind.
The high-level idea of the proof is as follows. We again distinguish between two cases. In the first case the adversary $\mathcal{A}_{\text {SF }}$ succeeds with noticeable probability and both message-signature pairs are valid. But then we show how to break the blindness property of the underlying blind signature scheme BS. We next argue
that in the case where $\mathcal{A}_{\text {SF }}$ succeeds with noticeable probability and forces at least one of the user algorithms to fail, then we are able to break the secrecy of the commitment scheme (because then the only information available to the signer are the commitments of the messages).

Proof. Assume towards contradiction that the resulting blind signature scheme $\mathrm{BS}_{\mathrm{SF}}$ is not selective-failure blind, and that there exists a successful adversary $\mathcal{A}_{\mathrm{SF}}$ against selective-failure blindness. Let

$$
\delta(n):=\operatorname{Prob}\left[\operatorname{SFBlind}_{\mathcal{A}_{\mathrm{SF}}}^{\mathrm{BS}}(n)=1\right]=\frac{1}{2}+\epsilon(n)
$$

where $\epsilon(n)=\delta(n)-\frac{1}{2}$ is noticeable. We divide the success case according to the two exclusive events that $\mathcal{A}_{\text {SF }}$ succeeds and that both message-signature pairs are valid (event valid) and into the case where $\mathcal{A}_{\text {SF }}$ succeeds and at least one of the signatures is not valid (event $\neg$ valid). Then,

$$
\begin{aligned}
& \operatorname{Prob}\left[\operatorname{SFBlind}_{\mathcal{A}_{\mathrm{SF}}}^{\mathrm{BS}}(n)=1\right]-\frac{1}{2} \\
& =\operatorname{Prob}[\text { valid }] \cdot\left(\operatorname{Prob}\left[\operatorname{SFBlind}_{\mathcal{A}_{\mathrm{SF}}}^{\mathrm{BS}}(n)=1 \mid \text { valid }\right]-\frac{1}{2}\right) \\
& \\
& \quad+\operatorname{Prob}[\neg \text { valid }] \cdot\left(\operatorname{Prob}\left[\operatorname{SFBlind}_{\mathcal{A}_{\mathrm{SF}}}^{\mathrm{BS}}(n)=1 \mid \neg \text { valid }\right]-\frac{1}{2}\right) .
\end{aligned}
$$

According to our assumption that $\delta(n)$ is noticeable, either the first term, denoted $\delta_{0}(n)$, or the second term $\delta_{1}(n)$ has to be noticeable (or both are noticeable). We next turn $\mathcal{A}_{\text {SF }}$ into algorithms $\mathcal{A}_{\text {blind }}$ and $\mathcal{A}_{\text {com }}$ against regular blindness and secrecy of the commitment scheme, respectively.

Attacking Blindness. The adversary $\mathcal{A}_{\text {blind }}$ works as follows. It runs a blackbox simulation of $\mathcal{A}_{\mathrm{SF}}$, which initially outputs two messages $\left(m_{0}, m_{1}\right)$ together with a public key $p k_{\mathrm{SF}}$. The adversary $\mathcal{A}_{\mathrm{blind}}$ extracts $p k_{\mathrm{BS}}$ and $p k_{\mathrm{com}}$ from $p k_{\text {SF }}$ and calculates the commitments (and decommitments) (decom ${ }_{0}$, com $\left._{0}\right) \leftarrow$ $\operatorname{Com}\left(p k_{\mathrm{com}}, m_{0}\right)$ and $\left(\operatorname{decom}_{1}, \operatorname{com}_{1}\right) \leftarrow \operatorname{Com}\left(p k_{\text {com }}, m_{1}\right)$. It outputs com $\operatorname{com}_{1}$ and $p k_{\mathrm{BS}}$. It is given access to user instances $\mathcal{U}\left(p k_{\mathrm{BS}}, \operatorname{com}_{b}\right)$ and $\mathcal{U}\left(p k_{\mathrm{BS}}, \mathrm{com}_{1-b}\right)$ for a unknown bit $b$ and relays the communication between these instances and $\mathcal{A}_{\mathrm{SF}}$. If, at the end, at least one of the (external) user algorithms fails, then $\mathcal{A}_{\text {blind }}$ outputs a random bit and stops. Otherwise, it augments $\sigma_{0}, \sigma_{1}$ to $\sigma_{0}^{\prime}=\left(\sigma_{0}\right.$, decom $\left._{0}, \operatorname{com}_{0}\right)$ and $\sigma_{1}^{\prime}=\left(\sigma_{1}\right.$, decom $_{1}$, com $\left._{1}\right)$ and returns the two signatures $\sigma_{0}^{\prime}, \sigma_{1}^{\prime}$ (obtained by the external user algorithms) to $\mathcal{A}_{\mathrm{SF}}$. The final output of $\mathcal{A}_{\text {blind }}$ consists of the bit $b^{*}$ returned by $\mathcal{A}_{\mathrm{SF}}$.

Note that $\mathcal{A}_{\text {blind }}$ simulates the experiment $\operatorname{SFBlind}_{\mathcal{A}_{\text {SF }}}^{\mathrm{BS}}(n)$ by executing the blindness experiment for the underlying blind signature scheme BS and by computing the commitments internally. Hence, the case where both messagesignature pairs are valid is the one where experiment $\operatorname{SFBlind}_{\mathcal{A}_{\text {SF }}}^{\mathrm{BS}}(n)$ is identical to experiment $\mathrm{Blind}_{\mathcal{A}_{\text {blind }}}^{\mathrm{BS}}(n)$. If one of the signatures is invalid, then $\mathcal{A}_{\text {blind }}$ returns a random bit. Therefore, the success probability of $\mathcal{A}_{\text {blind }}$ in experiment $\operatorname{Blind}_{\mathcal{A}_{\text {blind }}}^{\mathrm{BS}}(n)$ can be calculated as:

$$
\begin{aligned}
\operatorname{Prob} & {\left[\operatorname{Blind}_{\mathcal{A}_{\text {blind }}}^{\mathrm{BS}}(n)=1\right] } \\
& =\operatorname{Prob}\left[b=b^{*} \wedge \neg \text { valid }\right]+\operatorname{Prob}\left[b=b^{*} \wedge \text { valid }\right] \\
& =\operatorname{Prob}\left[b=b^{*} \mid \text { valid }\right] \cdot \operatorname{Prob}[\text { valid }]+\operatorname{Prob}\left[b=b^{*} \mid \neg \text { valid }\right] \cdot \operatorname{Prob}[\neg \text { valid }] . \\
& =\operatorname{Prob}[\text { valid }] \cdot \operatorname{Prob}\left[b=b^{*} \mid \text { valid }\right]+\frac{1}{2} \cdot(1-\operatorname{Prob}[\text { valid }]) \\
& =\operatorname{Prob}[\text { valid }] \cdot \operatorname{Prob}\left[\operatorname{SFBlind}_{\mathcal{A}_{\text {SF }}}^{\mathrm{BS}}(n)=1 \mid \text { valid }\right]+\frac{1}{2} \cdot(1-\operatorname{Prob}[\text { valid }]) \\
& =\frac{1}{2}+\operatorname{Prob}[\text { valid }] \cdot\left(\operatorname{Prob}\left[\operatorname{SFBlind}_{\mathcal{A}_{\text {SF }}}^{\mathrm{BS}}(n)=1 \mid \text { valid }\right]-\frac{1}{2}\right) \\
& =\frac{1}{2}+\delta_{0}(n) .
\end{aligned}
$$

According to our assumption that $\delta_{0}(n)$ is noticeable it follows that $\mathcal{A}_{\text {blind }}$ breaks the blindness of the underlying blind signature scheme BS with noticeable probability. This, however, contradicts our assumption that BS is a secure blind signature scheme.

Attacking Secrecy of the Commitment. In order to break the secrecy of the commitment scheme $\mathcal{C}$, the adversary $\mathcal{A}_{\text {com }}$ executes a black-box simulation of $\mathcal{A}_{\mathrm{SF}}$, which initially outputs two messages $\left(m_{0}, m_{1}\right)$ as well as a public key $p k_{\mathrm{SF}}$. The adversary $\mathcal{A}_{\text {com }}$ extracts the keys $p k_{\text {com }}$ and $p k_{\mathrm{BS}}$ from $p k_{\mathrm{SF}}$ and outputs ( $m_{0}, m_{1}, p k_{\text {com }}$ ) for the secrecy experiment of the commitment scheme. It then receives two commitments $\operatorname{com}_{0}, \operatorname{com}_{1}$, one for message $m_{b}$ and the other one for message $m_{1-b}$ (without knowing which commitment corresponds to which message).

The adversary now runs (in the role of the honest user $\mathcal{U}\left(p k_{\mathrm{BS}}, \mathrm{com}_{0}\right)$ and $\left.\mathcal{U}\left(p k_{\mathrm{BS}}, \mathrm{com}_{1}\right)\right)$ the selective-failure blindness experiment with $\mathcal{A}_{\mathrm{SF}}$. At the end of the issue protocol each user instance returns either a signature for the commitment or $\perp$. In the case that both user algorithms return a valid signature, then $\mathcal{A}_{\text {com }}$ outputs a random bit $b^{*}$ and stops. Otherwise, if both user algorithms have failed, then $\mathcal{A}_{\text {com }}$ sends the value both to $\mathcal{A}_{\mathrm{SF}}$. In the case that the first user algorithm has failed, then $\mathcal{A}_{\text {com }}$ returns left to $\mathcal{A}_{\text {SF }}$ and else (if the second user algorithm has failed), it forwards right to $\mathcal{A}_{\mathrm{SF}}$. The final output of $\mathcal{A}_{\text {com }}$ consists of the bit $b^{*}$ returned by $\mathcal{A}_{\text {SF }}$.

The adversary $\mathcal{A}_{\text {com }}$ simulates the experiment of selective-failure blindness perfectly, up to the point where it obtains the (possibly undefined) signatures. Given that at least one of them is invalid, the simulation corresponds to the case SFBlind $\mathcal{A}_{\mathcal{A}_{\text {F }}}^{\mathrm{BS}}(n)$ (given $\neg$ valid) for the same choice $b$ as in the commitment experiment. Else, $\mathcal{A}_{\text {com }}$ outputs a random bit. A simple calculation similar to the previous case now shows that

$$
\operatorname{Prob}\left[\operatorname{Secrecy}_{\mathrm{R}_{\text {real }}^{*}}^{\mathcal{C}}(n)=1\right]=\frac{1}{2}+\delta_{1}(n)
$$

If $\delta_{1}(n)$ is noticeable, it follows that $\mathcal{A}_{\text {com }}$ breaks the secrecy of the commitment scheme with noticeable probability, contradicting the security of $\mathcal{C}$.

## 5 Unforgeability and User Aborts

In this section we consider executions in which an adversarial controlled user may abort sessions and the unforgeability requirement with respect to initiated or completed executions with the signer. For sake of distinction we call the requirement where the adversary has to find $k+1$ valid message-signature pairs after $k$ initiated executions weak unforgeability, and the originally given definition charging only completed executions unforgeability under user aborts.

We show in the following that every three-move blind signature scheme, which is weakly unforgeable is also unforgeable under user aborts. Note that in threemove schemes, for a meaningful protocol, the first message is always sent by the signer. As such we may think of two-move schemes as having an additional first move in which the signer simply sends an empty message (although the claim for two-move schemes follows straightforwardly anyway).

We remark that we leave the scheduling of transmissions fully up to the adversary controlling the users, i.e., the adversary decides when to send messages to the signer and when the signer's messages are delivered to the user. Only the signer's output ok is given immediately after the signer's final message has been delivered.

Theorem 2. Every secure blind signature scheme with at most three moves is unforgeable under user aborts.
The proof idea is that we can delay the delivery of the user's message in an execution till we can be sure that the adversary completes this execution. If the execution is not completed, then we can simply disregard the original user message, finish the protocol ourselves as an honest user and create another valid signature in addition to the forgeries of the adversary. The full proof appears in the full version.

We note that the result above is optimal in the sense that for four or more moves no such claim can be made (if there are secure schemes with two moves):
Proposition 4. Every secure blind signature scheme BS with two moves can be converted into a secure blind signature scheme $\mathrm{BS}_{\overline{U u A}}$ with four moves, which is weakly unforgeable but not unforgeable under user aborts.

The claim follows by adding two dummy messages at the end, one from the user to signer and one from the signer to the user, such that a malicious user can abort before these dummy messages are exchanged and is still able to derive a signature. The proof appears in the full version.

The previous proposition does not rule out that there is a transformation turning schemes with four or more moves into unforgeable ones under user aborts. An apparent approach is to ignore the original protocol and two run a scheme, which already has this property (like Chaum's two-move blind signature scheme in the random oracle model). Yet, it is preferable of course to have a lightweight transformation adhering to the basics of the underlying protocol (like the avoidance of random oracles or general but expensive multi-party protocols).

## 6 Selective Failures and Adaptive Oblivious Transfer

Camenisch et al. [7] also show how to construct an adaptive oblivious transfer protocol out of any unique selective-failure blind signature scheme (in the random oracle model). Roughly speaking, uniqueness means that each message has only one signature per public key. More formally, a blind signature scheme is unique [12, 7 if for every (possibly maliciously chosen) public key $p k_{\mathrm{BS}}$ and every message $m \in\{0,1\}^{*}$, there exists at most one signature $s \in\{0,1\}^{*}$ such that $\mathrm{Vf}_{\mathrm{BS}}\left(p k_{\mathrm{BS}}, m, s\right)=1$.

In this section we focus on the question whether our transformation turning every blind signature into one with selective-failure blindness is applicable. We have already mentioned in the introduction that the initial commitment destroys uniqueness of the blind signature scheme because each message may have several valid signatures per key pair. Here we show that is nonetheless possible to build an adaptive $k$-out-of- $N$ oblivious transfer protocol out of any unique blind signature scheme by applying our transformation. The following construction is a modification of the protocol in [7] and, because of the problems with uniqueness, we have to prove the security of this construction from scratch, digging also into the proof of selective-failure blindness for our transformation.

### 6.1 Simulatable Adaptive Oblivious Transfer

Oblivious Transfer (OT), proposed by Rabin [23, is an interactive protocol between a sender $S$ and a receiver $R$. The sender in this protocol gets as input $N$ messages $m_{1}, \ldots, m_{N}$ and the receiver R wishes to retrieve the message $m_{c}$. OT protocols must satisfy the following two security properties: firstly, the sender $S$ does not find out the receiver's choice $c \in\{1, \ldots, N\}$ and, secondly, the receiver only obtains $m_{c}$ and does not gain any information about the other messages $m_{i}$ for $i \neq c$. For adaptive $k$-out-of- $N$ oblivious transfer, $\mathrm{OT}_{k \times 1}^{N}$, the receiver requests $k$ of these $N$ messages in rounds where the $i$-th choice is based on the previously obtained messages. We refer the reader to [7, 20] for more information.

As in [7] we consider the real-world/ideal-world paradigm for both sender and receiver security (simulatable oblivious transfer). This paradigm compares the execution of an OT protocol in the real-world with an ideal implementation (see for example [4]). In the real-world experiment, both parties jointly execute the interactive protocol, whereas in the ideal-world the functionality is realized through a trusted third party. In our case this means that the sender first hands over the messages to the trusted party, and then the receiver can adaptively obtain messages. To capture failures we let the ideal-world sender in each retrieval also send a bit $b$, indicating whether the transfer should succeed or abort. We note that this bit is independent of the choice of the receiver, reflecting the fact that the abort should not depend on the receiver's input. Due to the limited space, we review the formal security definition in the full version.


Fig. 2. A $k$-out-of- $N$ oblivious transfer protocol using a random oracle $H$ and any unique blind signature scheme BS

### 6.2 Construction

Our construction, depicted in Figure2, is a modification of the $\mathrm{OT}_{k \times 1}^{N}$ protocol of Camenisch et al. and consists of a black-box construction using any unique (not necessarily selective-failure) blind signature scheme. The sender in the first step of the protocol generates a key-pair for the blind signature scheme and sends it to the receiver. The receiver, in return, hands $N$ distinct commitments (for values $1,2, \ldots, N$, represented as $n$-bit-strings each) over to the sender. These commitments serve as "messages" for the signature generation. Note that distinctiveness of the commitments holds with high probability by the binding property.

After the sender has verified that all commitments are distinct, it encrypts each message in its database by xor-ing the message $m_{i}$ with $H\left(i, s_{i}\right)$, where $i$ is the index of the $i$-th commitment $\operatorname{com}_{i}$ and $s_{i}$ is the unique signature of message $\operatorname{com}_{i}$ under $p k_{\mathrm{BS}}$. The sender can easily compute this signature locally by running the signature issue protocol with the help of the signing key and an honest user instance for "message" com $_{i}$.

After having finished the initialization phase, both parties engage in a transfer phase that consists of a run of the unique blind signature scheme. In the case
that the receiver wishes to obtain the $i$-th message $m_{i}$, then it has to choose the commitment $\operatorname{com}_{i}$ (as the message to be signed) during the signature issue protocol.

From a high-level point of view unforgeability guarantees that the receiver cannot receive more messages than interactions took place (sender's security) and blindness guarantees that the sender cannot tell which message has been signed (receiver's security).

Theorem 3. If the unique blind signature scheme BS is unforgeable then the $O T_{k \times 1}^{N}$ scheme depicted in Figure 2 is sender-secure in the random oracle model.

The proof of this (and the following) theorem appears in the full version.
Theorem 4. If BS is a secure blind signature scheme and $\mathcal{C}$ is a secure, lengthinvariant commitment scheme, then the $O T_{k \times 1}^{N}$ scheme depicted in Figure $\mathbf{Q}$ is receiver-secure in the random oracle model.
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#### Abstract

Sanitizable signature schemes, as defined by Ateniese et al. (ESORICS 2005), allow a signer to partly delegate signing rights to another party, called the sanitizer. That is, the sanitizer is able to modify a predetermined part of the original message such that the integrity and authenticity of the unchanged part is still verifiable. Ateniese et al. identify five security requirements for such schemes (unforgeability, immutability, privacy, transparency and accountability) but do not provide formal specifications for these properties. They also present a scheme that is supposed to satisfy these requirements.

Here we revisit the security requirements for sanitizable signatures and, for the first time, present a comprehensive formal treatment. Besides a full characterization of the requirements we also investigate the relationship of the properties, showing for example that unforgeability follows from accountability. We then provide a full security proof for a modification of the original scheme according to our model.


## 1 Introduction

Sanitizable signature schemes, introduced by Ateniese et al. 1] and, in a slightly different vein, by Steinfeld et al. [2] and Miyazaki et al. 3], allow a signer to delegate signature rights in a controlled way. Namely, the signer can determine parts of the message which a designated party, the sanitizer, can later modify but such that the authenticity and integrity of the remaining parts is still guaranteed. In particular, even the sanitizer should not be able to change inadmissible parts of the message and produce a valid signature for such illegitimate transformations.

A straightforward application of sanitizable signatures are medical data which should be published in an anonymized but authentic form. Suppose for example that for infectious disease surveillance a hospital is obliged to report excerpts of their patients medical data like dates of birth, genders etc. to an authority. Yet other parts of these data can and should be anonymized, e.g., pseudonyms replacing the patients names or deleting psychiatric information.

Ideally, the administrative department of the hospital assembles the requested information from their records, holding the medical data signed by different health professionals, and sanitizes them without further interaction with their personnel. At the same time the authenticity and integrity of the dedicated data should be preserved. Then, clearly, sanitizable signatures in which the hospital
acts as a sanitizer provide a solution. Ateniese et al. [1] provide further applications of sanitizable signature schemes, including multicast, data base outsourcing and secure routing.

Security Requirements. As discussed in [1] meaningful sanitizable signatures come with the usual unforgeability requirement of regular signature schemes:

Unforgeability. It should be infeasible for an outsider (i.e., neither the signer nor the sanitizer) to forge signatures in the name of the signer or the sanitizer.

But the introduction of the sanitizing party and its relationship to the signer entail further desirable security properties. These are:

Immutability. The sanitizer should not be able to produce valid signatures for messages where it has changed other than the designated parts (this can be thought of as an insider attack).
Privacy. Sanitized messages and their signatures should not reveal the original data (i.e., the parts which have been sanitized).
Transparency. It should be infeasible to decide whether a message has been sanitized or not. This may be desirable in applications where one should not be able to discriminate against messages produced by the sanitizer.
Accountability. A party (the signer or the sanitizer) should not be held responsible for messages originating from the other party.

While unforgeability can be formalized straightforwardly from the basic case for regular signatures, as it is done in [1], Ateniese et al. remain rather vague when it comes to the other security requirements. Instead, they introduce technical conditions for the sanitizable signature scheme, aiming to achieve the requirements above. Besides unforgeability these are indistinguishability - roughly saying that signatures generated by the signer are computationally independent of the messages - and the property of identical distributions, saying that the signatures produced by the signer and the sanitizer have identical distributions. This approach is arguable in several ways.

First, without having a formal definition of the security requirements above it is hard to tell if a signature scheme with the technical conditions really achieves the desired goals; as always in cryptography, without a robust security model underneath it is impossible to make precise statements about the hardness of attacks. Secondly, having a more abstract view on the desirable security requirements (instead of the scheme's conditions) facilitates the understanding of their relationships among each other and with other cryptographic primitives. Finally, trying to achieve the security requirements via technical properties seems to be exceedingly restrictive and may exclude otherwise viable solutions.

Our Results. In this paper we revisit the aforementioned security requirements and formalize them according to common game-based approaches. As part of this, we simplify the unforgeability experiment from [1]. We also make several refinements for accountability. First, we augment the model by new algorithms

Proof and Judge where Proof allows to provide evidence to Judge that a message has been sanitized. Then we distinguish between sanitizer- and signeraccountability, saying that a malicious sanitizer resp. signer cannot falsely accuse the other party. The original approach in [1] only seems to discuss our notion of sanitizer-accountability.

Concerning the relationship of the now-defined security requirements we obtain some useful and also some unexpected results: First, we prove that transparency implies privacy, i.e., any transparent sanitizable signature scheme is also private and for such schemes there is no need to look at the privacy property separately. Secondly, we show that the two accountability types together imply unforgeability, which is in contrast to the position of Ateniese et al. [1] who argue that unforgeability implies accountability. Having a clean model tells us that it is the other way around, and that accountability needs to be considered.

As for the other security properties, immutability, transparency, sanitizer- and signer-accountability we show that each property is independent of the other ones. That is, for each property we present a sanitizable scheme which satisfies all the other requirements except for the one in question. Technically we assume that there are schemes having all properties and then modify the scheme to annihilate the one property. Finally, we show that unforgeability does not follow from sanitizer- or signer-accountability alone (but only if both versions of accountability hold simultaneously). This gives us a complete characterization of the relationship of the notions.

We also revisit the sanitizable signature scheme presented in [1] in light of our formal definitions. We show that a modification of their scheme indeed meets our requirements for immutability, transparency, sanitizer-accountability and signeraccountability. This already implies, via our relationship results, that the scheme is also unforgeable and private and thus a secure sanitizable scheme.

Related Work. As mentioned before, Miyazaki et al. 3] also use the notion of sanitizable signature schemes, but refer to a slightly different approach. According to their notion only deletions of message parts are considered (instead of modifications) and, secondly, the sanitizer is usually not bound to change designated parts of the message but can decide which portions should be deleted. The basic security properties of such sanitizable signature schemes are unforgeability and privacy (following the terminology above). Independently, several similar proposals like content extraction signatures [2] and redactable signatures [4] have been made.

The two approaches for sanitizable signatures and their solutions resemble each other, making the distinction somewhat obscure. This is especially true since further properties have been added to the models in subsequent works, like the requirement that the sanitizer's identity remains hidden [5] in the sanitizable signature model of [3], resembling the above notion of transparency. Nonetheless, one can divide the literature about sanitizable signatures roughly into the works following the approach by Ateniese et al., e.g., 6|7], and the works based on the approach by Miyazaki et al., including [8|10|511].

We adhere to the notion of sanitizable signature of Ateniese et al. [1], covering message modifications and security requirements like accountability. Some improvements concerning the scheme's efficiency have been made [6] and some extensions concerning multiple, a-posteriori determined censors have been suggested [7]. None of these proposals goes beyond the original approach to model the security properties formally, though. We note that some of the previous works in the vein of Miyazaki et al. [3] come with security models, especially for privacy and unforgeability [25/12]. Yet, they often provide limited security guarantees, like privacy requirements holding for a single message-signature pair only. In contrast our models allow more sophisticated attacks where for instance privacy should still hold for multiple message-signature pairs and even if the attacker can ask for further signatures.

Independently of our work, Yuen et al. [13] also revisit the security of sanitizable signatures, but focus on new constructions.

## 2 Preliminaries

In this section we define sanitizable signatures. Like a regular signature scheme a sanitizable signature scheme allows to sign messages under the secret signer key $s k_{\text {sig }}$, generated together with the public verification key $p k_{\text {sig }}$. The signing process itself includes a public key $p k_{\text {san }}$ of a designated sanitizer and a description ADM of division into blocks and admissible blocks which the sanitizer is allowed to change with the help of its secret key $s k_{\text {san }}$. Any such modification takes the original message and signature and some modification information MOD and produces a signature $\sigma^{\prime}$ for the modified message $m^{\prime}$.

In the sequel we assume for simplicity that the description ADM of admissible blocks defines the block length $t \in \mathbb{N}$ and contains a set of block numbers from $\mathbb{N}$ which can be changed, and that all messages are aligned to block length (say, by standard padding techniques). The modification information MOD is then a list of pairs $\left(j, m^{\prime}[j]\right)$ consisting of a block number $j$ and the new content $m^{\prime}[j]$ for this block. We say that MOD matches ADM if all the block numbers in MOD are admissible according to ADM and the length of the blocks in MOD equals the value in ADM. The case of a more general transformation, where the modifications are modeled as arbitrary algorithms, is straightforward and discussed in Appendix A.

In addition, to settle disputes about the origin of a message-signature pair, an algorithm Proof enables the signer to produce a proof $\pi$ that a signature has been created by the sanitizer. The proof $\pi$ is generated from a set of previously signed messages. A Judge algorithm then uses the proof $\pi$ to decide if a valid message-signature pair $(m, \sigma)$ has been created by the signer or the sanitizer (the lack of such a proof is interpreted as a signer origin). We note that Judge is usually only called for valid pairs $(m, \sigma)$; for invalid pairs settling the dispute is beyond the scheme's scope.

Definition 1 (Sanitizable Signature Scheme). A sanitizable signature scheme SanSig consists of seven efficient algorithms $\left(K G e n_{s i g}, K G e n\right.$ san, Sign, Sanit, Verify, Proof, Judge) such that:

Key Generation. There are two key generation algorithms, one for the signer and one for the sanitizer. Both create a pair of keys, a private key and the corresponding public key:

$$
\left(p k_{s i g}, s k_{s i g}\right) \leftarrow K G e n_{s i g}\left(1^{n}\right), \quad\left(p k_{s a n}, s k_{s a n}\right) \leftarrow \operatorname{KGen}_{\text {san }}\left(1^{n}\right)
$$

Signing. The Sign algorithm takes as input a message $m \in\{0,1\}^{*}$, the secret key $s k_{\text {sig }}$ of the signer, the public key $p k_{\text {san }}$ of the sanitizer as well as a description $\mathrm{ADM} \in \mathbb{N} \times 2^{\mathbb{N}}$ of the block length $t$ and admissibly modifiable message blocks from $\{0,1\}^{t}$. It outputs a signature (or $\perp$, indicating an error):

$$
\sigma \leftarrow \operatorname{Sign}\left(m, s k_{s i g}, p k_{s a n}, \mathrm{ADM}\right) .
$$

We assume that ADM is recoverable from any signature $\sigma \neq \perp$.
SAnitizing. Algorithm Sanit takes a message $m \in\{0,1\}^{*}$, a signature $\sigma$, the public key $p k_{\text {sig }}$ of the signer and the secret key $s k_{\text {san }}$ of the sanitizer. It modifies the message $m$ according to the modification instruction MOD $\subseteq$ $\mathbb{N} \times\{0,1\}^{t}$ (where $t$ is the block length described in ADM) and determines a new signature $\sigma^{\prime}$ for the modified message $m^{\prime}$. Then Sanit outputs $m^{\prime}$ and $\sigma^{\prime}$ (or possibly $\perp$ in case of an error).

$$
\left(m^{\prime}, \sigma^{\prime}\right) \leftarrow \operatorname{Sanit}\left(m, \mathrm{MOD}, \sigma, p k_{s i g}, s k_{s a n}\right)
$$

VErification. The Verify algorithm outputs a bit $d \in\{$ true, false $\}$ verifying the correctness of a signature $\sigma$ for a message $m$ with respect to the public keys $p k_{\text {sig }}$ and $p k_{\text {san }}$.

$$
d \leftarrow \operatorname{Verify}\left(m, \sigma, p k_{\text {sig }}, p k_{\text {san }}\right)
$$

Proof. The Proof algorithm takes as input the secret signing key sk sig, a message $m$ and a signature $\sigma$ as well a set of (polynomially many) additional message-signature pairs $\left(m_{i}, \sigma_{i}\right)_{i=1,2, \ldots, q}$ and the public key $p k_{\text {san }}$. It outputs a string $\pi \in\{0,1\}^{*}$ :

$$
\pi \leftarrow \operatorname{Proof}\left(s k_{s i g}, m, \sigma,\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{q}, \sigma_{q}\right), p k_{s a n}\right)
$$

Judge. Algorithm Judge takes as input a message $m$ and a valid signature $\sigma$, the public keys of the parties and a proof $\pi$. It outputs a decision $d \in\{$ Sig, San $\}$ indicating whether the message-signature pair has been created by the signer or the sanitizer:

$$
d \leftarrow J u d g e\left(m, \sigma, p k_{s i g}, p k_{s a n}, \pi\right)
$$

For a sanitizable signature scheme the usual correctness properties should hold, saying that genuinely signed or sanitized messages are accepted and that a genuinely created proof by the signer leads the judge to decide in favor of the signer.

Signing Correctness. For any security parameter $n \in \mathbb{N}$, any key pair $\left(s k_{\text {sig }}, p k_{\text {sig }}\right) \leftarrow \operatorname{KGen}_{\text {sig }}\left(1^{n}\right)$, any key pair $\left(s k_{\text {san }}, p k_{\text {san }}\right) \leftarrow \operatorname{KGen}_{\text {san }}\left(1^{n}\right)$, any message $m \in\{0,1\}^{*}$, any $\operatorname{ADM} \in \mathbb{N} \times 2^{\mathbb{N}}$ and any $\sigma \leftarrow \operatorname{Sign}\left(m, s k_{\text {sig }}, p k_{\text {san }}\right.$, ADM) we have

$$
\operatorname{Verify}\left(m, \sigma, p k_{\mathrm{sig}}, p k_{\mathrm{san}}\right)=\operatorname{true}
$$

SAnitizing Correctness. For any security parameter $n \in \mathbb{N}$, any key pair $\left(s k_{\text {sig }}, p k_{\text {sig }}\right) \leftarrow \operatorname{KGen}_{\text {sig }}\left(1^{n}\right)$, any key pair $\left(s k_{\text {san }}, p k_{\text {san }}\right) \leftarrow \operatorname{KGen}_{\text {san }}\left(1^{n}\right)$, any message $m \in\{0,1\}^{*}$, any $\sigma$ with $\operatorname{Verify}\left(m, \sigma, p k_{\text {sig }}, p k_{\text {san }}\right)=$ true, any $\operatorname{MOD} \subseteq \mathbb{N} \times\{0,1\}^{t}$ matching ADM from $\sigma$, and any pair $\left(m^{\prime}, \sigma^{\prime}\right) \leftarrow \operatorname{Sanit}(m$, MOD, $\left.\sigma, p k_{\text {sig }}, s k_{\text {san }}\right)$ we require

$$
\operatorname{Verify}\left(m^{\prime}, \sigma^{\prime}, p k_{\text {sig }}, p k_{\text {san }}\right)=\text { true }
$$

Proof Correctness. For any security parameter $n \in \mathbb{N}$, any key pair $\left(s k_{\text {sig }}, p k_{\text {sig }}\right) \leftarrow \mathrm{KGen}_{\text {sig }}\left(1^{n}\right)$, any key pair $\left(s k_{\text {san }}, p k_{\text {san }}\right) \leftarrow \mathrm{KGen}_{\text {san }}\left(1^{n}\right)$, any message $m \in\{0,1\}^{*}$, any signature $\sigma$, any MOD matching ADM from $\sigma$, any $\left(m^{\prime}, \sigma^{\prime}\right) \leftarrow \operatorname{Sanit}\left(m\right.$, MOD, $\left.\sigma, p k_{\text {sig }}, s k_{\text {san }}\right)$ with $\operatorname{Verify}\left(m^{\prime}, \sigma^{\prime}, p k_{\text {sig }}, p k_{\text {san }}\right)=$ true, and any (polynomially many) $m_{1}, \ldots, m_{q}$ and $\mathrm{ADM}_{1}, \ldots, \mathrm{ADM}_{q}$ with $\sigma_{i} \leftarrow \operatorname{Sign}\left(m_{i}, s k_{\mathrm{sig}}, p k_{\mathrm{san}}, \mathrm{ADM}_{i}\right)$ and $(m, \sigma)=\left(m_{i}, \sigma_{i}\right)$ for some $i$, any $\pi \leftarrow$ $\operatorname{Proof}\left(s k_{\text {sig }}, m^{\prime}, \sigma^{\prime}, m_{1}, \sigma_{1}, \ldots, m_{q}, \sigma_{q}, p k_{\text {san }}\right)$ we require:

$$
\text { Judge }\left(m^{\prime}, \sigma^{\prime}, p k_{\mathrm{sig}}, p k_{\mathrm{san}}, \pi\right)=\operatorname{San}
$$

## 3 Security Requirements

According to Ateniese et al. [1 there are several security requirements that a secure sanitizable signature needs to satisfy. Informally, these are:

Unforgeability. No outsider should be able to forge the signer's or the censor's signature. This is analogously to the standard security requirement for signatures.
Immutability. The censor is allowed to modify predefined, admissible parts of a message, but he should not be able to modify other parts of the message. For example, a sanitizer who is in charge of blackening names in medical documents should not be able to modify the actual medical data.
Privacy. Nobody should be able to restore sanitized parts of a message. For example, if we have pseudonyms in medical documents then, of course, the original names should not be recoverable.
Transparency. The idea of sanitizable signatures is that, within well-defined limits, the sanitizer inherits the signing authority. Sometimes knowledge of this fact makes the sanitized data less valuable, e.g., an original business plan coming from the CEO is a more desirable target for a spy than the sanitized plan from the administration office. Transparency now says that no one except for the signer and the sanitizer should be able to distinguish signatures from the signer and the sanitizer.
Accountability. If the signer and the censor have an argument about the origin of a valid message-signature pair $(m, \sigma)$, then accountability demands that this dispute can be settled correctly by the Judge. As an example consider a public servant acting as a sanitizer, but publishing unauthorized information in the name of the government.

We next define these notions formally. We note that we call a sanitizable scheme secure if it is simultaneously immutable, unforgeable, private, transparent, sanitizer-accountable and signer-accountable according to the definitions below.

We note that our definitions usually consider three parties, the signer, the sanitizer and the adversary (for some properties the adversary takes over the role of one of the other two parties). In practice, though, one usually has many parties, e.g., a sanitizer assigned to many signers. Our definitions are robust in this regard as we leave much power to the adversary and its queries, say, asking the honest signer to sign a message for a chosen public sanitizer key and thus for different sanitizers. By this, our models can be easily mapped to the case of multiple parties by standard guessing strategies (i.e., trying to predict the "target" signer-sanitizer pair and simulating the other honest parties). As an example we show that our notion of immutability also provides security against the "additional sanitizing attack" of 9, a typical non-malleability attack for three parties.

### 3.1 Unforgeability

The unforgeability notion for sanitizable signatures follows the classical notion for regular signature schemes. It says that nobody should be able to compute a tupel $\left(m^{*}, \sigma^{*}\right)$ such that $\operatorname{Verify}\left(m^{*}, \sigma^{*}, p k_{\text {sig }}, p k_{\text {san }}\right)=$ true without having the secret keys $s k_{\mathrm{sig}}, s k_{\mathrm{san}}$. This must hold even if one can see additional signatures for other messages. We also give the adversary access to a Proof box (as proofs could potentially leak information about the secret signing key). Yet, except for this secret key the adversary fully determines the other input data, including the message-signature pairs and the public keys. This allows to capture for example scenarios where several sanitizers are assigned to the same signer.

Definition 2 (Unforgeability). A sanitizable signature scheme SanSig is unforgeable if for any efficient algorithm $\mathcal{A}$ the probability that the following experiment returns 1 is negligible (as a function of $n$ ):

Experiment Unforgeability ${ }_{\mathcal{A}}{ }^{\text {SanSig }}(n)$
$\left(p k_{\text {sig }}, s k_{s i g}\right) \leftarrow \operatorname{KGen}_{\text {sig }}\left(1^{n}\right)$
$\left(p k_{\text {san }}, s k_{\text {san }}\right) \leftarrow K \operatorname{Gen}_{\text {san }}\left(1^{n}\right)$
$\left(m^{*}, \sigma^{*}\right) \leftarrow \mathcal{A}^{\operatorname{Sign}\left(\cdot, s k_{\text {sig }}, \cdot, \cdot\right), \operatorname{Sanit}\left(\cdot, \cdot, \cdot,,, s k_{\text {san }}\right), \operatorname{Proof}\left(s k_{\text {sig }}, \ldots\right)}\left(p k_{\text {sig }}, p k_{\text {san }}\right)$
letting $\left(m_{i}, \mathrm{ADM}_{i}, p k_{\text {san }, i}\right)$ and $\sigma_{i}$ for $i=1,2, \ldots, q$
denote the queries and answers to and from oracle Sign,
and $\left(m_{j}, \mathrm{MOD}_{j}, \sigma_{j}, p k_{s i g, j}\right)$ and $\left(m_{j}^{\prime}, \sigma_{j}^{\prime}\right)$ for $j=q+1, \ldots, r$
denote the queries and answers to and from oracle Sanit.
return 1 if
$\operatorname{Verify}\left(m^{*}, \sigma^{*}, p k_{\text {sig }}, p k_{\text {san }}\right)=$ true and
for all $i=1,2, \ldots, q$ we have $\left(p k_{\text {san }}, m^{*}\right) \neq\left(p k_{\text {san }, i}, m_{i}\right)$ and
for all $j=q+1, \ldots, r$ we have $\left(p k_{\text {sig }}, m^{*}\right) \neq\left(p k_{\text {sig }, j}, m_{j}^{\prime}\right)$.

### 3.2 Immutability

The censor can use the Sanit algorithm to change message blocks which the signer declared as modifiable. If a malicious censor tries to modify other blocks this should not yield a correct signature. In the attack model below the malicious sanitizer $\mathcal{A}$ interacts with the signer to receive signatures $\sigma_{i}$ for messages $m_{i}$, descriptions $\mathrm{ADM}_{i}$ and keys $p k_{\text {san }, i}$ of its choice, before eventually outputting a valid pair $\left(p k_{\mathrm{san}}^{*}, m^{*}, \sigma^{*}\right)$ such that message $m^{*}$ is not a "legitimate" transformation of one of the $m_{i}$ 's under the same key $p k_{\mathrm{san}}^{*}=p k_{\mathrm{san}, i}$. The latter is formalized by demanding that each $m_{i}$ and $m^{*}$ differ in at least one inadmissible block (or that $p k_{\text {san }}^{*} \neq p k_{\text {san }, i}$ ).
Definition 3 (Immutability). A sanitizable signature scheme SanSig is immutable if for any efficient algorithm $\mathcal{A}$ the probability that the following experiment returns 1 is negligible (as a function of $n$ ):
Experiment Immutability ${ }_{\mathcal{A}}$ SanSig $_{(n)}$
$\left(p k_{s i g}, s k_{s i g}\right) \leftarrow K^{\prime} \operatorname{Gen}_{s i g}\left(1^{n}\right)$
$\left(p k_{\text {san }}^{*}, m^{*}, \sigma^{*}\right) \leftarrow \mathcal{A}^{\operatorname{Sign}\left(\cdot, s k_{s i g}, \cdot\right), \operatorname{Proof}\left(s k_{s i g}, \ldots, p k_{\text {sig }}, \cdot\right)}\left(p k_{\text {sig }}\right)$
letting $\left(m_{i}, \mathrm{ADM}_{i}, p k_{\text {san }, i}\right)$ and $\sigma_{i}$ for $i=1,2, \ldots, q$
denote the queries and answers to and from oracle Sign.
return 1 if
$\operatorname{Verify}\left(m^{*}, \sigma^{*}, p k_{\text {sig }}, p k_{\text {san }}^{*}\right)=$ true and
for all $i=1,2, \ldots, q$ we have
$p k_{\text {san }}^{*} \neq p k_{\text {san }, i}$, or
$m^{*}\left[j_{i}\right] \neq m_{i}\left[j_{i}\right]$ for some $j_{i} \notin \mathrm{ADM}_{i}$
$/ /$ where shorter messages are padded with blocks of the special symbol $\perp \notin\{0,1\}^{*}$
Thwarting Additional Sanitizing Attacks. Testifying to the fact that our definition is quite robust in the multi-party setting we discuss that our notion of immutability implies the "additional sanitizing attack" of Miyazaki et al. 9. Suppose we have three parties in a department, the signer and two sanitizers. Both sanitizers are authorized in principle to modify messages, but for a specific message $m$ only the first sanitizer is permitted to do so (say that this message contains information affecting the second sanitizer). Assume now that a requesting party asks for the non-sensitive parts of message $m$, and that the first sanitizer with public key $p k_{\text {san }}$ is honest and changes the message $m$ to derive a new signature $\sigma^{\prime}$ for $m^{\prime}$. But now the second sanitizer with public key $p k_{\text {san }}^{*}$ intercepts this reply, maliciously deletes the information about him in message $m^{\prime}$ and produces a signature $\sigma^{*}$ for this bowdlerized message $m^{*}$. Only this pair $m^{*}, \sigma^{*}$ is sent to the requesting party, looking like an authorized reply to the requesting party.

Our notion of immutability is strong enough to capture "additional sanitizing attacks" (assuming unique public keys of parties). Namely, in our definition we declare the adversary successful if it manages to find a new public key $p k_{\text {san }}^{*}$ different from the sanitizer's public key $p k_{\text {san }}$ such that the final output verifies correctly under this new key $p k_{\text {san }}^{*}$. An adversary can now mount the additional
sanitizing attack by generating the keys of the honest sanitizer internally (in a sense, giving even more control to the adversary), calling the signer to create the document for the key $p k_{\text {san }}$ of the honest sanitizer and then outputting the further censored message $m^{*}$ with $\sigma^{*}$ under a public key $p k_{\text {san }}^{*}$. Hence, immutability guarantees that such a case cannot succeed and, in particular, that the scheme is secure against "additional sanitizing attacks".

### 3.3 Privacy

Privacy roughly means that it should be infeasible to recover information about the sanitized parts of the message. As information leakage through the modified message itself can never be prevented, we only refer to information which is available through the sanitized signature. There are two possible flavors in formalizing privacy for sanitizable signatures. One approach follows semantic security of encryption schemes and is called semantic privacy. It says that for any adversary $\mathcal{A}$ seeing sanitized signatures there is a simulator $\mathcal{S}$ which is denied the signatures, but which is still as successful in predicting some information about the original message as $\mathcal{A}$. This notion is discussed comprehensively in the full version of the paper.

The other approach is based on the indistinguishability notion for encryption. In this case, an adversary can choose pairs $\left(m_{0}, \mathrm{MOD}_{0}\right),\left(m_{1}, \mathrm{MOD}_{1}\right)$ of messages and modifications together with a description ADM and has access to a "left-orright" box. This oracle either returns a sanitized signature for the left tuple ( $b=$ $0)$ or for the right tuple $(b=1)$. The task of the attacker is to predict the random bit $b$ significantly better than by guessing. Here we need the additional constraint that for each call to the left-or-right box the resulting modified messages are identical for both tuples and the modifications both match ADM, else the task would be trivial. We write $\left(m_{0}, \mathrm{MOD}_{0}, \mathrm{ADM}\right) \equiv\left(m_{1}, \mathrm{MOD}_{1}, \mathrm{ADM}\right)$ for this.

Below we formalize the more handy indistinguishability notion and discuss in the full paper that the simulation-based approach is equivalent (as in case of encryption). In our definition of privacy we grant the adversary also access to a signature and a sanitizer oracle, enabling the adversary to create signatures which can be sanitized afterwards. We note that the adversary does not get to choose the signature $\sigma_{j, b}$ for inputs to the left-or-right box. Instead, this signature is first computed from scratch. This corresponds to the "hospital setting" mentioned in the introduction, where the medical data and, in particular, their signatures are kept confidentially and only the sanitized document is released. One may define a stronger version where the adversary gets to choose $\sigma_{j, 0}, \sigma_{j, 1}$, but it seems much harder to realize this requirement efficiently.

As in case of unforgeability and immutability we also grant the adversary access to Proof. Hence, since we let the adversary also determine the input to this box the adversary may input the data received from the Sign box here, but cannot use any of the initially computed and secret signatures in the calls to the left-or-right box (unless the adversary accidently guesses one). The reason is again that proofs usually leak information about the signatures but the signatures in the left-or-right box should remain secret (as in the hospital example).

Definition 4 (Privacy). A sanitizable signature scheme SanSig is private if for any efficient algorithm $\mathcal{A}$ the probability that the following experiment returns 1 is negligibly close to $\frac{1}{2}$ :

```
Experiment Privacy \(_{\mathcal{A}}{ }^{\text {SanSig }}(n)\)
    \(\left(p k_{s i g}, s k_{s i g}\right) \leftarrow K \operatorname{KGen}_{\text {sig }}\left(1^{n}\right)\)
    \(\left(p k_{s a n}, s k_{s a n}\right) \leftarrow K G e n_{\text {san }}\left(1^{n}\right)\)
    \(b \leftarrow\{0,1\}\)
    \(a \leftarrow \mathcal{A}^{\operatorname{Sign}\left(\cdot, s k_{s i g}, \cdot, \cdot\right), \operatorname{Sanit}\left(\cdot, \cdot, s k_{s a n}, \cdot\right), \operatorname{Proof}\left(s k_{s i g}, \cdots\right), \operatorname{LoRSanit}\left(\cdot, \cdot, \cdot, s k_{s i g}, s k_{s a n}, b\right)}\left(p k_{s i g}, p k_{s a n}\right)\)
        where oracle LoRSanit \(\left(\cdot, \cdot, \cdot, s k_{\text {sig }}, s k_{\text {san }}, b\right)\)
        on input ( \(m_{j, 0}, \operatorname{MOD}_{j, 0},\left(m_{j, 1}, \mathrm{MOD}_{j, 1}\right)\) and \(\mathrm{ADM}_{j}\)
        first computes \(\sigma_{j, b} \leftarrow \operatorname{Sign}\left(m_{j, b}, s k_{s i g}, p k_{\text {san }}, \mathrm{ADM}_{j}\right)\) and then
        returns \(\left(m_{j}^{\prime}, \sigma_{j}^{\prime}\right) \leftarrow \operatorname{Sanit}\left(m_{j, b}, \operatorname{MOD}_{j, b}, \sigma_{j, b}, p k_{\text {sig }}, s k_{\text {san }}\right)\),
        and where \(\left(m_{j, 0}, \mathrm{MOD}_{j, 0}, \mathrm{ADM}_{j}\right) \equiv\left(m_{j, 1}, \mathrm{MOD}_{j, 1}, \mathrm{ADM}_{j}\right)\),
        i.e., are mapped to the same modified message.
```

    return 1 if \(a=b\).
    
### 3.4 Transparency

For transparency the original work of Ateniese et al. 1] distinguishes between two notions, called weak and strong transparency. In the case of weak transparency an adversary, given a signed message $m$ with a valid signature $\sigma$, should not be able to correctly guess whether $m$ has been sanitized or was simply signed. In the case of strong transparency, the adversary should not even be able to tell which parts of the message are potentially mutable. Since the latter seems an overly strong requirement -observe that this implies that the information ADM must be hidden and must not be recoverable from $\sigma$, for example we call weak transparency simply transparency here and formalize only this notion.

We define transparency by the following adversarial game. We consider an adversary $\mathcal{A}$ with access to Sign, Sanit and Proof oracles with which the adversary can create signatures for (sanitized) messages and learn proofs. In addition, $\mathcal{A}$ gets access to a Sanit/Sign box which contains a secret random bit $b \in\{0,1\}$ and which, on input a message $m$, a modification information MOD and a description ADM

- for $b=0$ runs the signer to create $\sigma \leftarrow \operatorname{Sign}\left(m, s k_{\mathrm{sig}}, p k_{\mathrm{sig}}\right.$, ADM $)$, then runs the sanitizer and returns the sanitized message $m^{\prime}$ with the new signature $\sigma^{\prime}$, and
- for $b=1$ acts as in the case $b=0$ but also signs $m^{\prime}$ from scratch with the signing algorithm to create a signature $\sigma^{\prime}$ and returns the pair $\left(m^{\prime}, \sigma^{\prime}\right)$.

Adversary $\mathcal{A}$ eventually produces an output $a$, the guess for $b$. A sanitizable signature is now said to be transparent if for all efficient algorithms $\mathcal{A}$ the probability for a right guess $a=b$ in the above game is negligibly close to $\frac{1}{2}$.

Definition 5 (Transparency). A sanitizable signature scheme SanSig is transparent if for any efficient algorithm $\mathcal{A}$ the probability that the following experiment returns 1 is negligibly close to $\frac{1}{2}$ :

```
Experiment \(\operatorname{Transparency}{ }_{\mathcal{A}}{ }^{\mathrm{SanSig}^{( }}(n)\)
    \(\left(p k_{\text {sig }}, s k_{s i g}\right) \leftarrow K \operatorname{KGn}_{s i g}\left(1^{n}\right)\)
    \(\left(p k_{\text {san }}, s k_{\text {san }}\right) \leftarrow K G e n_{\text {san }}\left(1^{n}\right)\)
    \(b \leftarrow\{0,1\}\)
    \(a \leftarrow \mathcal{A}^{\operatorname{Sign}\left(\cdot, s k_{s i g}, \cdot, \cdot\right), \operatorname{Sanit}\left(\cdot, \cdot, \cdot, \cdot, s k_{\text {san }}\right), \operatorname{Proof}\left(s k_{s i g}, \ldots\right), \operatorname{Sanit} / \operatorname{Sign}\left(\cdot, \cdot, \cdot, s k_{s i g}, s k_{s a n}, p k_{s i g}, p k_{\text {san }}, b\right)}\)
    with input \(\left(p k_{\text {siq }}, p k_{\text {san }}\right)\)
    where oracle Sanit/Sign for input \(m_{k}, \mathrm{MOD}_{k}, \mathrm{ADM}_{k}\)
    computes \(\sigma_{k} \leftarrow \operatorname{Sign}\left(m_{k}, s k_{s i g}, p k_{s a n}, \mathrm{ADM}_{k}\right)\)
    then \(\left(m_{k}^{\prime}, \sigma_{k}^{\prime}\right) \leftarrow \operatorname{Sanit}\left(m_{k}, \operatorname{MOD}_{k}, \sigma_{k}, p k_{\text {sig }}, s k_{\text {san }}\right)\),
    then, if \(b=1\), replaces \(\sigma_{k}^{\prime}\) by \(\sigma_{k}^{\prime} \leftarrow \operatorname{Sign}\left(m_{k}^{\prime}, s k_{s i g}, p k_{s a n}, \mathrm{ADM}_{k}\right)\),
    and finally returns \(\left(m_{k}^{\prime}, \sigma_{k}^{\prime}\right)\).
    return 1 if \(a=b\)
```

We note that, analogously to the case of privacy, we have $\sigma_{k}$ be created by the signer locally in the Sanit/Sign box. A stronger requirement would enable the adversary to determine this signature as part of the input. Yet, this notion again does not reflect the "hospital scenario" nor does it seem to be easy to realize efficiently. Similarly, the adversary cannot use these signatures in the Proof box.

Also note that, with the definition above, schemes with deterministic signature or sanitizing algorithms cannot be transparent, because an adversary could then easily compare answers from the Sanit/Sign box with outputs of the signature sanitizing oracle. Yet, since some applications may need transparency even if a message has been signed or sanitized before, we provide the stronger requirement. The weaker guarantee would then also demand from the adversary's queries to the signing and sanitizing boxes that for all $k$ we have $m_{k}^{\prime} \neq m_{i}$ for all $i$ and $m_{k}^{\prime} \neq m_{j}^{\prime}$ for all $j$.

### 3.5 Accountability

Accountability says that the origin of a (sanitized) signature should be undeniable. There are two types of accountability:

Sanitizer-Accountability. If a message has not been signed by the signer, then even a malicious sanitizer should not be able to make the judge accuse the signer.
Signer Accountability. If a message and its signature have not been sanitized, then even a malicious signer should not be able to make the judge accuse the sanitizer.

Both notions are formalized below through two similar, yet slightly different adversarial games.

In the sanitizer-accountability game let $\mathcal{A}_{\text {Sanit }}$ be an efficient adversary playing the role of the malicious sanitizer. Adversary $\mathcal{A}_{\text {Sanit }}$ has access to a Sign oracle and
a Proof oracle. Its task is to output a valid message-signature pair $m^{*}, \sigma^{*}$ together with a key $p k_{\text {san }}^{*}$ (with $\left(p k_{\text {san }}^{*}, m^{*}\right)$ being different from messages previously signed by the Sign oracle) such that the proof produced by the signer via Proof still leads Judge to decided "Sig", i.e., that the signature has been created by the signer.

Definition 6 (Sanitizer-Accountability). A sanitizable signature scheme SanSig is sanitizer-accountable if for any efficient algorithm $\mathcal{A}_{\text {Sanit }}$ the probability that the following experiment returns 1 is negligible (as a function of $n$ ):

```
Experiment San-Accountability \({ }_{\mathcal{A}_{\text {Sanit }}}^{\mathrm{Sansig}(n)}\)
    \(\left(p k_{s i g}, s k_{s i g}\right) \leftarrow K^{\prime} \operatorname{Gen}_{s i g}\left(1^{n}\right)\)
    \(\left(p k_{s a n}^{*}, m^{*}, \sigma^{*}\right) \leftarrow \mathcal{A}_{\text {Sanit }}^{\operatorname{Sign}\left(\cdot, s k_{s i g}, \cdot, \cdot\right), \operatorname{Proof}\left(s k_{s i g}, \ldots\right)}\left(p k_{\text {sig }}\right)\)
        letting \(\left(m_{i}, \mathrm{ADM}_{i}, p k_{\text {san }, i}\right)\) and \(\sigma_{i}\) for \(i=1,2, \ldots, q\)
        denote the queries and answers to and from oracle Sign
    \(\pi \leftarrow \operatorname{Proof}\left(s k_{s i g}, m^{*}, \sigma^{*},\left(m_{1}, \sigma_{1}\right), \ldots,\left(m_{q}, \sigma_{q}\right), p k_{\text {san }}\right)\)
    return 1 if
        \(\left(p k_{\text {san }}^{*}, m^{*}\right) \neq\left(p k_{\text {san }, i}, m_{i}\right)\) for all \(i=1,2, \ldots, q\), and
        \(\operatorname{Verify}\left(m^{*}, \sigma^{*}, p k_{\text {sig }}, p k_{\text {san }}^{*}\right)=\) true, and
        \(\operatorname{Judge}\left(m^{*}, \sigma^{*}, p k_{\text {sig }}, p k_{\text {san }}^{*}, \pi\right)=\operatorname{Sig}\)
```

In the signer-accountability game a malicious signer $\mathcal{A}_{\text {Sign }}$ gets a public sanitizing key $p k_{\text {san }}$ as input. It is allowed to query a sanitizing oracle about tuples $\left(m_{i}, \operatorname{MOD}_{i}, \sigma_{i}, p k_{\text {sig }_{, i}}\right)$ receiving answers $\left(m_{i}^{\prime}, \sigma_{i}^{\prime}\right)$. Adversary $\mathcal{A}_{\text {sign }}$ finally outputs a tuple $\left(p k_{\mathrm{sig}}^{*}, \pi^{*}, m^{*}, \sigma^{*}\right)$ and is considered to succeed if Judge accuses the sanitizer for the new key-message pair $p k_{\mathrm{sig}}^{*}, m^{*}$ with a valid signature $\sigma^{*}$. Note that our model allows the proof $\pi$ to contain information about the original message.

Definition 7 (Signer-Accountability). A sanitizable signature scheme SanSig is signer-accountable if for any efficient algorithm $\mathcal{A}_{\text {sign }}$ the probability that the following experiment returns 1 is negligible (as a function of $n$ ):
Experiment Sig-Accountability ${ }_{\mathcal{A}_{\text {Sign }}}^{\text {SanSig }^{(n)}}(n)$

$$
\begin{aligned}
& \left(p k_{\text {san }}, s k_{\text {san }}\right) \leftarrow K G e n_{\text {san }}\left(1^{n}\right) \\
& \left(p k_{\text {sig }}^{*}, \pi^{*}, m^{*}, \sigma^{*}\right) \leftarrow \mathcal{A}_{\text {Sanit }\left(\cdot, \cdot, \cdot,, s k_{\text {san }}\right)}^{\text {Sign }}\left(p k_{\text {san }}\right) \\
& \quad \text { letting }\left(m_{i}^{\prime}, \sigma_{i}^{\prime}\right) \text { for } i=1,2, \ldots, q \\
& \quad \text { denote the answers from oracle Sanit. } \\
& \text { return } 1 \text { if } \\
& \quad\left(p k_{\text {sig }}^{*}, m^{*}\right) \neq\left(p k_{\text {sig }, i}, m_{i}^{\prime}\right) \text { for all } i=1,2, \ldots, q, \text { and } \\
& \quad \operatorname{Verify~}\left(m^{*}, \sigma^{*}, p k_{\text {sig }}^{*}, p k_{\text {san }}\right)=\text { true and } \\
& \quad \text { Judge }\left(m^{*}, \sigma^{*}, p k_{\text {sig }}^{*}, p k_{\text {san }}, \pi^{*}\right)=\text { San }
\end{aligned}
$$

## 4 Relationships of the Security Requirements

In this section we show that except for the privacy and the unforgeability requirement all other notions are independent (in the sense that none of them follows


Fig. 1. Summary of the relations among the security properties of sanitizable signatures. Arrows represent implications, frames represent the independence from other requirements.
from the other properties, even if they all hold at the same time). We first show that privacy follows from transparency alone, and unforgeability holds if the two versions of accountability hold simultaneously. We then show the independence of the other requirements.

We stress again that our results are in contrast to the claim by Ateniese et al. 1 that, for example, accountability follows from the unforgeability requirement. Our results show that unforgeability follows from accountability whereas the other direction is not true. It is not clear if Ateniese et al. 1] consider signeraccountability at all, or merely refer to sanitizer-accountability. However, as we have argued both versions of accountability are desirable to avoid framing attacks from either side, and in either case we also show that sanitizer-accountability alone does not imply unforgeability.

Implications. We show that privacy follows from transparency. The idea is that for a transparent scheme one cannot distinguish between signatures created by the signer and ones produced by the sanitizer. Hence, we can essentially replace the left-or-right sanitizing oracle in the privacy experiment by the procedure which creates the signatures for the sanitized message with the help of the signer algorithm. But since the privacy experiment requires the sanitized messages to be identical, the answer is always a fresh signature for the same message, independent of the left-or-right question, and privacy follows.

As mentioned above, unforgeability is implied by the two versions of accountability. The idea behind the result is that, given a successful forgery, the judge cannot really decide if this forgery has been produced by the signer or the sanitizer. Else the judge was biased towards outputting Sig or San for indecisive cases too often, contradicting either the sanitizer- or signer-accountability.

Seperations. We further show that all the other security requirements are independent, i.e., no property follows from a combination of the other properties. Our results all assume that there exist secure sanitizable signature scheme obeying all properties (which, according to the next section, exist under common cryptographic assumptions) and then show that there is a scheme inheriting all properties except for the one in question.

The proofs of the stated implications and separations appear in the full version. We note that this gives a full characterization of the security requirements.

## 5 Sanitizable Signatures Based on Chameleon Hashes

In this section we show that our security requirements can be met. Our construction is a modification of the scheme by Ateniese et al. [1 and also uses chameleon hashes. The idea is as follows: Instead of signing the full message in clear we first replace modifiable message blocks $m[i]$ by (randomized) hash values $h[i]=\mathrm{CHash}\left(p k_{\text {san }}, m[i] ; r[i]\right)$ of the blocks. Then we sign this sequence of message blocks and hash values with a regular signature scheme.

The hash values have the special "chameleon" property that, if one has the sanitizer's trapdoor information $s k_{\mathrm{san}}$ and $r[i]$, one can easily find collisions, i.e., for given $m^{\prime}[i]$ one is able to determine $r^{\prime}[i]$ with $h[i]=\operatorname{CHash}\left(p k_{\text {san }}, m^{\prime}[i] ; r^{\prime}[i]\right)$, leaving the hash value invariant. This allows the sanitizer to modify message blocks for which the signer includes the $r[i]$ 's in the signature (and only those), and such that the actual signature on the hash values does not need to be modified. We note that implementing the idea is more complicated due to the accountability problem, requiring something related to (but not exactly like) key-exposure freeness [14] from the chameleon hash. The latter also necessitates the usage of tags entering the hash computations.

### 5.1 Construction

A chameleon hash scheme $\mathcal{C H}=$ (CHKGen, CHash, CHAdapt) (with tags) consists of three efficient algorithms such that algorithm CHKGen on input $1^{n}$ returns a key pair $(s k, p k)$, algorithm CHash on input $p k$, a tag TAG $\in\{0,1\}^{n}$, a message $m$ and randomness $r$ (which is efficiently samplable from some range $\mathcal{R}_{p k}$ ) returns a hash value $h=$ CHash $(p k$, TAG, $m ; r)$ and algorithm CHAdapt on input $s k$, TAG, $m, r$ and TAG ${ }^{\prime}, m^{\prime}$ returns $r^{\prime}$ such that CHash $(p k$, TAG, $m ; r)=$ CHash $\left(p k, \mathrm{TAG}^{\prime}, m^{\prime} ; r^{\prime}\right)$. It also holds that for any $p k, \mathrm{TAG}, m, \mathrm{TAG}^{\prime}, m^{\prime}$ the distribution of CHAdapt $\left(s k\right.$, TAG, $m, r, \mathrm{TAG}^{\prime}, m^{\prime}$ ) (over the choice of $r$ ) is the same as the distribution of $r$ itself, also implying that a hash value CHash $(p k$, TAG, $m ; r)$ (over the choice of $r$ ) is distributed independently of TAG, $m$.

Key-exposure freeness [14] now says that it is infeasible to find collisions, even if one gets to see collisions for other values. To be more precise, the security requirement demands that, after having learned collisions for some tags, one cannot create a collision for a new tag. This is a strong and useful notion and, yet, it would not be sufficient to provide security in our setting. Suppose we attach tags to the documents such that the signer modifies messages by finding collisions for the hash value for the corresponding tags. Then a malicious signer could still try to escape accountability by finding further collisions for the same tag. We therefore introduce the notion of collision-resistance under random-tagging attacks, i.e., where collisions for different tags are created but where one of the two tags is chosen at random (and the other one is provided by the adversary). In the full version we show that such chameleon hashes exist under the RSA assumption in the random oracle model:

Definition 8 (Collision-Resistance under Random-Tagging Attacks). A chameleon hash scheme $\mathcal{C H}=$ (CHKGen, CHash, CHAdapt) is collisionresistant under random-tagging attacks if for any efficient adversary $\mathcal{A}$ the following experiment returns 1 with negligible probability only:

```
Experiment \(\operatorname{RndTag}_{\mathcal{A}}^{\mathcal{C H}}(n)\)
    \((p k, s k) \leftarrow \operatorname{CHKGen}\left(1^{n}\right)\)
    \(\left(\mathrm{TAG}, m, r, \mathrm{TAG}^{\prime}, m^{\prime}, r^{\prime}\right) \leftarrow \mathcal{A}^{\operatorname{OAdapt}(s k, \cdot, \cdot, \cdot, \cdot)}(p k)\)
        where oracle OAdapt for the \(i\)-th query \(\left(\mathrm{TAG}_{i}, m_{i}, r_{i}, m_{i}^{\prime}\right)\)
        with \(\mathrm{TAG}_{i} \in\{0,1\}^{n}\) samples \(\mathrm{TAG}_{i}^{\prime} \leftarrow\{0,1\}^{n}\) and
        computes \(r_{i}^{\prime} \leftarrow\) CHAdapt \(\left(s k\right.\), TAG \(\left., m, r, \mathrm{TAG}^{\prime}, m^{\prime}\right)\).
        Return \(\left(\mathrm{TAG}_{i}^{\prime}, r_{i}^{\prime}\right)\).
    return 1 if
        \((\mathrm{TAG}, m) \neq\left(\mathrm{TAG}^{\prime}, m^{\prime}\right)\) and
        \(C H a s h(p k\), TAG,\(m ; r)=C H a s h\left(p k, \mathrm{TAG}^{\prime}, m^{\prime} ; r^{\prime}\right)\) and
        \(\left\{(\mathrm{TAG}, m),\left(\mathrm{TAG}^{\prime}, m^{\prime}\right)\right\} \neq\left\{\left(\mathrm{TAG}_{i}, m_{i}\right),\left(\mathrm{TAG}_{i}^{\prime}, m_{i}^{\prime}\right)\right\}\) for \(i=1,2, \ldots\) and
        \(\left\{(\mathrm{TAG}, m),\left(\mathrm{TAG}^{\prime}, m^{\prime}\right)\right\} \neq\left\{\left(\mathrm{TAG}_{i}^{\prime}, m_{i}^{\prime}\right),\left(\mathrm{TAG}_{j}^{\prime}, m_{j}^{\prime}\right)\right\}\) for \(i, j=1,2, \ldots\).
```

The condition $\left\{(\mathrm{TAG}, m),\left(\mathrm{TAG}^{\prime}, m^{\prime}\right)\right\} \neq\left\{\left(\mathrm{TAG}_{i}, m_{i}\right),\left(\mathrm{TAG}_{i}^{\prime}, m_{i}^{\prime}\right)\right\}$ rules out trivial duplication attacks in which the adversary simply copies the data from the interaction with the oracle. The other condition $\left\{(\mathrm{TAG}, m),\left(\mathrm{TAG}^{\prime}, m^{\prime}\right)\right\} \neq$ $\left\{\left(\mathrm{TAG}_{i}^{\prime}, m_{i}^{\prime}\right),\left(\mathrm{TAG}_{j}^{\prime}, m_{j}^{\prime}\right)\right\}$ prevents trivial "transitivity" attacks where the adversary calls the oracle about the same $\left(\mathrm{TAG}_{i}, m_{i}, r_{i}\right)$ twice, but with different $m_{i}^{\prime}, m_{j}^{\prime}$. Then the oracle's answers collide, as they yield the same value CHash $\left(p k\right.$, TAG $\left._{i}, m_{i} ; r_{i}\right)$ individually.

In our construction we also need that the tags generated by the signer and the ones by the sanitizer look identical (from the outside) but are generated differently (and that this is provable to a judge). Otherwise a malicious signer would be able to claim that a sanitized message has been the original. We resolve this by letting the tags of the sanitizer be truly random, whereas the tags of the signer need to be created pseudorandomly (with a pseudorandom generator PRG mapping $n$-bit inputs to $2 n$-bit outputs). In addition, the seed for the pseudorandomly generated labels should be recoverable for the signer from the signature and the secret key, such that we use a pseudorandom function PRF (mapping $n$-bit inputs to $n$-bit outputs for $n$-bit keys) to derive the seed for PRG from a nonce Nonce, included in the signature.

Finally, we also need a regular signature scheme $\mathcal{S}=(\mathrm{SKGen}, \mathrm{SSign}, \mathrm{SVf})$ being existentially unforgeable under adaptive chosen-message attacks. Below we let $\left(a_{1}, a_{2}, \ldots\right)$ be some encoding of bit strings $a_{1}, a_{2}, \ldots$ into $\{0,1\}^{*}$ such that (in contrast to concatenation $a_{1}\left\|a_{2}\right\| \ldots$ ) all individual components are recoverable:

Construction 1 (Sanitizable Signature Scheme). Define the following san-
 Judge):

Key Generation. Algorithm KGen $_{\text {sig }}$ on input $1^{n}$ generates a key pair $(p k, s k)$
$\leftarrow \operatorname{SKGen}\left(1^{n}\right)$ of the underlying signature scheme, picks a key $\kappa \leftarrow\{0,1\}^{n}$
for the pseudorandom function and returns $\left(p k_{\text {sig }}, s k_{\text {sig }}\right)=(p k,(s k, \kappa))$. Algorithm KGen san for input $1^{n}$ returns a pair $\left(p k_{\text {san }}, s k_{\text {san }}\right) \leftarrow \operatorname{CHKGen}\left(1^{n}\right)$ of the chameleon hash scheme.
Signing. Algorithm Sign on input $m \in\{0,1\}^{t \ell}, s k_{s i g}, p k_{s a n}$, ADM picks NONCE $\leftarrow\{0,1\}^{n}$ at random, computes $x=\operatorname{PRF}(\kappa$, NONCE $)$ and TAG $=\operatorname{PRG}(x)$, and picks $r[j]$ for each $j$ in ADM at random. It computes

$$
h[j]= \begin{cases}C H a s h\left(p k_{s a n}, \mathrm{TAG},\left(j, m[j], p k_{\text {sig }}\right) ; r[j]\right) & \text { if } j \text { is in ADM } \\ m[j] & \text { else }\end{cases}
$$

for each block $m[j] \in\{0,1\}^{t}$ and $\sigma_{0} \leftarrow \operatorname{SSign}\left(s k_{\text {sig }},\left(h, p k_{\text {san }}, \mathrm{ADM}\right)\right)$ for $h=$ $(h[1], h[2], \ldots, h[\ell])$. It returns $\sigma=\left(\sigma_{0}\right.$, TAG, NONCE, ADM, $\left.r\left[j_{1}\right], \ldots, r\left[j_{k}\right]\right)$ where each $j_{i}$ is in ADM.
Sanitizing. Algorithm Sanit on input a message $m$, information mOd, a signature $\sigma=\left(\sigma_{0}\right.$, TAG, NONCE, ADM, $\left.r\left[j_{1}\right], \ldots, r\left[j_{k}\right]\right), p k_{\text {sig }}$ and $s k_{\text {san }}$ first checks that each modification in MOD is admissible according to ADM and that $\sigma_{0}$ is a valid signature for $\left(h, p k_{\text {san }}, \mathrm{ADM}\right)$. If not, it stops with output $\perp$. Else, for each $j$ in ADM it lets $m^{\prime}[j]$ be the modified block of $m[j]$ (possibly $\left.m^{\prime}[j]=m[j]\right)$, picks new values NONCE ${ }^{\prime} \leftarrow\{0,1\}^{n}$ and TAG $^{\prime} \leftarrow\{0,1\}^{2 n}$ and replaces each $r[j]$ in the signature by

$$
r^{\prime}[j] \leftarrow \operatorname{CHAdapt}\left(s k_{\text {san }}, \mathrm{TAG},\left(j, m[j], p k_{s i g}\right), r[j], \mathrm{TAG}^{\prime},\left(j, m^{\prime}[j], p k_{s i g}\right)\right)
$$

It outputs $m^{\prime}$ and $\sigma^{\prime}=\left(\sigma_{0}, \mathrm{TAG}^{\prime}, \mathrm{NONCE}^{\prime}, \mathrm{ADM}, r^{\prime}\left[j_{1}\right], \ldots, r^{\prime}\left[j_{k}\right]\right)$.
Verification. Algorithm Verify on input a message $m \in\{0,1\}^{\text {tl }}$ and a signature $\sigma=\left(\sigma_{0}\right.$, TAG, NONCE, ADM, $\left.r\left[i_{1}\right], \ldots, r\left[i_{k}\right]\right), p k_{\text {sig }}$ and $p k_{\text {san }}$ computes

$$
h[j]= \begin{cases}C H a s h \\ m\left[p k_{\text {san }}, \mathrm{TAG},\left(j, m[j], p k_{\text {sig }}\right) ; r[j]\right) & \text { if } j \text { is in ADM } \\ m[\text { else }\end{cases}
$$

and then outputs $\operatorname{SVf}\left(p k_{\text {san }},\left(h, p k_{\text {san }}, \mathrm{ADM}\right), \sigma_{0}\right)$ for $h=(h[1], \ldots, h[\ell])$.
Proof. Algorithm Proof on input $s k_{\text {sig }}, m, \sigma$ and a sequence $\left(m_{i}, \sigma_{i}\right)$ as well as $p k_{\text {san }}$ searches the sequence to find a tuple $\left(\operatorname{TAG}_{i},\left(j, m_{i}[j], p k_{\text {sig }}\right), r[j]\right)$ such that

$$
\begin{aligned}
& \operatorname{CHash}\left(p k_{s a n}, \operatorname{TAG}_{i},\left(j, m_{i}[j], p k_{s i g}\right), r_{i}[j]\right) \\
& =C \operatorname{Hash}\left(p k_{\text {san }}, \operatorname{TAG},\left(j, m[j], p k_{s i g}\right), r[j]\right)
\end{aligned}
$$

for some distinct pair (TAG, $\left(j, m[j], p k_{\text {sig }}\right)$ ) in $m, \sigma$ and where $\mathrm{TAG}_{i}=$ $\operatorname{PRG}\left(x_{i}\right)$ for $x_{i}=\operatorname{PRF}\left(\kappa, \mathrm{NONCE}_{i}\right)$ for the value $\mathrm{NONCE}_{i}$ in $\sigma_{i}$. If it finds such data it returns this colliding tuple together with $x_{i}$, i.e.,

$$
\pi=\left(\mathrm{TAG}_{i},\left(j, m_{i}[j], p k_{s i g}\right), r_{i}[j], x_{i}\right)
$$

else it outputs $\perp$.

JUDGE. The judge on input $m, \sigma, p k_{s i g}, p k_{s a n}$ and $\pi=\left(\operatorname{TAG}_{\pi},\left(j, m_{\pi}[j], p k_{s i g}, \pi\right)\right.$, $\left.r_{\pi}[j], x_{\pi}\right)$ checks that $p k_{\text {sig }}=p k_{\text {sig, }}$, that $\pi$ describes a non-trivial collision under CHash $\left(p k_{\text {san }}, \cdot, \cdot, \cdot\right)$ for the pair (TAG, $\left.\left.j, m[j], p k_{\text {sig }}\right), r[j]\right)$ in $\sigma$, i.e.,

$$
\begin{aligned}
& C H a s h\left(p k_{s a n}, \operatorname{TAG}_{\pi},\left(j, m_{\pi}[j], p k_{s i g, \pi}\right) ; r_{\pi}[j]\right) \\
& =C H a s h\left(p k_{s a n}, \operatorname{TAG},\left(j, m[j], p k_{s i g}\right) ; r[j]\right)
\end{aligned}
$$

that the block $j$ is admissible, and that $\mathrm{TAG}_{\pi}=\operatorname{PRG}\left(x_{\pi}\right)$ for the given value $x_{\pi}$ in the proof. If so, it outputs San, else it returns Sig.

Completeness of signatures generated by the signer follows easily from the completeness of the underlying signature scheme, completeness of signatures generated by the sanitizer follows from the fact that algorithm CHAdapt always returns a collision, and completeness for proofs holds as one always finds convincing data then.

### 5.2 Security

It remains to prove security:
Theorem 2. The sanitizable signature scheme in Construction 1 is secure, i.e., it is immutable, transparent, sanitizer- and signer-accountable (and thus private and unforgeable), assuming that the chameleon hash function is collisionresistant under random-tagging attacks, that PRG and PRF are pseudorandom and that the signature scheme is existentially unforgeable under adaptive chosenmessage attacks.

Proof. We stepwise go through the properties. Most times we merely outline the security proof because a formalization is straightforward.

Immutability. Assume that the scheme is not immutable according to our definition and that there exists a successful adversary $\mathcal{A}$ against this property. We show that this contradicts the unforgeability of the underlying signature scheme. There are two cases: Assume that $\mathcal{A}$ succeeds by outputting $\left(p k_{\text {san }}^{*}, m^{*}, \sigma^{*}\right)$ such that $\left(p k_{\mathrm{san}}^{*}, \mathrm{ADM}^{*}, h^{*}\right)$ is different from all other data $\left(p k_{\mathrm{san}, i}, \mathrm{ADM}_{i}, h_{i}\right)$ appearing in the attack. Then the valid signature $\sigma_{0}^{*}$ included in $\sigma^{*}$ is for a message $\left(h^{*}, p k_{\text {san }}^{*}, \mathrm{ADM}^{*}\right)$ which has not been signed with the underlying signature scheme before. This, however, contradicts the unforgeability of this signature scheme (observing that we can simulate Proof perfectly without knowledge of the secret key of the signature scheme).

Next assume $\left(p k_{\mathrm{san}}^{*}, \mathrm{ADM}^{*}, h^{*}\right)$ is identical to some $\left(p k_{\mathrm{san}, i}, \mathrm{ADM}_{i}, h_{i}\right)$. Then, since $p k_{\mathrm{san}}^{*}=p k_{\mathrm{san}, i}$ the messages $m^{*}$ and $m_{i}$ must differ in at least one inadmissible block $j_{i}$ according to $\mathrm{ADM}_{i}$. But since $\mathrm{ADM}^{*}=\mathrm{ADM}_{i}$ this must also be an inadmissible block according to ADM* in $m^{*}$. Therefore $h^{*}\left[j_{i}\right]=m^{*}\left[j_{i}\right]$ must be different from $h_{i}\left[j_{i}\right]=m_{i}\left[j_{i}\right]$, contradicting the fact $h^{*}=h_{i}$. Hence, the second case cannot occur and the scheme is immutable.

Transparency. Transparency holds because with overwhelming probability all values Nonce picked by the signer are distinct and thus all $x$-values are computationally indistinguishable from independent and randomly chosen values. In this case all the generator's outputs, too, are indistinguishable from random $2 n$-bit strings (as chosen by the sanitizer). Given this the claim now follows from the distributional property of CHAdapt, that the sanitizing process goes through all admissible block and updates them, and the fact that the distribution of the input ( $h, p k_{\text {san }}, \mathrm{ADM}$ ) to the signing step is independent of the message. Hence, the distribution of the reply is computationally indistinguishable in the two cases for the Sanit/Sign box, independently of further queries to the signature, sanitizing or proof oracles (using the fact that the guessing the Nonce values in the signatures computed internally in the Sanit/Sign box is infeasible).

Sanitizer-Accountability. Assume that the scheme was not sanitizer-accountable and there was a successful adversary $\mathcal{A}$, i.e., such that Proof algorithm cannot find a non-trivial collision in the chameleon hashes for $\left(p k_{\mathrm{san}}^{*}, m^{*}, \sigma^{*}\right)$ and the $\left(p k_{\mathrm{san}, i}, m_{i}, \sigma_{i}\right)$ queries. First note that if $\left(h^{*}, p k_{\mathrm{san}}^{*}, \mathrm{ADM}^{*}\right) \neq\left(h_{i}, p k_{\mathrm{san}, i}, \mathrm{ADM}_{i}\right)$ for all $i$, the valid signature $\sigma_{0}^{*}$ in $\sigma^{*}$ for this tuple would constitute a successful forgery against the signature scheme (using again the fact that Proof can be easily simulated without the secret signing key).

Hence, there must be some $i$ with $\left(h^{*}, p k_{\text {san }}^{*}, \mathrm{ADM}^{*}\right)=\left(h_{i}, p k_{\text {san }, i}, \mathrm{ADM}_{i}\right)$. In particular, since a success requires $\left(p k_{\mathrm{san}}^{*}, m^{*}\right) \neq\left(p k_{\mathrm{san}, i}, m_{i}\right)$ we must have $m^{*}[j] \neq m_{i}[j]$ for some block $j$. Furthermore, because $\mathrm{ADM}^{*}=\mathrm{ADM}_{i}$ and inadmissible message blocks are output in clear and cannot be distinct, it holds that

$$
\begin{aligned}
h^{*}[j]=\operatorname{CHash} & \left(p k_{\mathrm{san}}^{*}, \operatorname{TAG}^{*},\left(j, m^{*}[j], p k_{\mathrm{sig}}\right) ; r^{*}[j]\right) \\
& =\operatorname{CHash}\left(p k_{\mathrm{san}}^{*}, \operatorname{TAG}_{i},\left(j, m_{i}[j], p k_{\mathrm{sig}}\right) ; r_{i}[j]\right)=h_{i}[j]
\end{aligned}
$$

for some $r^{*}[j]$ in $\sigma^{*}$ and $r_{i}[j]$ in $\sigma_{i}$. This, however, implies that Proof finds such a non-trivial collision with overwhelming probability. Given this, it is clear that Proof can also output $x_{i}$ from the genuine signature data.

Signer-Accountability. We finally show signer-accountability, this time using the security under random-tagging attacks of of the chameleon hash function. Assume that there is a successful attacker making the Judge accuse the sanitizer for a message which has not been sanitized by the legal sanitizer.

First note that for the adversary's successful output $p k_{\text {sig }}^{*}, m^{*}, \sigma^{*}$ (with tag TAG $\left.^{*}\right)$ and $\pi^{*}=\left(\mathrm{TAG}_{\pi},\left(j, m_{\pi}[j], p k_{\text {sig } \pi}\right), r_{\pi}[j], x_{\pi}\right)$ with overwhelming probability $\mathrm{TAG}_{\pi} \neq \mathrm{TAG}_{i}^{\prime}$ for all $i$. This is so because with overwhelming probability no $\mathrm{TAG}_{i}^{\prime}$ lies in the range of PRG and there cannot be a valid preimage $x_{\pi}$ for $\mathrm{TAG}_{\pi}=\mathrm{TAG}_{i}^{\prime}$. In particular, it follows that $\left\{\mathrm{TAG}^{*}, \mathrm{TAG}_{\pi}\right\} \neq\left\{\mathrm{TAG}_{i}^{\prime}, \mathrm{TAG}_{j}^{\prime}\right\}$ for all $i, j$.

Assume that $\left\{\mathrm{TAG}^{*}, \mathrm{TAG}_{\pi}\right\} \neq\left\{\mathrm{TAG}_{i}, \mathrm{TAG}_{i}^{\prime}\right\}$ for all $i=1,2, \ldots, q$. Then, because we also have $\left\{\mathrm{TAG}^{*}, \mathrm{TAG}_{\pi}\right\} \neq\left\{\mathrm{TAG}_{i}^{\prime}, \mathrm{TAG}_{j}^{\prime}\right\}$ this would straightforwardly contradict the security of the chameleon hash (noting that we can easily simulate
the sanitizer algorithm with the help of the OAdapt oracle). Hence, assume that $\left\{\mathrm{TAG}^{*}, \mathrm{TAG}_{\pi}\right\}=\left\{\mathrm{TAG}_{i}, \mathrm{TAG}_{i}^{\prime}\right\}$ for some $i$ and, since the random tags picked by the honest sanitizer are unique with overwhelming probability, we can assume that $i$ is unique.

Because $\mathrm{TAG}_{\pi} \neq \mathrm{TAG}_{i}^{\prime}$ we must have $\mathrm{TAG}^{*}=\mathrm{TAG}_{i}^{\prime}$ and $\mathrm{TAG}_{\pi}=\mathrm{TAG}_{i}$. Since $\left(p k_{\mathrm{sig}}^{*}, m^{*}\right) \neq\left(p k_{\mathrm{sig}, i}, m_{i}^{\prime}\right)$ for a success there must be some $j$ with $\left(\mathrm{TAG}^{*},\left(j, m^{*}\right.\right.$ $\left.\left.[j], p k_{\mathrm{sig}}^{*}\right)\right) \neq\left(\operatorname{TAG}_{i}^{\prime},\left(j, m_{i}^{\prime}[j], p k_{\text {sig }}, i\right)\right)$. However, assuming that all sanitizer tags are unique and observing that with overwhelming probability $\mathrm{TAG}_{i}^{\prime} \neq \mathrm{TAG}_{i}$ and that for the same tag the prepended block numbers are distinct, it follows that the adversary has generated a new collision ( $\left.\mathrm{TAG}^{*},\left(j, m^{*}[j], p k_{\mathrm{sig}}^{*}\right)\right)$, $\left(\operatorname{TAG}_{i}^{\prime},\left(j, m_{\pi}[j], p k_{\text {sig }}^{*}\right)\right)$ which has not been queried previously. This would again contradict the security of the chameleon hash function and signer-accountability follows.
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## A General Message Modifications

In this section we outline how to adapt our security notions for more general message modifications. To this end we assume that ADM and MOD are (descriptions of) efficient algorithms such that $\operatorname{ADM}(M O D) \in\{0,1\}$ indicates if the modification is admissible and matches $\operatorname{ADM}$, i.e., $\operatorname{ADM}(M O D)=1$. The function MOD maps any message $m$ to the modified message $m^{\prime}=\operatorname{MOD}(m)$.

The notion of unforgeability remains unchanged. For immutability we demand as before that the adversary's output $\left(p k_{\mathrm{san}}^{*}, m^{*}, \sigma^{*}\right)$ describes a valid message-signature pair under keys $p k_{\text {sig }}, p k_{\mathrm{san}}^{*}$. With the general message modification we now require for all queries to the signing oracle for $i=1,2, \ldots, q$ that $p k_{\mathrm{san}}^{*} \neq p k_{\mathrm{san}, i}$ or $m^{*} \notin\left\{\operatorname{MOD}\left(m_{i}\right) \mid \operatorname{MOD}\right.$ with $\left.\operatorname{ADM}(\operatorname{MOD})=1\right\}$. Note that, under this general definition, it may not be efficiently verifiable if the adversary has succeeded.

The notion of privacy under general modifications demands that for each pair $\left(m_{j, 0}, \operatorname{MOD}_{j, 0}, \mathrm{ADM}_{j}\right),\left(m_{j, 1}, \mathrm{MOD}_{j, 1}, \mathrm{ADM}_{j}\right)$ submitted to the left-or-right oracle the modifications are admissible and yield the same message, i.e., we simply adapt the notation $\left(m_{j, 0}, \operatorname{MOD}_{j, 0}, \operatorname{ADM}_{j}\right) \equiv\left(m_{j, 1}, \operatorname{MOD}_{j, 1}, \mathrm{ADM}_{j}\right)$ accordingly. Transparency and the accountability notions remain unchanged.

We note that both security implications (transparency implies privacy and accountability implies unforgeability) are also valid under this more general notion. The separations remain true as block-based descriptions of MOD and ADM constitute a special case.
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#### Abstract

This paper describes new methods in pairing-based signature schemes for identifying the invalid digital signatures in a batch, after batch verification has failed. These methods efficiently identify nontrivial numbers of invalid signatures in batches of (potentially large) numbers of signatures.

Our methods use "divide-and-conquer" search to identify the invalid signatures within a batch, but prune the search tree to substantially reduce the number of pairing computations required. The methods presented in this paper require computing on average $O(w)$ products of pairings to identify $w$ invalid signatures within a batch of size $N$, compared with the $O\left(w\left(\log _{2}(N / w)+1\right)\right)$ [for $w<N / 2$ ] that traditional divide-and-conquer methods require. Our methods avoid the problem of exponential growth in expected computational cost that affect earlier proposals which, on average, require computing $O(w)$ products of pairings.

We compare the expected performance of our batch verification methods with previously published divide-and-conquer and exponential cost methods for Cha-Cheon identity-based signatures [6]. However, our methods also apply to a number of short signature schemes and as well as to other identity-based signature schemes.
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## 1 Introduction

Public-key digital signatures have frequently been used in proposals for securing wireless network protocols. Proposals include methods for performing the following: combating SPAM [11] securing routing protocols [19]30; providing secure accounting and charging for use of the wireless network, or securely giving incentives to nodes for desirable (to the network) behavior [22]4; protecting

[^52]location and safety messages in vehicular networks [23|21]; and securely transporting ordinary messages in delay (or disruption) tolerant networks [7|26]. Even in wireless networks that have significant performance constraints such as sensor networks, it has been argued on efficiency grounds that signature schemes should be used for message authentication rather than symmetric cryptographic techniques 10|27.

When protocol designers need to select a bandwidth efficient signature scheme, they will be drawn to schemes based on bilinear pairings, such as the short signature schemes [215] or the bandwidth efficient identity-based signature schemes [615]. However, the computational cost of such schemes, especially the cost of their verification algorithms, can negatively impact the performance of wireless networks (e.g., increased delay, CPU utilization, energy consumption). Therefore, whenever circumstances allow, designers will employ batch verification methods for such pairing-based signature schemes [29|5|14]. Adversaries can attempt to negate the advantages of batch verification by corrupting messages or signatures within a batch. To counter such attacks, efficient methods are needed to identify the valid signatures within a batch that has failed initial batch verification.

To discover the valid signatures in an invalid batch, rather than verifying each signature individually, "divide-and-conquer" (DQ) techniques have been proposed [2014]. These methods can be significantly faster than verifying individually whenever the ratio of the number of invalid signatures to the batch size is low. These methods require only $O\left(w\left(\log _{2}(N / w)+1\right)\right)$ batch verifications and, for pairing-based signatures, product of pairings computations [13]. Recent methods for identification of invalid pairing-based signatures require $O(w)$ batch verifications [14]. When the ratio $w / N$ is very low these methods can provide significant performance improvements over DQ methods; however, the cost of performing the batch verifications used in these methods grows exponentially, limiting their use to very small batches, and to batches with only very few invalid signatures.

Our contribution. In this paper, we present two new methods for finding invalid signatures in pairing-based schemes. These methods are based on divide-and-conquer searching, but differ from previous methods in how the (sub-) batches are verified. The average number of product of pairings computations required in our methods is $O(w)$, which is a substantial improvement over previous divide-and-conquer methods when the ratio $w / N$ is low, and is the same complexity as the exponential cost methods. The expected number of multiplications in $\mathbb{F}_{q^{d}}$ required of the new methods is $O(w \sqrt{N})$, and $O(w N)$, compared to estimates of the cost of the two exponential cost methods, $O\left(N^{w-1} /(w-1)\right.$ !) and $O\left(w^{w-1} N^{\frac{w-1}{2}} /(w-1)!\right.$ ) [14]. We have specified these methods and compared their performance for Cha-Cheon signatures [6]; however, these methods can be applied to several other pairing-based signature schemes, specifically the batched identity-based and batched short signature schemes discussed in [8].

## 2 Notation

In this paper we assume that pairing-based schemes use bilinear pairings on an elliptic curve $E$, defined over $\mathbb{F}_{q}$, where $q$ is a large prime. $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ are distinct subgroups of prime order $r$ on this curve, where $\mathbb{G}_{1}$ is a subset of the points on $E$ with coordinates in $\mathbb{F}_{q}$, and $\mathbb{G}_{2}$ is a subset of the points on $E$ with coordinates in $\mathbb{F}_{q^{d}}$, for a small integer $d$ (the embedding degree). The pairing $e$ is a map from $\mathbb{G}_{1} \times \mathbb{G}_{2}$ into $\mathbb{G}_{T}$ where $\mathbb{G}_{T}$ is a multiplicative group of order $r$ in the field $\mathbb{F}_{q^{d}}$.

We use the following notation for the components of the costs of (batch) signature verification and invalid signature identification methods for Cha-Cheon signatures. CstDbIPair is the cost of a double product of pairings computation 13. CstMult $\mathbb{G}_{1}\left(\mathrm{t}_{1}\right)$ is the cost of multiplying an element of $\mathbb{G}_{1}$ by a scalar $s$ of size $|s|$ and $t_{1}=\left\lceil\log _{2}(|s|)\right\rceil$; likewise CstDIbMult $\mathbb{G}_{1}\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)$ is the cost of a pair of multiplications of elements of $\mathbb{G}_{1}$ by scalars of size $t_{1}$ and $t_{2}$ simultaneously. CstAdd $\mathbb{G}_{1}$ is the cost of adding two elements of $\mathbb{G}_{1}$, and $\operatorname{CstSub} \mathbb{G}_{1}$ is the cost of subtracting an element of $\mathbb{G}_{1}$ from another element. Cstlnv $\mathbb{G}_{\mathrm{T}}$ is the cost of computing an inverse of an element in $\mathbb{G}_{T} ; \operatorname{CstMult} \mathbb{G}_{\mathrm{T}}$ is the cost of multiplying two elements of $\mathbb{G}_{T}$; and $\operatorname{Cst} \operatorname{Expt} \mathbb{G}_{\mathrm{T}}\left(\mathrm{t}_{1}\right)$ is the cost of raising an element of $\mathbb{G}_{T}$ to the power $s$.

## 3 Background

Batch cryptography was introduced by Fiat [9, and the first batch signature scheme was that of Naccache et al. [18] for a variant of DSA signatures. Bellare et al. [1] presented three generic methods for batching modular exponentiations: the random subset test, the small exponents test (SET), and the bucket test, which are related to techniques in [18|28].

The inputs to the small exponents test are a security parameter $l$, a generator $g$ of the group $G$ of prime order $q$, and $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{N}, y_{N}\right)$ with $x_{i} \in Z_{q}$ and $y_{i} \in G$. The verifier 1) checks that $g^{x_{i}}=y_{i}$ for all $\left.i, 1 \leq i \leq N ; 2\right)$ chooses $n$ random integers $r_{1}, \ldots, r_{N}$ in the range $\left.\left[0,2^{l}-1\right] ; 3\right)$ computes $x=\sum_{i=1}^{N} x_{i} r_{i}$ and $y=\prod_{i=1}^{N} y_{i}{ }^{r_{i}}$; and 4) tests whether $g^{x}=y$ and accepts the batch if true, else rejects. If the test rejects a batch, then there is at least one invalid pair $\left(x_{i}, y_{i}\right)$; the probability that the test accepts a batch containing invalid signatures is at most $2^{-l}$ [1], if the order of $G$ is a prime [3]. One of the $r$ 's can be set to one without loss of security [14]. The small exponents test has appeared in pairingbased signature schemes [215] including, in [14], as the batch verifier for the Cha-Cheon signature scheme [6] 1

Cha-Cheon Identity-Based Signature scheme. $H(m, U)$ is a cryptographic hash that maps a bit string $m$ and a point $U \in \mathbb{G}_{1}$ to an integer between 1 and $r$.

[^53]1. Setup: The system manager selects an order $r$ point $T \in \mathbb{G}_{2}$ and randomly selects an integer $s$ in the range $[1, r-1]$. The manager computes $S=s T$. The public system parameters are $T$ and $S$. The system manager's secret key is $s$.
2. Extract: Each user is given a key pair. The user's public key, $Q$, is a point in $\mathbb{G}_{1}$ that is derived from the user's identity using a public algorithm. The user's private key is $C=s Q$.
3. Sign: To sign a message $m$, the signer randomly generates an integer $t$ in the range $[1, r-1]$ and outputs a signature $(U, V)$ where $U=t Q$ and $V=$ $(t+H(m, U)) C$.
4. Verify: To verify a signature $(U, V)$ of message $m$, the verifier derives the signer's public key $Q$ from the alleged signer's identity and computes $h=$ $H(m, U)$. If $e(U+h Q, S)=e(V, T)$ then the signature is accepted. Otherwise, the signature is rejected. This test can be rewritten as $1=e(U+$ $h Q, S) \cdot e(V,-T)$ which can be computed more efficiently [13].

In [14] the following batch verifier was presented. The verifier obtains $N$ messages $m_{i}$, for $i=1$ to $N$, and the signatures $\left(U_{i}, V_{i}\right)$ and signer's identity for each message. The verifier derives each public key $Q_{i}$ from the signer's identity and checks that $U_{i}$ and $V_{i}$ are elements of $\mathbb{G}_{1}$. The verifier sets $r_{1}=1$ and generates random values $r_{i}$ from $\left[0,2^{l}-1\right]$, for $i=2$ to $N$. The batch is valid if

$$
1=\alpha_{0}=e\left(\sum_{i=1}^{N} B_{i}, S\right) \cdot e\left(\sum_{i=1}^{N} D_{i},-T\right)
$$

where $B_{i}=r_{i}\left(U_{i}+H\left(m_{i}, U_{i}\right) \cdot Q_{i}\right), D_{i}=r_{i} V_{i}$, and 1 is the identity in $\mathbb{F}_{q^{d}}$.

### 3.1 Identifying Invalid Signatures

The problem of identifying invalid signatures within a batch has only recently been investigated. Work in this area generally falls into three categories: divide-and-conquer methods [20]14], identification code based methods [20], and expo-nent testing methods $15|16| 25 \mid 14]$.

Divide-and-Conquer Methods. Pastuszak et al. [20] first investigated methods for identifying invalid signatures within a batch. They explored "divide-andconquer" methods for generic batch verifiers, i.e., methods that work with any of the three batch verifiers studied by Ballare et al. In these methods the set of signatures in an invalid batch is repeatedly divided into $d \geq 2$ smaller subbatches to verify. The most efficient of their techniques, the Fast DC Verifier method, exploits knowledge of the results of the first $d-1$ sub-batch verifications to determine whether the verification of the $d^{t h}$ sub-batch is necessary, i.e., if a (sub-)batch batch is invalid and the first $d-1$ sub-batches of batch are all valid, then the $d$ 'th sub-batch must be invalid, and the batch verifier for that sub-batch is not computed. Performance measurements of one of the methods of [20] for the Boneh, Lynn and Shacham (BLS) [2] signature scheme have been reported [8]. The authors observed that the divide-and-conquer method they
studied outperformed verifying each signature individually when $w / N<.15$ in batches of 1024 BLS signatures using 160-bit MNT curves.

In [14] a more efficient divide-and-conquer method called Binary Quick Search (BQS) was presented; BQS is applicable to small exponents test based verifiers. In this method a batch verifier that compares two quantities, $X$ and $Y$, is replaced with an equivalent test $A=X Y^{-1}$, and the batch is accepted if $A=12$ The BQS algorithm is always ${ }^{3}$ more efficient than any $d=2^{n}$ ary DC Verifier; When it is necessary to verify the $d^{t h}$ child sub-batch, in BQS the sub-batch can be verified by simply computing a single inverse operation and a single multiterm multiplication (or $d-1$ ordinary multiplications) rather than the much more expensive batch verification required by the Fast DC verifier. The upper bound of the number of batch verifications required by BQS is half that of the Fast DC Verifier for $d=2$ [14].

Identification Code Based Methods. Pastuszak et al. 20] investigated using a Hamming identification code and a two-layer Hamming identification code for identifying invalid signatures in generic batch verification. The Hamming code verifier can identify a single error in a batch of size $2^{n}-1$ using $n+2$ batch verifications, and the two-layer verifier can identify 2 invalid signatures in a batch of $2^{n}-2$ signatures using $3 n+3$ batch verifications.

Exponent Testing Methods. The first exponent testing method, developed by Lee et al. [15], was capable of finding a single invalid signature within a batch of "DSA-type" signatures. Signatures of this type have verification equations of the form " $g^{m}=s \bmod p$ " where $m$ is the message, $s$ is the signature, the generator $g$ has order $q$, and $p$ and $q$ are primes where $q \mid(p-1)$. To identity an invalid signature, compute $X=\prod_{i=1}^{N} s_{i} / g^{\sum_{i=1}^{N} m_{i}}$ and $Y=\prod_{i=1}^{N} s_{i}^{i} / g^{\sum_{i=1}^{N} i \cdot m_{i}}$ and test whether $Y=X^{z}$ for $z \in[1, N]$. The Exponentiation method of Law and Matt [14], for the special case of identifying a single invalid signature, is similar to the above method.

Lee et al. [16] applied their approach for DSA-type signatures to identifying a single invalid signature in batches of RSA signatures. They addressed the problem of identifying multiple invalid RSA signatures by using their RSA method in a divide-and-conquer method that is somewhat similar to the Single Pruning Search we present in Section [4] However, Stanek showed in [25] that their approach for RSA signatures is not secure.

In [14] two exponent testing methods for pairing-based batch signatures, the Exponentiation method and the Exponentiation with Sectors method, were presented. Both methods require computing a number of batch verifications that are proportional to the number of invalid signatures $w$ in the batch. The Exponentiation method requires $w+1$ verifications (including the initial batch verification)

[^54]and the same number of product of pairings computations. Exponentiation with Sectors requires at most $2 w+1$ product of pairings computations. Both methods use exhaustive search during batch verification, resulting in exponential cost.

Exponentiation Method. For the Cha-Cheon signature scheme, compute $\alpha_{0}$ and test whether $\alpha_{0}$ is equal to the identity. If so, the batch is valid. Otherwise compute $\alpha_{j}, w \geq j \geq 1$,

$$
\begin{equation*}
\alpha_{j}=e\left(\sum_{i=1}^{N} i^{j} B_{i}, S\right) e\left(\sum_{i=1}^{N} i^{j} D_{i},-T\right) \tag{1}
\end{equation*}
$$

and perform a test on the values $\alpha_{j}, \alpha_{j-1}, \ldots \alpha_{0}$. For $j=1$, test whether $\alpha_{1}=\alpha_{0}^{z_{1}}$ has a solution for $1 \leq z_{1} \leq N$ using Shanks' giant-step babystep algorithm [24]. If successful, $w=1$ and $z_{1}$ is the position of the invalid signature. In general the method tests whether

$$
\begin{equation*}
\alpha_{j}=\prod_{t=1}^{j}\left(\alpha_{j-t}\right)^{(-1)^{t-1} p_{t}} \tag{2}
\end{equation*}
$$

has a solution where $p_{t}$ is the $t$ th elementary symmetric polynomial in $1 \leq z_{1} \leq$ $\ldots \leq z_{j} \leq N$. The authors show that the tests can be performed in $\bar{O}(\sqrt{N})$ for $j=1$ and $O\left(N^{j-1} /(j-1)\right.$ !) for $j \geq 2$ multiplications in $\mathbb{F}_{q^{d}}$. If a test fails increment $j$, compute $\alpha_{j}$, and test. When $j=w$ the test will succeed, and the values of $z_{1}, \ldots, z_{w}$ are the positions of the invalid signatures.

Exponentiation with Sectors Method. The Exponentiation with Sectors Method uses two stages. In the first stage, the batch is divided into approximately $\sqrt{N}$ sectors of approximately equal size and the Exponentiation method is used, where each $B_{i}$, and $D_{i}$ within a sector is multiplied by the same constant, to identify the $v$ invalid sectors. In the second stage, the Exponentiation method is used to find the invalid signatures within a batch consisting of the signatures from the $v$ invalid sectors. This method requires $w+v+1$ product of pairings computations, including the initial verification, where $v \leq \min (w, \sqrt{N})$. During the first stage the tests can be performed in $O\left(N^{\frac{1}{4}}\right)$ for $j=1$ and $O\left(\sqrt{N}^{j-1} /(j-1)\right.$ !) for $j \geq 2$ multiplications in $\mathbb{F}_{q^{d}}$. During the second stage the number of multiplications required for $w \leq j \geq v$ is $O(\sqrt{v \sqrt{N}})$ for $j=1$, and $O\left(v \sqrt{N}^{j-1} /(j-1)!\right.$ ) for each $j \geq 2$.

## 4 An Alternate Approach to Divide-and-Conquer Methods

Divide-and-conquer methods can be viewed as operating on (for simplicity) a binary tree $T$ with $w \geq 1$ invalid signatures whose root node, $\operatorname{root}_{T}$, is the batch, and each pair of child nodes represents the two nearly equal size sub-batches of their parent. Previously published methods such as Binary DC Verifier and BQS identify the invalid signatures within the initial batch by descending through the
tree, performing verifications on the sub-batches of the nodes they encounter. When one of the methods reaches a node whose sub-batch is valid, the methods do not visit its descendants, if any. The methods identify the invalid signatures by identifying those nodes that are either the ancestors of the leaf nodes of $T$ that represent invalid signatures, or the leaf nodes themselves. The difference between the published methods are 1) the degree of the tree and 2) how efficiently the nodes of the tree are verified.

The methods we propose view $T$ as consisting of a parent sub-tree $P T$ with root node $\operatorname{root}_{P T}=\operatorname{root}_{T}$, and the leaves of $P T$ are the roots of the $w$ maximal sub-trees $S T_{i}, i=1, . ., w$, of $T$ which represent sub-batches that have a single invalid signature. If the $w=1$, then $T=S T_{1}$ and $P T$ is the node $\operatorname{root}_{T}$. The new methods identify invalid signatures by descending through $P T$ and identifying its leaves, and concurrently identifying the single invalid signature in each of the sub-batches these leaves represent.

For signature schemes such as the Cha-Cheon, node of $T$ is the root of some $S T_{i}$ if there exists a value $z, l b \leq z \leq u b$, that is a solution to $\alpha_{1, \text { node }}=\alpha_{0, \text { node }}^{z}$. The values $l b$ and $u b$ are the lower and upper bounds of the sub-batch represented by node within $B$, and $\alpha_{j, \text { node }}=e\left(\sum_{i=l b}^{u b} i^{j} B_{i}, S\right) \cdot e\left(\sum_{i=l b}^{u b} i^{j} D_{i},-T\right)$. Shanks' giant-step baby-step algorithm can determine if such a solution exists in time (multiplications in $\mathbb{F}_{q^{d}}$ ) proportional to the square root of the size of the subbatch. If no solution is found, then node is in $P T$ but is not a leaf; hence its children must be tested. We refer to this approach as single pruning.

When the children of an interior node $p$ in $P T, l$ and its sibling $r$, are leaves of $P T$, there exist values $z_{l}$ in the range of indexes of the signatures in the left sub-batch and $z_{r}$ in the range of signatures in the right sub-batch, such that $\alpha_{1, p}=\alpha_{0, l}^{z_{l}} \cdot \alpha_{0, r}^{z_{r}}$. The values $z_{l}$ and $z_{r}$ can be determined using an algorithm, PairSolver (Left, Right), with cost proportional to the size of the (sub-)batch represented by $p$. If the algorithm fails, then at least one of the child nodes is not a leaf of $P T$ and they are tested individually using Shanks' algorithm. We refer to this approach as paired single pruning.

### 4.1 Single Pruning Search (SPS) Method

The recursive algorithm below describes the Single Pruning Search (SPS) method on a batch $B$ which is a list of $N=2^{h}, h \geq 1$, randomly ordered message / signature pairs $\left(\left(m_{1}, s_{1}\right), \ldots,\left(m_{N}, s_{N}\right)\right)$ where the signature components for Cha-Cheon are verified elements of $\mathbb{G}_{1}$. On the initial call to $S P S\left(X, \alpha_{0, P}, \alpha_{1, P}\right)$, $X=B, \alpha_{0, P}=1, \alpha_{1, P}=1$. SPS uses the following algorithms:

1. $\operatorname{Get}_{0}(X)$ - checks whether $\alpha_{0}$ has been computed for $X$ and if so returns it; otherwise it computes $\alpha_{0}$ by the most efficient method available, and it may compute $\alpha_{0}^{-1}$ [17.
2. $\operatorname{Get}_{1}(X)$ - checks whether $\alpha_{1}$ has been computed for $X$ and if so returns it; otherwise it computes $\alpha_{1}$ by the most efficient method available, and it may compute $\alpha_{1}^{-1}$ 17.
3. $\operatorname{Shanks}(X)$ - if $X$ has a single invalid signature, the algorithm returns the position of the invalid signature; otherwise the algorithm returns 0 [17.
4. $\operatorname{Left}(X)$ - returns a sub-batch with the first len $/ 2$ pairs in $X$, or $\varnothing$ if $X=\varnothing$.
5. $\operatorname{Right}(X)$ - returns a sub-batch with the later len $/ 2$ pairs in $X$, or $\varnothing$ if $X=\varnothing$.
6. $\operatorname{Len}(X)$ - returns the number of pairs in $X$, or 0 if $X=\varnothing$.

Algorithm. $S P S\left(X, \alpha_{0, P}, \alpha_{1, P}\right) \quad$ (Single Pruning Search)
Input: $X$ a list of message / signature pairs, $\alpha_{0, P}$ and $\alpha_{1, P}$ in $\mathbb{G}_{T}$. Output: A list of the invalid pairs in the batch.
Return: A boolean.

```
if \((\operatorname{Len}(X)=1)\) then
    output \(X\)
    return (true)
else
    \(\alpha_{0, N} \leftarrow G e t_{0}(X)\)
    if \(\left(\alpha_{0, N}=1\right)\) then
        return (true)
    elseif \((X=B)\) then
        \(\operatorname{inv}_{0,[B]} \leftarrow \alpha_{0, N}^{-1}\)
    endif
    \(\alpha_{1, N} \leftarrow \operatorname{Get}_{1}(X)\)
    if \(\left(\alpha_{0, N} \neq \alpha_{0, P}\right)\) then
        \(z \leftarrow \operatorname{Shanks}(X)\)
        if \((z \neq 0)\) then
            output ( \(m_{z}, s_{z}\) )
            return (true)
        elseif \((X=B)\) then
            \(\operatorname{inv}_{1,[B]} \leftarrow \alpha_{1, N}^{-1}\)
        endif
    endif
    if \(\left(S P S\left(\operatorname{Left}(X), \alpha_{0, N}, \alpha_{1, N}\right)\right)\) then
        \(S P S\left(\operatorname{Right}(X), \alpha_{0, N}, \alpha_{1, N}\right)\)
    endif
    return \(\left(\alpha_{0, N} \neq \alpha_{0, P}\right)\)
endif
```

$G e t_{0}(X)$ computes products of pairings only for the root node and left children nodes that are tested by SPS. $G e t_{1}(X)$ only computes products of pairings for the root and for each left child $X$ tested by SPS when the $\alpha_{0}$ of $X$ is not equal to $\alpha_{0}$ of the parent of $X$.

### 4.2 Paired Single Pruning Search Method

The recursive algorithm below describes the Paired Single Pruning Search (PSPS) method on a batch $B$, which is a list of $N=2^{h}, h \geq 1$, randomly ordered message /
signature pairs $\left(\left(m_{1}, s_{1}\right), \ldots,\left(m_{N}, s_{N}\right)\right)$ where the signature components for ChaCheon are verified elements of $\mathbb{G}_{1}$. On the initial call to $\operatorname{PSPS}\left(X, \alpha_{0, P}, \alpha_{1, P}\right)$, $X=B, \alpha_{0, P}=1, \alpha_{1, P}=1$. PSPS also uses the following algorithms:

1. PairSolver (Left, Right) - returns the positions of two invalid signatures, one in Left and one in Right, or returns $(0,0)[17$.
2. $\operatorname{Parent}(X)$ - returns the parent of $X$, or $\varnothing$ if $X$ is the initial batch $B$.

Algorithm. $\operatorname{PSPS}\left(X, \alpha_{0, P}, \alpha_{1, P}\right) \quad$ (Paired Single Pruning Search)
Input: $X$ a list of message / signature pairs, $\alpha_{0, P}$ and $\alpha_{1, P}$ in $\mathbb{G}_{T}$.
Output: A list of the invalid pairs in the batch.
Return: A boolean.

```
if \((\operatorname{Len}(X)=1)\) then
    output \(X\)
    return (true)
else
    \(\alpha_{0, N} \leftarrow \operatorname{Get}_{0}(X)\)
    if \(\alpha_{0, N}=1\) then
        return (true)
    elseif \((X=B)\) then
        \(\operatorname{inv}_{0,[B]} \leftarrow \alpha_{0, N}^{-1}\)
    endif
    if \(\left(\alpha_{0, N}=\alpha_{0, P}\right)\) then
        \(\alpha_{1, N} \leftarrow \operatorname{Get}_{1}(X)\)
    else
        if \((X \neq B\) and \(X=\operatorname{Left}(\operatorname{Parent}(X)))\) then
            \(\left(z_{l}, z_{r}\right) \leftarrow \operatorname{PairSolver}(X, \operatorname{Right}(\operatorname{Parent}(X)))\)
            if \(z_{l} \neq 0\) then
                output \(\left(m_{z_{l}}, s_{z_{l}}\right),\left(m_{z_{r}}, s_{z_{r}}\right)\)
                return (false)
            end
        end
        \(\alpha_{1, N} \leftarrow \operatorname{Get}_{1}(X)\)
        \(z \leftarrow \operatorname{Shanks}(X)\)
        if \(z \neq 0\) then
            output ( \(m_{z}, s_{z}\) )
            return (true)
        elseif \((X=B)\) then
            \(\operatorname{inv}_{1,[B]} \leftarrow \alpha_{1, N}^{-1}\)
        endif
    endif
    if \(\left(\operatorname{PSPS}\left(\operatorname{Left}(X), \alpha_{0, N}, \alpha_{1, N}\right)\right)\) then
        \(\operatorname{PSPS}\left(\operatorname{Right}(X), \alpha_{0, N}, \alpha_{1, N}\right)\)
    endif
    return \(\left(\alpha_{0, N} \neq \alpha_{0, P}\right)\)
endif
```


## 5 Performance

For Cha-Cheon signatures, the divide-and-conquer methods and the exponentiation methods batch verify by first checking that the signature components are in $\mathbb{G}_{1}$, then computing $\alpha_{0}$ for $B$, and testing whether $\alpha_{0}=1$. With the exception of BQS and the DC Verifiers, they compute their $\alpha_{0}$ s, as shown in $\operatorname{Get}_{0}(B)$ in Appendix A. The cost (not including the membership tests) is $N \cdot$ CstDlbMult $\mathbb{G}_{1}\left(\mathrm{t}_{1}, \mathrm{t}_{2}\right)+N \cdot$ CstMult $\mathbb{G}_{1}\left(\mathrm{t}_{1}\right)+2(N-1)$ CstAdd $\mathbb{G}_{1}+$ CstDbIPair with $t_{1}=\left\lceil\log _{2}(r) / 2\right\rceil$ and $t_{2}=\left\lceil\log _{2}(r)\right\rceil \frac{4}{4}$

### 5.1 Cost of the New Methods When $w \geq 1$

Single Pruning Search Performance. If $w=1$, the cost of SPS increases by the cost of computing $\alpha_{0}^{-1}\left(\operatorname{Cst} \operatorname{lnv} \mathbb{G}_{\mathrm{T}}\right)$ and $\alpha_{1}$ for $B\left(2(N-1) \operatorname{CstAdd} \mathbb{G}_{1}\right.$ + CstDbIPair), plus the expected cost of a successful $\operatorname{Shanks}(B)$ call, which is approximately $\frac{4}{3} \sqrt{N} \operatorname{CstMult} \mathbb{G}_{\mathrm{T}}$ If $w \geq 2$, the average cost of SPS is the sum of the costs of computing $\alpha_{0}, \alpha_{0}^{-1}, \alpha_{1}$, a failed $\operatorname{Shanks}(B)$ call $\left(2 \sqrt{N} \operatorname{CstMult} \mathbb{G}_{\mathrm{T}}\right)$, $\alpha_{1}^{-1}$, plus the sum of the costs generated as SPS investigates the descendents of $\operatorname{root}_{T}$. The following recurrence relation generates these costs:
$\mathrm{R}_{(\mathrm{S})}(w, M)=$

${ }_{5}^{4}$ BQS and the DC Verifiers can compute $\alpha_{0}$ with the same cost 17.
${ }^{5} \operatorname{Shanks}(X)$ tests whether the equation $\alpha_{1, n}=\alpha_{0, n}^{z}$ has a solution $z$ in the range of $l$ up to $u$, the bounds of the (sub-) batch $X$ within the original batch. The algorithm alternately computes a value from the series $\alpha_{1} \cdot\left(\alpha_{0}^{-1}\right)^{i}$ and the series $\left(\alpha_{0}^{s}\right)^{j} \cdot \alpha_{0}^{l}$, $s=\lfloor\sqrt{|X|}\rfloor$, stopping when a match is found (single invalid signature) or when both series have been computed. Similarly, PairSolver (Left, Right) alternately computes a value from one of two series, and terminates when a newly computed value from one series is equal to one of the values already computed for the other series, or when both series have been computed.
where for Cha-Cheon:

|  |  | Costs |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Argument | CstDbIPair | CstInv $\mathbb{G}_{\mathrm{T}}$ | CstMult $\mathbb{G}_{\mathrm{T}}$ |  |
| $\mathrm{C}_{(\mathrm{S})}(2,0, M / 2)$ | 1 |  |  |  |
| $\mathrm{C}_{(\mathrm{S})}(1,1, M / 2)$ | 2 | 2 | $\frac{8}{3} \sqrt{M / 2}$ |  |
| $\mathrm{C}_{(\mathrm{S})}(w, 0, M / 2)$ | 1 |  |  |  |
| $\mathrm{C}_{(\mathrm{S})}(w-1,1, M / 2)$ | 2 | 2 | $\frac{10}{3} \sqrt{M / 2}$ |  |
| $\mathrm{C}_{(\mathrm{S})}(w-i, i, M / 2)$ | 2 | 2 | $4 \sqrt{M / 2}$ |  |

For $\mathrm{C}_{(\mathrm{S})}(2,0, M / 2)$ and $\mathrm{C}_{(\mathrm{S})}(w, 0, M / 2), G e t_{0}(X)$ is called for the left child node and no inverse is computed, with cost CstDbIPair. For $\mathrm{C}_{(\mathrm{S})}(1,1, M / 2)$, both $G e t_{0}(X)$ and $\operatorname{Get}_{1}(X)$ are called for the left child, combined cost is 2 CstDbIPair + $2 \mathrm{Cst} \operatorname{lnv} \mathbb{G}_{\mathrm{T}}$; for the right child, cost is zero, and two successful calls are made to $\operatorname{Shanks}(X)$ with combined cost of $\frac{8}{3} \sqrt{M / 2} \mathrm{CstMult}_{\mathbb{G}_{\mathrm{T}}} . \mathrm{C}_{(\mathrm{S})}(w-1,1, M / 2)$ is similar to $\mathrm{C}_{(\mathrm{S})}(1,1, M / 2)$ except that one of the calls to $\operatorname{Shanks}^{(X)}$ fails to find a solution. Both calls to $\operatorname{Shanks}(X)$ fail for $\mathrm{C}_{(\mathrm{S})}(w-i, i, M / 2)$.

Paired Single Pruning Search Performance. If $w \leq 1$, PSPS has the same average cost as SPS. If $w \geq 2$, the average cost of PSPS is the sum of the costs of computing $\alpha_{0}, \alpha_{0}^{-1}, \alpha_{1}, \alpha_{1}^{-1}$, the cost of the failed Shanks test on the batch $B$, and the sum of the costs generated as PSPS investigates the descendants of root $_{T}$. The following recurrence relation generates these costs:
$\mathrm{R}_{(\mathrm{P})}(w, M)=$
where for Cha-Cheon:

|  |  | Costs |  |  |
| ---: | :---: | :---: | :---: | :---: |
| Argument | CstDbIPair | CstInv $\mathbb{G}_{\mathrm{T}}$ | CstMult $\mathbb{G}_{\mathrm{T}}$ |  |
|  | $\mathrm{C}_{(\mathrm{P})}(2,0, M / 2)$ | 1 |  |  |
| $\mathrm{C}_{(\mathrm{P})}(1,1, M / 2)$ | 1 | 1 | $M / 2$ |  |
| $\mathrm{C}_{(\mathrm{P})}(w, 0, M / 2)$ | 1 |  |  |  |
| $\mathrm{C}_{(\mathrm{P})}(w-1,1, M / 2)$ | 2 | 2 | $M+\frac{10}{3} \sqrt{M / 2}$ |  |
| $\mathrm{C}_{(\mathrm{P})}(w-i, i, M / 2)$ | 2 | 2 | $M+4 \sqrt{M / 2}$ |  |

For $\mathrm{C}_{(\mathrm{P})}(2,0, M / 2)$ and $\mathrm{C}_{(\mathrm{P})}(w, 0, M / 2), \operatorname{Get}_{0}(X)$ is called for the left child node and no inverse is computed. For $\mathrm{C}_{(\mathrm{P})}(1,1, M / 2), \operatorname{Get}_{0}(X)$ is called for the left child, the cost is CstDbIPair $+\operatorname{Cstlnv} \mathbb{G}_{\mathrm{T}}$, and a successful call is made to PairSolver (Left, Right) with expected cost of $M / 2 \mathrm{CstMult} \mathbb{G}_{\mathrm{T}}$. For the $\operatorname{argument} \mathrm{C}_{(\mathrm{P})}(w-$ $1,1, M / 2)$, both $\operatorname{Get}_{0}(X)$ and $G e t_{1}(X)$ are called for both the left and right child, one failed call is made to PairSolver (Left, Right) with cost $M$ CstMult $\mathbb{G}_{\mathrm{T}}$, and one successful and one failed call are made to $\operatorname{Shanks}(X) . \mathrm{C}_{(\mathrm{P})}(w-i, i, M / 2)$ is similar to $\mathrm{C}_{(\mathrm{P})}(w-1,1, M / 2)$ except that both calls to $\operatorname{Shanks}(X)$ fail.

### 5.2 Number of Product of Pairings Computations of SPS and PSPS

Let $T$ be a perfect binary tree, and $\mathrm{PT}_{(2)}$ be the sub-tree of $P T$, where each node represents 2 or more invalid signatures. For each node in $\mathrm{PT}_{(2)}$, SPS computes an $\alpha_{0}$ for its left child, unless the child is a leaf node of $T$. For each node in the $\mathrm{PT}_{(2)}$ with both child nodes in $P T$, SPS also computes $\alpha_{1}$ for its left child, unless the child is a leaf node of $T$. This computation occurs $w-1$ times. SPS also computes a pair of $\alpha$ s for the root. Therefore, including the initial batch verification, SPS requires $\left|\mathrm{PT}_{(2)}\right|+(w+1)$ product of pairings computations, if none of the leaf nodes of $P T$ are leaves of $T$. SPS requires two fewer $\alpha$ computations whenever a pair of leaves of $P T$ are leaves of $T$.

For a perfect binary tree, the number of ways $j$ pairs leaves of $P T$ can be leaves of $T$ is $\binom{N / 2}{j}$, and the number of ways the remaining $w-2 j$ invalid signatures can be in the remaining $N / 2-j$ distinct 3 node subtrees at the lowest level of $T$ is $\binom{N / 2-j}{w-2 j} 2^{w-2 j}$. Therefore, the expected number of occurrences of two sibling leaf nodes of $T$ both representing invalid signatures is

$$
\frac{1}{\binom{N}{w}} \sum_{j=1}^{\lfloor w / 2\rfloor}\binom{N / 2}{j}\binom{N / 2-j}{w-2 j} 2^{w-2 j}
$$

Since $\binom{N-2}{w-2}=\sum_{j=1}^{\lfloor w / 2\rfloor}\binom{N / 2}{j}\binom{N / 2-j}{w-2 j} 2^{w-2 j}$ the expression simplifies to $\frac{w(w-1)}{2(N-1)}$, and the expected number of $\alpha$ s computed by Single Pruning Search when the batch size is a power of 2 is

$$
\left|\mathrm{PT}_{(2)}\right|+(w+1)-\frac{w(w-1)}{N-1}
$$

In Appendix B we show that $\left|\mathrm{PT}_{(2)}\right|<2 w-1$; therefore the expected number of product of pairings computations required by SPS is less than $3 w$. Since the number of product of pairings computations in the cost functions of PSPS are all less than or equal to the corresponding functions of SPS, the average number of product of pairings computations used by PSPS is also $O(w)$.

### 5.3 Number of Multiplications in $\boldsymbol{F}_{\boldsymbol{q}}$

Figure 1 and Figure 2 compare methods analyzed in Section 5.1 and in [17 for finding invalid signatures in a batch once the initial batch verification has failed


Fig. 1. (a,b) Number of multiplies in $\mathbb{F}_{q}$, where $r$ and $q$ are 160 -bit values and $d=6$


Fig. 1. (c,d) Number of multiplies in $F_{q}$, where $r$ and $q$ are 160 -bit values and $d=6$


Fig. 2. (a,b) Number of multiplies in $\mathbb{F}_{q}$, where $r$ and $q$ are 256 -bit values and $d=12$


Fig. 2. (c,d) Number of multiplies in $F_{q}$, where $r$ and $q$ are 256 -bit values and $d=12$
for Cases A and C of [12]. In Case A, the group order $r$ is a 160 -bit value, the elliptic curve $E$ is defined over $\mathbb{F}_{q}$, where $q$ is a 160 -bit value, and the embedding degree $d=6$. In Case C, the group order $r$ is a 256 -bit value, $q$ is a 256 -bit value, and the embedding degree $d=12$. All costs are given in terms of the number of multiplications $(m)$ in $\mathbb{F}_{q}$ using the following estimates from Granger, Page and Smart [12], and Granger and Smart [13].

- For Case A, 1 double product of pairings $=16,355 m, 1$ multiplication in $F_{q^{6}}=15 m, 1$ inverse in $F_{q^{6}}=44 m$ (assuming 1 inverse in $F_{q}=10 \mathrm{~m}$ ), 1 elliptic curve addition $=11 m$, and an elliptic point multiplication by a 160 -bit value is 1614 m and by an 80 -bit value is 827 m .
- For Case C, 1 double product of pairings $=62,797 m, 1$ multiplication in $F_{q^{12}}=45 m, 1$ inverse in $F_{q^{12}}=104 m, 1$ elliptic curve addition $=11 \mathrm{~m}$, and an elliptic point multiplication by a 256 -bit value is 2535 m and by an 128 -bit value is 1299 m .


## 6 Conclusion

We have presented two new methods, Single Pruning Search and Paired Single Pruning Search, for identifying invalid signatures in pairing-based batch signature schemes using the small exponents test, and have analyzed their average case performance. These new methods require $O(w)$ product of pairings computations and $O(w \sqrt{N})$ and $O(w N)$ number of multiplications in $\mathbb{F}_{q^{d}}$. The methods are described for Cha-Cheon signatures, but are applicable to other batch verified signature schemes such as the batch verifiers presented in [8].

These new methods, like BQS and earlier divide-and-conquer methods, can be used when there is uncertainty in the number of invalid signatures in a batch. As shown in the figures in Section5.3, the new methods significantly outperform the Binary Quick Search method when $w \ll N$, and perform as well as or better than the exponentiation methods except when $N$ and $w$ are small. Unlike the exponentiation methods, with the new methods a batch verifier is not forced to switch methods when tests for small $w$ fail.

In 14 the authors suggested that the exponentiation methods can be used with BQS to provide improved performance after tests for small values of $w$ fail. While this is certainly true, the result can be expensive. For example, with $N=64$, a batch verifier that assumes that the number of invalid signature in the batch is small would start with the Exponentiation Method, but if the tests for $w=1$ and $w=2$ both fail, the verifier would switch to Exponentiation with Sectors Method to test if $w=3$. If the test for $w=3$ fails, then the verifier would switch to BQS. If $w=4$, the cost of this sequence for Case A (ignoring the common cost of signature component validation and $\alpha_{0}$ computation) is at least $\approx 3.70 \times 10^{5}$ multiplications in $\mathbb{F}_{q}$, compared to $\approx 2.73 \times 10^{5}$ multiplications if only BQS was used, and $\approx 1.16 \times 10^{5}$ multiplications with the Paired Single Pruning Search Method.

Ideally, we would have a single efficient method for finding the invalid signatures in a batch that always has the lowest expected cost no matter how many signatures are invalid. Such a method would be especially useful when an adversary is occasionally able to inject bursts of several invalid signatures into some batches. Short of that ideal, but a practical alternative, would be a small set of methods, each of which for some range of batch sizes of interest always provides the lowest expected cost. Currently the Paired Single Pruning Search, provides the lowest expected cost when the batch size is in the range 128 to 512 . For batches larger than 512 , we would expect batch verifiers to utilize the bucket test for Cha-Cheon and related signature schemes rather than the small exponents test. Finding such a minimal cost method for batches smaller than 128 is as an open problem. Another open problem is to find more efficient methods
than the generic DC verifiers of [20] for identifying the invalid signatures in a batch when an initial bucket test verifier fails.
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## A Auxiliary Algorithms for SPS and PSPS

The algorithms in Section 4 for the SPS and PSPS methods call $\operatorname{Get}_{0}(X)$ to obtain $\alpha_{0}$ (and $\alpha_{0}^{-1}$ ) for $X$, and $\operatorname{Get}_{1}(X)$ to obtain $\alpha_{1}$ (and $\alpha_{1}^{-1}$ ) for $X$. In this section we describe these algorithms for Cha-Cheon signatures. $\operatorname{Get}_{0}(X)$ and $G^{\operatorname{Get}} 1_{1}(X)$ use the following algorithms:

1. Lowerindex $(X)$ - returns the index within the batch $B$ of the message / signature pair in the lowest position in $X$.
2. Upperindex $(X)$ - returns the index in $B$ of the pair in the highest position in $X$.
```
Algorithm. Get \(_{0}(X) \quad\) (Obtain \(\alpha_{0}\) (and \(\alpha_{0}^{-1}\) ) for Cha-Cheon)
Input: \(X\) a list of message / signature pairs.
Output: None.
Return: The value \(\alpha_{0,[X]}\) for \(X\).
    \(P \leftarrow \operatorname{Parent}(X) ; L \leftarrow \operatorname{Left}(P) ; R \leftarrow \operatorname{Right}(P)\)
    if \(\left(\alpha_{0,[X]}\right)\) then
    return \(\left(\alpha_{0,[X]}\right)\)
    elseif \((X=R)\) then
        \(\alpha_{0,[R]} \leftarrow \alpha_{0,[P]} \cdot i n v \alpha_{0,[L]}\)
        \(i n v \alpha_{0,[R]} \leftarrow i n v \alpha_{0,[P]} \cdot \alpha_{0,[L]}\)
        return \(\left(\alpha_{0,[R]}\right)\)
    elseif \((X=L)\) then
        \(l \leftarrow\) Lowerindex \((X) ; u \leftarrow\) Upperindex \((X)\)
        \(\alpha_{0,[L]} \leftarrow e\left(V B_{l}-V B_{u+1}, S\right) \cdot e\left(V D_{l}-V D_{u+1},-T\right)\)
        if \(\left(\alpha_{0,[L]} \neq \alpha_{0,[P]}\right)\) then
                \(\operatorname{inv}_{0,[L]} \leftarrow \alpha_{0,[L]}^{-1}\)
    else
                \(i n v \alpha_{0,[L]} \leftarrow i n v \alpha_{0,[P]}\)
    endif
    return \(\left(\alpha_{0,[L]}\right)\)
    else
    \(V B_{\text {len }(X)} \leftarrow B_{\text {len }(X)}\)
    \(V D_{\text {len }(X)} \leftarrow D_{\text {len }(X)}\)
    for \(i=\operatorname{Len}(X)-1\) downto 1 do
        \(V B_{i} \leftarrow V B_{i+1}+B_{i}\)
        \(V D_{i} \leftarrow V D_{i+1}+D_{i}\)
    endfor
    \(\alpha_{0,[B]} \leftarrow e\left(V B_{1}, S\right) \cdot e\left(V D_{1},-T\right)\)
    return \(\left(\alpha_{0,[B]}\right)\)
    endif
```

When $X$ is a left child, the cost is at most $2 \cdot \operatorname{CstSub} \mathbb{G}_{1}+C$ CtDbIPair + CstInv $\mathbb{G}_{\mathrm{T}}$. If $X$ is a right child, the cost is at most 2 CstMult $\mathbb{G}_{\mathrm{T}}$. Since CstDbIPair $\gg \operatorname{CstSub} \mathbb{G}_{1}$ and CstDbIPair $\gg \operatorname{CstMult} \mathbb{G}_{\mathrm{T}}$, we estimate the cost of $G e t_{0}$ for pair of siblings as CstDbIPair + Cstlnv $\mathbb{G}_{\mathrm{T}}$ in Section 5.

Algorithm. $\operatorname{Get}_{1}(X) \quad$ (Obtain $\alpha_{1}$ (and $\alpha_{1}^{-1}$ ) for Cha-Cheon)
Input: $X$ a list of message / signature pairs.
Output: None.
Return: The value $\alpha_{1,[X]}$ for $X$.

```
\(P \leftarrow \operatorname{Parent}(X) ; L \leftarrow \operatorname{Left}(P) ; R \leftarrow \operatorname{Right}(P)\)
    if \(\left(\alpha_{1,[X]}\right)\) then
    return \(\left(\alpha_{1,[X]}\right)\)
    elseif \(\left(\alpha_{0,[X]}=\alpha_{0,[P]}\right)\) then
        \(\alpha_{1,[X]} \leftarrow \alpha_{1,[P]}\)
    \(\operatorname{inv}_{1,[X]} \leftarrow i n v \alpha_{1,[P]}\)
    return \(\left(\alpha_{1,[X]}\right)\)
    elseif \((X=R)\) then
    \(\alpha_{1,[R]} \leftarrow \alpha_{1,[P]} \cdot\) inv \(_{1,[L]}\)
    \(i n v \alpha_{1,[R]} \leftarrow i n v \alpha_{1,[P]} \cdot \alpha_{1,[L]}\)
    return \(\left(\alpha_{1,[R]}\right)\)
    elseif \((X=L)\) then
    \(l \leftarrow\) Lowerindex \((X) ; u \leftarrow\) Upperindex \((X)\)
    \(W B_{l, u} \leftarrow U B_{u}-\left(u \cdot V B_{u+1}+W B_{1, l-1}\right)\)
    \(W D_{l, u} \leftarrow U D_{u}-\left(u \cdot V D_{u+1}+W D_{1, l-1}\right)\)
```

    if \((l \neq 1)\) then
        \(W B_{1, u} \leftarrow W B_{1, l-1}+W B_{l, u}\)
        \(W D_{1, u} \leftarrow W D_{1, l-1}+W D_{l, u}\)
    endif
    \(\alpha_{1,[L]} \leftarrow e\left(W B_{l, u}, S\right) \cdot e\left(W D_{l, u},-T\right)\)
    if \(\left(\alpha_{1,[L]} \neq \alpha_{1,[P]}\right)\) then
        inv \(_{1,[L]} \leftarrow \alpha_{1,[L]}^{-1}\)
    else
        \(i n v \alpha_{1,[L]} \leftarrow i n v \alpha_{1,[P]}\)
    endif
    return \(\left(\alpha_{1,[L]}\right)\)
    else
    \(W B_{1,0} \leftarrow \infty\)
    \(W D_{1,0} \leftarrow \infty\)
    \(U B_{1} \leftarrow V B_{1}\)
    \(U D_{1} \leftarrow V D_{1}\)
    for \(i=2\) upto \(\operatorname{len}(X)\) do
        \(U B_{i} \leftarrow U B_{i-1}+V B_{i}\)
        \(U D_{i} \leftarrow U D_{i-1}+V D_{i}\)
    endfor
    \(\alpha_{1,[B]} \leftarrow e\left(U B_{l e n(X)}, S\right) \cdot e\left(U D_{\operatorname{len}(X)},-T\right)\)
    return \(\left(\alpha_{1,[B]}\right)\)
    endif
    To compute $\alpha_{1} \mathrm{~s}$ and its inverse for a left child node costs no more than 4 . CstAdd $\mathbb{G}_{1}+2 \cdot \operatorname{CstSub} \mathbb{G}_{1}+2 \cdot$ CstMult $\mathbb{G}_{1}\left(\mathrm{t}_{1}\right)+$ Cstlnv $\mathbb{G}_{\mathrm{T}}+$ CstDbIPair with $t_{1}=$ $\left\lceil\log _{2}(\operatorname{Len}(X))\right\rceil<\left\lceil\log _{2}(N)\right\rceil$. If $X$ is a right child, the cost is at most 2 CstMult $\mathbb{G}_{\mathrm{T}}$.

We estimate the cost of $G e t_{1}$ for pair of siblings as CstDbIPair + Cstlnv $\mathbb{G}_{\mathrm{T}}$ in Section 5

## B $\quad\left|\mathrm{PT}_{(2)}\right|<2 w-1$

We show that $\left|\mathrm{PT}_{(2)}\right|<2 w-1$ whenever $N=2^{i}$ for $i=1,2, \ldots$.. Let $S_{(2)}(i, w)=$ $\left|\mathrm{PT}_{(2)}\right|$ for $N=2^{i}$ and $0 \leq w \leq N$. Note that $S_{(2)}(i, w)=0$ when $w=0,1$, and $S_{(2)}(1,2)=1$. Assume that $S_{(2)}(i, w)<2 w-1$.

For $w=2$

$$
\begin{aligned}
S_{(2)}(i+1,2) & =\sum_{j=0}^{2} \frac{\binom{2^{i}}{2-j}\binom{2^{i}}{j}}{\binom{2^{i+1}}{2}}\left(S_{(2)}(i, 2-j)+S_{(2)}(i, j)+1\right) \\
& <\frac{2\binom{2^{i}}{2}\binom{2^{i}}{0}}{\binom{2^{i+1}}{2}}(4)+\frac{\binom{2^{i}}{1}\binom{2^{i}}{1}}{\left(2^{2^{i+1}} \begin{array}{c}
2
\end{array}\right)}(1) \\
& <2+\frac{2^{i}-2}{2^{i+1}-1} \\
& <3 .
\end{aligned}
$$

For $w \geq 3$

$$
\begin{aligned}
S_{(2)}(i+1, w) & =\sum_{j=0}^{w} \frac{\binom{2^{i}}{w-j}\binom{2^{i}}{j}}{\binom{2^{i+1}}{w}}\left(S_{(2)}(i, w-j)+S_{(2)}(i, j)+1\right) \\
& <\frac{2\binom{2^{i}}{w}\binom{2^{i}}{0}}{\left.2^{2^{i+1}} \begin{array}{c}
w
\end{array}\right)}\left((2 w)+\frac{2\binom{2^{i}}{w-1}\binom{2^{i}}{1}}{\binom{2^{i+1}}{w}}(2 w-2)+\sum_{j=2}^{w-2} \frac{\binom{2^{i}}{w-j}\binom{2^{i}}{j}}{\binom{2^{i+1}}{w}}(2 w-1)\right. \\
& <2 w-1-\frac{2\binom{2^{i}}{w-1}}{w\binom{2^{i+1}}{w}}\left(\left(2^{i}+1\right)(w-1)\right) \\
& <2 w-1 .
\end{aligned}
$$
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#### Abstract

In a proxy re-encryption scheme, a semi-trusted proxy can transform a ciphertext under Alice's public key into another ciphertext that Bob can decrypt. However, the proxy cannot access the plaintext. Due to its transformation property, proxy re-encryption can be used in many applications, such as encrypted email forwarding. In this paper, by using signature of knowledge and Fijisaki-Okamoto conversion, we propose a proxy re-encryption scheme without pairings, in which the proxy can only transform the ciphertext in one direction. The proposal is secure against chosen ciphertext attack (CCA) and collusion attack in the random oracle model based on Decisional Diffie-Hellman (DDH) assumption over $\mathbb{Z}_{N^{2}}^{*}$ and integer factorization assumption, respectively. To the best of our knowledge, it is the first unidirectional PRE scheme with CCA security and collusion-resistance.
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## 1 Introduction

In 1998, Blaze, Bleumer, and Strauss [6] proposed the concept of proxy reencryption (PRE), where a semi-trusted proxy can transform a ciphertext for Alice into another ciphertext that Bob can decrypt: $\sqrt{1}$ However, the proxy cannot

[^55]get the plaintext. According to the direction of transformation, PRE schemes can be classified into two types, one is bidirectional, i.e., the proxy can transform from Alice to Bob and vice versa; the other is unidirectional, i.e., the proxy can only convert in one direction. Blaze et al. [6] also gave another method to classify PRE schemes: multi-use, i.e., the ciphertext can be transformed from Alice to Bob to Charlie and so on; and single-use, i.e., the ciphertext can be transformed only once.

Due to its transformation property, PRE can be used in many applications, including simplification of key distribution [6], key escrow [21], distributed file systems [23], security in publish/subscribe systems [23], multicast [10], secure certified email mailing lists [24|22, the DRM of Apple's iTunes 36], interoperable architecture of DRM [34], access control [35], and privacy for public transportation 19. Recently, Hohenberger et al. got a result of securely obfuscating re-encryption [20, which is the first positive result for obfuscating an encryption functionality and against a series of impossibility results 18164 .

Since the introduction of PRE by Blaze, Bleumer, and Strauss [6], there have been many papers $[6|21| 2|3| 17|9| 11 \mid 25]$ that have proposed different PRE schemes with different security properties. Some of them are related to chosen ciphertext attack (CCA) security. Ivan and Dodis 21 proposed a CCA security model for PRE and a generic construction of single-use PRE in the security model. Nevertheless, their security model allows the delegatee (Bob) to make use of the proxy as an oracle. As a result, the schemes only secure in their security model are not enough for some applications. For example, in encrypted email forwarding, an adversary (Bob) might hope to gain access to the original encrypted email by re-forming it, sending it to the proxy, and then hoping that the proxy responds with, "Can you forward the following to me again? [Encrypted attachment.]"

To fix the problem, Green and Ateniese [17, Canetti and Hohenberger 9 proposed new CCA security models for ID-based PRE and PRE, respectively. In these two new security models, it requires that the proxy checks the validity of the ciphertext before transformation, which is called public verifiability. Following this intuition, the first CCA secure, single-use, unidirectional ID-based PRE scheme in the random oracle model and the first CCA secure, multi-use, bidirectional PRE scheme in the standard model are proposed in 179 , respectively. However, the scheme in [17] suffers from the attack in Remark 2, Furthermore, the generic construction of PRE in [21] cannot be proved secure in the CCA security model in [9]. (See Appendix A for details. Hereafter, we refer CCA security to the definition in 9 or Section 2 of this paper.) Chu and Tzeng [11] proposed a multi-use, unidirectional ID-based PRE scheme, and claimed that it was CCA secure in the standard model. However, we showed that it was not true 31, since its transformed ciphertext $\left(C_{v 1}, R, d_{1}^{\prime}, d_{2}, d_{2}^{\prime}\right)$ can be modified to another well-formed transformed ciphertext $\left(C_{v 1}, R, d_{1}^{\prime} F_{2}(v k)^{r}, d_{2}, d_{2}^{\prime} g^{r}\right)$ by anyone, where $r$ is a random number from $\mathbb{Z}_{p}^{*}$. Recently, Libert and Vergnaud [25] proposed a new unidirectional PRE scheme, which is replayable chosen ciphertext attack (RCCA) secure but not CCA-secure. It is fair to say that there
is no CCA-secure unidirectional PRE scheme ${ }^{2}$ Furthermore, according to the results in 5[29], the timing of a pairing computation is more than twice of that of a modular exponentiation computation. Hence, the CCA-secure unidirectional PRE schemes without pairings are desired.

Another important security notion on unidirectional PRE is collusionresistance, which disallows Bob and the proxy to collude to reveal Alice's (long term) secret key, but allows the recovery of Alice's "weak" secret key only. In this case, Alice can delegate decryption rights, while keeping signing rights for the same public key. Till now, there are only a few PRE schemes [2|3|25] holding this security ${ }^{3}$

Though many PRE schemes have been proposed, we find that no unidirectional PRE scheme without pairings but satisfying CCA security and collusionresistance simultaneously, even in the random oracle model. In this paper, we attempt to propose such a unidirectional PRE scheme.

### 1.1 Our Contribution

We present a proxy re-encryption scheme without pairings, named scheme $\mathfrak{U}$, which is unidirectional and single-use, and proven CCA-secure and collusion resistant in the random oracle model based on Decisional Diffie-Hellman (DDH) assumption over $\mathbb{Z}_{N^{2}}^{*}$ and integer factorization assumption, respectively. Here, $N$ is a safe-prime modulus.

The difficulty in constructing a CCA secure PRE scheme is to add the public verifiability to original ciphertexts. This public verifiability can prevent malicious Bob from gaining some advantage by using the proxy as an oracle. In pairing setting, such as [9], we can use the gap Diffie-Hellman problem (decisional DiffieHellman problem is easy, but computational Diffie-Hellman problem is hard) to achieve this. In particular, the gap Diffie-Hellman problem allows us to check whether $\log _{g} A=\log _{h} B$. In this paper, we use signature of knowledge [8] to provide $\log _{g} A=\log _{h} B$, hence obtaining public verifiability for original ciphertexts. In fact, using the signature of knowledge to provide public verifiability is due to Shoup and Gennaro [33]. Furthermore, we use Fujisaki-Okamoto conversion [14|15] to provide the validity check of both original ciphertexts and re-encrypted ciphertexts for the decryptor (Alice or Bob).

Following the construction of the public key encryption scheme with double trapdoors in [7, scheme $\mathfrak{U}$ holds collusion-resistance. In particular, the factors of $N$ are the long term secret key, and an exponent is the "weak" secret key,

[^56]and revealing the exponent does not hurt the secrecy of the factors of $N$. To the best of our knowledge, scheme $\mathfrak{U}$ is the first unidirectional PRE scheme holding CCA security and collusion-resistance simultaneously.

Finally, we extend scheme $\mathfrak{U}$ to scheme $\mathfrak{U}_{T}$, where the delegator can revoke the proxy's transformation ability. In particular, the proxy can only transform the ciphertext during a restricted time interval.

### 1.2 Organization

The remaining paper is organized as follows. In Section 2, we review the definitions related to our proposals. In what follows, we present scheme $\mathfrak{U}$ and its security analysis, and scheme $\mathfrak{U}_{T}$ and its security analysis, in Section 3 and Section [4, respectively. In Section 5we compare scheme $\mathfrak{U}$ with previous unidirectional PRE schemes. Finally, we conclude the paper in Section 6 .

## 2 Preliminaries

In this section, we briefly review the definitions related to our proposals, some similar content can be found in 81179.

### 2.1 Public Key Encryption

Definition 1 (Public Key Encryption (PKE)). A public key encryption scheme PKE is a triple of PPT algorithms (KeyGen, Enc, Dec):

- KeyGen $\left(1^{k}\right) \rightarrow(p k, s k)$. On input the security parameter $1^{k}$, the key generation algorithm KeyGen outputs a public key pk and a secret key sk.
- Enc $(p k, m) \rightarrow C$. On input a public key pk and a message $m$ in the message space, the encryption algorithm Enc outputs a ciphertext $C$.
$-\operatorname{Dec}(s k, C) \rightarrow m$. On input a secret key sk and a ciphertext $C$, the decryption algorithm Dec outputs a message $m$ in the message space or $\perp$.

Correctness. The correctness property is that for any message $m$ in the message space and any key pair $(p k, s k) \leftarrow \operatorname{KeyGen}\left(1^{k}\right)$. Then the following condition must hold: $\operatorname{Dec}(s k, \operatorname{Enc}(p k, m))=m$.

### 2.2 Unidirectional Proxy Re-encryption

Definition 2 (Unidirectional PRE). A unidirectional proxy re-encryption scheme UniPRE is a tuple of PPT algorithms (KeyGen, ReKeyGen, Enc, ReEnc, Dec):

- KeyGen, Enc, Dec: Identical to those in public key encryption.
$-\operatorname{ReKeyGen}\left(s k_{1}, p k_{2}\right) \rightarrow r k_{1 \rightarrow 2}$. On input a secret key $s k_{1}$ and a public key $p k_{2}$, the re-encryption key generation algorithm ReKeyGen outputs a unidirectional re-encryption key $r k_{1 \rightarrow 2}$.
$-\operatorname{ReEnc}\left(r k_{1 \rightarrow 2}, C_{1}\right) \rightarrow C_{2}$. On input a re-encryption key $r k_{1 \rightarrow 2}$ and a ciphertext $C_{1}$, the re-encryption algorithm ReEnc outputs a re-encrypted ciphertext $C_{2}$ or $\perp$.

Correctness. A correct proxy re-encryption scheme should satisfy two requirements:

$$
\operatorname{Dec}(s k, \operatorname{Enc}(p k, m))=m
$$

and

$$
\operatorname{Dec}\left(s k^{\prime}, \operatorname{ReEnc}\left(\operatorname{ReKeyGen}\left(s k, p k^{\prime}\right), C\right)\right)=m
$$

where $(p k, s k),\left(p k^{\prime}, s k^{\prime}\right) \leftarrow \operatorname{KeyGen}\left(1^{k}\right)$, and $C$ is the ciphertext of message $m$ for $p k$ from algorithm Enc or algorithm ReEnc.

## Chosen Ciphertext Security for Unidirectional Proxy Re-Encryption.

This security note is a modification of replayable chosen ciphertext security in [25], where the corrupted public keys are not decided before start of the Uni-PRE-CCA game, and the adversary is allowed adaptive corruption of users 4 , and proxies between corrupted and uncorrupted users. But unlike [25], we require that one well-formed ciphertext cannot be modified (but can be transformed) to be another well-formed ciphertext. In [25], anyone can modify the transformed ciphertext, such that $\left(C_{1}, C_{2}^{\prime}, C_{2}^{\prime \prime}, C_{2}^{\prime \prime \prime}, C_{3}, C_{4}, \sigma\right) \rightarrow\left(C_{1}, C_{2}^{\prime t}, C_{2}^{\prime \prime t^{-1}}, C_{2}^{\prime \prime \prime t}, C_{3}, C_{4}\right.$, $\sigma)$, where $t$ is a random number from $\mathbb{Z}_{p}$.

Note that this security model is only for single-use scheme.
Phase 1: The adversary $\mathcal{A}$ issues queries $q_{1}, \cdots, q_{n_{1}}$ where query $q_{i}$ is one of:

- Public key generation oracle $\mathcal{O}_{p k}$ : On input an index $i 5$ the Challenger takes a security parameter $k$, and responds by running algorithm $\operatorname{KeyGen}\left(1^{k}\right)$ to generate a key pair $\left(p k_{i}, s k_{i}\right)$, gives $p k_{i}$ to $\mathcal{A}$ and records $\left(p k_{i}, s k_{i}\right)$ in table $T_{K}$.
- Secret key generation oracle $\mathcal{O}_{s k}$ : On input $p k$ by $\mathcal{A}$, where $p k$ is from $\mathcal{O}_{p k}$, the Challenger searches $p k$ in table $T_{K}$ and returns $s k$.
- Re-encryption key generation oracle $\mathcal{O}_{r k}$ : On input ( $p k, p k^{\prime}$ ) by $\mathcal{A}$, where $p k$, $p k^{\prime}$ are from $\mathcal{O}_{p k}$, the Challenger returns the re-encryption key $r k_{p k \rightarrow p k^{\prime}}=$ $\operatorname{ReKeyGen}\left(s k, p k^{\prime}\right)$, where $s k$ is the secret key corresponding to $p k$.
- Re-encryption oracle $\mathcal{O}_{r e}$ : On input $\left(p k, p k^{\prime}, C\right)$ by $\mathcal{A}$, where $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$, the re-encrypted ciphertext $C^{\prime}=\operatorname{ReEnc}\left(\operatorname{ReKeyGen}\left(s k, p k^{\prime}\right), C\right)$ is returned by the Challenger, where $s k$ is the secret key corresponding to $p k$.
- Decryption oracle $\mathcal{O}_{\text {dec }}$ : On input $(p k, C)$, where $p k$ is from $\mathcal{O}_{p k}$, the Challenger returns $\operatorname{Dec}(s k, C)$, where $s k$ is the secret key corresponding to $p k$.

These queries may be asked adaptively, that is, each query $q_{i}$ may depend on the replies to $q_{1}, \cdots, q_{i-1}$.

Challenge: Once the adversary $\mathcal{A}$ decides that Phase 1 is over, it outputs two equal length plaintexts $m_{0}, m_{1}$ from the message space, and a public key $p k^{*}$ on which it wishes to be challenged. There are three constraints on the public key $p k^{*}$, (i) it is from $\mathcal{O}_{p k}$; (ii) it did not appear in any query to $\mathcal{O}_{s k}$ in Phase 1 ; (iii) if

[^57]$\left(p k^{*}, \boldsymbol{\star}\right)$ did appear in any query to $\mathcal{O}_{r k}$, then $\star$ did not appear in any query to $\mathcal{O}_{s k}$. The Challenger picks a random bit $b \in\{0,1\}$ and sets $C^{*}=\operatorname{Enc}\left(p k^{*}, m_{b}\right)$. It sends $C^{*}$ as the challenge to $\mathcal{A}$.

Phase 2: The adversary $\mathcal{A}$ issues more queries $q_{n_{1}+1}, \cdots, q_{n}$ where query $q_{i}$ is one of:

- $\mathcal{O}_{p k}$ : The Challenger responds as in Phase 1.
- $\mathcal{O}_{s k}$ : On input $p k$ by $\mathcal{A}$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k$ is from $\mathcal{O}_{p k}$;
- $p k \neq p k^{*}$;
- $\left(p k^{*}, p k\right)$ is not a query to $\mathcal{O}_{r k}$ before;
- $\left(p k^{\prime}, p k, C^{\prime}\right)$ is not a query to $\mathcal{O}_{r e}$ before, where $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative $6^{6}$ of $\left(p k^{*}, C^{*}\right)$.
- $\mathcal{O}_{r k}$ : On input $\left(p k, p k^{\prime}\right)$ by $\mathcal{A}$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$;
- if $p k=p k^{*}$, then $p k^{\prime}$ is not a query to $\mathcal{O}_{s k}$.
$-\mathcal{O}_{r e}$ : On input $\left(p k, p k^{\prime}, C\right)$ by $\mathcal{A}$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$;
- if $(p k, C)$ is a derivative of $\left(p k^{*}, C^{*}\right)$, then $p k^{\prime}$ is not a query to $\mathcal{O}_{s k}$.
$-\mathcal{O}_{\text {dec }}$ : On input $(p k, C)$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k$ is from $\mathcal{O}_{p k}$;
- $(p k, C)$ is not a derivative of $\left(p k^{*}, C^{*}\right)$.

These queries may be also asked adaptively.
Guess: Finally, the adversary $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$ and wins the game if $b=b^{\prime}$.

We refer to such an adversary $\mathcal{A}$ as a Uni-PRE-CCA adversary. We define adversary $\mathcal{A}$ 's advantage in attacking UniPRE as the following function of the

[^58]security parameter $k$ : $\operatorname{Adv}_{\operatorname{UniPRE}, \mathcal{A}}(k)=\left|\operatorname{Pr}\left[b=b^{\prime}\right]-1 / 2\right|$. Using the Uni-PRECCA game we can define chosen ciphertext security for unidirectional proxy re-encryption schemes.

Definition 3 (Uni-PRE-CCA security). We say that a unidirectional proxy re-encryption scheme UniPRE is semantically secure against an adaptive chosen ciphertext attack if for any polynomial time Uni-PRE-CCA adversary $\mathcal{A}$ the function $A d v_{U n i P R E, \mathcal{A}}(k)$ is negligible. As shorthand, we say that UniPRE is Uni-PRE-CCA secure.

Remark 1. In [25], the authors considered this model as a static corruption model, since it does not capture some scenarios, such as the adversary generate public keys on behalf of corrupted parties. However, we think this model is an adaptive corruption model. Since Adaptive Security usually refers to the ability of the adversary to choose which parties to corrupt depending on the information gathered so far, but the Challenger still generates all parties' key pairs. Allowing adversaries to generate malicious parties' public keys on their own is usually called "chosen-key model" [26].7

Besides CCA security, there is another security notion, collusion resistance, for unidirectional PRE schemes.

Definition 4 (Uni-PRE-CR security). 8 We say that a unidirectional proxy re-encryption scheme UniPRE is collusion resistant if for any polynomial bounded adversary $\mathcal{A}$, the following probability is negligible:

$$
\begin{array}{r}
\operatorname{Pr}\left[\left(s k_{1}, p k_{1}\right) \leftarrow \operatorname{KeyGen}\left(1^{k}\right),\left\{\left(s k_{i}, p k_{i}\right) \leftarrow \operatorname{KeyGen}\left(1^{k}\right)\right\},\right. \\
\left\{r k_{i \rightarrow 1} \leftarrow \operatorname{ReKeyGen}\left(s k_{i}, p k_{1}\right)\right\}, \\
\left\{r k_{1 \rightarrow i} \leftarrow \operatorname{ReKeyGen}\left(s k_{1}, p k_{i}\right)\right\}, \\
i=2, \cdots, \\
\alpha \rightarrow \mathcal{A}\left(p k_{1},\left\{p k_{i}, s k_{i}\right\},\left\{r k_{1 \rightarrow i}\right\},\left\{r k_{i \rightarrow 1}\right\}\right): \\
\left.\alpha=s k_{1}\right] .
\end{array}
$$

Due to its similarity with that of unidirectional PRE schemes, we put the definitions of unidirectional PRE schemes with temporary delegation in the Appendix.

### 2.3 Signature of Knowledge

In our proposal, we apply the following non-interactive zero-knowledge proof of knowledge, named signature of knowledge of equality of two discrete logarithms [8|132].

Definition 5. Let $y_{1}, y_{2}, g, h \in \mathbb{G}, \mathbb{G}$ be a cyclic group of quadratic residues modulo $N^{2}\left(N\right.$ is a safe-prime modulus), and $H(\cdot):\{0,1\}^{*} \rightarrow\{0,1\}^{k}$ ( $k$ is the security parameter). A pair $(c, s)$, verifying $c=H\left(y_{1}\left\|y_{2}\right\| g\|h\| g^{s} y_{1}^{c}\left\|h^{s} y_{2}^{c}\right\| m\right)$ is a signature of knowledge of the discrete logarithm of both $y_{1}=g^{x}$ w.r.t. base $g$ and $y_{2}=h^{x}$ w.r.t. base $h$, on a message $m \in\{0,1\}^{*}$.

[^59]The party in possession of the secret $x$ is able to compute the signature, provided that $x=\log _{g} y_{1}=\log _{h} y_{2}$, by choosing a random $t \in\left\{0, \cdots, 2^{\left|N^{2}\right|+k}-\right.$ $1\}(|n|$ is the bit-length of $n)$. And then computing $c$ and $s$ as:

$$
c=H\left(y_{1}\left\|y_{2}\right\| g\|h\| g^{t}\left\|h^{t}\right\| m\right) \text { and } s=t-c x
$$

We denote $\operatorname{SoK} . \operatorname{Gen}\left(y_{1}, y_{2}, g, h, m\right)$ as the generation of the proof.

### 2.4 Complexity Assumption

The security of our proposal is based on the Decisional Diffie-Hellman assumption (DDH) over $\mathbb{Z}_{N^{2}}^{*}$.

DDH Problem. The DDH problem is as follows: Given $\left\langle g, g^{a}, g^{b}\right\rangle$ for some $a, b \in \operatorname{ord}(\mathbb{G})$ and $T \in \mathbb{G}$, decide whether $T=g^{a b}$, where $\mathbb{G}$ is a cyclic group of quadratic residues modulo $N^{2}$ ( $N$ is a safe-prime modulus), $g$ is a random number of $\mathbb{G}$. An algorithm $\mathcal{A}$ has advantage $\varepsilon$ in solving DDH problem if $\left|\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{a b}\right)=0\right]-\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, T\right)=0\right]\right| \geq \varepsilon$, where the probability is over the random choices of $a, b$ in $\operatorname{ord}(\mathbb{G})$, the random choices of $g, T$ in $\mathbb{G}$, and the random bits of $\mathcal{A}$.

Definition 6 (DDH Assumption). We say that the $\varepsilon$-DDH assumption holds if no PPT algorithm has advantage at least $\varepsilon$ in solving the DDH problem.
Note that the DDH problem over $\mathbb{Z}_{N^{2}}^{*}$ is easy if the factors of $N$ is known [7].

### 2.5 The Public Key Encryption with Double Trapdoors

The basic public key encryption of our proposal is the public key encryption with double trapdoors in [7], named BCP03.

The following description is from [7. Let $N=p q$ be a safe prime modulus, such that $p=2 p^{\prime}+1, q=2 q^{\prime}+1$, and $p, p^{\prime}, q, q^{\prime}$ are primes. Assume $\mathbb{G}$ is the cyclic group of quadratic residues modulo $N^{2}$, then we have the order of $\mathbb{G}$ is $N p^{\prime} q^{\prime}$.

- $\operatorname{KeyGen}\left(1^{k}\right) \rightarrow(p k, s k)$. Choose a random element $\alpha \in \mathbb{Z}_{N^{2}}^{*}$, a random value $a \in\left[1, N p^{\prime} q^{\prime}\right]$, and set $g=\alpha^{2} \bmod N^{2}$ and $h=g^{a} \bmod N^{2}$. The public key is $(N, g, h)$, and the secret key is $a$.
$-\operatorname{Enc}(p k, m) \rightarrow C$. On input a public key $p k$ and a message $m \in \mathbb{Z}_{N}$, the ciphertext $(A, B)$ is computed as

$$
A=g^{r} \bmod N^{2}, \quad B=h^{r}(1+m N) \bmod N^{2}
$$

where $r$ is a random number from $\mathbb{Z}_{N^{2}}$.
$-\operatorname{Dec}(s k, C) \rightarrow m$. There are two methods to decrypt.

- Knowing $a$, one can compute $m$ by

$$
m=\frac{B /\left(A^{a}\right)-1 \bmod N^{2}}{N}
$$

- Knowing $p^{\prime}, q^{\prime}$, one can compute $m$ by

$$
m=\frac{D-1 \bmod N^{2}}{N} \cdot \pi \bmod N
$$

where $D=\left(\frac{B}{g^{w_{1}}}\right)^{2 p^{\prime} q^{\prime}}, w_{1}=a r \bmod N, \operatorname{ar} \bmod p q p^{\prime} q^{\prime}=w_{1}+w_{2} N, \pi$ is the inverse of $2 p^{\prime} q^{\prime} \bmod N$.

Note the values of $a \bmod N$ and $r \bmod N$ can be computed when given $h=g^{a} \bmod N^{2}, A=g^{r} \bmod N^{2}$, and $p^{\prime}, q^{\prime}$, by the method in [27] (Theorem 1 in [27).

## 3 New Unidirectional Proxy Re-encryption Scheme without Pairings

The proposed unidirectional scheme $\mathfrak{U}$ is based on the CPA secure and collusion resistant unidirectional PRE scheme in [23] (the first attempt scheme in [23]), and with the signature of knowledge 81] and Fujisaki-Okamoto conversion [14]15. The basic public key encryption is scheme BCP03.

The intuition in scheme $\mathfrak{U}$ is as follows. Firstly, since there are two trapdoors ( $a$ and the factorization of the modulus) in scheme BCP03, we can use the key sharing technique in [17] to share $a$. In particular, let $a=r_{1}+r_{2}$, and sent the proxy $r_{1}$ and the ciphertext of $r_{2}$ under the delegatee's public key. Knowing $a$ cannot hurt the secrecy of the factorization of the modulus, hence, collusion-resistance obtained. Secondly, scheme BCP03 is CPA-secure, hence, we use Fijisaki-Okamoto conversion to make scheme BCP03 be CCA-secure. Thirdly, we use the signature of knowledge to make the original ciphertext be publicly verifiable.

### 3.1 Scheme $\mathfrak{U}$ with Single-Use

Scheme $\mathfrak{U}$ contains three cryptographic hash functions for all users: $H_{1}(\cdot)$ : $\{0,1\}^{*} \rightarrow\{0,1\}^{k_{1}}, H_{2}(\cdot):\{0,1\}^{*} \rightarrow\{0,1\}^{n}$, and $H_{3}(\cdot):\{0,1\}^{*} \rightarrow\{0,1\}^{k_{2}}$, where $k_{1}$ and $k_{2}$ are the security parameter, $n$ is the bit-length of messages to be encrypted. The details are as follows.

KeyGen: Choose a safe-prime modulus $N=p q$, three random numbers $\alpha \in \mathbb{Z}_{N^{2}}^{*}$, $a, b \in\left[1, p p^{\prime} q q^{\prime}\right]$, a hash function $H(\cdot)$, where $p=2 p^{\prime}+1, q=2 q^{\prime}+1$, $p, p^{\prime}, q, q^{\prime}$ are primes, and $H(\cdot):\{0,1\}^{*} \rightarrow \mathbb{Z}_{N^{2}}$. Furthermore, set $g_{0}=$ $\alpha^{2} \bmod N^{2}, g_{1}=g_{0}{ }^{a} \bmod N^{2}$, and $g_{2}=g_{0}{ }^{b} \bmod N^{2}$. The public key is $p k=\left(H(\cdot), N, g_{0}, g_{1}, g_{2}\right)$, the "weak" secret key is $w s k=(a, b)$, and the long term secret key is $s k=\left(p, q, p^{\prime}, q^{\prime}\right)$.
ReKeyGen: On input a public key $p k_{Y}=\left(H_{Y}(\cdot), N_{Y}, g_{Y 0}, g_{Y 1}, g_{Y 2}\right)$, a "weak" secret key $w s k_{X}=a_{X}$, and a long term secret key $s k_{X}=\left(p_{X}, q_{X}, p_{X}^{\prime}, q_{X}^{\prime}\right)$, it outputs the unidirectional re-encryption key $r k_{X \rightarrow Y}=\left(r k_{X \rightarrow Y}^{(1)}, r k_{X \rightarrow Y}^{(2)}\right)$, where $r k_{X \rightarrow Y}^{(1)}=(\dot{A}, \dot{B}, \dot{C})$, and computed as follows:

- Choose two random numbers $\dot{\sigma} \in \mathbb{Z}_{N}, \dot{\beta} \in\{0,1\}^{k_{1}}$.
- Compute $r k_{X \rightarrow Y}^{(2)}=a_{X}-\dot{\beta} \bmod \left(p_{X} q_{X} p_{X}^{\prime} q_{X}^{\prime}\right)$.
- Compute $r_{X \rightarrow Y}=H_{Y}(\dot{\sigma} \| \dot{\beta}), \dot{A}=\left(g_{Y 0}\right)^{r_{X \rightarrow Y}} \bmod \left(N_{Y}\right)^{2}, \dot{C}=H_{1}(\dot{\sigma}) \oplus$ $\dot{\beta}$,

$$
\begin{equation*}
\dot{B}=\left(g_{Y 2}\right)^{r_{X \rightarrow Y}} \cdot\left(1+\dot{\sigma} N_{Y}\right) \bmod \left(N_{Y}\right)^{2} . \tag{1}
\end{equation*}
$$

Enc: On input a public key $p k=\left(H(\cdot), N, g_{0}, g_{1}, g_{2}\right)$ and a message $m \in\{0,1\}^{n}$, the encryptor does the following performances:

- Choose a random number $\sigma \in \mathbb{Z}_{N}$.
- Compute $r=H(\sigma \| m), A=\left(g_{0}\right)^{r} \bmod N^{2}, C=H_{2}(\sigma) \oplus m, D=$ $\left(g_{2}\right)^{r} \bmod N^{2}$,

$$
\begin{equation*}
B=\left(g_{1}\right)^{r} \cdot(1+\sigma N) \bmod N^{2} \tag{2}
\end{equation*}
$$

$-\operatorname{Run}(c, s) \leftarrow \operatorname{SoK} \cdot \operatorname{Gen}\left(A, D, g_{0}, g_{2},(B, C)\right)$, where the underlying hash function is $\mathrm{H}_{3}$.

- Output the ciphertext $K=(A, B, C, D, c, s)$.

ReEnc: On input a re-encryption key $r k_{X \rightarrow Y}=\left(r k_{X \rightarrow Y}^{(1)}, r k_{X \rightarrow Y}^{(2)}\right)$ and a ciphertext $K=(A, B, C, D, c, s)$ under key $p k_{X}=\left(H_{X}(\cdot), N_{X}, g_{X 0}, g_{X 1}, g_{X 2}\right)$, check whether $c=H_{3}\left(A\|D\| g_{X 0}\left\|g_{X 2}\right\|\left(g_{X 0}\right)^{s} A^{c}\left\|\left(g_{X 2}\right)^{s} D^{c}\right\|(B \| C)\right)$. If not hold, output $\perp$ and terminate; otherwise, re-encrypt the ciphertext to be under key $p k_{Y}$ as:

- Compute $A^{\prime}=A^{r k_{X \rightarrow Y}^{(2)}}=\left(g_{X 0}\right)^{r\left(a_{X}-\dot{\beta}\right)} \bmod \left(N_{X}\right)^{2}$.
- Output the new ciphertext $\left(A, A^{\prime}, B, C, r k_{X \rightarrow Y}^{(1)}\right)=\left(A, A^{\prime}, B, C, \dot{A}, \dot{B}, \dot{C}\right)$.

Dec: On input a secret key and any ciphertext $K$, parse $K=(A, B, C, D, c, s)$, or $K=\left(A, A^{\prime}, B, C, \dot{A}, \dot{B}, \dot{C}\right)$.
Case $K=(A, B, C, D, c, s)$ : Check whether $c=H_{3}\left(A\|D\| g_{0}\left\|g_{2}\right\|\left(g_{0}\right)^{s} A^{c} \|\right.$
$\left.\left(g_{2}\right)^{s} D^{c} \|(B \| C)\right)$, if not, output $\perp$ and terminate; otherwise,

- if the input secret key is the "weak" secret key $a$, compute $\sigma=$ $\frac{B /\left(A^{a}\right)-1 \bmod N^{2}}{N}$.
- if the secret key is the long term secret key $\left(p, q, p^{\prime}, q^{\prime}\right)$, compute $\sigma=\frac{\left(B / g_{0}^{w_{1}}\right)^{2 p^{\prime} q^{\prime}}-1 \bmod N^{2}}{N} \cdot \pi(\bmod N)$, where $w_{1}$ is computed as that in scheme BCP 03 , and $\pi$ is the inverse of $2 p^{\prime} q^{\prime} \bmod N$.
Compute $m=C \oplus H_{2}(\sigma)$, if $B=\left(g_{1}\right)^{H(\sigma \| m)} \cdot(1+\sigma N) \bmod N^{2}$ holds, output $m$; otherwise, output $\perp$ and terminate.
Case $K=\left(A, A^{\prime}, B, C, \dot{A}, \dot{B}, \dot{C}\right)$ : In this case, the decryptor should know the delegator's (Alice's) public key $\left(H^{\prime}(\cdot), N^{\prime}, g_{0}^{\prime}, g_{1}^{\prime}, g_{2}^{\prime}\right)$.
- If the input secret key is the "weak" secret key $b$, compute $\dot{\sigma}=$ $\frac{\dot{B} /\left(\dot{A}^{b}\right)-1 \bmod N^{2}}{N}$.
- If the input secret key is the long term secret key ( $p, q, p^{\prime}, q^{\prime}$ ), computes $\dot{\sigma}=\frac{\left(\dot{B} / g_{0}^{w_{1}}\right)^{2 p^{\prime} q^{\prime}}-1 \bmod N^{2}}{N} \cdot \pi(\bmod N)$, where $w_{1}$ is computed as that in scheme BCP03, and $\pi$ is the inverse of $2 p^{\prime} q^{\prime} \bmod N$.
Compute $\dot{\beta}=\dot{C} \oplus H_{1}(\dot{\sigma})$, if $\dot{B}=\left(g_{1}\right)^{H(\dot{\sigma} \| \dot{\beta})} \cdot(1+\dot{\sigma} N) \bmod N^{2}$ holds, then compute $\sigma=\frac{B /\left(A^{\prime} \cdot A^{\dot{\beta}}\right)-1 \bmod N^{\prime 2}}{N^{\prime}}, m=C \oplus H_{2}(\sigma)$; otherwise, output $\perp$ and terminate. If $B=\left(g_{1}^{\prime}\right)^{H^{\prime}}(\sigma \| m) \cdot\left(1+\sigma N^{\prime}\right) \bmod N^{\prime 2}$ holds, then output $m$; otherwise, output $\perp$ and terminate.
Note that $\left(H(\cdot), N, g_{0}, g_{1}, g_{2}\right)$ is the public key of the decryptor.


Fig. 1. An example of delegation relationship

Remark 2. The values of $\dot{B}$ and $B$ are computed differently, in particular, in equation (1), the base is $g_{1}$, while in equation (2), the base is $g_{2}$. This difference aims to resist the following attack: Assume that there is the delegation relationship as in Fig. Alice delegates her decryption rights to Bob via the proxy $P_{A B}$, and Bob delegates his decryption rights to Charlie via the proxy $P_{B C}$. Alice and Bob are uncorrupted, the rest parties are corrupted, and the target (challenged) user is Alice. This corruption situation is allowed in the security model in Section 2 (Note that the attacked scheme should be single-use). If the bases in equations (11) and (2) are both $g_{1}$, then the adversary can decrypt any ciphertext for Alice as follows. The proxy $P_{B C}$ and Charlie colludes to get Bob's weak secret key $a_{B}$, and then they collude with the proxy $P_{A B}$ to get Alice's weak secret key $a_{A}$. As a result, the adversary can use $a_{A}$ to decrypt any ciphertext for Alice. However, in scheme $\mathfrak{U}$, the proxy $P_{B C}$ and Charlie cannot get Bob's weak secret key $b_{B}$ (which is for decrypting partial re-encryption key), hence, they cannot collude with the proxy $P_{A B}$ to get Alice's weak secret key $a_{A}$ (which is for decrypting ciphertexts).

Note that the above attack is also allowed in the security model in [17|13], since they only disallow the adversary to corrupt the proxy between the target user and the uncorrupted user. The unidirectional schemes in [17|13] suffer from the above attack. To resist the above attack, we can use the same method in scheme $\mathfrak{U}$, in particular, every user has two public/secret key pairs, one is for decrypting ciphertexts of messages, and the other is for decrypting the partial re-encryption key.

Correctness. The correctness property is easily obtained by the correctness of scheme BCP03 [7] and Fujisaki-Okamoto conversion [14]15].

Due to the limited space, we omit the proofs of the following two theorems here, and give them in the full version.

Theorem 1 (Uni-PRE-CCA security). In the random oracle model, scheme $\mathfrak{U}$ is CCA-secure under the assumptions that DDH problem over $\mathbb{Z}_{N^{2}}^{*}$ is hard, and the signature of knowledge is secure.

Theorem 2 (Uni-PRE-CR security). In the random oracle, if $N$ is hard to factor, then scheme $\mathfrak{U}$ is collusion resistant.

## 4 Scheme $\mathfrak{U}_{T}$ with Temporary Delegation

This section describes scheme $\mathfrak{U}_{T}$, a variant of scheme $\mathfrak{U}$, supporting temporary delegation. Like the temporary unidirectional PRE schemes in [2]3|25], the proxy is only allowed to transform ciphertexts from the delegator to the delegatee during a limited time period. The point of modifying scheme $\mathfrak{U}$ to scheme $\mathfrak{U}_{T}$ is to make different $g_{1}$ 's for every time period.

Scheme $\mathfrak{U}_{T}$ also contains three cryptographic hash functions for all users: $H_{1}(\cdot):\{0,1\}^{*} \rightarrow\{0,1\}^{k_{1}}, H_{2}(\cdot):\{0,1\}^{*} \rightarrow\{0,1\}^{n}$, and $H_{3}(\cdot):\{0,1\}^{*} \rightarrow$ $\{0,1\}^{k_{2}}$, where $k_{1}$ and $k_{2}$ are the security parameter, $n$ is the bit-length of messages to be encrypted. The details are as follows.

KeyGen: Choose a safe-prime modulus $N=p q, T+2$ random numbers $\alpha \in \mathbb{Z}_{N^{2}}^{*}$, $a_{1}, \cdots, a_{T}, b \in\left[1, p p^{\prime} q q^{\prime}\right]$, a hash function $H(\cdot)$, where $p=2 p^{\prime}+1, q=2 q^{\prime}+1$, $p, p^{\prime}, q, q^{\prime}$ are primes, $T$ is the number of time intervals, and $H(\cdot):\{0,1\}^{*} \rightarrow$ $\mathbb{Z}_{N^{2}}$. Furthermore, set $g_{0}=\alpha^{2} \bmod N^{2}, g_{1}^{(i)}=g_{0}{ }^{a_{i}} \bmod N^{2}(i=1, \cdots, T)$, and $g_{2}=g_{0}{ }^{b} \bmod N^{2}$. The public key is $p k=\left(H(\cdot), N, g_{0}, g_{1}^{(i)}(i=1, \cdots\right.$, $\left.T), g_{2}\right)$, the "weak" secret key is $\left(a_{i}(i=1, \cdots, T), b\right)$, and the long-term secret key is $s k=\left(p, q, p^{\prime}, q^{\prime}\right)$.
ReKeyGen: On input a public key $p k_{Y}=\left(H_{Y}(\cdot), N_{Y}, g_{Y 0}, g_{Y 1}^{(1)}, \cdots, g_{Y 1}^{\left(T_{Y}\right)}, g_{Y 2}\right)$, a "weak" secret key $a_{X, j}$ for time period $j \in\left\{1, \cdots, T_{X}\right\}$, and a secret key $s k_{X}=\left(p_{X}, q_{X}, p_{X}^{\prime}, q_{X}^{\prime}\right)$, it outputs the unidirectional re-encryption key $r k_{X \rightarrow Y, j}=\left(r k_{X \rightarrow Y, j}^{(1)}, r k_{X \rightarrow Y, j}^{(2)}\right)$ for the $j$-th time period, which is generated as follows.

- Choose two random numbers $\dot{\sigma}_{j} \in \mathbb{Z}_{N}, \dot{\beta}_{j} \in\{0,1\}^{k_{1}}$.
- Compute $r k_{X \rightarrow Y, j}^{(2)}=a_{X, j}-\dot{\beta}_{j} \bmod \left(p_{X} q_{X} p_{X}^{\prime} q_{X}^{\prime}\right)$.
- Compute

$$
\begin{aligned}
& \quad r_{X \rightarrow Y, j}=H_{Y}\left(\dot{\sigma}_{j} \| \dot{\beta}_{j}\right), \dot{A}_{j}=\left(g_{Y 0}\right)^{r_{X \rightarrow Y, j} \bmod \left(N_{Y}\right)^{2}}, \\
& \quad \dot{B}_{j}=\left(g_{Y 2}\right)^{r \rightarrow Y, j} \cdot\left(1+\dot{\sigma}_{j} N_{Y}\right) \bmod \left(N_{Y}\right)^{2}, \dot{C}_{j}=H_{1}\left(\dot{\sigma}_{j}\right) \oplus \dot{\beta}_{j} \\
& -
\end{aligned}
$$

Enc: On input a public key $p k=\left(H(\cdot), N, g_{0}, g_{1}^{(1)}, \cdots, g_{1}^{(T)}, g_{2}\right)$, a time period $j \in\{1, \cdots, T\}$ and a message $m \in\{0,1\}^{n}$, the encryptor does the following performances:

- Choose a random number $\sigma_{j} \in \mathbb{Z}_{N}$.
- Compute

$$
\begin{gathered}
r_{j}=H\left(\sigma_{j} \| m\right) \\
A_{j}=\left(g_{0}\right)^{r} \bmod N^{2}, \quad B_{j}=\left(g_{1}^{(j)}\right)^{r} \cdot\left(1+\sigma_{j} N\right) \bmod N^{2}, \\
C_{j}=H_{2}\left(\sigma_{j}\right) \oplus m, \quad D_{j}=\left(g_{2}\right)^{r} \bmod N^{2} .
\end{gathered}
$$

$-\operatorname{Run}\left(c_{j}, s_{j}\right) \leftarrow \operatorname{SoK} \cdot \operatorname{Gen}\left(A_{j}, D_{j}, g_{0}, g_{2},\left(B_{j}, C_{j}\right)\right)$, where the underlying hash function is $H_{3}$.

- Output the ciphertext $K_{j}=\left(A_{j}, B_{j}, C_{j}, D_{j}, c_{j}, s_{j}\right)$ for the $j$-th time period.

ReEnc: On input a re-encryption key $r k_{X \rightarrow Y, j}=\left(r k_{X \rightarrow Y, j}^{(1)}, r k_{X \rightarrow Y, j}^{(2)}\right)$ and a ciphertext $K_{j}=\left(A_{j}, B_{j}, C_{j}, D_{j}, c_{j}, s_{j}\right)$ under key $p k_{X}=\left(H_{X}(\cdot), N_{X}, g_{X 0}, g_{X 1}^{(1)}\right.$, $\left.\cdots, g_{X 1}^{\left(T_{X}\right)}, g_{X 2}\right)$, where $j \in\left\{1, \cdots, T_{X}\right\}$, the proxy checks whether $c_{j}=$ $H_{3}\left(A_{j}\left\|D_{j}\right\| g_{X 0}\left\|g_{X 2}\right\|\left(g_{X 0}\right)^{s_{j}}\left(A_{j}\right)^{c_{j}}\left\|\left(g_{X 2}\right)^{s_{j}}\left(D_{j}\right)^{c_{j}}\right\|\left(B_{j} \| C_{j}\right)\right)$. If not hold, output $\perp$ and terminate; otherwise, re-encrypt the ciphertext to be under key $p k_{Y}$ as:

- Compute $A_{j}^{\prime}=\left(A_{j}\right)^{r k_{X \rightarrow Y, j}^{(2)}}=\left(g_{X 0}\right)^{r\left(a_{X, j}-\dot{\beta}_{j}\right)} \bmod \left(N_{X}\right)^{2}$.
- Output the new ciphertext

$$
\left(A_{j}, A_{j}^{\prime}, B_{j}, C_{j}, r k_{X \rightarrow Y, j}^{(1)}\right)=\left(A_{j}, A_{j}^{\prime}, B_{j}, C_{j}, \dot{A}_{j}, \dot{B}_{j}, \dot{C}_{j}\right)
$$

Dec: On input a secret key and any ciphertext $K_{j}$ for the $j$-th time period, where $j \in\{1, \cdots, T\}$, the decryptor parses $K_{j}=\left(A_{j}, B_{j}, C_{j}, D_{j}, c_{j}, s_{j}\right)$, or $K_{j}=\left(A_{j}, A_{j}^{\prime}, B_{j}, C_{j}, \dot{A}_{j}, \dot{B}_{j}, \dot{C}_{j}\right)$.
Case $K_{j}=\left(A_{j}, B_{j}, C_{j}, D_{j}, c_{j}, s_{j}\right)$ : Check whether $c_{j}=H_{3}\left(A_{j}\left\|D_{j}\right\| g_{0}\left\|g_{2}\right\|\right.$ $\left(g_{0}\right)^{s_{j}}\left(A_{j}\right)^{c_{j}}\left\|\left(g_{2}\right)^{s_{j}} D_{j}^{c_{j}}\right\|\left(B_{j} \| C_{j}\right)$, if not, output $\perp$ and terminate; otherwise,

- if the input secret key is the "weak" secret key $a_{j}$, compute $\sigma_{j}=$ $\frac{B_{j} /\left(\left(A_{j}\right)^{a_{j}}\right)-1 \bmod N^{2}}{N}$.
- if the secret key is the long term secret key $\left(p, q, p^{\prime}, q^{\prime}\right)$, compute $\sigma_{j}=\frac{\left(B_{j} /\left(g_{0}\right)^{w_{1}}\right)^{2 p^{\prime} q^{\prime}}-1 \bmod N^{2}}{N} \cdot \pi(\bmod N)$, where $w_{1}$ is computed as that in scheme BCP03, and $\pi$ is the inverse of $2 p^{\prime} q^{\prime} \bmod N$.
Compute $m=C_{j} \oplus H_{2}\left(\sigma_{j}\right)$, if $B_{j}=\left(g_{1}\right)^{H\left(\sigma_{j} \| m\right)} \cdot\left(1+\sigma_{j} N\right) \bmod N^{2}$ holds, output $m$; otherwise, output $\perp$ and terminate.
Case $K_{j}=\left(A_{j}, A_{j}^{\prime}, B_{j}, C_{j}, \dot{A}_{j}, \dot{B}_{j}, \dot{C}_{j}\right)$ : In this case, the decryptor should know the delegator's (Alice's) public key $\left(H^{\prime}(\cdot), N^{\prime}, g_{0}^{\prime}, g_{1}^{(i)^{\prime}}, \cdots, g_{1}^{\left(T^{\prime}\right)^{\prime}}\right.$, $\left.g_{2}^{\prime}\right)$.
- If the input secret key is the "weak" secret key $b$, compute $\dot{\sigma}_{j}=$ $\frac{\dot{B}_{j} /\left(\left(\dot{A}_{j}\right)^{b}\right)-1 \bmod N^{2}}{N}$.
- If the input secret key is the long term secret key ( $p, q, p^{\prime}, q^{\prime}$ ), computes $\dot{\sigma}_{j}=\frac{\left(\dot{B}_{j} / g_{0}^{w_{1}}\right)^{2 p^{\prime} q^{\prime}}-1 \bmod N^{2}}{N} \cdot \pi(\bmod N)$, where $w_{1}$ is computed as that in scheme BCP 03 , and $\pi$ is the inverse of $2 p^{\prime} q^{\prime} \bmod N$.
Compute $\dot{\beta}_{j}=\dot{C}_{j} \oplus H_{1}\left(\dot{\sigma}_{j}\right)$, if $\dot{B}_{j}=\left(g_{1}\right)^{H\left(\dot{\sigma}_{j} \| \dot{\beta}_{j}\right)} \cdot\left(1+\dot{\sigma}_{j} N\right) \bmod N^{2}$ holds, then compute $\sigma_{j}=\frac{B_{j} /\left(A_{j}^{\prime} \cdot\left(A_{j}\right)^{\beta_{j}}\right)-1 \bmod N^{\prime 2}}{N^{\prime}}, m=C_{j} \oplus H_{2}\left(\sigma_{j}\right)$; otherwise, output $\perp$ and terminate. If $B_{j}=\left(g_{1}^{(j)^{\prime}}\right)^{H^{\prime}\left(\sigma_{j} \| m\right)} \cdot\left(1+\sigma_{j} N^{\prime}\right)$ $\bmod N^{\prime 2}$ holds, then output $m$; otherwise, output $\perp$ and terminate.
Note that $\left.\left(H(\cdot), N, g_{0}, g_{1}^{(i)}, \cdots, g_{1}^{(T)}\right), g_{2}\right)$ is the public key of the decryptor.
Correctness. The correctness property is easily obtained by the same method for scheme $\mathfrak{U}$.

Due to the limited space, we omit the proofs of the following two theorems here, and give them in the full version.

Theorem 3 (Uni-PRETD-CCA security). In the random oracle model, scheme $\mathfrak{U}_{T}$ is CCA-secure under the assumptions that DDH problem over $\mathbb{Z}_{N^{2}}^{*}$ is hard, and the signature of knowledge is secure.

Theorem 4 (Uni-PRETD-CR security). In the random oracle, if $N$ is hard to factor, then scheme $\mathfrak{U}_{T}$ is collusion resistant.

## 5 Comparison

In this section, we compare scheme $\mathfrak{U}$ with the previous CCA-secure unidirectional PRE schemes. Since as mentioned above, the unidirectional PRE schemes in [21|17|11|13] are not CCA-secure, we only compare scheme $\mathfrak{U}$ with the scheme in [25 (named LV08).

In Table 1 we denote $t_{p}, t_{e b}, t_{e N}, t_{s}$, and $t_{v}$ as the computational cost of a bilinear pairings, an exponentiation over a bilinear group, an exponentiation over $\mathbb{Z}_{N^{2}}^{*}(N$ is a safe-prime modulus), a one-time signature and verification, respectively. $\mathbb{G}_{e}$ and $\mathbb{G}_{T}$ are the bilinear groups used in scheme LV08. $N_{X}$ and $N_{Y}$ are the safe-prime modulus corresponding to the delegator and the delegatee, respectively. svk and $\sigma$ are the one-time signature's public key and signature. Note that we only consider the case of using weak secret key to decrypt in Dec algorithm of scheme $\mathfrak{U}$.

From Table 1 , we can see that scheme LV08 is a little bit more efficient than scheme $\mathfrak{U}$. In order to guarantee that $N$ is hard to factor, $N$ should be 1024 -bit at least, which makes scheme $\mathfrak{U}$ need more time for an exponentiation and more storage for a ciphertext. However, we emphasize that scheme $\mathfrak{U}$ is CCA-secure and based on the well-studied DDH assumption, while scheme LV08 is RCCAsecure and based on the less-studied 3-quotient decision Bilinear Diffie-Hellman (3-QDBDH) assumption.

Table 1. Comparison between scheme $\mathfrak{U}$ and scheme LV08

|  | Schemes | LV08 | $\mathfrak{U}$ |
| :---: | :---: | :---: | :---: |
| Comput. Cost | ReKeyGen | $2 t_{e b}$ | $2 t_{e N}$ |
|  | Enc | $3.5 t_{e b}+1 t_{s}$ | $5 t_{e N}$ |
|  | ReEnc | $2 t_{p}+4 t_{e b}+1 t_{v}$ | $4 t_{e N}$ |
|  | Dec Original | $3 t_{p}+2 t_{e b}+1 t_{v}$ | $5 t_{e N}$ |
|  | Transformed | $5 t_{p}+2 t_{e b}+1 t_{v}$ | $4 t_{e N}$ |
| Ciphertex <br> Size | t Original | $1\|s v k\|+2\left\|\mathbb{G}_{e}\right\|+1\left\|\mathbb{G}_{T}\right\|+1\|\sigma\|$ | $2 k+3\left\|N_{X}{ }^{2}\right\|+\|m\|$ |
|  | Transformed | $1\|s v k\|+4\left\|\mathbb{G}_{e}\right\|+1\left\|\mathbb{G}_{T}\right\|+1\|\sigma\|$ | $k_{1}+3\left\|N_{X}^{2}\right\|+2\left\|N_{Y}^{2}\right\|+\|m\|$ |
| Security | Security Level | collusion resistant, RCCA | collusion resistant, CCA |
|  | Standard model | Yes | No |
|  | Underlying Assumptions | 3-QDBDH | DDH |

## 6 Conclusions

In this paper, by using signature of knowledge and Fijisaki-Okamoto conversion, we proposed the first CCA-secure and collusion resistant unidirectional PRE scheme without pairings, which solves a problem proposed in 9|25].

There are still many open problems to be solved, such as designing more efficient CCA-secure, collusion resistant unidirectional PRE schemes without pairings, and CCA-secure multi-use unidirectional PRE schemes 925.
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## A Analysis on Ivan-Dodis Construction

## A. 1 Ivan-Dodis Construction

The Ivan-Dodis construction is based on any CCA-secure PKE. The details are as follows.

UniPRE.KGen: On input the security parameter $1^{k}$, it outputs two key pairs $\left(p k_{1}, s k_{1}\right)$ and ( $p k_{2}, s k_{2}$ ).
UniPRE.RKGen: On input the delegator's key pairs $\left(p k_{1}, s k_{1}\right)$ and $\left(p k_{2}, s k_{2}\right)$, the delegator sends $s k_{1}$ as the re-encryption key to the proxy via a secure channel, and sends $s k_{2}$ to the delegatee as the partial key via another secure channel.
UniPRE.Enc: On input public keys $\left(p k_{1}, p k_{2}\right)$ and a message $m$, it outputs PKE. $\operatorname{Enc}\left(p k_{1}, \operatorname{PKE} . \operatorname{Enc}\left(p k_{2}, m\right)\right)$.
UniPRE.ReEnc: On input a re-encryption key $s k_{1}$ and a ciphertext $C$, it outputs a re-encrypted ciphertext $C^{\prime}=\operatorname{PKE} \cdot \operatorname{Dec}\left(s k_{1}, C\right)$.
UniPRE.Dec: On input secret keys $\left(s k_{1}, s k_{2}\right)$, a partial key $s k_{2}^{\prime}$ from its delegator and a ciphertext $C$, UniPRE. Dec does:

- If $C$ is an original ciphertext, then it outputs PKE. $\operatorname{Dec}\left(s k_{2}, \operatorname{PKE} \cdot \operatorname{Dec}\left(s k_{1}\right.\right.$, $C)$ ).
- If $C$ is a re-encrypted ciphertext, then it outputs PKE. $\operatorname{Dec}\left(s k_{2}^{\prime}, C\right)$.

Note that the partial key $s k_{2}$ can be encrypted by the delegatee's public key, and forwarded to Bob by the proxy. In this case, the delegatee does not require to store extra secrets for every delegation [23].

## A. 2 Chosen Ciphertext Attacks on the Ivan-Dodis Construction

In this subsection, we will show that the adversary always wins the Uni-PRECCA game with the Ivan-Dodis construction's Challenger.

Phase 1: The adversary does not need to make any query in this phase.

Challenge: The adversary outputs two equal length plaintexts $m_{0}, m_{1}$ from the message space, and an uncorrupted public key $p k^{*}=\left(p k_{1}^{*}, p k_{2}^{*}\right)$.
The Challenger will follow the Uni-PRE-CCA game's specification, i.e., pick a random bit $b \in\{0,1\}$ and sets $C^{*}=\operatorname{UniPRE} . \operatorname{Enc}\left(p k^{*}, m_{b}\right)$. It sends $C^{*}$ as the challenge ciphertext to $\mathcal{A}$.
Phase 2: The adversary performs as follows.

1. The adversary queries $\mathcal{O}_{r e}$ with $\left(p k^{*}, p k, C^{*}\right)$, such that $p k$ is uncorrupted. Then as the Uni-PRE-CCA game's specification, the adversary can get the re-encrypted ciphertext $C^{\prime}$ such that $C^{\prime}=\operatorname{PKE} \cdot \operatorname{Dec}\left(s k_{1}^{*}, C^{*}\right)$, $s k_{1}^{*}$ is the key corresponding to $p k_{1}^{*}$.
2. The adversary computes $\hat{C}=\operatorname{PKE} . \operatorname{Enc}\left(p k_{1}^{*}, C^{\prime}\right)$. Note that $\hat{C} \neq C^{*}$ since PKE is CCA-secure, such as the underlying PKE scheme is the CramerShoup scheme 12 .
3. The adversary queries $\mathcal{O}_{d e}$ with $\left(p k^{*}, \hat{C}\right)$ and gets a message $m$. Note that $\left(p k^{*}, \hat{C}\right)$ is not a derivative of $\left(p k^{*}, C^{*}\right)$, hence this query is valid.
Guess: If $m=m_{0}$, the adversary $\mathcal{A}$ outputs $b^{\prime}=0$; otherwise, output $b^{\prime}=1$.
Since $\hat{C}$ and $C^{*}$ are corresponding to the same message, we always have $b=b^{\prime}$. As a result, the Ivan-Dodis construction is not CCA-secure for the security model in Section 2,

## B Definitions of Unidirectional PRE Schemes with Temporary Delegation

Definition 7 (Unidirectional PRE with Temporary Delegation). A unidirectional proxy re-encryption scheme UniPRE with temporary delegation is a tuple of PPT algorithms (KeyGen, ReKeyGen, Enc, ReEnc, Dec):

- KeyGen $\left(1^{k}\right) \rightarrow(p k, s k, T)$. On input the security parameter $1^{k}$, the key generation algorithm KeyGen outputs a public/secret key pair ( $p k, s k$ ), and the number of time intervals $T$.
- $\operatorname{Enc}(p k, m, j) \rightarrow C_{j}$. On input a public key $p k$, a message $m$ in the message space, and the time period $j \in\{1, \cdots, T\}$, the encryption algorithm Enc outputs a ciphertext $C_{j}$ for the $j$-th time period.
- ReKeyGen $\left(s k_{1}, p k_{2}, j\right) \rightarrow r k_{1 \rightarrow 2, j}$. On input a secret key $s k_{1}$, a public key $p k_{2}$, and the time period $j \in\left\{1, \cdots, T_{1}\right\}$, where $T_{1}$ is the number of time intervals corresponding to the delegator. The re-encryption key generation algorithm ReKeyGen outputs a unidirectional re-encryption key $r k_{1 \rightarrow 2, j}$ for the $j$-th time period.
$-\operatorname{ReEnc}\left(r k_{1 \rightarrow 2, j}, C_{1}^{(j)}\right) \rightarrow C_{2}^{(j)}$. On input a re-encryption key $r k_{1 \rightarrow 2}$, and a ciphertext $C_{1}^{(j)}$ for the $j$-th time period, where $j \in\left\{1, \cdots, T_{1}\right\}, T_{1}$ is the number of time intervals corresponding to the delegator. The re-encryption algorithm ReEnc outputs a re-encrypted ciphertext $C_{2}^{(j)}$ for the $j$-th time period or $\perp$.
$-\operatorname{Dec}\left(s k, C_{j}\right) \rightarrow m$. On input a secret key $s k$ and a ciphertext $C_{j}$ for the $j$-th time period, where $j \in\{1, \cdots, T\}, T$ is the number of time intervals corresponding to the decryptor. The decryption algorithm Dec outputs a message $m$ in the message space or $\perp$.

Correctness. A correct proxy re-encryption scheme should satisfy two requirements: $\operatorname{Dec}(s k, \operatorname{Enc}(p k, m, j))=m$, and $\operatorname{Dec}\left(s k^{\prime}, \operatorname{ReEnc}\left(\operatorname{ReKeyGen}\left(s k, p k^{\prime}, j\right)\right.\right.$, $\left.\left.C_{j}\right)\right)=m$, where $(p k, s k, T),\left(p k^{\prime}, s k^{\prime}, T^{\prime}\right) \leftarrow \operatorname{KeyGen}\left(1^{k}\right), C_{j}$ is the ciphertext of message $m$ for $p k$ and the $j$-th time period from algorithm Enc or algorithm ReEnc, and $j \in\{1, \cdots, T\}$.

Chosen Ciphertext Security for Unidirectional Proxy Re-Encryption with Temporary Delegation. Following the method in [25], we extend Uni-PRE-CCA game to Uni-PRETD-CCA game, which is described as follows.

Phase 1: The adversary $\mathcal{A}$ issues queries $q_{1}, \cdots, q_{n_{1}}$ where query $q_{i}$ is one of:
$-\mathcal{O}_{p k}, \mathcal{O}_{s k}$ : Identical to those Uni-PRE-CCA game.

- Re-encryption key generation oracle $\mathcal{O}_{r k}$ : On input $\left(p k, p k^{\prime}, j\right)$ by $\mathcal{A}$, where $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$, and the time period $j \in\{1, \cdots, T\}$, the Challenger returns the re-encryption key $r k_{p k \rightarrow p k^{\prime}, j}=\operatorname{ReKeyGen}\left(s k, p k^{\prime}, j\right)$, where $s k$ is the secret key corresponding to $p k$.
- Re-encryption oracle $\mathcal{O}_{r e}$ : On input $\left(p k, p k^{\prime}, C, j\right)$ by $\mathcal{A}$, where $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$, and the time period $j \in\{1, \cdots, T\}$, the re-encrypted ciphertext $C^{\prime}=\operatorname{ReEnc}\left(\operatorname{ReKeyGen}\left(s k, p k^{\prime}, j\right), C\right)$ is returned by the Challenger, where $s k$ is the secret key corresponding to $p k$.
- Decryption oracle $\mathcal{O}_{d e c}$ : On input $(p k, C, j)$, where $p k$ is from $\mathcal{O}_{p k}$, and the time period $j \in\{1, \cdots, T\}$, the Challenger returns $\operatorname{Dec}(s k, C)$, where $s k$ is the secret key corresponding to $p k$.

These queries may be asked adaptively, that is, each query $q_{i}$ may depend on the replies to $q_{1}, \cdots, q_{i-1}$.
Challenge: Once the adversary $\mathcal{A}$ decides that Phase 1 is over, it outputs two equal length plaintexts $m_{0}, m_{1}$ from the message space, a public key $p k^{*}$, and the time period $j^{*}$ on which it wishes to be challenged. There are some constraints on the public key $p k^{*}$ and $j^{*}$ : (i) $p k^{*}$ is from $\mathcal{O}_{p k}$; (ii) $p k^{*}$ did not appear in any query to $\mathcal{O}_{s k}$ in Phase 1 ; (iii) if $\left(p k^{*}, \star, j^{*}\right)$ did appear in any query to $\mathcal{O}_{r k}$, then $\star$ did not appear in any query to $\mathcal{O}_{s k}$. The Challenger picks a random bit $b \in\{0,1\}$ and sets $C^{*}=\operatorname{Enc}\left(p k^{*}, m_{b}, j\right)$. It sends $C^{*}$ as the challenge to $\mathcal{A}$.
Phase 2: The adversary $\mathcal{A}$ issues more queries $q_{n_{1}+1}, \cdots, q_{n}$ where query $q_{i}$ is one of:

- $\mathcal{O}_{p k}$ : The Challenger responds as in Phase 1.
- $\mathcal{O}_{s k}$ : On input $p k$ by $\mathcal{A}$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k$ is from $\mathcal{O}_{p k}$;
- $p k \neq p k^{*}$;
- $\left(p k^{*}, p k, j^{*}\right)$ is not a query to $\mathcal{O}_{r k}$ before;
- $\left(p k^{\prime}, p k, C^{\prime}, j^{*}\right)$ is not a query to $\mathcal{O}_{r e}$ before, where $\left(p k^{\prime}, C^{\prime}, j^{*}\right)$ is a derivativeg of $\left(p k^{*}, C^{*}, j^{*}\right)$.
- $\mathcal{O}_{r k}$ : On input $\left(p k, p k^{\prime}, j\right)$ by $\mathcal{A}$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$;
- if $p k=p k^{*}$ and $j=j^{*}$, then $p k^{\prime}$ is not a query to $\mathcal{O}_{s k}$.
- $\mathcal{O}_{r e}$ : On input $\left(p k, p k^{\prime}, C, j\right)$ by $\mathcal{A}$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k, p k^{\prime}$ are from $\mathcal{O}_{p k}$;
- if $(p k, C, j)$ is a derivative of $\left(p k^{*}, C^{*}, j^{*}\right)$, then $p k^{\prime}$ is not a query to $\mathcal{O}_{s k}$.
$-\mathcal{O}_{\text {dec }}$ : On input $(p k, C, j)$, if the following requirements are all satisfied, the Challenger responds as in Phase 1; otherwise, the Challenger terminates the game.
- $p k$ is from $\mathcal{O}_{p k}$;
- $(p k, C, j)$ is not a derivative of $\left(p k^{*}, C^{*}, j^{*}\right)$.

These queries may be also asked adaptively.
Guess: Finally, the adversary $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$ and wins the game if $b=b^{\prime}$.
We refer to such an adversary $\mathcal{A}$ as a Uni-PRETD-CCA adversary. We define adversary $\mathcal{A}$ 's advantage in attacking UniPRE as the following function of the security parameter $k$ : $\operatorname{Adv}_{\operatorname{UniPRE}, \mathcal{A}}(k)=\left|\operatorname{Pr}\left[b=b^{\prime}\right]-1 / 2\right|$. Using the Uni-PRECCA game we can define chosen ciphertext security for unidirectional proxy re-encryption schemes.
Definition 8 (Uni-PRETD-CCA security). We say that a unidirectional proxy re-encryption scheme UniPRE with temporary delegation is semantically secure against an adaptive chosen ciphertext attack if for any polynomial time Uni-PRETD-CCA adversary $\mathcal{A}$ the function $A d v_{U n i P R E, \mathcal{A}}(k)$ is negligible. As shorthand, we say that UniPRE is Uni-PRETD-CCA secure.
Definition 9 (Uni-PRETD-CR security). We say that a unidirectional proxy re-encryption scheme UniPRE with temporary delegation is collusion resistant if for any polynomial bounded adversary $\mathcal{A}$, the following probability is negligible:

$$
\begin{array}{r}
\operatorname{Pr}\left[\left(s k_{1}, p k_{1}, T_{1}\right) \leftarrow \operatorname{KeyGen}\left(1^{k}\right),\left\{\left(s k_{i}, p k_{i}, T_{i}\right) \leftarrow \operatorname{KeyGen}\left(1^{k}\right)\right\},\right. \\
\left\{r k_{i \rightarrow 1, j} \leftarrow \operatorname{ReKeyGen}\left(s k_{i}, p k_{1}, j\right)\right\}\left(j=1, \cdots, T_{i}\right), \\
\left\{r k_{1 \rightarrow i, j} \leftarrow \operatorname{ReKeyGen}\left(s k_{1}, p k_{i}, j\right)\right\}\left(j=1, \cdots, T_{1}\right), \\
i=2, \cdots, \\
\alpha \rightarrow \mathcal{A}\left(p k_{1},\left\{p k_{i}, s k_{i}\right\},\left\{r k_{1 \rightarrow i, j}\right\},\left\{r k_{i \rightarrow 1, j}\right\}\right) \\
\left.\alpha=s k_{1}\right] .
\end{array}
$$
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#### Abstract

This paper proposes a chosen-ciphertext secure variant of the ElGamal public-key encryption scheme which generates very compact ciphertexts for messages of arbitrary length. The ciphertext overhead (i.e., the difference between ciphertext and plaintext) is one group element only. Such a property is particularly useful when encrypting short messages such as a PIN or a credit card number in bandwidth-critical environments. On top of the compact overhead, the computational cost for encryption and decryption are almost the same as plain ElGamal encryption. The security is proven based on the strong Diffie-Hellman assumption in the random oracle model.


## 1 Introduction

One of the most fundamental and best studied public-key encryption schemes is the ElGamal encryption scheme [13] that works over a group $\mathbb{G}$ of prime-order $q$ with a generator $g$. The public-key is $h=g^{x}$ for a random secret index $x \in \mathbb{Z}_{q}$ and a ciphertext for plaintext $m$ consists of the tuple ( $u, c$ ), where $u=g^{r}$ and $c=m \oplus H\left(h^{r}\right)$. Here $H: \mathbb{G} \rightarrow\{0,1\}^{|m|}$ is some public hash function. Due to its simplicity the scheme is very efficient:

- its constituting encryption and decryption algorithms are roughly as efficient as computing one discrete exponentiation;
- its ciphertext overhead (i.e., the size of the ciphertext minus the size of the plaintext message [23]) consists of only one group element - independently of the length of the plaintext message.

However, the major drawback of the ElGamal scheme is its relatively poor security. The scheme can be proved semantically secure only against passive attacks and obviously insecure against stronger active attacks, i.e., chosen-ciphertext attacks which is nowadays considered to be the standard security notion. In this work we are interested in the question if it is at all possible to "upgrade" the security properties of the ElGamal encryption scheme to chosen-ciphertext security while at the same time retaining its high computational efficiency and compact ciphertexts.

### 1.1 Our Contribution

We propose the most efficient IND-CCA secure ElGamal type encryption scheme whose ciphertext overhead consists of only one group element irrelevant to the length of the plaintext. Such a compact ciphertext overhead with IND-CCA security has been possible only when the message is sufficiently long. (See next section for details and Table 1 for summary.) On the other hand, important messages can be very short; A PIN number typically consists of 4 digits. And such a short information would be often used in applications that have sharp limitations in bandwidth or storage where saving even small amount of bits is critical. All known schemes however can't encrypt short messages securely or require extra overhead to provide chosen cipehrtext security.

In our scheme, the computational efficiency and the size of public/private keys is the same as hashed ElGamal's. It can be instantiated with any passively secure symmetric cipher, such as the one-time pad. Our scheme can be used as a plug-in alternative to ElGamal encryption that brings higher level of security. They share the same key generation algorithm, hash functions, and symmetric cipher. Furthermore, ciphertexts have the same algebraic structure.

IND-CCA-security of our scheme is proven in the random oracle model assuming the hardness of the strong Diffie-Hellman problem [1, 21, ${ }^{1}$ The security reduction is almost tight, i.e., the respective advantages are related within a factor of $\log _{2} \lambda$, where $\lambda$ is the security parameter. Even though the reduction is not exactly tight, it only $\operatorname{loses}^{\log _{2}} \lambda \approx 6$ bits of security for a security level of $\lambda=80$ bits. Adapting the twinning technique from [9] we furthermore propose a variant of our scheme that can be proved secure under the Computational Diffie-Hellman (CDH) assumption.

### 1.2 Related Work

We now revisit the known frameworks to immunize the ElGamal scheme secure against chosen-ciphertext attacks, specifically focusing on the above properties of efficiency and ciphertext overhead, and point out their respective shortcomings. Here we mostly restrict ourselves to schemes that are secure in the random oracle model [4. For quick overview, see Table 1] For an overview concerning schemes based on trapdoor permutations (such as OAEP) we refer to [3].

SChEmes adding extra integrity. The first method achieves chosenciphertext security by adding an ephemeral integrity check to the ciphertext, essentially consisting of the tag of a message authentication code (MAC). Examples of such schemes are given in [4, 22] but the best known instance is probably DHIES [1] by Abdalla, Bellare and Rogaway. DHIES is as efficient as ElGamal in terms of computational efficiency. The scheme, however, has one group element
${ }^{1}$ The strong DH problem is computing $g^{a b}$, given random $\left(g, g^{a}, g^{b}\right)$ and a restricted DDH oracle $\mathrm{DDH}_{g, a}\left(g^{\hat{b}}, g^{\hat{c}}\right)$ which outputs $1 \mathrm{iff} a \hat{b}=\hat{c}$. Note that this is a weaker assumption than the related gap DH problem which grants access to a full DDH oracle.
plus a MAC tag of the ciphertext overhead, which is thus longer than that of ElGamal's. Its security can also be proved based on the strong Diffie-Hellman assumption in the random oracle model 2 We remark that other schemes obtained using generic transformations (for example the Fujisaki-Okamoto transform 14 or the transformations from [10, 11]) also suffer from a similar overhead.

The KEM/DEM Framework. The second method is to construct a hybrid encryption scheme by combining key encapsulation (KEM) with CCA secure data encapsulation (DEM) [12. The latter is typically constructed by adding a MAC to a one-time (passively) secure symmetric cipher (just like DHIES) but one can instead use a length-preserving strong pseudorandom permutation (PRP, e.g., [16]) to avoid such an overhead [16]. For (hashed) ElGamal this was done by Kurosawa and Matsuo [20] to obtain a variant of DHIES [1] whose ciphertexts are as compact as the ones from ElGamal.

However, there are two drawbacks with this approach. First, the strong PRPs obtained from modes of operation are generally considered to be complicated and not very efficient in practice: for example, they are all "two-pass schemes" meaning that plaintext/ciphertext need to be passed twice at encryption/decryption. Second, more importantly, a strong PRP can only securely encrypt messages whose length is at least one block length of the underlying symmetric cipher, i.e., typically at least 128 bits. (Smaller messages can of course be padded to one block thereby adding overhead.) In fact, this drawback is an inherent artifact of the security properties of DEMs that are CCA-secure and lengthpreserving (DEMs for which ciphertext-size equals plaintext-size): any lengthpreserving CCA-secure DEM encrypting messages of $m$ bits can be trivially broken in time complexity $2^{m} \sqrt[3]{ }$ Consequently, length-preserving CCA secure DEMs encrypting short messages (e.g, $m=10$ bits) cannot exist and therefore the KEM/DEM framework is not suitable for the purpose of obtaining chosen-ciphertext secure encryption with compact ciphertexts for short messages.

TAG-KEM/DEM framework. Another generic method, known as the TagKEM/DEM framework [2], accepts the most simple form of a DEM such as a one-time pad. On the other hand, the framework is slightly more demanding on the KEM part. In particular, tag-KEMs whose ciphertexts consist only of a single group element are not known to exist so far.

[^61]Table 1. Efficiency comparison among some ElGamal-type CCA schemes instantiated in a group of order $2 \lambda$ bits, where $\lambda$ is the security parameter. An element in the group is assumed to be representable with $2 \lambda$ bits, one MAC tag with $\lambda$ bits. "Computation" counts the number of single exponentiations and costs for other building blocks. Here we adopt the convention that 1 multi-base exponentiation is counted as 1.5 standard exponentiations. "mac" (or "hash") counts the cost for MAC-ing (or Hash-ing, resp.) a (potentially long) message. "sprp" counts the extra cost needed for the strong PRP compared to the simple one-time secure symmetric encryption. All other computations are ignored. The assumptions are as follows. CDH: Computational DH; SDH: StrongDH; GDH: Gap-DH; DDH: Decisional-DH. All but KD are in the random oracle model. See also footnote 2 for DHIES and KM.

| Scheme | Ciphertext Message |  | Computation |  | Assumption |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Overhead | Size | Enc. | Dec. |  |
| ElGamal [13] | $2 \lambda$ | any | 2 | 1 | DDH (CPA only) |
| KD [19] | $5 \lambda$ | any | $3.5+$ mac | $2.5+$ mac | DDH |
| DHIES [1] | $3 \lambda$ | any | $2+$ mac | $1+$ mac | SDH |
| Twin DHIES [9] | $3 \lambda$ | any | $3+$ mac | $1.5+$ mac | CDH |
| KM [20] | $2 \lambda$ | $\|m\|>\lambda$ | $2+$ sprp | $1+$ sprp | SDH |
| Twin KM 9$]$ | $2 \lambda$ | $\|m\|>\lambda$ | $3+$ sprp | $1.5+$ sprp | CDH |
| Boyen [6] | $2 \lambda$ | $\|m\|>2 \lambda$ | $3+2 \cdot$ hash | $2+2 \cdot$ hash | GDH |
| Basic scheme (93.2) | $2 \lambda$ | any | $2.5+$ hash | $1+$ hash | SDH |
| Twin scheme (93.4) | $2 \lambda$ | any | $3.5+$ hash | $2+$ hash | CDH |

Others. In independent work another Diffie-Hellman type scheme was proposed by Boyen [6]. His construction primarily focuses on a tight security reduction. However, compared to ElGamal it requires twice as much computation for encryption and decryption. More importantly, it inherits the limitation from the KEM/DEM framework and can only securely encrypt messages longer than one group element (or $2 \lambda$ bits): for small messages Boyen's security proof is no longer valid and does not seem to be fixable with the same ideas.

Summary. Compared to hashed ElGamal, all known Diffie-Hellman type encryption schemes suffer from either non-optimal ciphertext expansion; or decreased computational efficiency; or a restriction in the message length; or a combination of these. Surprisingly, until today no chosen-ciphertext secure encryption scheme is known that encrypts small messages with only one group element of ciphertext overhead. The most efficient scheme encrypting small (and there even arbitrary) messages is DHIES whose ciphertext overhead sums to one group element plus $\lambda$ bits for the MAC. (Here $\lambda$ is the security parameter, e.g., $\lambda=80,128$ bits.)

### 1.3 Technical Overview

Our scheme follows the Tag-KEM/DEM framework [2], which combines symmetric and asymmetric encryption. Our scheme is designed in a redundancy-free manner so that decryption always outputs a message (and never rejects). If any part of a given ciphertext is modified, the corresponding plaintext message
becomes completely unrelated to the original plaintext. Such a property is obtained by using a hash of the symmetric part of the ciphertext (the "tag") to compute the asymmetric part of the ciphertext. Thus, modifying any part of a given ciphertext affects (directly or indirectly) the corresponding session-key and results that the symmetric part is decrypted differently.

Dealing with very short messages brings an unexpected technical difficulty in proving security; since the input to the hash function is short, its output distribution is very limited even when the hash function is modeled as a random oracle. More concretely, the adversary can exhaustively search for a short input that is consistent with a preliminary obtained output. We therefore cannot directly use the "oracle patching technique" (i.e., programmability) when the message is short. On the other hand, the security proof for long inputs can be done using a combination of techniques from [1, 2, 5].

The above difficulty is overcome by constructing two different reductions that deal with short and long messages separately and randomly use one of them hoping that the adversary chooses challenge messages of length that fits to the selected reduction algorithm. More details with intuition are shown in the proof outline given right after Theorem 1 in Section 3.3, and full proof details are in Section 4.

## 2 Definitions

Notation. Throughout the paper we denote by $\lambda \in \mathbb{N}$ the security parameter, i.e., we use choose our primitives such that an adversary requires "complexity" $\approx 2^{\lambda}$ to break them. Typical choices are $\lambda=80,128, \ldots$ bits.

Public Key Encryption. We recall the usual definitions for chosen ciphertext security. Let PKE be a public-key encryption scheme. Consider the usual chosen ciphertext attack game, played between a challenger and a adversary A:

1. Given the security parameter $\lambda$, the challenger generates a public key/secret key pair, and gives the public key to A;
2. A makes a number of decryption queries to the challenger; each such query is a ciphertext $c$; the challenger decrypts $c$, and sends the result to $A$;
3. A makes one challenge query, which is a pair of messages $\left(m_{0}, m_{1}\right)$; the challenger chooses $\beta \in\{0,1\}$ at random, encrypts $m_{\beta}$, and sends the resulting ciphertext $c^{*}$ to $A$;
4. A makes more decryption queries, just as in step 2, but with the restriction that $c \neq c^{*}$;
5. A outputs $\hat{\beta} \in\{0,1\}$.

The advantage $\operatorname{Adv}_{\mathrm{A}, \mathrm{PKE}}^{\mathrm{cca}}(\lambda)$ is defined to be $|\operatorname{Pr}[\hat{\beta}=\beta]-1 / 2|$. The scheme PKE is said to be secure against chosen ciphertext attack if for all efficient adversaries A, the advantage $\mathbf{A d v} \mathbf{A}_{\mathrm{A}, \text { PKE }}^{\text {cca }}(\cdot)$ is negligible.

If we wish to analyze a scheme PKE in the random oracle model, then hash functions are replaced by random oracle queries as appropriate, and both challenger and adversary are given access to the random oracle in the above attack game.

LENGTH-PRESERVING SYMMETRIC ENCRYPTION. A symmetric encryption scheme $S E=(E, D)$ consists of two deterministic algorithms that are used to encrypt and decrypt a message $m \in\{0,1\}^{*}$ with a symmetric key $K$ from key-space $\{0,1\}^{\lambda_{e}}$. SE is length-preserving if for all keys $K$ and message lengths $\ell \geq 1$, $\mathrm{E}_{K}(\cdot)$ is a permutation on $\{0,1\}^{\ell}$. We require SE to be secure against one-time attacks, where an adversary C has to distinguish $\mathrm{E}_{K}(m)$ from a randomly chosen bit-string of length $|m|$, where $K$ is randomly chosen and message $m$ is chosen by the adversary. Let $\mathbf{A d v} \mathbf{v}_{\mathrm{C}, \mathrm{SE}}^{\mathrm{ot}}$ be the advantage function of an adversary C in the above distinguishing game. We say SE is secure against one-time attacks if $\mathbf{A d v}{ }_{\mathrm{C}, \mathrm{SE}}^{\mathrm{ot}}$ is negligible for all efficient adversaries C.

## 3 Compact CCA-Secure Encryption

### 3.1 Building Blocks

Prime-order groups. Let $q \approx 2^{2 \lambda}$ be a prime, $\mathbb{G}$ be a (multiplicative) group of order $q$. In this section all arithmetics are done in $\mathbb{G}$ unless otherwise noted. The Diffie-Hellman problem is given random $\left(g, g^{a}, g^{b}\right) \in \mathbb{G}^{3}$, compute $g^{a b} \in \mathbb{G}$. The strong Diffie-Hellman problem [1] is the same as the DH problem, but given access to a an oracle $\operatorname{DDH}_{g, a}(\cdot, \cdot)$ that on input $g^{\hat{b}}, g^{\hat{c}}$ outputs 1 iff $a \hat{b}=\hat{c} \bmod q$. We remark that in pairing groups (also known gap groups [21) the DDH oracle can be efficiently instantiated and hence the strong-DH problem is equivalent to the DH problem (and the gap-DH problem [21]). The advantage $\mathbf{A d v}_{\mathbf{B}, \mathbb{G}}^{\text {sdh }}$ is defined to be the probability that an adversary B solves the above strong- DH problem. The strong-DH assumption holds in $\mathbb{G}$ if for all efficient adversaries B , the advantage $\mathbf{A d v}_{\mathbf{B}, \mathbb{G}}^{\mathrm{sdh}}$ is negligible.

Symmetric Encryption. Let $\mathrm{SE}=(\mathrm{E}, \mathrm{D})$ be a length-preserving symmetric encryption scheme that takes keys $K \in\{0,1\}^{\lambda_{e}}$ of length $\lambda_{e}=2 \lambda$ and encrypts arbitrary messages $m \in\{0,1\}^{*}$. We require that SE treats short and long messages in a different way as follows.
Long Messages. For all messages $m \in\{0,1\}^{\ell}$ of length $\ell>\lambda_{e}$ (larger than $|K|)$, SE is secure against one-time attacks. A practical construction first expands $K$ to a bit-string $K^{\prime} \in\{0,1\}^{\ell}$ using a pseudo-random generator (key-derivation function), and then uses $K^{\prime}$ as an xor-based one-time pad to mask $m$, i.e., $e=m \oplus K^{\prime}$.
Short Messages. For all messages $m \in\{0,1\}^{\ell}$ of length $\ell \leq \lambda_{e}$ (shorter than $|K|)$, SE acts as a perfectly secure one-time pad by using the first $\ell$ bits of $K$ as an xor-based one-time pad to mask $m$.

We remark that it is further possible to relax the condition for encryption of short messages to a computational one.

### 3.2 The Basic Scheme

Let $\mathbb{G}$ be group of prime order $q \approx 2^{2 \lambda}$ and $\mathrm{SE}=(\mathrm{E}, \mathrm{D})$ be a length-preserving symmetric ciphertext using keys of length $\lambda_{e} \geq 2 \lambda$. Let $G:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}$ and $H: \mathbb{G} \rightarrow\{0,1\}^{\lambda_{e}}$ be hash functions that will be modeled as random oracles.

Key-Generation. The public key consists of a random group element $g \in \mathbb{G}$ and $h=g^{x} \in \mathbb{G}$, where the secret key $x \in \mathbb{Z}_{q}$ is a random index.
Encryption. To encrypt a plaintext $m \in\{0,1\}^{\ell}$ of arbitrary length $\ell \geq 1$, a random $r \in \mathbb{Z}_{q}$ is picked and the symmetric key is computed as

$$
K=H\left(g^{r}\right) \in\{0,1\}^{\lambda_{e}} .
$$

Next, the ciphertext is computed as

$$
e=\mathrm{E}_{K}(m), \quad u=\left(g^{G(e)} \cdot h\right)^{r}
$$

The ciphertext $(u, e) \in \mathbb{G} \times\{0,1\}^{\ell}$.
Decryption. Using the secret-key $x \in \mathbb{Z}_{q}$, decrypting a ciphertext $(u, e) \in$ $\mathbb{G} \times\{0,1\}^{\ell}$ is done by first computing the symmetric key

$$
K=H\left(u^{\frac{1}{G(e)+x}}\right) \in\{0,1\}^{\lambda_{e}}
$$

and then computing the plaintext as $m=\mathrm{D}_{K}(e)$. Note that decryption never rejects.

We note that if $u=1 \in \mathbb{G}$, encryption fails. This happens with negligible probability $1 / q$. For simplicity this negligible encryption error will be ignored for the remainder of the paper. An error-free variant can be obtained by adjusting $x$ and $G$.

To verify correctness note that $u=\left(g^{G(e)} h\right)^{r}=g^{r \cdot(G(e)+x)}$ which implies $u^{1 /(G(e)+x)}=g^{r}$.

### 3.3 Security

Theorem 1. Assume the strong-DH assumption holds in $\mathbb{G}, G$ and $H$ are modeled as random oracles, and SE is a symmetric cipher with the properties specified in Subsection 3.1. Then the above PKE scheme is IND-CCA secure.

In particular, suppose A is an IND-CCA adversary that runs in time $\tau$ and makes at most $q_{h}$ hash queries to $H, q_{g}$ hash queries to $G$, and $q_{d}$ decryption queries. Then there exists a strong $D H$ adversary B that runs in time at most $\tau+O\left(q_{h} q_{d} \cdot T\right)$ and makes at most $O\left(q_{h} q_{d}\right)$ oracle calls and an adversary C against SE that runs in time at most $\tau+O\left(q_{h} q_{d} \cdot T\right)$, where we denote by $T$ the unit time to perform one exponentiation in the group $\mathbb{G}$; moreover,

$$
\mathbf{A d v}_{\mathrm{A}}^{\mathrm{cca}}(\lambda) \leq 2 \lambda_{e} \cdot \mathbf{A d v}_{\mathrm{B}}^{\mathrm{sdh}}(\lambda)+2 \mathbf{A d v}_{\mathrm{C}, \mathrm{SE}}^{\mathrm{ot}}(\lambda)+\frac{q_{h}+2 q_{g}}{2^{\lambda_{e}}}+\frac{q_{h}}{q},
$$

where $\lambda_{e} \geq 2 \lambda$ is the length of the symmetric keys used in SE.

Proof Outline. At a high level the reduction works as follows. Given a strong DH problem instance $\left(z, z^{a}, z^{b}\right)$ the strong DH adversary defines the public-key in such a way that $g=z^{a}$ and $h=z \cdot g^{-w^{*}}$, for random $w^{*}$. This implicitly defines the private-key as $x=\frac{1}{a}-w^{*}$. This setup of the public-key is inspired by "IBE techniques" [5] and allows the strong DH adversary to simulate decryption of all ciphertext except the challenge itself. (We remark that it was also successfully applied in the proofs of other encryption scheme, see, e.g., [7, 18, 17, 9].) Furthermore, a technique from [1] is used to "patch" random-oracle and decryption oracle and make them consistent by using the DDH oracle provided by the strong-DH experiment. Here the crucial property is to be able to check efficiently if for a given ciphertext $u \in \mathbb{G}$, an $R \in \mathbb{G}$, and an index $w \neq w^{*}$ it holds that $R=u^{\frac{1}{w+x}}$ or not. The latter can be done by querying the DDH oracle on $\mathrm{DDH}_{z, a}\left(u \cdot R^{w^{*}-w}, R\right)$. The challenge ciphertext is set to $\left(u^{*}, e^{*}\right)$, where $u^{*}=z^{b}$ and $e^{*}$ is a random bitstring that equals the length of one of the challenge messages, $m_{0}$ or $m_{1}$. Furthermore, $G\left(e^{*}\right)$ is defined as $w^{*}$ such that $u^{* 1 /\left(x+G\left(e^{*}\right)\right)}=z^{a b}$. Hence an IND-CCA adversary has no chance in guessing the challenge bit without querying $H$ for $z^{a b}$.

One difficulty in the proof is that $w^{*}=G\left(e^{*}\right)$ is implicitly set at the beginning of the reduction. If the IND-CCA adversary decides to get challenged on long messages, it is unlikely that the random ciphertext $e^{*}$ of the same length is asked to $G$ before the challenge query is made. So the strong DH adversary never returns $w^{*}$ to any query to $G$ made before the challenge query. However, if the IND-CCA adversary decided to get challenged on very short messages, it may decide to query all possible $e^{*}$ of that length to $G$ before making the challenge query. So the strong DH adversary has to return $w^{*}$ to one of these queries to be successful in this case. Accordingly, the DH adversary has to behave contrarily in the two cases, but which case happens only depends on the adversary.

To handle the above situation, we actually construct two independent strong DH adversaries where at least one of the adversaries will be successful. The first strong DH adversary is successful if the length of the challenge message is smaller than the key-length $\lambda_{e}$. If this is the case the reduction hopes to guess the length of the challenge message correctly in order to be able to define the symmetric part of the challenge ciphertext at the beginning of the experiment. Overall, given the challenge message is sufficiently small, this first strong DH adversary wins if it correctly guessed the length of the challenge ciphertext which happens with probability $1 / \lambda_{e}$. The second strong DH adversary is successful if the length of the challenge message is larger than the key-length $\lambda_{e}$. In that case it hopes that the symmetric part of the challenge ciphertext remains hidden from the IND-CCA adversary's view until the actual challenge query is done. This makes it possible to patch $G\left(e^{*}\right)$ after the challenge query was done. Overall, given the challenge message is sufficiently large, this second strong DH adversary wins as long as the IND-CCA adversary did not guess the symmetric part of the challenge ciphertext which happens with probability $q_{g} / 2^{\lambda_{e}}$. Combining the two strong DH adversaries explains the loss in the security reduction. A formal proof is given in Section 4.

### 3.4 The Twin Scheme: Security from Standard Diffie-Hellman

Using the "twinning technique" from [9] one can obtain a scheme which can be proven secure under the standard (i.e., not strong) Diffie-Hellman assumption by replacing $H\left(g^{r}\right)$ by $H\left(g^{r}, \hat{g}^{r}\right)$, where $\hat{g}=g^{\hat{x}}$ is another element from the public key. The twinned scheme is defined follows.

Key-Generation. The public key consists of a random group elements $g, h=$ $g^{x}$, and $\hat{g}=g^{\hat{x}}$, where the secret key $x, \hat{x} \in \mathbb{Z}_{q}^{2}$ are random indices.
Encryption. To encrypt a plaintext $m \in\{0,1\}^{\ell}$ of arbitrary length $\ell \geq 1$, a random $r \in \mathbb{Z}_{q}$ is picked and the symmetric key is computed as

$$
K=H\left(g^{r}, \hat{g}^{r}\right) \in\{0,1\}^{\lambda_{e}}
$$

Next, the ciphertext $(u, e) \in \mathbb{G} \times\{0,1\}^{\ell}$ is computed as

$$
e=\mathrm{E}_{K}(m), \quad u=\left(g^{G(e)} \cdot h\right)^{r}
$$

Decryption. Using the secret-key $x, \hat{x} \in \mathbb{Z}_{q}$, decrypting a ciphertext $(u, e) \in$ $\mathbb{G} \times\{0,1\}^{\ell}$ is done by first computing the symmetric key

$$
K=H\left(u^{\frac{1}{G(e)+x}}, u^{\frac{\hat{x}}{G(e)+x}}\right) \in\{0,1\}^{\lambda_{e}}
$$

and then computing the plaintext as $m=\mathrm{D}_{K}(e)$.
Theorem 2. Assume the DH assumption holds in $\mathbb{G}, G$ and $H$ are modeled as random oracles, and SE is a symmetric cipher with the properties specified in Subsection 3.1. Then the above PKE scheme is IND-CCA secure.

Proof sketch. The Strong Twin Diffie-Hellman (STDH) assumption 9] is as follows. Given $z, z^{a}, z^{\hat{a}}, z^{b}$, computing the tuple $\left(z^{a b}, z^{\hat{a} b}\right)$ is computationally infeasible, even with access to a Twin DDH oracle $\operatorname{TDDH}_{z, a, \hat{a}}\left(z^{c}, z^{d}, z^{\hat{d}}\right)$ that outputs 1 iff $a c=d$ and $\hat{a} c=\hat{d}$. Since it was shown in [9] that the standard CDH assumption implies the STDH assumption, it is sufficient to prove security of the above scheme assuming the STDH assumption. We now sketch this reduction, focusing mostly on the differences to the proof of Theorem 1 .

Given a STDH problem instance $\left(z, z^{a}, z^{\hat{a}}, z^{b}\right)$ the STDH adversary defines the public-key in such a way that $g=z^{a}, \hat{g}=z^{\hat{a}}$, and $h=z \cdot g^{-w^{*}}$, for random $w^{*}$. This implicitly defines the private-keys as $x=\frac{1}{a}-w^{*}$ and $\hat{x}=\frac{\hat{a}}{a}$. The challenge ciphertext is set to $\left(u^{*}, e^{*}\right)$, where $u^{*}=z^{b}$ and $e^{*}$ is a random bitstring that equals the length of one of the challenge messages, $m_{0}$ or $m_{1}$. Furthermore, $G\left(e^{*}\right)$ is defined as $w^{*}$ such that $u^{* 1 /\left(x+G\left(e^{*}\right)\right)}=z^{a b}$ and $u^{* \hat{x} /\left(x+G\left(e^{*}\right)\right)}=z^{\hat{a} b}$. Hence an IND-CCA adversary has no chance in guessing the challenge bit without querying $H$ for the tuple $\left(z^{a b}, z^{\hat{a} b}\right)$, which is exactly the challenge for the STDH adversary.

The decryption queries are simulated by patching the random oracles using the Twin DDH oracle $\operatorname{TDDH}_{z, a, \hat{a}}(\cdot, \cdot, \cdot)$. Here the crucial property is again to be
able to check efficiently if for a given ciphertext $u \in \mathbb{G}$, a tuple $\left(R_{1}, R_{2}\right) \in \mathbb{G}^{2}$, and an index $w \neq w^{*}$ it holds that $\left(R_{1}, R_{2}\right)=\left(u^{\frac{1}{w+x}}, u^{\frac{\hat{x}}{w+x}}\right)$ or not. Define $\hat{R}=u$. $R_{1}^{w^{*}-w}$. Using the equation for $x, \hat{x}$, the latter condition can be proved equivalent to $\left(R_{1}, R_{2}\right)=\left(\hat{R}^{a}, \hat{R}^{\hat{a}}\right)$ which can be checked by calling $\operatorname{TDDH}_{z, a, \hat{a}}\left(\hat{R}, R_{1}, R_{2}\right)$. The remaining proof is similar to the one of Theorem We remark that the concrete security bound of Theorem 2 is essentially the same as the one of Theorem 1 plus some small additive statistical parameter stemming from the twinning technique.

### 3.5 Efficiency

We note that in both schemes the value $u=\left(g^{G(e)} \cdot h\right)^{r}$ from encryption can be computed using one multi-exponentiation which is about as efficient as one standard exponentiation. For our basic scheme the parameters for key-generation, encryption and decryption, as well as for the size of the public/secret keys are exactly the same as for ElGamal. Furthermore, as in ElGamal, our scheme's ciphertext overhead only consists of one group element, independent of the message. We remark that implemented on certain elliptic curves this accounts to $\log q \approx 2 \lambda$ bits overhead for conjectured $\lambda$ bits of security (which is optimal due to the generic attacks on the discrete logarithm problem in $\mathbb{G}$ ). For an efficiency comparison with related schemes we refer to Table 1 in Section 1 .

## 4 Proof of Theorem 1

We proceed in games, starting with Game 0 which is the original IND-CCA experiment run with an adversary A. Each Game $i, i \geq 0$, is entirely defined through the algorithms $\operatorname{Setup}_{i}, \mathrm{Challenge}_{i}, \mathrm{Decrypt}_{i}, \mathrm{HashH}_{i}$, and $\mathrm{HASHG}_{i}$, describing the adversary's view. If a game does not mention one of the above implementing algorithms then it is assumed to be unchanged compared to the last game. In Game $i, i \geq 0$, we define $X_{i}$ as the event that $\beta=\hat{\beta}$. We make the general convention that all terms with a superscript asterisks (*) are (or at least will be in a future game) connected to the challenge ciphertext; for example, $K^{*}$ is the symmetric key used for generating the challenge ciphertext.

Game 0. This game implements the IND-CCA experiment. We make the following conventions how the appearing random-variables are computed throughout the experiment.
$\triangleright \operatorname{SETUP}_{0}$. Given a generator $z \in \mathbb{G}$, the experiment picks random $a \in \mathbb{Z}_{q}^{*}$, $w^{*} \in \mathbb{Z}_{q}, B \in \mathbb{G}$ and defines

$$
\begin{equation*}
A=z^{a}, \quad R^{*}=B^{a} \tag{1}
\end{equation*}
$$

Next, it defines the public key as

$$
g:=A, \quad h:=z \cdot A^{-w^{*}}
$$

(Note that this implicitly defines the secret key as $x=1 / a-w^{*}$.) We will now equivalently rewrite the rest of the IND-CCA experiment using these definitions of public/secret key.
$\triangleright$ Challenge ${ }_{0}$. The challenge ciphertext $\left(u^{*}, e^{*}\right)$ for message $m_{\beta}$ of length $\ell^{*}$ is generated as

$$
\begin{equation*}
K^{*}=H\left(R^{*}\right), \quad e^{*}=\mathrm{E}_{K^{*}}\left(m_{\beta}\right), \quad u^{*}=B \cdot R^{* G\left(e^{*}\right)-w^{*}}, \tag{2}
\end{equation*}
$$

where $R^{*}$ and $B$ are taken from (11).
$\triangleright$ DECRYPT $_{0}$. Decryption of a ciphertext $(u, e) \in \mathbb{G} \times\{0,1\}^{\ell}$ is done as follows.

$$
\begin{equation*}
R=u^{\frac{a}{1+a \cdot\left(G(e)-w^{*}\right)}}, \quad K=H(R), \quad m=\mathrm{D}_{K}(e) . \tag{3}
\end{equation*}
$$

$\triangleright \mathrm{HASHH}_{0} / \mathrm{HASHG}_{0}$. Hash queries to $H$ and $G$ are answered with random values from the respective domains.

One can easily verify that Game 0 is an equivalent rewrite of the original IND-CCA experiment. Hence,

$$
\begin{equation*}
\left|\operatorname{Pr}\left[X_{0}\right]-1 / 2\right|=\mathbf{A d v}_{\mathrm{A}}^{\mathrm{cca}}(\lambda) . \tag{4}
\end{equation*}
$$

Game 1. $\triangleright \mathrm{HASHG}_{1}=\mathrm{HASHG}_{0}$, but abort if $G(e)=G\left(e^{*}\right)$ for any value $e \neq e^{*}$.
Since there are at most $q_{g}$ hash queries to $G$, each of them taking an independent random value in $\mathbb{Z}_{q}$, we have that the experiment aborts with probability at most $q_{g} / q$. Since Game 0 and 1 are equivalent until the new abort happens,

$$
\left|\operatorname{Pr}\left[X_{1}\right]-\operatorname{Pr}\left[X_{0}\right]\right| \leq q_{g} / q
$$

Game 2. $\triangleright \mathrm{HASHH}_{2}=\mathrm{HASH}_{1}$, but abort if $H\left(R^{*}\right)$ is asked before Challenge 2 is executed.

Since $R^{*}$ is perfectly hidden from A's view until Challenge ${ }_{2}$ is executed, we have

$$
\left|\operatorname{Pr}\left[X_{2}\right]-\operatorname{Pr}\left[X_{1}\right]\right| \leq q_{h} / q
$$

Game 3. We now use an alternative (but equivalent) simulation of random oracle $H$ and the decryption oracle. To make the simulation consistent we introduce the following two tables which are initially empty.

- $\operatorname{List}_{H}[R]=K$ means $H(R)=K$, for $R \in \mathbb{G}$.
- List $_{D}[u, e]=K$ means that $K \in\{0,1\}^{\lambda_{e}}$ is the symmetric key that was used to decrypt ciphertext $(u, e)$, for $u \in \mathbb{G}$ and $e \in\{0,1\}^{\ell}$.
$\triangle$ DECRYPT $_{3}$. Decryption of a ciphertext $(u, e) \in \mathbb{G} \times\{0,1\}^{\ell}$ is done as follows. As in (3) of $\mathrm{DECRYPT}_{2}$, first the "algebraic key" $R=u^{\frac{a}{1+a\left(G(e)-w^{*}\right)}}$ is computed. Next, the symmetric key $K$ is computed according to the following case distinction.

Case D1: If $\operatorname{List}_{H}[R]$ is defined, then use $K=\operatorname{List}_{H}[R]$.

Case D2: If there exists an entry $(\hat{u}, \hat{e})$ in List $_{D}$ such that $R=\hat{u} \frac{a}{1+a\left(G(\hat{e})-w^{*}\right)}$, then use $K=\operatorname{List}_{D}[\hat{u}, \hat{e}]$.
Case D3: In the second phase, if $R=u^{*} \frac{a}{1+a\left(G\left(e^{*}\right)-w^{*}\right)}$, then use $K=H\left(R^{\prime}\right)$, where $R^{\prime}=\left(u / u^{*}\right)^{1 /\left(G(e)-G\left(e^{*}\right)\right)}$. (Note that $R^{\prime}=R^{*}$ and, since $G(e) \neq$ $G\left(e^{*}\right), R^{\prime}$ is well-defined.)
Case D4: Otherwise, pick a random key $K \in\{0,1\}^{\lambda_{e}}$.
In all cases define $\operatorname{List}_{D}[u, e]:=K$ and return $m=\mathrm{D}_{K}(e)$.
$\triangleright \mathrm{HASH}_{3}$. A hash query $H(R)$ is answered as follows.
Case H1: If $\operatorname{List}_{H}[R]$ is defined then return this value.
Case H2: If there exists an entry List $_{D}[u, e]$ such that $R=u^{\frac{a}{1+a\left(G(e)-w^{*}\right)}}$ then use $K=$ List $_{D}[u, e]$.
Case H3: Otherwise, pick a random $K$.
In all cases define $\operatorname{List}_{H}[R]:=K$ and return $H(R)=K$.
$\triangleright$ Challenge $_{3}=$ Challenge $_{2}$, but now Challenge 3 explicitly defines List $_{H}$ $\left[R^{*}\right]:=K^{*}$ for uniform $K^{*} \in\{0,1\}^{\lambda_{e}}$ (and not implicitly through a call to $H\left(R^{*}\right)$ as in (2) $)$.

It is easy to verify that this does not change the behavior of the oracles.

$$
\begin{equation*}
\operatorname{Pr}\left[X_{3}\right]=\operatorname{Pr}\left[X_{2}\right] . \tag{5}
\end{equation*}
$$

The next lemma shows that using a DDH oracle, $\mathrm{DECRYPT}_{3}$ and $\mathrm{HASHH}_{3}$ can be simulated without explicit knowledge of $a=\log _{z} A$.

Lemma 1. Algorithms $\mathrm{DECRYPT}_{3}$ and $\mathrm{HASHH}_{3}$ can be efficiently simulated depending on the values $z$ and $A=z^{a}$, plus making maximal $O\left(q_{H} q_{D}\right)$ calls to an oracle $\mathrm{DDH}_{z, a}(\cdot, \cdot)$.

Proof. We start with $\mathrm{Decryp}_{3}$. The problem is that the simulation cannot compute the value $R$ without knowing $a$. However, it can perform the checks using $A=z^{a}$ and the DDH oracle. In case D 1 , to check if $\operatorname{List}_{H}[R]$ is defined the simulator checks if there exists an entry $\hat{R}$ in List $_{H}$ satisfying $\hat{R}=$ $\left(u / \hat{R}^{G(e)-w^{*}}\right)^{a}$. The latter one is equivalent to $\mathrm{DDH}_{z, a}\left(u / \hat{R}^{G(e)-w^{*}}, \hat{R}\right)=1$. In case D2, check if $\operatorname{DDH}_{z, a}\left(\hat{u}^{G(e)-w^{*}} / u^{G(\hat{e})-w^{*}}, u / \hat{u}\right)=1$ for some entry ( $\left.\hat{u}, \hat{e}\right)$ from List $_{D}$. The case D3 is similar. Furthermore, simulation of $\mathrm{HASHH}_{3}$ can be done in a similar way.

Note that, using the DDH oracle, Game 3 can be simulated only knowing the values $z, B, A=z^{a}$. The value $R^{*}=B^{a}$ is only needed for the execution of Challenge $_{3}$, i.e., to generate the element $u^{*}$ of the challenge ciphertext (2) and to define $\operatorname{List}_{H}\left[R^{*}\right]:=k^{*}$. Now we would like to "define" $G\left(e^{*}\right):=w^{*}$ to be able to use $u^{*}:=B$ (independent of $R^{*}$ ) for the generation of the challenge ciphertext. However, this seems difficult since $e^{*}$ depends on the input $m_{0}$ and $m_{1}$ of the adversary. In particular, $m_{0}$ could be small in which case $e^{*}$ (which is of the same length as $m_{0}$ ) can be guessed by $A$.

Game 4. From this game on we slightly change the way the experiment is executed. The experiment initially flips a random coin $c \in\{0,1\}$ representing a guess if the adversary wants to get challenged on short or long messages. Depending on $c$, the experiment is executed using the algorithms DECRYPT $_{4}=$ DECRYPT $_{3}$, $\mathrm{HashH}_{4}=\mathrm{HashH}_{3}, \mathrm{HashG}_{4}=\mathrm{HashG}_{3}, \mathrm{Setup}_{4}^{c}=\mathrm{Setup}_{3}$, and Challenge ${ }_{4}^{c}$, where Challenge ${ }_{4}^{0}$ and Challenge ${ }_{4}^{1}$ are defined as follows.
$\triangleright$ Challenge $_{4}^{0}=$ Challenge $_{3}$, with the difference that it aborts (and returns a random bit $\hat{\beta}$ ) if $\left|m_{0}\right|>\lambda_{e}$. (Here $m_{0}$ is one of the challenge messages.) $\triangleright$ Challenge $_{4}^{1}=$ Challenge $_{3}$, with the difference that it aborts if $\left|m_{0}\right| \leq \lambda_{e}$.

Since bit $c$ is independent from the adversaries view, we have

$$
\begin{equation*}
\operatorname{Pr}\left[X_{3}\right]-\frac{1}{2}=2\left(\operatorname{Pr}\left[X_{4}\right]-\frac{1}{2}\right) \tag{6}
\end{equation*}
$$

In Game $i(i \geq 4)$, we define $\operatorname{Pr}\left[X_{i}^{\text {short }}\right]=\operatorname{Pr}\left[X_{i}| | m_{0} \mid \leq \lambda_{e}\right]$ and $\operatorname{Pr}\left[X_{i}^{\text {large }}\right]=$ $\operatorname{Pr}\left[X_{i}| | m_{0} \mid>\lambda_{e}\right]$ such that

$$
\begin{aligned}
\operatorname{Pr}\left[X_{4}\right] & =\operatorname{Pr}\left[X_{4}^{\text {short }}\right] \cdot \operatorname{Pr}\left[\left|m_{0}\right| \leq \lambda_{e}\right]+\operatorname{Pr}\left[X_{4}^{\text {large }}\right] \cdot \operatorname{Pr}\left[\left|m_{0}\right|>\lambda_{e}\right] \\
& \leq \max \left\{\operatorname{Pr}\left[X_{4}^{\text {short }}\right], \operatorname{Pr}\left[X_{4}^{\text {large }}\right]\right\}
\end{aligned}
$$

In the following games we will bound $\operatorname{Pr}\left[X_{4}^{\text {short }}\right]$ and $\operatorname{Pr}\left[X_{4}^{\text {large }}\right]$ separately.
Game 5. $\triangle \operatorname{SETUP}_{5}^{0}=\operatorname{SETUP}_{4}^{0}$, but additionally a random bit-string $\ell_{\text {guess }}^{*} \in$ $\left\{1, \ldots, \lambda_{e}\right\}$ is selected.
$\triangleright$ Challenge $_{5}^{0}=$ Challenge $_{4}^{0}$, but it aborts if $\ell^{*} \neq \ell_{\text {guess }}^{*}$, where $\ell^{*}$ is the length of the challenge message $m_{0}$ submitted by A .

Since $\ell_{\text {guess }}^{*}$ is picked uniformly from $\left\{1, \ldots, \lambda_{e}\right\}$, independent of the adversary's view, we have

$$
\begin{equation*}
\operatorname{Pr}\left[X_{4}^{\text {short }}\right]-\frac{1}{2}=\lambda_{e} \cdot\left(\operatorname{Pr}\left[X_{5}^{\text {short }}\right]-\frac{1}{2}\right) \tag{7}
\end{equation*}
$$

Game 6. $\triangle \operatorname{SETUP}_{6}^{0}=\operatorname{SETUP}_{5}^{0}$, but additionally a bit-string $e^{*} \in\{0,1\}^{\ell_{\text {guess }}^{*}}$ is selected, uniformly at random.
$\triangleright \operatorname{HASHG}_{6}^{0}$. Since $e^{*}$ is now determined at the beginning, $\mathrm{HASHG}_{6}^{0}$ can now program $G$ such that $G\left(e^{*}\right)=w^{*}$.
$\triangleright$ Challenge $_{6}^{0}=$ Challenge $_{5}^{0}$. If $\ell^{*}=\ell_{\text {guess }}^{*}$ (i.e., if Challenge ${ }_{5}^{0}$ did not abort) it uses the tuple $\left(u^{*}:=B, e^{*}\right)$ as challenge ciphertext. (Since $G\left(e^{*}\right)=w^{*}$, this is a correctly distributed ciphertext for $m_{\beta}$.) Furthermore, the experiment defines List $_{H}\left[R^{*}\right]:=K^{*}$, where $K^{*}=K_{1}^{*} \| K_{2}^{*}$ with $K_{1}^{*}=e^{*} \oplus m_{\beta}$ and $K_{2}^{*}$ is a random bit-string of length $\lambda_{e}-\ell^{*}$.

Consider the distribution of $K^{*}$ and $e^{*}$ used in Challenge ${ }_{5}^{0}$ and Challenge ${ }_{6}^{0}$. By the properties of SE and since $\ell^{*}=\ell_{\text {guess }}^{*} \leq \lambda_{e}$, in Challenge ${ }_{5}^{0}$ a random key $K^{*}$ is used and $e^{*}$ is computed as $e^{*}=K_{0}^{*} \oplus m_{\beta}$, where $K_{1}^{*}$ is the $\ell^{*}$ bit prefix of $K^{*}$. In Challenge ${ }_{6}^{0}$ a random symmetric ciphertext $e^{*}$ is used together with a random key $K^{*}$ that encrypts $m_{\beta}$ to $e^{*}$. Therefore, $K^{*}$ and $e^{*}$ have the same joint distribution in both games and

$$
\begin{equation*}
\operatorname{Pr}\left[X_{5}^{\text {short }}\right]=\operatorname{Pr}\left[X_{6}^{\text {short }}\right] \tag{8}
\end{equation*}
$$

Game 7. $\triangleright$ CHALLENGE $_{7}^{0}=$ CHALLENGE $_{6}^{0}$, but List $_{H}\left[R^{*}\right]$ is left undefined.
Clearly, the view of adversary A in Games 6 and 7 is the same until it queries $H\left(R^{*}\right)$ in the second phase. We claim that there exists an adversary B against strong DH with

$$
\begin{equation*}
\left|\operatorname{Pr}\left[X_{7}^{\text {short }}\right]-\operatorname{Pr}\left[X_{6}^{\text {short }}\right]\right| \leq \mathbf{A d v}_{\mathrm{B}}^{\text {sdh }}(\lambda) . \tag{9}
\end{equation*}
$$

Adversary B runs the experiment from this game. By Lemma 1. $\mathrm{HASHH}_{7}=$ $\mathrm{HASHH}_{3}$ and DECRYPT ${ }_{7}=$ Decrypt] $_{3}$ can be simulated using the values $z, A$, and $B$. If $H\left(R^{*}\right)$ is queried, B will notice using the DDH oracle and outputs $R^{*}=z^{a b}$ 。

Now it is clear that in case $c=0$ the experiment is independent of the challenge key $K^{*}$ and hence also of the challenge bit $\beta$.

$$
\begin{equation*}
\operatorname{Pr}\left[X_{7}^{\text {short }}\right]=1 / 2 \tag{10}
\end{equation*}
$$

Game 8. $\triangleright$ Challenge ${ }_{8}^{1}$. For generating the challenge ciphertext $\left(u^{*}, e^{*}\right)$ for message $m_{\beta}$ of length $\ell^{*}$ the experiments picks a random $K^{*} \in\{0,1\}^{\lambda_{e}}$, defines List $_{H}\left[R^{*}\right]=K^{*}$, and computes

$$
e^{*}=\mathrm{E}_{K^{*}}\left(m_{\beta}\right), \quad u^{*}=B
$$

The experiment aborts if $G\left(e^{*}\right)$ was already defined. Define this event as $F_{8}^{\text {large }}$. Otherwise, it defines $G\left(e^{*}\right):=w^{*}$ such that by (2) $\left(u^{*}, e^{*}\right)$ is a correct ciphertext for $m_{\beta}$. Then,

$$
\begin{equation*}
\left|\operatorname{Pr}\left[X_{8}^{\text {large }}\right]-\operatorname{Pr}\left[X_{7}^{\text {large }}\right]\right| \leq \operatorname{Pr}\left[F_{8}^{\text {large }}\right] \tag{11}
\end{equation*}
$$

Game 9. $\triangleright$ Challenge $_{9}^{1}=$ Challenge $_{8}^{1}$, but after the challenge ciphertext is defined, the value $\operatorname{List}_{H}\left[R^{*}\right]$ remains undefined.

Clearly, we have $\operatorname{Pr}\left[F_{9}^{\text {large }}\right]=\operatorname{Pr}\left[F_{8}^{\text {large }}\right]$, where $F_{9}^{\text {large }}$ is the event that $G\left(e^{*}\right)$ was queried before the challenge ciphertext is defined. Furthermore, similar to Game 7 there exists an adversary B against the strong DH problem with

$$
\begin{equation*}
\left|\operatorname{Pr}\left[X_{9}^{\text {large }}\right]-\operatorname{Pr}\left[X_{8}^{\text {large }}\right]\right| \leq \mathbf{A d v}_{\mathrm{B}}^{\text {sdh }}(\lambda) \tag{12}
\end{equation*}
$$

Game 10. $\triangleright$ Challenge $_{10}^{1}=$ Challenge $_{9}^{1}$, but a random $e^{*} \in\{0,1\}^{\ell^{*}}$ is used for the challenge ciphertext (independent of $m_{\beta}$ ). Since a distinguisher between a random symmetric ciphertext $e^{*}$ and $e^{*}=\mathrm{E}_{K^{*}}\left(m_{\beta}\right)$ (for known $m_{\beta}$ ) immediately implies an one-time adversary C against SE, we have

$$
\begin{equation*}
\left|\operatorname{Pr}\left[X_{10}^{\text {large }}\right]-\operatorname{Pr}\left[X_{9}^{\text {large }}\right]\right| \leq \mathbf{A d v}_{\mathrm{C}, \mathrm{SE}}^{\text {ot }}(\lambda) \tag{13}
\end{equation*}
$$

Furthermore, since Game 10 is now independent of $\beta$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[X_{10}^{\text {large }}\right]=1 / 2 \tag{14}
\end{equation*}
$$

Finally, $e^{*}$ is a uniform element from $\{0,1\}^{\ell^{*}}$ with $\ell^{*} \geq \lambda_{e}$. Since adversary A makes maximal $q_{g}$ hash queries to $G$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[F_{9}^{\mathrm{large}}\right]=\operatorname{Pr}\left[F_{10}^{\mathrm{large}}\right] \leq q_{g} / 2^{\lambda_{e}} . \tag{15}
\end{equation*}
$$

Summing up the probabilities we obtain

$$
\begin{aligned}
\mathbf{A d v}_{\mathrm{A}}^{\mathrm{cca}}(\lambda) & \leq \frac{q_{h}}{2^{\lambda_{e}}}+\frac{q_{g}}{q}+2 \max \left\{\lambda_{e} \cdot \mathbf{A d v}_{\mathrm{B}}^{\mathrm{sdh}}(\lambda), \mathbf{A d v}_{\mathrm{B}}^{\mathrm{sdh}}(\lambda)+\mathbf{A d} \mathbf{v}_{\mathrm{C}, \mathrm{SE}}^{\mathrm{ot}}(\lambda)+\frac{q_{g}}{2^{\lambda_{e}}}\right\} \\
& \leq \frac{q_{h}+2 q_{g}}{2^{\lambda_{e}}}+\frac{q_{g}}{q}+2 \lambda_{e} \cdot \mathbf{A d v}_{\mathrm{B}}^{\mathrm{sdh}}(\lambda)+2 \mathbf{A d v}_{\mathrm{C}, \mathrm{SE}}^{\mathrm{ot}}(\lambda) .
\end{aligned}
$$

Furthermore, the running times of $A$ (and $C$ ) is bounded by the running time of $B$ plus the time of performing additional $O\left(q_{H} q_{D}\right)$ group operations (by Lemma (1).
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#### Abstract

Similar to verifiable shuffling (mixing), we consider the problem of verifiable rotating a given list of homomorphic encryptions. The offset by which the list is rotated (cyclic shift) should remain hidden. Basically, we will present zero-knowledge proofs of knowledge of a rotation offset and re-encryption exponents, which define how the input list is transformed into the output list. We also briefly address various applications of verifiable rotation, ranging from 'fragile mixing' as introduced by Reiter and Wang at CCS'04 to applications in protocols for secure multiparty computation and voting.

We present two new, efficient protocols. Our first protocol is quite elegant and involves the use of the Discrete Fourier Transform (as well as the Fast Fourier Transform algorithm), and works under some reasonable conditions. We believe that this is the first time that Fourier Transforms are used to construct an efficient zero-knowledge proof of knowledge.

Our second protocol is more general (requiring no further conditions) and only slightly less efficient than the DFT-based protocol. Unlike the previously best protocol by Reiter and Wang, however, which relies on extensive use of verifiable shuffling as a building block (invoking it four times as a sub-protocol), our construction is direct and its performance is comparable to the performance of a single run of the best protocol for verifiable shuffling.


## 1 Introduction

The well-known problem of verifiable shuffling (or, mixing) is to transform a given list of homomorphic encryptions into a list of randomly permuted, random re-encryptions of these encryptions, such that (i) it can be verified that the multiset of plaintexts for the input list and output list are identical, and (ii) the permutation used remains hidden. The original idea of mixing was introduced by Chaum, along with applications in anonymous email and voting [3], and the explicit goal of verifiability was introduced by Sako and Kilian, as part of a paper on voting [24]. Many improved protocols for verifiable shufflers/mixers have been published since, as well as many applications. A basic property is that a cascade of verifiable shufflers is again a verifiable shuffler, which enables mutually distrusting parties to take turns in permuting a given list such that no party knows the permutation for the final output list (unless all parties collude).
S. Jarecki and G. Tsudik (Eds.): PKC 2009, LNCS 5443, pp. 393-410, 2009.
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In this paper we consider the related problem of verifiable rotating a given list of homomorphic encryptions. Rather than requiring the use of a random permutation, as in shuffling, we require that a random rotation $\pi_{r}(k)=k-r$ $(\bmod n)$, where the offset $r, 0 \leq r<n$, is chosen uniformly at random. Clearly, a cascade of verifiable rotators is also a verifiable rotator, for which no party knows by which offset the final output list has been rotated (unless all parties collude).

Verifiable rotation has actually been introduced by Reiter and Wang in the context of mixing [21. They define 'fragile mixing' as a form of mixing that deters leaking of information: namely, when a single correspondence between an element on the input list and an element of the output list is revealed, then the correspondence between all elements of the input list and output lists is revealed. A fragile mix is therefore restricted to the use of rotations (called "loop permutations" in [21]). The protocol by Reiter and Wang, however, uses four invocations of a verifiable shuffle protocol (and some further work) to perform a verifiable rotation. We will reduce this to the work of about one verifiable shuffle, by following a completely different, more direct approach to the problem.

Apart from fragile mixing, however, there are many more applications of verifiable rotations. An important application arises in the context of secure integer comparisons, as noted first in [20]. A common step in many integer comparison protocols [21]10|820 , requires parties to find out whether a special value occurs in a given list of encryptions. For example, whether there is a 0 among otherwise random values. The position of the special value should remain hidden. To this end, the list will be randomly permuted before decrypting the encryptions. However, rather than using a fully random permutation, as commonly proposed, a random rotation suffices to hide the position of the special value.

Similarly, it is easily seen that for protocols such as Mix \& Match [16], which involve mixing of truth tables of Boolean gates, it suffices to apply a random rotation to the rows of a truth table, rather than a fully random permutation. The reason is that in the matching stage exactly one row will match, and a random rotation fully hides the corresponding row of the original truth table. The same observation applies to other forms of 'garbled circuit evaluation', which can be seen as variations on Yao's original method [27]. Likewise, in protocols for secure linear programming [17] the position of the pivot in each iteration of the simplex algorithm must be hidden to avoid leakage of information. Again, we note that the use of a rotation instead of a general permutation suffices.

Finally, we note that further applications exist in the context of electronic voting, where randomly rotated lists of encryptions are used in the construction of encrypted ballot forms (see, e.g., Prêt-à-Voter voting systems by Ryan et al. [23|22] and references therein): voters get a receipt in which one out of $n$ positions is marked; due to a random rotation, the marked position does not reveal the identity of the candidate chosen. Recently, [26] presented a secure protocol for determining the winner of an election in a preferential electoral system. The goal at some intermediate point is to hide the position of a distinguished value in every row of a matrix of encrypted values. They achieve that by first
rotating the row vectors in the clear, and later the rotation offsets are concealed by using verifiable mixes of each of the column vectors. The use of verifiable rotation would provide an alternative to the use of shuffling steps.

The goal of this paper is thus to design efficient protocols for verifiable rotations. Given a list $X_{0}, X_{1}, \ldots, X_{n-1}$ of (homomorphic) encryptions, a rotation is performed by picking an offset $r, 0 \leq r<n$, at random, and creating a list of encryptions $Y_{0}, Y_{1}, \ldots, Y_{n-1}$, where each $Y_{k}$ is a random re-encryption of $X_{k-r} 1$ As the rotation offset $r$ remains hidden if the underlying cryptosystem is semantically secure, a zero-knowledge proof is used to prove the correctness of a rotation. By using a non-interactive zero-knowledge proof, one obtains a verifiable rotation.

### 1.1 Our Contributions

We develop two new, efficient protocols for proving the correctness of a rotated list of homomorphic encryptions. These protocols allow for a direct construction of a cascade of verifiable rotators, which can be used to efficiently implement fragile mixing, among other applications, as highlighted above. Whereas the verifiable rotation protocol of [21] required the work of at least four verifiable shuffles, the work of our protocols is approximately equal to that of a single shuffle only -in some cases even slightly better than the currently best protocol for verifiable shuffling, due to Groth [12. Note that a priori it is not clear whether verifiable shuffling is harder than verifiable rotation, or the other way around.

Our first protocol is a $\Sigma$-protocol and makes essential use of the Discrete Fourier Transform (DFT). To the best of our knowledge this is the first time that the DFT is actually used in the construction of an efficient zero-knowledge proof. The $\Sigma$-protocol turns out to be competitive with the best protocols for shuffling known to date. However, our DFT-based protocol relies on some constraints on the parameters, which should be met in order for the DFT to be applicable. For instance, in case we use ElGamal encryptions for a group of prime order $q$, we assume that $n \mid q-1$, where $n$ denotes the length of the list of rotated encryptions. This ensures the existence of an $n$-th root of unity modulo $q$. Furthermore, to take full advantage of the Fast Fourier Transform (FFT) algorithm, we assume that $n$ is an integral power of two 2

Our second protocol is more general and does not put any constraints on the parameters. Although it is not a (3-move) $\Sigma$-protocol, it is a 6 -move honestverifier zero-knowledge protocol for which we are able to prove knowledge soundness as well (more precisely, witness extended emulation). This general protocol is computationally only slightly more expensive than the DFT-based $\Sigma$-protocol.

[^62]Both protocols can be made non-interactive using the Fiat-Shamir heuristic, yielding efficient (publicly) verifiable non-interactive zero-knowledge proofs, secure in the random oracle model.

## 2 Preliminaries

We present our protocols assuming homomorphic ElGamal as the underlying cryptosystem. However, our results can be readily extended to other homomorphic cryptosystems, such as the Paillier cryptosystem.

### 2.1 Discrete Log Setting

Let $G=\langle g\rangle$ denote a finite cyclic (multiplicative) group of prime order $q$ for which the Decision Diffie-Hellman (DDH) problem is assumed to be infeasible.

Homomorphic ElGamal Cryptosystem. For public key $h \in G$, a message $m \in \mathbb{Z}_{q}$ is encrypted as a pair $(a, b)=\left(g^{r}, g^{m} h^{r}\right)$ for $r \in_{R} \mathbb{Z}_{q}$. Given the private key $\alpha=\log _{g} h$, decryption of $(a, b)$ is performed by calculating $b / a^{\alpha}=g^{m}$ and then solving for $m \in \mathbb{Z}_{q}$. As usual, it is assumed that $m$ belongs to a sufficiently small subset of $\mathbb{Z}_{q}$ to make recovery of $m$ feasible.

This encryption scheme is additively homomorphic: given $\left(a_{1}, b_{1}\right)=\left(g^{r_{1}}\right.$, $\left.g^{m_{1}} h^{r_{1}}\right)$ and $\left(a_{2}, b_{2}\right)=\left(g^{r_{2}}, g^{m_{2}} h^{r_{2}}\right)$, an encryption of $m_{1}+m_{2}$ is obtained by pairwise multiplication $\left(a_{1}, b_{1}\right)\left(a_{2}, b_{2}\right)=\left(a_{1} a_{2}, b_{1} b_{2}\right)=\left(g^{r_{1}+r_{2}}, g^{m_{1}+m_{2}} h^{r_{1}+r_{2}}\right)$. Homomorphic ElGamal is semantically secure under the DDH assumption.

As a shorthand notation for an encryption $\left(g^{r}, g^{m} h^{r}\right)$, we write $\mathrm{E}(m, r)$. Moreover, $\mathbf{E}(m)$ will denote an ElGamal encryption of $m \in \mathbb{Z}_{q}$, where the randomization is suppressed from the notation.

Pedersen Commitment. Given $\widetilde{h} \in G$, a Pedersen commitment to $m \in \mathbb{Z}_{q}$ is the value $b=g^{m} \widetilde{h}^{r}$ where $r \in \mathbb{Z}_{q}$. This commitment is opened by revealing $m$ and $r$. The scheme is unconditionally hiding and computationally binding assuming that $\log _{g} \widetilde{h}$ cannot be computed. We use $\mathrm{C}(m, r)$ to denote a Pedersen commitment to $m$ using randomness $r$, and abbreviate this to $\mathrm{C}(m)$ when suppressing the randomization from the notation.

Efficiency. As performance measure for our protocols we will count the number of exponentiations. Note that because of "Shamir's trick" [9], which is a special case of Straus' algorithm [25], the complexity of single, double and even triple exponentiations $\left(g_{1}^{r_{1}}, g_{1}^{r_{1}} g_{2}^{r_{2}}\right.$ and $\left.g_{1}^{r_{1}} g_{2}^{r_{2}} g_{3}^{r_{3}}\right)$ are comparable.

### 2.2 Zero-Knowledge Proofs of Knowledge

A rotator must convince a verifier that the output list is indeed a rotation of the input list, without giving away any information on the offset used between these lists. For this purpose we use standard notions for zero-knowledge and knowledge soundness.

A proof, or argument, of knowledge for a relation $R=\{(x, w)\}$ is a protocol between a prover and a verifier. Both parties get a value $x$ as common input while the prover gets a witness $w$ as private input such that $(x, w) \in R$. At the end of the protocol, the verifier decides whether it accepts or rejects the proof.

A proof must be complete and sound. Completeness means that given a pair $(x, w) \in R$, the proof is accepting if both prover and verifier follow the protocol. Soundness captures the fact that a cheating prover cannot succeed convincing a verifier if the prover does not know a witness $w$ for $x$. This is shown by the definition of a knowledge extractor which uses the prover to compute a witness, see, e.g., 11. A proof is zero-knowledge if there exists a simulator that given $x$ and access to a malicious verifier, produces a view of the protocol that is indistinguishable from the view when the verifier interacts with a real prover. In honest-verifier zero-knowledge (HVZK) proofs the verifier is assumed to be honest but curious. Additionally, an HVZK proof is called special HVZK (SHVZK) when the simulator can produce views for a given challenge of the verifier.

Examples of special honest-verifier zero-knowledge proofs of knowledge are the well-known $\Sigma$-protocols [6]4]. These are 3-move protocols where the prover acts first. They satisfy the so-called special-soundness property.

Our first protocol is a $\Sigma$-protocol. For our second protocol, we will actually show the existence of a knowledge extractor along the lines of Groth 1215 . Concretely, we show that our protocols have a witness-extended emulator. This notion, introduced by Lindell [18] implies knowledge soundness as defined by Damgård and Fujisaki [7], as shown in [14].

Informally, the witness-extended emulation property says that given an adversarial prover that produces an acceptable proof with some probability $\varepsilon$, there exists an expected polynomial time algorithm $E$, called witness-extended emulator, that produces indistinguishable transcripts which are accepting with (essentially) the same probability $\varepsilon$. If the transcript is accepting then a witness is provided as well. The emulator has rewindable black-box access to the prover.

It can easily be shown that a $\Sigma$-protocol has the witness-extended emulation property [13. This fact will be used in our security proofs.

## 3 DFT-Based Solution

Let $X=\left(X_{0}, X_{1}, \ldots, X_{n-1}\right)$ be a list of homomorphic ElGamal encryptions. A random rotation is performed by picking a random offset $r, 0 \leq r<n$, and computing a list of encryptions $Y=\left(Y_{0}, Y_{1}, \ldots, Y_{n-1}\right)$, where $Y_{k}=X_{k-r}\left(g^{s_{k}}, h^{s_{k}}\right)$, $s_{k} \in_{R} \mathbb{Z}_{q}$, for $k=0, \ldots, n-1$. The challenge is to provide an efficient proof that the output list $Y$ is correctly formed, for a given input list $X$.

The key mathematical tool for our first protocol is the Discrete Fourier Transform (DFT). Using the DFT one can express conveniently that two lists of encryptions are rotated version of each other, which allows for an efficient $\Sigma$-protocol to make a rotation verifiable.

### 3.1 Discrete Fourier Transform

Discrete Fourier Transform over Finite Fields. For simplicity, we present the DFT over the field $\mathbb{Z}_{q}$ for prime $q$. Suppose $n \mid q-1$ and let $\alpha \in \mathbb{Z}_{q}$ denote an $n$-th root of unity modulo $q$, that is, $\alpha$ is an element of order $n$ in $\mathbb{Z}_{q}$. So, $\alpha^{n}=1 \bmod q$.

The DFT for a sequence $x_{k} \in \mathbb{Z}_{q}$ w.r.t. $\alpha$ is a sequence $x_{k}^{\prime} \in \mathbb{Z}_{q}$ defined as

$$
x_{k}^{\prime}=\sum_{j=0}^{n-1} x_{j} \alpha^{k j}
$$

Borrowing terminology from Fourier analysis, a Fourier Transform converts a sequence in the time domain into a sequence in the frequency (transformed) domain. The DFT can be seen as a linear transformation given by a Vandermonde matrix $A_{k j}=\left(\alpha^{k j}\right)$. The inverse DFT (IDFT), which takes a sequence in the frequency domain and converts it back to the time domain, is given by

$$
x_{k}=n^{-1} \sum_{i=0}^{n-1} x_{i}^{\prime} \alpha^{-i k}
$$

Rotating Lists of Encryptions. Consider two sequences $x_{0}, x_{1}, \ldots, x_{n-1}$ and $y_{0}, y_{1}, \ldots, y_{n-1}$ such that $y_{k}=x_{k-r}$. The key property is now, with $0 \leq k<n$ :

$$
y_{k}^{\prime}=\sum_{j=0}^{n-1} y_{j} \alpha^{k j}=\sum_{j=0}^{n-1} x_{j-r} \alpha^{k j}=\sum_{j=0}^{n-1} x_{j} \alpha^{k(j+r)}=\alpha^{r k} x_{k}^{\prime}=\beta^{k} x_{k}^{\prime}
$$

where $\beta=\alpha^{r}$. Hence, if we first apply DFT to a sequence $x_{0}, x_{1}, \ldots, x_{n-1}$ yielding $x_{0}^{\prime}, x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}$, then compute $y_{0}^{\prime}, y_{1}^{\prime}, \ldots, y_{n-1}^{\prime}$ by setting

$$
y_{k}^{\prime}=\beta^{k} x_{k}^{\prime}=\alpha^{r k} x_{k}^{\prime},
$$

for $0 \leq k<n$, and finally apply IDFT to obtain sequence $y_{0}, y_{1}, \ldots, y_{n-1}$, it follows by construction that $y_{k}=x_{k-r}$ and thus, the two sequences are a rotation of each other.

We use this approach to perform efficient rotations of list of encryptions by means of a cascade of verifiable rotators. Since the coefficients $\alpha^{k j}$ can be computed publicly, one can apply DFT and IDFT to an encrypted sequence using just the homomorphic properties. These transformations are performed once, at the beginning and at the end of the cascade, respectively. The rotators will pass on transformed sequences between each other.

Concretely, each verifiable rotator will perform the following transformation to a given list of encryptions $\mathrm{E}\left(x_{0}^{\prime}\right), \ldots, \mathrm{E}\left(x_{n-1}^{\prime}\right)$ :

$$
\begin{equation*}
\mathrm{E}\left(y_{k}^{\prime}\right)=\mathrm{E}\left(x_{k}^{\prime}\right)^{\beta^{k}}\left(g^{s_{k}}, h^{s_{k}}\right), \text { for } k=0,1, \ldots, n-1 \tag{1}
\end{equation*}
$$

with $s_{k} \in_{R} \mathbb{Z}_{q}$ and $\beta=\alpha^{r}, r \in_{R}\{0,1, \ldots, n-1\}$. The purpose of the random re-encryptions ( $g^{s_{k}}, h^{s_{k}}$ ) is to hide the rotation offset $r$ being used.

The transformation at the beginning of the cascade of rotators can be done publicly, using the homomorphic property:

$$
\mathrm{E}\left(x_{k}^{\prime}\right)=\prod_{j=0}^{n-1} \mathrm{E}\left(x_{j}\right)^{\alpha^{k j}}
$$

Similarly, the transformation at the end of the cascade, if desired, can be done publicly. Below, we will introduce the use of the Fast Fourier Transform (FFT) algorithm to perform these transformation using $n \log n$ exponentiations only. This way the cost of the transformation at the beginning (and possibly at the end) of the cascade is amortized over the length of the cascade. When the length of the cascade is $\Omega(\log n)$, the work will be $O(n)$ per rotator.

### 3.2 DFT-Based Protocol

$\Sigma$-protocol. To make a rotation verifiable, we provide a proof that the list of encryptions are transformed according to Eq. (11). To this end, a rotator needs to prove that it knows a value $\beta \in \mathbb{Z}_{q}$ with $\beta^{n}=1(\bmod q)$ and values $s_{0}, s_{1}, \ldots$, $s_{n-1} \in \mathbb{Z}_{q}$ such that Eq. (1) holds. We show how this can be done very efficiently using standard techniques.

Let $\left(a_{k}, b_{k}\right)=X_{k}^{\prime}$ and $\left(d_{k}, e_{k}\right)=Y_{k}^{\prime}$ be ElGamal encryptions. The rotator has to prove that it knows $\beta \in \mathbb{Z}_{q}$ such that $\beta^{n}=1$, and values $s_{0}, \ldots, s_{n-1} \in \mathbb{Z}_{q}$ such that

$$
d_{k}=a_{k}^{\beta^{k}} g^{s_{k}}, e_{k}=b_{k}^{\beta^{k}} h^{s_{k}} .
$$

To prove that the exponents are of the form $\beta^{k}$, the prover produces auxiliary homomorphic Pedersen commitments $\mathrm{C}(\beta), \mathrm{C}\left(\beta^{2}\right), \ldots, \mathrm{C}\left(\beta^{n-1}\right)$, and proves that this sequence is indeed a sequence of powers of some $\beta$. As a steppingstone, we use the efficient $\Sigma$-protocol for showing that $z=x y$ for commitments $\mathrm{C}(x), \mathrm{C}(y), \mathrm{C}(z)$ (see [5]). Starting with a commitment to $\beta$, we prove iteratively the knowledge of its powers as follows. Let $c_{0}=\mathrm{C}(1)$, then successively construct the commitments $c_{1}=\mathrm{C}(\beta)=c_{0}^{\beta} \widetilde{h}^{t_{0}}, c_{2}=c_{1}^{\beta} \widetilde{h}^{t_{1}}=\mathrm{C}\left(\beta^{2}\right), c_{3}=c_{2}^{\beta} \widetilde{h}^{t_{2}}=$ $\mathrm{C}\left(\beta^{3}\right), \ldots, c_{n-1}=c_{n-2}^{\beta} \widetilde{h}^{t_{n-2}}=\mathrm{C}\left(\beta^{n-1}\right)$ and apply a $\Sigma$ protocol to show that one and the same exponent $\beta$ is used for all these commitments when expressed this way.

To prove that $\beta^{n}=1$ holds, we let the rotator compute $c_{n}=c_{n-1}^{\beta} \widetilde{h}^{t_{n-1}}=$ $\mathrm{C}\left(\beta^{n}\right)$ as well and prove that this is a commitment to 1 . This can be done by applying a proof of knowledge of the discrete $\log$ of $c_{n} / g$ with respect to the base $\widetilde{h}$, as $c_{n} / g=\widetilde{h}^{t_{n-1}^{*}}$, for some value $t_{n-1}^{*}$ (see below).

Finally, now given $\left(a_{k}, b_{k}\right)=X_{k}^{\prime}, c_{k}=\mathrm{C}\left(\beta^{k}\right)$, and $\left(d_{k}, e_{k}\right)=Y_{k}^{\prime}$, the rotator has to prove that it knows values $s_{k}, t_{k}^{*}, \beta^{k}$ such that

$$
c_{k}=g^{\beta^{k}} \widetilde{h}^{t_{k}^{*}}, d_{k}=a_{k}^{\beta^{k}} g^{s_{k}}, e_{k}=b_{k}^{\beta^{k}} h^{s_{k}} .
$$

where $t_{k}^{*}=\sum_{j=0}^{k} \beta^{k-j} t_{j}$.
The $\Sigma$-protocol which combines all these steps is shown in Fig. 1

$$
\begin{aligned}
& \text { (knows } \beta, s_{k} \text { s.t. } \beta \in\langle\alpha\rangle \text {, } \\
& \left.d_{k}=a_{k}^{\beta^{k}} g^{s_{k}}, e_{k}=b_{k}^{\beta^{k}} h^{s_{k}}\right) \\
& \widetilde{m}, b \in_{R} \mathbb{Z}_{q} \\
& \widetilde{C}=\widetilde{h}^{\tilde{m}} \\
& m_{k}, t_{k}, u_{k}, v_{k}, \widetilde{m}_{k} \in_{R} \mathbb{Z}_{q} \\
& c_{k+1}=c_{k}^{\beta} \widetilde{h}^{t_{k}} \\
& C_{k+1}=c_{k}^{b} \widetilde{h}^{m_{k}} \\
& \widetilde{C}_{k}=g^{u_{k}} \widetilde{h}^{\tilde{m}_{k}} \\
& D_{k}=a_{k}^{u_{k}} g^{v_{k}} \\
& E_{k}=b_{k}^{u_{k}} h^{v_{k}} \\
& t_{-1}^{*}=0 \quad \lambda \quad \lambda \in \in_{R} \mathbb{Z}_{q} \\
& t_{k}^{*}=\sum_{j=0}^{k} \beta^{k-j} t_{j} \\
& \sigma=b+\lambda \beta, \\
& \eta=\widetilde{m}+\lambda t_{n-1}^{*} \\
& \psi_{k}=m_{k}+\lambda t_{k} \\
& \mu_{k}=u_{k}+\lambda \beta^{k} \\
& \nu_{k}=v_{k}+\lambda s_{k} \\
& \rho_{k}=\widetilde{m}_{k}+\lambda t_{k-1}^{*} \\
& \text { Common input: } \\
& \text { Verifier } \\
& \left(a_{k}, b_{k}\right)=X_{k}^{\prime} \\
& \left(d_{k}, e_{k}\right)=Y_{k}^{\prime} \\
& \sigma, \eta,\left\{\psi_{k}, \mu_{k}, \nu_{k}, \rho_{k}\right\}_{k=0}^{n-1} \\
& \widetilde{h}^{\eta} \stackrel{?}{=} \widetilde{C}\left(c_{n} / g\right)^{\lambda} \\
& c_{k}^{\sigma} \widetilde{h}^{\psi_{k}} \stackrel{?}{=} C_{k+1} c_{k+1}^{\lambda} \\
& g^{\mu_{k}} \widetilde{h}^{\rho_{k}} \stackrel{?}{=} \widetilde{C}_{k} c_{k}^{\lambda} \\
& a_{k}^{\mu_{k}} g^{\nu_{k}} \stackrel{?}{=} D_{k} d_{k}^{\lambda} \\
& b_{k}^{\mu_{k}} h^{\nu_{k}} \stackrel{?}{=} E_{k} e_{k}^{\lambda}
\end{aligned}
$$

Fig. 1. Proof of a rotation in the transformed domain of ElGamal encryptions, where $c_{0}=g$ and $k$ runs from 0 to $n-1$

Efficiency. From Fig. 1 we can see that the generation of the proof requires $5 n$ double exponentiations, while the verification requires $4 n$ triple exponentiations.

An issue in the efficiency of a cascade of rotators is the computation of the DFT and possibly the IDFT under the encryptions. Although the DFT and the IDFT can be applied just using homomorphic properties, these steps may be a computational bottleneck as they involve the computation of $n n$-way exponentiations (which naively costs $n^{2}$ single exponentiations). However, e.g., assuming that $n$ is an integral power of 2, one can apply the Fast Fourier Transform algorithm to reduce the computational complexity to $O(n \log n)$ exponentiations.

To illustrate the application of the FFT algorithm, assuming that $n=2^{\ell}$, then the DFT computation under encryptions can be split in the following way:

$$
\begin{aligned}
\mathrm{E}\left(x_{k}^{\prime}\right) & =\prod_{j=0}^{n-1} \mathrm{E}\left(x_{j}\right)^{\alpha^{k j}}=\prod_{j=0}^{n / 2-1} \mathrm{E}\left(x_{2 j}\right)^{\alpha^{k 2 j}} \mathrm{E}\left(x_{2 j+1}\right)^{\alpha^{k(2 j+1)}} \\
& =\prod_{j=0}^{n / 2-1} \mathrm{E}\left(x_{2 j}\right)^{\alpha^{2 k j}}\left(\prod_{j=0}^{n / 2-1} \mathrm{E}\left(x_{2 j+1}\right)^{\alpha^{2 k j}}\right)^{\alpha^{k}} .
\end{aligned}
$$

Noting that $\alpha^{2}$ is a $n / 2$-th root of unity modulo $q$, we have reduced the problem of computing the DFT of a sequence of length $n$ to solving two DFTs of sequences of half length. We note that these two DFTs can be computed in parallel because they are independent of each other. If $t_{n}$ is the number of exponentiations required to compute one element of the DFT of length $n$, then we get that $t_{n}=t_{n / 2}+1$. Finally, the total number of exponentiations is $n t_{n}$. In particular when $n$ is a power of two, $n \log n$ exponentiations are required in total.

When using a cascade of rotators, the rotators will keep the sequence in the frequency domain. If so desired, the DFT and its inverse need to be applied only before and after the entire cascade. With this observation, we only need to transform at the first and final rotator in a cascade of rotators, and it helps as one can average the total work for transforms over the length of the cascade. In the special case of a cascade of $n$ rotators, the work per rotator will be linear.

In some applications it may be reasonable to assume that the input and output lists are in transformed form. Another observation is that if the final output list of a cascade is going to be decrypted anyway, one may leave out the inverse DFT, and decrypt the transformed sequence. Then one can perform the inverse DFT on the plaintexts (depending on the homomorphic cryptosystem this may give an advantage, for ElGamal one would still need exponentiations).

Extensions. Using $n$-th roots of unity in extension fields of $\mathbb{Z}_{q}$ with the condition that $n \mid q-1$ can be weakened. Given a fixed $n$, we can adjust the extension field that we work with. This will come at the expense of increased communication and computation.

## 4 General Solution

The DFT-based protocol presented above puts some constraints on the parameters involved. In this section we present a different approach that does not such constraints.

We use a two-stage approach, similar to the approach for verifiable shuffles in [19/1215]. We first present an auxiliary protocol to prove that a list of known committed values has been rotated. In the proofs of security we also use the Schwartz-Zippel lemma.
Lemma 1 (Schwartz-Zippel). Let $p$ be a multivariate polynomial of degree $d$ over $\mathbb{Z}_{q}$. Then the probability that $p\left(x_{1}, x_{2}, \ldots, x_{m}\right)=0$ for randomly chosen $x_{1}, x_{2}, \ldots, x_{m}$ over $\mathbb{Z}_{q}$ is at most $d / q$.

We will use it for the case that $d=1$ to test that two sequences have the same values. That is, given $\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$ and $\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)$, then if

$$
\sum_{j=0}^{n-1} \beta_{j} x_{j}=\sum_{j=0}^{n-1} \beta_{j} y_{j}
$$

for $\beta_{0}, \beta_{1}, \ldots, \beta_{n-1} \in_{R} \mathbb{Z}_{q}$, it follows that $\left(x_{0}, x_{1}, \ldots, x_{n-1}\right) \neq\left(y_{0}, y_{1}, \ldots, y_{n-1}\right)$ with probability at most $1 / q$.

### 4.1 Rotation of Known Committed Values

Let $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}$ be some publicly known values. The prover produces some commitments $c_{0}, c_{1}, \ldots, c_{n-1}$, for which it will prove knowledge of an offset $r$ and randomizers $s_{0}, s_{1}, \ldots, s_{n-1}$ satisfying:

$$
\begin{equation*}
c_{k}=g^{\alpha_{k-r}} \widetilde{h}^{s_{k}}, \text { for } k=0,1, \ldots, n-1 \tag{2}
\end{equation*}
$$

Building Blocks. We will use a $\Sigma$-protocol $\operatorname{DL-OR}\left(G, \gamma_{0}, \gamma_{1}, \ldots, \gamma_{n-1}\right)$ to prove that, given randomly selected challenges $\beta_{0}, \beta_{1}, \ldots, \beta_{n-1}, G=\prod_{j=0}^{n-1} c_{j}^{\beta_{j}}$ is a commitment to one of $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n-1}$ as defined in the protocol of Fig. 2.

Intuitively, the initial commitments $c_{0}, c_{1}, \ldots, c_{n-1}$ commit to a rotation of $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}$ if the prover knows the inner product of a random vector with one of the possible rotated versions of the vector with the $\alpha$-values.

Theorem 1. The protocol PUB-ROTof Fig. $\mathbf{Q}^{2}$ is a special honest-verifier zeroknowledge proof of knowledge with witness-extended emulation that a prover knows an integer $r, 0 \leq r<n$ and randomizers $s_{0}, s_{1}, \ldots, s_{n-1}$ such that Eq. (2) holds.

Proof. To show completeness, let commitments $c_{0}, c_{1}, \ldots, c_{n-1}$ be defined as in Eq. (2). For challenge $\beta_{0}, \beta_{1}, \ldots, \beta_{n-1}$ the values $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n-1}$ and the commitment $G$ are then computed. Observe that $G$ is a commitment to the value $\sum_{j=0}^{n-1} \alpha_{j-r} \beta_{j}$ due to the homomorphic properties, which is equal to $\gamma_{r}$. As $G$ is a commitment to $\gamma_{r}$, the proof DL-OR will be accepted by the verifier.

To show SHVZK, we construct a simulator as follows. Given challenges $\beta_{0}, \beta_{1}, \ldots, \beta_{n-1}$ and $\lambda$, it follows that the values $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{n-1}$ and $G$ can be computed as specified by the protocol. From the SHVZK property of the $\Sigma$ protocol $\operatorname{DL-OR}\left(G, \gamma_{0}, \gamma_{1}, \ldots, \gamma_{n-1}\right)$, there exists a simulator which produces an indistinguishable view when it is given challenge $\lambda$ and all public information, namely $G, \gamma_{0}, \gamma_{1}, \ldots, \gamma_{n-1}$.

We show knowledge soundness through witness-extended emulation. Witness extended emulation can be shown using standard techniques as done in [12 14|15]. The idea is to describe an emulator that runs in expected polynomial time producing a view indistinguishable from that of the protocol and at the same time gives a witness with the same probability as an adversarial prover produces an


Fig. 2. Protocol Pub-rot for proving a rotation of known committed values, where $\gamma_{k}=\sum_{j=0}^{n-1} \alpha_{j-k} \beta_{j}$, for $k=0,1, \ldots, n-1$, and $G=\prod_{j=0}^{n-1} c_{j}^{\beta_{j}}$
accepting conversation. This is achieved by first letting the prover run on random selected challenges, and if it is accepting, the witness is extracted using rewinding techniques until a sufficient number of transcripts have been obtained. As we use the $\Sigma$-protocol DL-OR as building block, we will make use of its witness-extended emulator, denoted as $E_{\text {DL-OR }}$.

The description of the emulator $E$ is as follows. $E$ picks random challenges $\bar{\beta}^{(1)}=\beta_{0}^{(1)}, \beta_{1}^{(1)}, \ldots, \beta_{n-1}^{(1)}$ and plays the witness-extended emulator for DL-OR, $E_{\mathrm{DL}-\mathrm{OR}}$, on $G^{(1)}$ and $\bar{\gamma}^{(1)}$ as defined in the protocol. This invocation will give a transcript of DL-OR along with a witness if the transcript is accepting. If the transcript is not accepting, $E$ outputs no witness along with $\left(\bar{\beta}^{(1)}, v i e w^{(1)}\right)$ as the view of the protocol.

Otherwise, we have a valid transcript and a witness of DL-OR. Namely, an integer $r^{(1)}$ and a randomizer $t^{(1)}$ such that $G^{(1)}=\mathrm{C}\left(\gamma_{r^{(1)}}^{(1)}, t^{(1)}\right)$.

The prover is rewound and fresh challenges $\beta_{0}^{(i)}, \beta_{1}^{(i)}, \ldots, \beta_{n-1}^{(i)}$ are chosen, for $i=2,3, \ldots, n$ until $n$ valid transcripts and $n$ witnesses for DL-OR are obtained, by subsequently invoking $E_{\mathrm{DL}-\mathrm{or}}$. From all these $n$ witnesses, $E$ is able to compute the witness. After this is done, the output of $E$ is the witness plus $\bar{\beta}^{(1)}$ attached to the first view obtained from $E_{\mathrm{DL}-\mathrm{Or}}$.

We first show how $E$ manages to get a witness. Then, we show that this extractor runs in expected polynomial time and argue that $E$ gives an accepting view plus a witness with essentially the same probability that the prover is able to produce accepting conversations.

From all of witnesses obtained, we get the following equalities, with $1 \leq i \leq n$.

$$
\begin{equation*}
G^{(i)}=\mathrm{C}\left(\gamma_{r^{(i)}}^{(i)}, t^{(i)}\right) \tag{3}
\end{equation*}
$$

Also, as specified by the protocol, we have

$$
\begin{equation*}
G^{(i)}=\prod_{j=0}^{n-1} c_{j}^{\beta_{j}^{(i)}} \tag{4}
\end{equation*}
$$

By construction, the vectors $\bar{\beta}^{(i)}$ with $i=1,2 \ldots, n$ are linearly independent with overwhelming probability (for $n$ polynomial in the size of $q$ ). The linear independence of the vectors $\bar{\beta}^{(i)}$ implies the existence of elements $d_{k, i}$ such that $\sum_{k=1}^{n} \bar{\beta}^{(i)} d_{k, i}$ is the $(k+1)$-st standard unit vector of $\mathbb{Z}_{q}^{n}$, for $k=0,1, \ldots, n-1$.

This implies that

$$
c_{k}=\prod_{k=1}^{n}\left(\prod_{j=0}^{n-1} c_{j}^{\beta_{j}^{(i)}}\right)^{d_{k, i}} .
$$

By Eq. (4), it in turn implies that

$$
\begin{aligned}
c_{k} & =\prod_{k=1}^{n}\left(G^{(i)}\right)^{d_{k, i}}=\prod_{k=1}^{n} \mathrm{C}\left(\gamma_{r(i)}^{(i)}, t^{(i)}\right)^{d_{k, i}}=\prod_{k=1}^{n} \mathrm{C}\left(d_{k, i} \gamma_{r^{(i)}}^{(i)}, d_{k, i} t^{(i)}\right)= \\
& =\mathrm{C}\left(\sum_{k=1}^{n} d_{k, i} \gamma_{r^{(i)}}^{(i)}, \sum_{k=0}^{n-1} d_{k, i} t^{(i)}\right)
\end{aligned}
$$

Therefore, we find an opening of the commitment $c_{k}$. Let $\widetilde{\alpha}_{k}=\sum_{k=1}^{n} d_{k, i} \gamma_{r^{(i)}}^{(i)}$ and $s_{k}=\sum_{k=1}^{n} d_{k, i} t^{(i)}$.

We now prove that $\widetilde{\alpha}_{k}$ are a rotated version of the elements $\alpha_{k}$. From Eqs. (3) and (4), and using the binding property of the commitment scheme, it follows that

$$
\sum_{j=0}^{n-1} \beta_{j}^{(i)} \widetilde{\alpha}_{j}=\gamma_{r(i)}^{(i)}=\sum_{j=0}^{n-1} \beta_{j}^{(i)} \alpha_{j-r^{(i)}}
$$

for all $i=1,2, \ldots, n$.
As the $\beta_{j}^{(i)}$ are randomly chosen, we conclude, using the Schwartz-Zippel lemma, that with overwhelming probability $\widetilde{\alpha}_{j}=\alpha_{j-r^{(i)}}$ holds. This shows that indeed the committed values in $c_{k}$ are a rotated list of the $\alpha_{k}$. Note that this allows us to conclude that $r^{(i)}=r^{(j)}$ for all $i \neq j$.

In summary, we have found an integer $r$ and randomizers $s_{0}, s_{1}, \ldots, s_{n-1}$ such that $c_{k}=\mathrm{C}\left(\alpha_{k-r}, s_{k}\right)$ which is actually the witness for PUB-Rot.

We now argue that $E$ runs in expected polynomial time. Let $\widetilde{\varepsilon}$ denote the probability that querying $E_{\mathrm{DL}-\text { or }}$ on independently random selected $\bar{\beta}$ 's results in an accepting transcript. Then getting an accepting transcript and therefore a witness will take expected time $(1 / \widetilde{\varepsilon}) T$, where $T$ is the expected running time
of $E_{\mathrm{DL}-\text { or }}$. Therefore, the total expected running time of the repeated calls to $E_{\mathrm{DL}-\mathrm{OR}}$ made by $E$ is $T+\widetilde{\varepsilon}(n-1) T / \widetilde{\varepsilon}=n T$.

Let $\varepsilon$ denote the probability that a real prover gives an accepting proof of PUB-ROT. To check that the difference between $\varepsilon$ and $\widetilde{\varepsilon}$ is negligible, we observe that $\varepsilon$ can be seen as a weighted sum of probabilities $\sum_{\bar{\beta}}\left(1 / q^{n}\right) \varepsilon_{\mathrm{DL}-\mathrm{OR}(\bar{\beta})}$, where $\varepsilon_{\mathrm{DL}-\mathrm{OR}(\bar{\beta})}$ is the success probability of the prover in DL-OR when it got challenges
$\bar{\beta}$. On the other hand, the probability that we get an accepting answer in the first query to $E_{\mathrm{DL}-\mathrm{OR}}$ in $E$ happens with probability $\sum_{\bar{\beta}}\left(1 / q^{n}\right) \widetilde{\varepsilon}_{\mathrm{DL}-\mathrm{OR}(\bar{\beta})}$ where $\widetilde{\varepsilon}_{\mathrm{DL}-\mathrm{OR}(\bar{\beta})}$ denotes the probability that $E_{\mathrm{DL}-\mathrm{OR}}$ gives an accepting conversation on relation induced by challenges $\bar{\beta}$. We can conclude that $|\varepsilon-\widetilde{\varepsilon}|$ is negligible, using the fact that $\left|\varepsilon_{\mathrm{DL}-\mathrm{OR}(\bar{\beta})}-\widetilde{\varepsilon}_{\mathrm{DL}-\mathrm{OR}(\bar{\beta})}\right|$ is negligible which is true by definition of witness extended emulator for DL-OR.

Efficiency. After the verifier submitted the challenges $\bar{\beta}$, the commitment $G$ is computed using an $n$-way exponentiation, which roughly costs $n / 2$ double exponentiations. Then the prover has to give the DL-OR proof based on $G$ and the $\gamma$ 's. The latter requires $n$ double exponentiations for the prover and the verifier separately. Therefore, we have $1.5 n$ double exponentiations to produce the proof, and $1.5 n$ to verify it.

### 4.2 General Rotation

Given two lists of encryptions, $X_{0}, X_{1}, \ldots, X_{n-1}$ and $Y_{0}, Y_{1}, \ldots, Y_{n-1}$, the prover shows that it knows an integer $r, 0 \leq r \leq n-1$, and randomizers $s_{0}, s_{1}, \ldots, s_{n-1}$ satisfying:

$$
\begin{equation*}
Y_{k}=X_{k-r}\left(g^{s_{k}}, h^{s_{k}}\right) \text { for } k=0,1, \ldots, n-1 . \tag{5}
\end{equation*}
$$

For this task, we propose the protocol presented in Fig. 3.

Building Blocks. In this protocol, besides of the proof for rotation of known contents, we use an additional proof of knowledge. The proof $\operatorname{EQ}-\operatorname{Exp}(h, Y, A)$ allows the prover to show the knowledge of $\alpha, r, t$ such that $h=\mathrm{C}(\alpha, r)$ and $A=Y^{\alpha} \mathrm{E}(0, t)$, where $Y$ is an encryption. This proof is actually a basic $\Sigma$ protocol.

Before going into the security analysis, we note that the protocol requires 6 rounds of interaction. This is because some rounds in the involved building blocks can be run in parallel. Namely, we can combine the first set of messages from EQ-EXP with the first answer from the prover in the protocol description of Fig. 3 Also the first round of PUB-ROT can be directly connected with the challenge coming from EQ-EXP. In the security analysis, however, we will use the modular description of the protocol.

Theorem 2. The protocol GEN-ROT is a special honest-verifier zero-knowledge proof of knowledge with witness extended emulation that a prover knows an integer $r, 0 \leq r<n$ and randomizers $s_{0}, s_{1}, \ldots, s_{n-1}$ such that Eq. (5) holds.


$$
\begin{array}{|l|}
\hline \operatorname{PUB}-\operatorname{ROT}\left(\alpha_{0}, \ldots, \alpha_{n-1}, h_{0}, \ldots, h_{n-1}\right) \\
\\
\prod_{j=0}^{n-1} A_{j} X_{j}^{-\alpha_{j}} \stackrel{?}{=}\left(g^{v}, h^{v}\right) .
\end{array}
$$

Fig. 3. Protocol GEN-ROT for proving a rotation of ElGamal encryptions, where $k$ runs from 0 to $n-1$

Proof. To prove that the protocol for general rotation is SHVZK, we will construct a simulator, given $X_{0}, X_{1}, \ldots, X_{n-1}, Y_{0}, Y_{1}, \ldots, Y_{n-1}$, and the random challenges $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}$ (along with all the challenges for PUB-ROT and the one for EQ-EXP).

The simulator runs as follows. First, it computes $A_{k}=X_{k}^{\alpha_{k}} \mathrm{E}\left(0, v_{k}\right)$ for random $v_{k}$. The assignment for $A_{k}$ is somewhat arbitrary and there are various ways to do it, as long as it guarantees that the proof is accepting.

Now, the simulator creates commitments $h_{0}, h_{1}, \ldots, h_{n-1}$ all of them to 0 (or any value). Despite this choice, the simulators for both PUB-ROT and EQ-EXP will still produce transcripts that are indistinguishable from real ones. Combining the obtained transcripts with the computed array of commitments $h_{k}$, encryptions
$A_{k}$, and the value $v$, the resulting view is indistinguishable to a real transcript of GEN-ROT.

For witness-extended emulation we construct the emulator $E$ as follows. Given challenges $\bar{\alpha}^{(1)}=\left(\alpha_{0}^{(1)}, \alpha_{1}^{(1)}, \ldots, \alpha_{n-1}^{(1)}\right), E$ runs the prover until it gets responses $\bar{h}^{(1)}, \bar{k}^{(1)}, v^{(1)}$, after this, the witness-extended emulators $E_{\text {EQ-EXP }}$ and $E_{\text {PUB-Rot }}$ are run. With some probability $\widetilde{\epsilon}$, they will produce an accepting transcript. If this is not the case, $E$ outputs no witness along with the transcripts obtained from the witness-emulators and the prover. Else, $E$ will rewind the prover and choose fresh random challenges $\bar{\alpha}^{(i)}$, until $n$ accepting conversations are obtained in total. For each of them, let $\alpha_{0}^{(i)}, \alpha_{1}^{(i)}, \ldots, \alpha_{n-1}^{(i)}$ denote the challenges selected by $E$. For each of these cases, respective witness-extended emulators for PUBROT and EQ-EXP's are run in order to extract their witnesses.

This is the information necessary to compute the witness for Gen-rot. We show now, how $E$ is able to compute an integer $r$ and randomizers $s_{0}, s_{1}, \ldots, s_{n-1}$ such that Eq. (5) holds.

We have for a particular iteration of $i=1,2, \ldots, n$, and for every $j$ with $0 \leq j \leq n-1$ that

$$
\begin{align*}
& A_{j}^{(i)}=Y_{j}^{b_{j}^{(i)}} \mathrm{E}\left(0, t_{j}^{(i)}\right), \text { and }  \tag{6}\\
& h_{j}^{(i)}=\mathrm{C}\left(b_{j}^{(i)}, u_{j}^{(i)}\right)
\end{align*}
$$

for some values $\bar{b}, \bar{t}$ and $\bar{u}$.
We have also witnesses for PUB-ROT. That is, there exist integers $r^{(i)}$ and randomizers $w_{j}^{(i)}$ such that

$$
\begin{equation*}
h_{j}^{(i)}=\mathrm{C}\left(\alpha_{j-r^{(i)}}^{(i)}, w_{j}^{(i)}\right) . \tag{7}
\end{equation*}
$$

From (6) and (7), due to the binding property of the commitment scheme, it follows that $b_{j}^{(i)}=\alpha_{j-r^{(i)}}^{(i)}$ and $u_{j}^{(i)}=w_{j}^{(i)}$. One of the consequences is that

$$
\begin{equation*}
A_{j}^{(i)}=Y_{j}^{\alpha_{j-r^{(i)}}^{(i)}} \mathrm{E}\left(0, t_{j}^{(i)}\right) \tag{8}
\end{equation*}
$$

As all these equations are based on accepting conversations then the verifications of the proof passes, and therefore,

$$
\begin{equation*}
\frac{\prod_{j=0}^{n-1} A_{k}^{(i)}}{\prod_{j=0}^{n-1} X_{j}^{\alpha_{j}^{(i)}}}=\frac{\prod_{j=0}^{n-1} Y_{j}^{\alpha_{j-r^{(i)}}^{(i)}} \mathrm{E}\left(0, t_{j}^{(i)}\right)}{\prod_{j=0}^{n-1} X_{j}^{\alpha_{j}^{(i)}}}=\mathrm{E}\left(0, v^{(i)}\right) \tag{9}
\end{equation*}
$$

This implies that,

$$
\prod_{j=0}^{n-1}\left(\frac{Y_{j-r^{(i)}}}{X_{j}}\right)^{\alpha_{j}^{(i)}}=\mathrm{E}\left(0, v^{(i)}-\sum_{j=0}^{n-1} t_{j}^{(i)}\right)
$$

From this last equality, we can conclude using the Schwartz-Zippel lemma that the $X_{k}$ and $Y_{k}$ encrypt the same elements up to a rotation of these elements, implying also that $r^{(i)}=r^{(j)}$ for all $i \neq j$. We denote that rotation offset as $r{ }^{3}$

Let $Z_{j}=\frac{Y_{j-r}}{X_{j}}$ and $\widetilde{n}_{k}=v^{(i)}-\sum_{j=0}^{n-1} t_{j}^{(i)}$. The aim now is to extract the randomness used in $Z_{j}$ which is by homomorphic properties the randomness used to re-blind the rotated list $Y_{j}$.

As the challenges throughout the extraction process are selected independently at random, it implies that the vectors $\bar{\alpha}^{(i)}$ are linearly independent. This enables the existence of elements $d_{k, i}$ such that $\sum_{j=0}^{n-1} d_{k, i} \bar{\alpha}^{(i)}$ is the $(k+1)$-st standard unit vector in $\mathbb{Z}_{q}^{n}$, for $k=0,1, \ldots, n-1$. Therefore,

$$
Z_{k}=\prod_{k=1}^{n}\left(\prod_{j=0}^{n-1} Z_{j}^{\alpha_{j}^{(i)}}\right)^{d_{k, i}}=\mathrm{E}\left(0, \sum_{k=1}^{n} d_{k, i} \widetilde{n}_{k}\right)
$$

that enables us to extract $s_{k}=\sum_{k=1}^{n} d_{k, i} \tilde{n}_{k}$.
The way of arguing that $E$ runs in expected polynomial time is similar to the protocol for known contents.

Efficiency. First, we calculate the computational cost to prove one invocation of EQ-EXP. This requires 3 double exponentiations and 3 triple exponentiations to produce, and 3 triple exponentiations to verify the proof.

Now, the number of exponentiations required to compute GEN-ROT. The prover must compute the commitments $h_{k}$, costing $n$ double exponentiations. The encryptions $A_{k}$ need $2 n$ more double exponentiations. Then, $3 n$ for EqEXP and $1.5 n$ for PUB-ROT, totalling $7.5 n$ double exponentiations for the prover to give a proof.

The verifier needs to check the EQ-EXP and PUB-ROT which requires $3 n$ triple exponentiations and $1.5 n$ double exponentiations, respectively. The verification at the end of the proof requires 2 more $n$-way exponentiation. Then, the total cost for the verifier is $5.5 n$ double exponentiations.

## 5 Comparison and Concluding Remarks

To the best of our knowledge, the protocol by Reiter and Wang [21] is the only one that presents protocols for proving a rotation. Their construction works in general given that appropriate homomorphic cryptosystem has been set up. In fact, they show a protocol to prove that a permutation has been applied making use of 4 invocations to the proof of shuffle.

Table 1 presents a comparison of the computational complexities for various protocols for rotation. In all cases, we assume that the protocols are based on homomorphic ElGamal and Pedersen commitments. For simplicity, we count

[^63]Table 1. Performance figures for proving a rotation

| Protocol | Prove | Verify | Rounds |
| :--- | :---: | :---: | :---: |
| Loop permutations [21 | $16 n$ | $10 n$ | 30 |
| Proposed: DFT-based | $5 n$ | $4 n$ | 3 |
| Proposed: General | $7.5 n$ | $5.5 n$ | 6 |

the number of double exponentiations. Additionally, for the protocol in 21 we assume that they use the proof of shuffle by Groth [12] which is one of the most efficient.
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#### Abstract

TCHo is a public key encryption scheme based on a stream cipher component, which is particular suitable for low cost devices like RFIDs. In its basic version, TCHo offers no IND-CCA2 security, but the authors suggest to use a generic hybrid construction to achieve this security level. The implementation of this method however, significantly increases the hardware complexity of TCHo and thus annihilates the advantage of being suitable for low cost devices. In this paper we show, that TCHo cannot be used without this construction. We present a chosen ciphertext attack on basic TCHo that recovers the secret key after approximately $d^{3 / 2}$ decryptions, where $d$ is the number of bits of the secret key polynomial. The entropy of the secret key is $\log _{2}\binom{d}{w}$, where $w$ is the weight of the secret key polynomial, and $w$ is usually small compared to $d$. In particular, we can break all of the parameters proposed for TCHo within hours on a standard PC.


Keywords: TCHo, chosen ciphertext attack, stream cipher.

## 1 Introduction

Since the invention of public key cryptography many different crypto systems have been presented. The most popular systems are either based on the hardness of factoring large integers or related problems (e.g. RSA) or computing discrete logarithms in various groups (e.g. DSA, ECDSA). While these schemes are an excellent and preferred choice in almost all applications, there is still a strong need for alternative systems based on other (supposedly) hard problems.

[^64]This is mainly due to the following two reasons. The first reason is that most of the standard schemes are not suitable for very constraint environments like RFID tags and sensor networks. This problem becomes even more pressing when looking at the next century's IT landscape, where a massive deployment of tiny computer devices is anticipated and thus the need for extremely low cost public key cryptography will increase significantly. The second - and quite unrelated - reason is that most popular public key crypto systems like RSA, DSA and ECDSA will be broken if quantum computers with sufficiently many qubits can be built (see [9]). Thus, it is important to search for public key crypto systems that have the potential to resist future quantum computers.

Those two reasons outlined above inspired Finiasz and Vaudenay to develop the crypto system TCHo [7]. The original version of TCHo has been revised by Aumasson, Finiasz, Meier and Vaudenay (see [3]). This revision was done mainly to improve the efficiency of the original scheme and we refer to TCHo as defined in 3.

TCHo is a public key encryption scheme based on a stream cipher component. TCHo uses mainly hardware friendly operations and is therefore suitable for low cost devices. Its security is based on the problem of finding a low weight multiple of a given polynomial in $\mathbb{F}_{2}[x]$ (LWPM for short). The public key of TCHo is a high degree polynomial $P \in \mathbb{F}_{2}[x]$ and the secret key $K$ is a sparse, or low weight, multiple of $P$. The LWPM problem is of importance in syndrome decoding [5], stream cipher analysis and efficient finite field arithmetics (4]. In [2] El Aimani and von zur Gathen provide an algorithm to solve this problem based on lattice basis reduction and furthermore give an overview of other possible approaches to tackle LWPM. Yet, the suggested parameters of TCHo cannot be broken by any of those attacks.

In this paper we present a chosen ciphertext attack on TCHo that recovers the secret key after roughly $d^{3 / 2}$ decryptions, where $d$ is the degree of the secret polynomial. In particular all proposed parameters of TCHo given in [3] can be broken within hours on a standard PC. Our attack recovers consecutively all bits of the secret key by decrypting pairs of ciphertexts with a carefully chosen difference. The choice of the difference as well as the choice of the ciphertext depend on all key bits recovered so far. This property of our attack is of independent interest, as it is one of the rare occasions where an attack on a public key crypto system is actually inherently adaptive with respect to the information gained so far. To clarify, we do not solve the problem of finding low weight multiples of a given polynomial efficiently, but rather provide an efficient method to extract this low weight polynomial given a decryption oracle.

It should be noted that the designers do not claim that TCHo is IND-CCA2 secure. On the contrary, as shown in [3] TCHo is clearly not IND-CCA2 secure since it is, just like RSA, trivially malleable. Given an encryption $y$ for a message $m$ and a second message $m^{\prime}$, it is easy to construct an encryption for $m \oplus m^{\prime}$. However, as opposed to the trivial IND-CCA2 attack on TCHo that recovers the message our CCA1 attack recovers the secret key.

In [3] the authors propose to use the revised Fujisaki-Okamoto [8] construction from [1] to transform TCHo into a IND-CCA secure scheme. Clearly, this scheme
is not affected by our attack. However, this transformation comes with an additional overhead in the ciphertext length as well as a non negligable overhead due to the fact that a practical implementation of the Fujisaki-Okamoto construction requires to implement at least one secure hash function. Following [6], the best known SHA-1 (resp. SHA-256) implementation requires approximately 8.000 GE (resp. 11.000 GE ) which, based on the estimation in 3], would almost double the hardware implementation cost for TCHo . Moreover, this transformation is only efficient in the case where instead of using a truly random number generator for the encryption of TCHo a pseudo random number generator is used, which further increases the hardware complexity. Our result implies that TCHo cannot be used without the Fujisaki-Okamoto transformation. This in turn implies that the efficiency gain for low cost hardware devices compared to well established public key crypto systems like ECC vanishes.

One the positive side, our results can also be interpreted as an indication that breaking TCHo is equivalent to solving the low weight multiple problem.

Finally, our attack is based on a new technique that can be seen as an adaptive differential attack on public key systems. We believe that this technique can be useful for the cryptanalysis of other schemes as well.

The paper is organized as follows: In Section 2 we recall the encryption and decryption procedures for TCHo . In Section 3 we present our adaptive differential attack whose running time is discussed in detail in Section 4.

## 2 The TCHo Cipher

The encryption of a message using TCHo can be seen as transmitting a message over a noisy channel. Given the trapdoor, i.e. the secret key, allows to reduce the noise to a level where decoding of the encrypted message is possible.

The secret key of TCHo is a polynomial $K \in \mathbb{F}_{2}[x]$ of degree $d$. We denote its coefficients by $k_{0}$ up to $k_{d}$, i.e.

$$
K=k_{0} \oplus k_{1} x \oplus k_{2} x^{2} \oplus \cdots \oplus k_{d} x^{d} .
$$

For the key $K$ it holds that $k_{0}=k_{d}=1$. Given the polynomial $K$ we associate the following matrix $M$ with $\ell$ columns and $\ell-d$ rows to it

$$
M=\left(\begin{array}{ccccccc}
k_{0} & k_{1} & \ldots & k_{d} & 0 & 0 & \ldots  \tag{1}\\
0 & k_{0} & k_{1} & \ldots & k_{d} & 0 & \ldots \\
& & \ddots & & & \ddots & \\
& & & & & & \\
0 & 0 & \ldots & k_{0} & k_{1} & \ldots & k_{d}
\end{array}\right)
$$

The weight of the secret polynomial, i.e. the number of non-zero coefficients is denoted by $w_{K}$. For TCHo this weight is small. The public key consists of a polynomial $P \in \mathbb{F}_{2}[x]$ whose degree is in a given interval $\left[d_{\min }^{P}, d_{\max }^{P}\right]$ and is chosen such that $K$ is a multiple of $P$. The length $k$ of the plaintext can be chosen arbitrarily, however following the proposed parameters in Table 1 we exemplarily choose the case where the plaintexts are 128 bit vectors. The length of the ciphertext is denoted by $\ell$. Furthermore TCHo uses a random source with bias $\gamma$.

Table 1. Set of parameters proposed for TCHo (see [3])

|  | $k$ | $d_{\text {min }}^{P}-d_{\text {max }}^{P}$ | $d$ | $w_{K}$ | $\gamma$ | $\ell$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| I65 | 128 | $5800-7000$ | 25820 | 45 | 0.981 | 50000 |
| II65 | 128 | $8500-12470$ | 24730 | 67 | 0.987 | 68000 |
| III | 128 | $3010-4433$ | 44677 | 25 | $1-\frac{3}{64}$ | 90000 |
| IV | 128 | $7150-8000$ | 24500 | 51 | 0.98 | 56000 |
| V | 128 | $6000-8795$ | 17600 | 81 | $1-\frac{3}{128}$ | 150000 |
| VI | 128 | $9000-13200$ | 31500 | 65 | $1-\frac{1}{64}$ | 100000 |

For simplicity of the description we assume that $\ell-d$ is divisible by 128 . Denote $N=\frac{\ell-d}{128}$. The attack has an identical complexity in the general case as can be seen from the experimental results in Section 4.3

### 2.1 Encryption

TCHo encrypts a plaintext $m \in \mathbb{F}_{2}^{128}$ by repeating the message $m$ contiguously and afterwards truncating it to $\ell$ bits. This results in a vector in $\mathbb{F}_{2}^{\ell}$. To this vector a random string $r \in \mathbb{F}_{2}^{\ell}$ is added. This random string is not balanced, but (highly) unbalanced in the sense that it contains far more zeros than ones. The bias is denoted by $\gamma$. In addition, the first $\ell$ bits, denoted by $p \in \mathbb{F}_{2}^{\ell}$, of the output of an (randomly initialized) LFSR with characteristic polynomial $P$ is added. Thus the encryption of the message $m$ is

$$
c=R(m) \oplus r \oplus p
$$

where $R(m) \in \mathbb{F}_{2}^{\ell}$ denotes the repeated and truncated version of $m$. The encryption process is shown in Figure 1.


Fig. 1. Encryption with TCHo

### 2.2 Decryption

Given a ciphertext $c \in \mathbb{F}_{2}^{\ell}$ decryption works as follows.

1. The ciphertext $c$ is multiplied by $M$, the matrix associated with the secret polynomial $K$ given by (11). Let $t:=M c$ where $t \in \mathbb{F}_{2}^{\ell-d}$. In doing so, the contribution from the LFSR with characteristic polynomial $P$ vanishes as a result of $K$ being divisible by $P$. Thus $t$ corresponds to an encoding of the original message $m$ xored with a random bit string of bias approximately $\gamma^{w_{K}}$ (see [3] for details). Now, as $w_{K}$ is small, this bias is still large enough to recover the message in the next step with high probability.
2. A majority logic decoding is performed on $t$. More precisely for each $0 \leq j<$ 128 the sum

$$
s_{j}=\sum_{i=0}^{N-1} t_{128 i+j}
$$

is computed over the integers. Remember that $N=\frac{\ell-d}{128}$ and note that this is exactly the position where for simplicity of the description we require $N$ to be an integer. When this sum is greater or equal to $N / 2$ the result of the decoding is 1 , otherwise it is 0 . The result of this majority logic decoding is a vector $e \in \mathbb{F}_{2}^{128}$ where

$$
e_{j}:=\left\{\begin{array}{lll}
1 & \text { if } & s_{j} \geq \mathrm{N} / 2 \\
0 & \text { if } & s_{j}<\mathrm{N} / 2
\end{array} \quad j \in\{0, \ldots, 127\}\right.
$$

3. Finally the vector $e$ is multiplied by an invertible $128 \times 128$ bit matrix $T$ to recover the message $m:=T e$. Note that this matrix $T$ depends on $K$ and is therefore unknown to the attacker.

### 2.3 Security Considerations

Given the public key $P$ the problem to recover the secret key $K$ is referred to as the Low Weight Polynomial Multiple Problem, i.e. given a polynomial $P$ find a polynomial $K$ that is divisible by $P$, has a bounded degree and low weight. This problem is supposed to be hard. In [7] several algorithms were presented to solve this problem. Additionally, an algorithm based on lattices was presented in [2]. None of these approaches is capable to break TCHo .

As mentioned above TCHo is clearly not IND-CCA2 secure. This is due to the fact that it is trivially malleable: Given a ciphertext $c$ for a message $m$ then $c \oplus R\left(m^{\prime}\right)$ is an encryption of $m \oplus m^{\prime}$. Moreover, if given a ciphertext, changing only one bit is likely to be a valid ciphertext for the same message. In [3] the authors propose to use a generic hybrid construction to obtain a hybrid scheme that offers CCA2 security. However, this can only be applied efficiently in the case where the random source is actually a pseudo random source. Using a pseudo random source will increase the hardware complexity and is therefore a suboptimal solution. Furthermore, a secure hash function has to be implemented.

Below, we present a chosen ciphertext attack that recovers the secret key nearly in linear time. This attack shows that TCHo is not even CCA1 secure. Moreover, given a decryption oracle one can efficiently recover the secret key. From a practical perspective, such an attack is by far more important than an attack based on the malleability of the scheme.

## 3 The Attack

Our attack strategy is to decrypt pairs of ciphertexts with a carefully chosen difference. These differences are chosen such that the intermediate states in the decryption process, after multiplication with the secret matrix $M$, differ in one
bit if and only if a certain key bit is set. With a high probability this difference will cause a difference in the output of the decryption oracle. Thus, after a few iterations of this approach we are able to decide with overwhelming probability if a certain key bit is set or not.

The reason why a difference after multiplication with the matrix $M$ yields a difference after the majority logic decoding with good probability lies in the fact that randomly chosen vector is likely to be balanced. In this case the one bit difference between the two states will cause two different results after the majority logic decoding and therefore two different results after the last step in the decoding procedure, i.e. after multiplication with the invertible matrix $T$.

To illustrate our attack, we first demonstrate how to recover $k_{0}$ using the approach outlined above. Note that $k_{0}=1$ in any case, and thus there is no need to recover it, still this will clarify our attack strategy.

The following technical lemma will be used to estimate the success probability of our attack.

Lemma 1. For $N \geq 1$ we have

$$
\frac{1}{\sqrt{2}} \frac{1}{\sqrt{\pi(N+1)}}<\frac{\binom{N}{\lceil N / 2\rceil}}{2^{N}}<2 \frac{1}{\sqrt{\pi N}}
$$

Proof. For even $N$ the bounds obtained by Stirling's approximation state

$$
\frac{1}{\sqrt{2}} \frac{1}{\sqrt{\pi N}}<\frac{\binom{N}{N / 2}}{2^{N}}<2 \frac{1}{\sqrt{\pi N}}
$$

Looking at Pascals triangle, we get for odd $N$ that $\binom{N}{(N+1) / 2}=\frac{1}{2}\binom{N+1}{(N+1) / 2}$, thus

$$
\frac{1}{\sqrt{2}} \frac{1}{\sqrt{\pi(N+1)}}<\frac{\binom{N}{(N+1) / 2}}{2^{N}}=\frac{\binom{N+1}{(N+1) / 2}}{2^{N+1}}<2 \frac{1}{\sqrt{\pi(N+1)}}
$$

Combining both cases we have

$$
\frac{1}{\sqrt{2}} \frac{1}{\sqrt{\pi(N+1)}}<\frac{\binom{N}{\lceil N / 2\rceil}}{2^{N}}<2 \frac{1}{\sqrt{\pi N}}
$$

### 3.1 Recovering $\boldsymbol{k}_{0}$

Recovering $k_{0}$ is very simple. First, one simply decrypts a randomly chosen bitstring. In a second step the first bit of the randomly chosen bitstring is flipped and is decrypted again. If the two decrypted messages differ then $k_{0}$ has to be equal to 1 . This idea is explained in detail below.

Algorithm 1 (Recover $k_{0}$ )

1. Choose a random vector $c \in \mathbb{F}_{2}^{\ell}$ and let it be decrypted by the oracle. Let its decryption be $m$.
2. Compute the vector $c^{\prime}=c \oplus \delta$ where $\delta=(1,0, \ldots, 0)$, i.e. flip the first bit of the ciphertext. Let $c^{\prime}$ be decrypted by the oracle and denote its decryption be $m^{\prime}$.
3. If $m \neq m^{\prime}$ we deduce that $k_{0}=1$.
4. Repeat these steps with a new random vector.
5. If after $\alpha$ repetitions no difference occurred, we deduce that $k_{0}=0$.

The difference of the intermediate states, $t=M c$ and $t^{\prime}=M c^{\prime}$, after the first step in the decryption process (see Section 2.2) is

$$
\Delta=M\left(c \oplus c^{\prime}\right)=M(1,0, \ldots, 0)^{t}=\left(k_{0}, 0, \ldots, 0\right)^{t}
$$

Therefore $t$ and $t^{\prime}$ differ if and only if $k_{0}$ is 1 . Note that the attacker has no access to these values. However, if by coincidence this one bit difference causes a difference in the result of the majority logic decision during decryption, a difference will occur in the decrypted messages visible to the attacker. Let us denote by $s_{0}$ the value corresponding to the sum in the majority logic decoding step for $t$ and $s_{0}^{\prime}$ be the corresponding value for $t^{\prime}$, i.e.

$$
s_{0}=\sum_{i=0}^{N-1} t_{128 i}, \quad s_{0}^{\prime}=\sum_{i=0}^{N-1} t_{128 i}^{\prime}
$$

If $s_{0}$ is $\lceil N / 2-1\rceil($ resp. $\lceil N / 2\rceil)$ and the value of $s_{0}^{\prime}$ is $\lceil N / 2\rceil($ resp. $\lceil N / 2-1\rceil)$ the values of $e$ and $e^{\prime}$ after the majority logic decoding will differ in their first coordinates as

$$
e_{0}:=\left\{\begin{array}{lll}
1 & \text { if } & s_{0} \geq \mathrm{N} / 2 \\
0 & \text { if } & s_{0}<\mathrm{N} / 2
\end{array}\right.
$$

and

$$
e_{0}^{\prime}:=\left\{\begin{array}{lll}
1 & \text { if } & s_{0}^{\prime} \geq \mathrm{N} / 2 \\
0 & \text { if } & s_{0}^{\prime}<\mathrm{N} / 2
\end{array} .\right.
$$

Therefore, in this case we can conclude that $k_{0}=1$ and moreover get

$$
m \oplus m^{\prime}=T\left(e \oplus e^{\prime}\right)=T(1,0, \ldots, 0)^{t}
$$

where $T$ is the key dependent matrix used in the last step of the decryption procedure. The key point for the running time of the attack is that this happens with a non negligible probability. The fact that $c$ was chosen randomly and $M$ has maximal rank implies that $t$ is a random vector in $\mathbb{F}_{2}^{\ell-d}$. Remember that $s_{0}$ equals $N / 2$ if and only if exactly half of the bits $t_{128 j}, j \in\{0, \ldots, N-1\}$ are one and the other half is zero.

Thus, applying Lemma 1, we get

$$
\mathcal{P}\left(s_{0}=\lceil N / 2\rceil\right)=\frac{\binom{N}{\lceil N / 2\rceil}}{2^{N}}>\sqrt{\frac{1}{2 \pi(N+1)}} .
$$

Therefore, the probability to get a difference in $m$ and $m^{\prime}$ is given by

$$
\begin{aligned}
\mathcal{P}\left(m \neq m^{\prime} \mid k_{0}=1\right)= & \mathcal{P}\left(s_{0}=\lceil N / 2\rceil \text { and } s_{0}^{\prime}=\lceil N / 2-1\rceil\right) \\
& +\mathcal{P}\left(s_{0}=\lceil N / 2-1\rceil \text { and } s_{0}^{\prime}=\lceil N / 2\rceil\right) \\
= & \frac{\binom{N}{\lceil N / 2\rceil}}{2^{N}} \mathcal{P}\left(t_{0}=0\right)+\frac{\binom{N}{\lceil N / 2-1\rceil}}{2^{N}} \mathcal{P}\left(t_{0}=1\right) \\
> & \sqrt{\frac{1}{8 \pi(N+1)}} .
\end{aligned}
$$

Next we consider the error probability, i.e. the probability that, after running Algorithm 1 we deduce $k_{0}=0$ while it holds that $k_{0}=1$. This is given by the probability that, under the condition $k_{0}=1$, in none of the $\alpha$ tries a difference occurred. This probability can be upper bounded by

$$
\mathcal{P}(\text { error }) \leq\left(1-\sqrt{\frac{1}{8 \pi(N+1)}}\right)^{\alpha}
$$

which is exponentially small in $\alpha$. Note furthermore that following Algorithm 1 we will never erroneously deduce $k_{0}=1$ while it holds that $k_{0}=0$.
Example 1. For the parameter set (IV) in Table 1 we get for $\alpha=100$ tries an error probability less than 0.006 and for $\alpha=200$ an error probability less than $2^{-14}$.

### 3.2 Recovering All Key Bits

The method to recover other key bits than $k_{0}$ generalizes the idea outlined above. Our goal is to construct two ciphertexts with a certain difference, such that with a high probability the majority decision flips one bit of the decrypted message if the keybit we are looking for is set. Below, we consider only the case where the attacker wants to recover $k_{n}$ where $n<\ell-d$. This is the most challenging and for all but the first proposed parameters the only- case that occurs. In the case where $n \geq \ell-d$ one can easily adopt the ideas described below to recover $k_{n}$ with two decryptions only.

Choosing the difference. Let us assume that we already successfully recovered the bits $k_{0}$ up to $k_{n-1}$ and want to recover $k_{n}$ next. Denote the vector after multiplying the difference $\delta \in \mathbb{F}_{2}^{\ell}$ with the secret matrix M by $\Delta$.

$$
\Delta=\left(\begin{array}{cccccccc}
k_{0} & k_{1} & \ldots & k_{d} & 0 & 0 & \ldots & 0 \\
0 & k_{0} & k_{1} & \ldots & k_{d} & 0 & \ldots & 0 \\
& & \ddots & & & \ddots & & \\
0 & 0 & \ldots & 0 & k_{0} & k_{1} & \ldots & k_{d}
\end{array}\right)\left(\begin{array}{c}
\delta_{0} \\
\delta_{1} \\
\vdots \\
\delta_{\ell}
\end{array}\right)
$$

We wish to have the difference $\Delta=\left(1 \oplus k_{n}, 0, \ldots, 0,1,0, \ldots, 0\right)^{t}$ where the 1 is in the $(n+1)$-th position.

For the attack we have to distinguish two cases. First consider the case where $n$ is not divisible by 128 . In this case, for two ciphertexts $c$ and $c^{\prime}$ with the difference $\delta$ the values $s_{0}$ and $s_{0}^{\prime}$ will differ if $k_{n}$ is not set. In the case where $n$ is divisible by 128 the bit in the $(n+1)$-th position will contribute to the same sum $s_{0}$. In order to avoid a cancelation of these contributions special care has to be taken in the choice of the ciphertexts.

Given the knowledge about the key we already have we can compute a vector $\delta^{\prime} \in \mathbb{F}_{2}^{n}$ such that

$$
\begin{equation*}
M^{\prime} \delta^{\prime}=(0, \ldots, 1)^{t} \tag{2}
\end{equation*}
$$

where $M^{\prime}$ is the following $n \times n$ sub block of $M$ :

$$
M^{\prime}=\left(\begin{array}{cccc}
k_{0} & k_{1} & \ldots & k_{n-1} \\
0 & k_{0} & \ldots & k_{n-2} \\
0 & & \ddots & \\
0 & \ldots & 0 & k_{0}
\end{array}\right)
$$

Note that, as $k_{0}=1$ the matrix $M^{\prime}$ is bijective and thus the existence of $\delta^{\prime}$ fulfilling (2) is guaranteed.

Now we can construct $\delta \in \mathbb{F}_{2}^{\ell}$ the following way: The first entry, $\delta_{0}$, is computed as shown below, then the vector $\delta^{\prime}$ is appended and finally $\delta$ is filled up with zeros, i.e.

$$
\begin{array}{ll}
\delta_{0}=\sum_{i=0}^{n-2} \delta_{i}^{\prime} k_{i+1} \oplus 1 & \\
\delta_{i}= & \delta_{i-1}^{\prime}  \tag{3}\\
\delta_{i}= & 0
\end{array} \quad \text { for } 1 \leq i \leq n, ~ f o r ~ n+1 \leq i<\ell .
$$

One verifies

$$
\begin{aligned}
\Delta=M \delta & =\left(k_{0}\left(\sum_{i=0}^{n-2} \delta_{i}^{\prime} k_{i+1} \oplus 1\right) \oplus \sum_{i=0}^{n-1} \delta_{i}^{\prime} k_{i+1}, 0 \ldots, 0,1,0 \ldots, 0\right)^{t} \\
& =\left(k_{0} \oplus \delta_{n-1}^{\prime} k_{n}, 0 \ldots, 0,1,0 \ldots, 0\right)^{t} \\
& =\left(1 \oplus k_{n}, 0 \ldots, 0,1,0, \ldots, 0\right)^{t}
\end{aligned}
$$

where the last equality follows as (2) implies $\delta_{n-1}^{\prime}=1$.
Choosing the ciphertext. Unlike in the case where we wanted to recover $k_{0}$ we will not use arbitrary random ciphertexts in this case, but restrict ourselves to certain types of vectors. As mentioned above, this will ensure that we can handle the case where we want to recover bits $k_{n}$ where $n$ is divisible by 128 . Moreover, given the knowledge about the key we already have, carefully choosing the ciphertext will improve the probability of obtaining pairs such that a difference after multiplying with the secret matrix $M$ will cause a difference at the output of the decryption oracle.

We choose the ciphertext $c$ such that we obtain a vector $t=M c$ with the properties that 1.) it starts with repeated blocks of 256 bits, where the first bit
is one and the remaining 255 bits are zero, these repeated blocks are truncated to give an $n$ bit string, 2.) has a zero in the ( $n+1$ )-th position, 3.) the remaining bits are randomly distributed. Since we know the key bits $k_{0}$ to $k_{n-1}$, we are able to compute the first part $\hat{c} \in \mathbb{F}_{2}^{n}$ of the ciphertext the same way we computed $\delta^{\prime}$. More precisely, using the matrix $M^{\prime}$ defined above, we are going to compute $\hat{c}$ such that

$$
M^{\prime} \hat{c}=b
$$

where $b$ consist of repeated blocks of 256 bits of the form $\left(1,0^{(255)}\right)$, i.e.

$$
b=\left(1,0^{(255)}, 1,0^{(255)}, \ldots\right) \in \mathbb{F}_{2}^{n}
$$

To get the zero entry at the $(n+1)$-th position of $t$, we will set $d+1$ consecutive bits of $c$ equal to zero and finally the remaining bits of $c$ are chosen uniformly at random. The ciphertext then has the structure

$$
\begin{equation*}
c=\left(\hat{c}, 0^{(d+1)}, r\right) \in \mathbb{F}_{2}^{\ell} \tag{4}
\end{equation*}
$$

where $r \in \mathbb{F}_{2}^{\ell-n-(d+1)}$ is randomly chosen.
The one at the first position together with the zero at the $(n+1)$-th position of $t$ will ensure that we can handle the case $n$ divisible by 128 . The repeated blocks of a one followed by 255 zeros at the beginning of $t$ will increase the probability to get a difference in the decryptions provided that $k_{n}$ is zero. This is explained in detail in Section 4.

Algorithm 2 (Recover $k_{n}$ )

1. Choose a random vector $r \in \mathbb{F}_{2}^{\ell-n-d-1}$ and compute $c$ as described by (4). Let $c$ be decrypted by the oracle. Let its decryption be $m$.
2. Compute the vector $c^{\prime}=c \oplus \delta$ where $\delta$ was computed following (3) and let it be decrypted by the oracle. Let its decryption be $m^{\prime}$.
3. If $m \oplus m^{\prime}=T(1,0, \ldots, 0)^{t}$ we deduce that:
(a) $k_{n}=0$ in the case where $n \neq 0 \bmod 128$
(b) $k_{n}=1$ in the case where $n=0 \bmod 128$
4. Repeat the steps with a new random vector.
5. If after $\alpha$ repetitions no difference equal to $T(1,0, \ldots, 0)^{t}$ occurred, we deduce that
(a) $k_{n}=1$ in the case where $n \neq 0 \bmod 128$
(b) $k_{n}=0$ in the case where $n=0 \bmod 128$

Note that, after performing the algorithm to recover $k_{0}$ the value $T(1,0, \ldots, 0)^{t}$ is known to the attacker.

## 4 Analysis of the Attack

We now analyze the success probability and running time of Algorithm 2, We distinguish two cases depending on $n \bmod 128$.

## $4.1 \quad n \neq 0 \bmod 128$

In this case the vectors $t=M c$ and $t^{\prime}=M c^{\prime}$ differ by

$$
\Delta=t \oplus t=M\left(c \oplus c^{\prime}\right)=M \delta
$$

where

$$
\Delta=\left(1 \oplus k_{n}, 0, \ldots, 0,1,0, \ldots, 0\right)^{t}
$$

i.e. the vectors differ in their first coordinate if and only if $k_{n}=0$ and in their $(n+1)$-th coordinate. Assume that $k_{n}=0$. Due to (4) it holds that $t_{0}=1$ and $t_{0}^{\prime}=0$ and thus the sums used for the majority logic decoding step are related by $s_{0}=s_{0}^{\prime}+1$. Analogously we have $s_{n}+1=s_{n}^{\prime}$

Now, lets assume that the vector $t$ is such that the sum used for the majority logic decoding step is $s_{0}=\lceil N / 2\rceil$ (and thus $s_{0}^{\prime}=\lceil N / 2-1\rceil$ ). If this happens and additionally $s_{n}$ and $s_{n}^{\prime}$ are either both less than $\lceil N / 2\rceil$ or both greater or equal to $\lceil N / 2\rceil$ then the corresponding vectors after the majority logic decoding differ in their first coordinate exactly. Thus Algorithm 2 will successfully deduce $k_{n}=0$. Note that, due to the relation $s_{n}+1=s_{n}^{\prime}$ the condition that either both values $s_{n}$ and $s_{n}^{\prime}$ are smaller or both greater or equal to $\lceil N / 2\rceil$ is equivalent to $s_{n}^{\prime} \neq\lceil N / 2\rceil$.

Remember that $t=M c$ is of the form

$$
t=(b, 0, r)
$$

where $b \in \mathbb{F}_{2}^{n}$ is a vector consisting of repeated blocks of 256 bits, where the first bit is one and the remaining 255 bits are zero, and $r \in \mathbb{F}_{2}^{\ell-d-1-n}$ is a randomly chosen vector. Considering the bits $t_{128 j}$ that contribute to $s_{0}$, we see that the first $\lfloor n / 128\rfloor$ bits are balanced. Thus, $s_{0}=\lceil N / 2\rceil$ if and only if half of the bits of $r$ contributing to $s_{0}$ equal zero and the other half equals one. Therefore, the probability that $s_{0}=\lceil N / 2\rceil$ equals

$$
\mathcal{P}\left(s_{0}=\lceil N / 2\rceil\right)=\frac{\binom{N^{\prime}}{\left\lceil N^{\prime} / 2\right\rceil}}{2^{N^{\prime}}}
$$

where $N^{\prime}=\left\lceil\frac{\ell-d-1-n}{128}\right\rceil$. As $n$ is not divisible by 128 the first $\lfloor n / 128\rfloor$ bits contributing to $s_{n}^{\prime}$ are all zero. Thus

$$
\mathcal{P}\left(s_{n}^{\prime}=\lceil N / 2\rceil\right)=\frac{\binom{N^{\prime}}{\lceil N / 2\rceil}}{2^{N^{\prime}}}
$$

It follows that the success probability

$$
p:=\mathcal{P}\left(m \oplus m^{\prime}=T(1,0, \ldots, 0)^{t} \mid k_{n}=0\right)
$$

can be upper bounded by

$$
\begin{aligned}
p & =\mathcal{P}\left(s_{0}=\lceil N / 2\rceil\right) \mathcal{P}\left(s_{n}^{\prime} \neq\lceil N / 2\rceil\right) \\
& =\frac{\binom{N^{\prime}}{\left\lceil N^{\prime} / 2\right\rceil}}{2^{N^{\prime}}}\left(1-\frac{\binom{N^{\prime}}{\lceil N / 2\rceil}}{2^{N^{\prime}}}\right) \\
& \geq \frac{\binom{N^{\prime}}{\left\lceil N^{\prime} / 2\right\rceil}}{2^{N^{\prime}}}\left(1-\frac{\binom{N}{\lceil N / 2\rceil}}{2^{N}}\right) \\
& >\sqrt{\frac{1}{2 \pi\left(N^{\prime}+1\right)}}\left(1-2 \sqrt{\frac{1}{\pi N}}\right) .
\end{aligned}
$$

Next, let us consider the probability that, after running Algorithm 2 we deduce $k_{n}=1$ while it holds that $k_{n}=0$. This is given by the probability that, under the condition that $k_{n}=0$, in none of the $\alpha$ tries a difference equal to $T(1,0, \ldots, 0)$ occurred. It can be upper bounded by

$$
\mathcal{P}(\text { error }) \leq(1-p)^{\alpha}
$$

which is exponentially small in $\alpha$. Note that in the case where $k_{n}=0$ the expected running time is $1 / p$. As the weight of $K$ is small, this is the running time for most of the cases.

## $4.2 \quad n=0 \bmod 128$

Like before the vectors $t=M c$ and $t^{\prime}=M c^{\prime}$ differ by

$$
\Delta=t \oplus t=M\left(c \oplus c^{\prime}\right)=M \delta
$$

i.e. the vectors differ in their first coordinate if and only if $k_{n}=0$ and in their $(n+1)$-th coordinate. Due to (4) we have $t_{0}=1$ and $t_{0}^{\prime}=k_{n}$ and $t_{n}=0$ and $t_{n}^{\prime}=1$. Now, as $n$ is divisible by 128 , the first and the $(n+1)$-th coordinate both contribute to the value of $s_{0}$ (resp. $s_{0}^{\prime}$ ). Hence, we get $s_{0}^{\prime}=s_{0}+k_{n}$.

Now if $k_{n}=1$ and $s_{0}=\lceil N / 2-1\rceil$ (and thus $s_{0}^{\prime}=\lceil N / 2\rceil$ ) the corresponding vectors $e$ and $e^{\prime}$ after the majority logic decoding differ in their first coordinate exactly. Thus Algorithm 2 will successfully deduce $k_{n}=1$.

Again the special choice of $c$ ensures that the first $\lfloor n / 128\rfloor$ bits of $t_{128 j}^{\prime}$ are balanced. Therefore the probability of $s_{0}^{\prime}$ being $\lceil N / 2\rceil$ can be upper bounded by

$$
\begin{aligned}
\mathcal{P}\left(m \oplus m^{\prime}=T(1,0, \ldots, 0)^{t} \mid k_{n}=1\right) & =\mathcal{P}\left(s_{0}^{\prime}=\lceil N / 2\rceil\right) \\
& =\frac{\binom{N^{\prime}}{\left.N^{\prime} / 2\right\rceil}}{2^{N^{\prime}}} \\
& >\sqrt{\frac{1}{2 \pi\left(N^{\prime}+1\right)}}
\end{aligned}
$$

where again $N^{\prime}=\left\lceil\frac{\ell-d-1-n}{128}\right\rceil$. Finally, let us consider the probability that, after running Algorithm 2 we deduce $k_{n}=0$ while it holds that $k_{n}=1$. This is givenby the probability that, under the condition that $k_{n}=1$, in none
of the $\alpha$ tries a difference equal to $T(1,0, \ldots, 0)^{t}$ occurred. It can be upper bounded by

$$
\mathcal{P}(\text { error }) \leq\left(1-\sqrt{\frac{1}{2 \pi\left(N^{\prime}+1\right)}}\right)^{\alpha}
$$

which is exponentially small in $\alpha$.

### 4.3 Experimental Results

We implemented the described attack against TCHo in C/C++ using Shoup's NTL library. We were able to derive the secret key for each proposed parameter set of [3] on a Core2 Duo 2.2 GHz laptop in less than 20 hours. The individual timings are given in Table 2

Table 2. Time to recover the secret key

|  | $k$ | $d$ | $w_{K}$ | $\ell$ | time in $h$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| I65 | 128 | 25820 | 45 | 50000 | 2 |
| II65 | 128 | 24730 | 67 | 68000 | 4.5 |
| III | 128 | 44677 | 25 | 90000 | 7 |
| IV | 128 | 24500 | 51 | 56000 | 3 |
| V | 128 | 17600 | 81 | 150000 | 20 |
| VI | 128 | 31500 | 65 | 100000 | 13 |

One implementation detail that is worth mentioning, is the computation of $\delta^{\prime}$ (resp. $\left.\hat{c}\right)$. A straightforward approach might be to compute the inverse of the matrix $M^{\prime}$ of known bits. This has however an utterly bad performance, so that it is not even possible to consider matrices of dimension 5000 , which is a rather small example compared to the size of secret polynomial. The best idea to compute $\delta^{\prime}$ and $\hat{c}$ is to solve the corresponding system of equations. We started by using the method provided by NTL, but its performance was still unsatisfactory. Because of the extreme sparsity of the matrix $M^{\prime}$ and the additionally a priori given triangular form, it is obvious that solving such a system of equations over $\mathbb{F}_{2}$ should not require much computation resources. Therefore we implemented a simple backwards substitution using an array to store the known one-bits and a obtained very efficient method to compute the required values $\delta^{\prime}$ and $\hat{c}$.

The value of $\alpha$ can be chosen rather large to get the probability of an error close to zero, since the expected number of encryptions to find a zero-bit does not depend on $\alpha$ and the number of one-bits is very small compared to the size of the key.

Also notice that it is possible to run an arbitrary number of instances in parallel to find the correct differences at the end of the decryption process.

There are several possibilities for further improvements of the actual attack. One could guess blocks of zeros, make use of the ability to detect missing onekeybits or reuse good ciphertext pairs. These improvements would allow to speed up the attack by some (small) factors.
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#### Abstract

We construct a public-key cryptosystem based on an NPcomplete problem in algebraic geometry. It is a problem of finding sections on fibered algebraic surfaces; in other words, we use a solution to a system of multivariate equations of high degrees. Our cryptosystem is a revised version of the algebraic surface cryptosystem (ASC) we constructed earlier (cf. AG04, AG06). We revise its encryption algorithm to avoid known attacks. Further, we show that the key size of our cryptosystem is one of the shortest among those of post-quantum public-key cryptosystems known at present.


Keywords: Public-key Cryptosystem, Algebraic Surface, Section.

## 1 Introduction

In 1994, Shor showed that the factorization problem and the discrete logarithm problem can be solved efficiently by a quantum computer [Shr. This implies that the RSA cryptosystem and Elliptic Curve cryptosystems will no longer be secure, once a quantum computer is built. We are thus in search for a publickey cryptosystem that does not rely on these problems and possibly can be implemented even on our present machines.

In this paper, we propose a new public-key cryptosystem whose security is based on an NP-complete problem in algebraic geometry. It is a problem of finding sections on algebraic surfaces fibered on an affine line. We shall call it a section finding problem (SFP) on algebraic surfaces. The SFP can be viewed as a problem of solving multivariate equation systems (of high degrees) over a finite field $\mathbb{F}_{p}$ with an arbitrary prime $p$. As this problem is known to be NP-complete, our cryptosystem is expected to have resistance against quantum computers. In what follows, we call our cryptosystem an algebraic surface cryptosystem (ASC).

The first version of the ASC was announced in [AG04]. It was then attacked by Uchiyama-Tokunaga UT] and Voloch Vol] in two different methods. The former attack uses a reduction-by-polynomial method that works in some special cases, while the latter employs a trace map of algebraic extensions of function fields that works in any case. (Eventually, Iwami [w08 found an unconditional reduction method generalizing the result of Uchiyama-Tokunaga.) The weakness
S. Jarecki and G. Tsudik (Eds.): PKC 2009, LNCS 5443, pp. $425442,2009$.
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of the original ASC lay in the use of a one-variable polynomial in the encryption algorithm. We have therefore changed it to a three-variable polynomial and revised the entire cryptosystem to avoid the attacks we mentioned above.

The new ASC was announced in AG07 and soon, Voloch Vol came up with an idea of attacking this new system. Fortunately, however, it did not really break our system as we explain in Sect. 5.5 later. In the present paper, we reproduce the cryptosystem described in AG07, and fill in various details and update the toy example.

One of the advantages of our new ASC is the small key size. To the best of our knowledge, it can offer one of the shortest keys of the known post-quantum public-key cryptosystems. For instance, a multivariate public-key cryptosystem is a candidate for a post-quantum cryptosystem. Its private key size is in the same order as ASC, but the public key size tends to be very large. The following table describes a rough comparison of the key sizes for several post-quantum cryptosystems, where $n$ is a security parameter.

Table 1. Key size of several post-quantum public-key cryptosystems

| Cryptosystem | Lattice-based | Multivariate | Knapsack | ASC |
| :--- | :---: | :---: | :---: | :---: |
| Public key | $O(n \log n)$ | $O\left(n^{3}\right)$ | $O\left(n^{2}\right)$ | $O(n)$ |
| Private key | $O(n \log n)$ | $O(n)$ | $O(n)$ | $O(n)$ |

Both multivariate public-key cryptosystems and our ASC are associated with a system of multivariate algebraic equations $f_{1}=\cdots=f_{m}=0$ over a finite field $\mathbb{F}_{p}$. Typically, the public key of a multivariate public-key cryptosystem is constructed directly from polynomials $f_{1}, \cdots, f_{m}$. The public key of the ASC, on the other hand, is a single equation $X(x, y)=0$ over a polynomial ring $\mathbb{F}_{p}[t]$ whose solution $\left(u_{x}(t), u_{y}(t)\right)$ is a pair of polynomials over $\mathbb{F}_{p}$ related with $f_{1}, \cdots, f_{m}$ (precisely, the coefficients of $u_{x}(t)$ and $u_{y}(t)$ are solutions to some equation system $f_{1}=\cdots=f_{m}=0$ ). In this way, we can elude the direct use of $f_{1}, \cdots, f_{m}$ and save the public-key size drastically.

This paper is organized as follows. Section 2 collects some important facts about algebraic surfaces and recalls our original cryptosystem (ASC04). Section 3 describes the attacks on the ASC04 by Uchiyama-Tokunaga and Iwami, and also by Voloch. We discuss how to avoid their attacks. Section 4 presents our new algebraic surface cryptosystem which has resistance against various types of attacks. That resistance is discussed in Sect. [5. Lastly, the key size of the ASC is evaluated in Sect. 6. In Appendix, we give a toy example to illustrate our algorithm concretely.

## 2 Preliminaries

### 2.1 Algebraic Surfaces and the Section Finding Problem

Let $k:=\mathbb{F}_{p}$ be a finite prime field of $p$ elements. An algebraic surface over $k$ is the set of solutions of algebraic equations over $k$ that has two dimensional freedom
over $k$. In order to construct our cryptosystem, we use an affine algebraic surface, $X$, in affine 3 -space $\mathbb{A}_{k}^{3}$ defined by a single equation

$$
\begin{equation*}
f(x, y, t)=0 \tag{1}
\end{equation*}
$$

over $k$. It does not matter whether $X$ is smooth or singular, but $f(x, y, t)$ should be irreducible.

There are many curves and points on $X$. For example, if we take another surface $Y$, then the intersection $X \cap Y$ is often a curve on $X$. These curves are easy to find, but finding all curves on $X$ is a difficult problem; in fact, there is no effective algorithm to do so in general.

There is a special kind of curves on $X$ which are generally very difficult to find explicitly. They are parameterized curves on $X$ written in such a form as

$$
(x, y, t)=\left(u_{x}(t), u_{y}(t), t\right),
$$

where $u_{x}(t)$ and $u_{y}(t)$ are polynomials in $t$ over $k$. If we define a map $\sigma: X \longrightarrow$ $\mathbb{A}^{1}$ by $\sigma(x, y, t)=t$, then this parameterized curve induces an inverse map $\tau: \mathbb{A}^{1} \longrightarrow X$ such that $\sigma \circ \tau=\operatorname{id}_{\mathbb{A}^{1}}$. The map $\sigma$ is called a fibration of $X$ on $\mathbb{A}^{1}$ and $\tau$ is called a section of $\sigma$. A section may be explained also as follows: rewriting $f(x, y, t)$ as a polynomial over $k[t]$, we can view $X$ as a curve over the field $k(t)$ (or over the ring $k[t]$ ). Then a section is a $k(t)$-rational point on this curve. Finding such rational points is a Hilbert's 10th problem over a function field and is a hard mathematical problem. In our case, there is an exponential-time algorithm to solve this problem (cf. [Szp), but no polynomial-time algorithm exists to find sections in general.

Definition 1. (Section Finding Problem) If $X(x, y, t)=0$ is a surface over $k$, then the problem of finding a parameterized curve $(x, y, t)=\left(u_{x}(t), u_{y}(t), t\right)$ on $X$ is called a section finding problem on $X$.

A general (but computationally inefficient) method of solving this problem, known at present, is as follows: express the defining equation for $X$ as

$$
X(x, y, t)=\sum_{(i, j, k) \in \Gamma_{X}} \eta_{i, j, k} x^{i} y^{j} t^{k}=0
$$

where $\Gamma_{f}$ denotes the set of indices $(i, j, k)$ that appear in a polynomial $f(x, y, t)$. Choose $r_{x}$ and $r_{y}$ that satisfy $\operatorname{deg} u_{x}(t)<r_{x}$ and $\operatorname{deg} u_{y}(t)<r_{y}$ and write

$$
\begin{aligned}
& u_{x}(t)=\alpha_{0}+\alpha_{1} t+\cdots+\alpha_{r_{x}-1} t^{r_{x}-1} \\
& u_{y}(t)=\beta_{0}+\beta_{1} t+\cdots+\beta_{r_{y}-1} t^{r_{y}-1}
\end{aligned}
$$

The substitution of these into $X(x, y, t)$ gives

$$
X\left(u_{x}(t), u_{y}(t), t\right)=\sum_{(i, j, k) \in \Gamma_{X}} \eta_{i, j, k} u_{x}(t)^{i} u_{y}(t)^{j} t^{k}=: \sum_{i} c_{i} t^{i}
$$

where $c_{i}$ are polynomials in $\alpha_{i}$ and $\beta_{j}$. If we write $r=\max \left\{i \operatorname{deg} u_{x}(t)+\right.$ $\left.j \operatorname{deg} u_{y}(t)+k \mid(i, j, k) \in \Gamma_{X}\right\}$, then we find a system of equations

$$
\left\{\begin{array}{c}
c_{0}\left(\alpha_{0}, \cdots, \alpha_{r_{x}-1}, \beta_{0}, \cdots, \beta_{r_{y}-1}\right)=0 \\
\cdots \\
c_{r}\left(\alpha_{0}, \cdots, \alpha_{r_{x}-1}, \beta_{0}, \cdots, \beta_{r_{y}-1}\right)=0
\end{array}\right.
$$

A solution to this system is a section of $X$. In this sense, our section finding problem can be reduced to solving a multivariate equation system of large degrees and such a problem is known to be NP-complete (cf. [GJ]).

### 2.2 Original Version (ASC04)

We briefly explain the first version of our cryptosystem (ASC04) that was announced in 2004. See AG04] for the details.

Keys. Following are important system parameters:

1. Size of the ground field: $p$
2. Maximum degree of sections: $d$
3. Number of blocks in a plaintext: $l$ (assume $d<l$ )
[Public keys and secret keys]
4. The secret key is a pair of two sections

$$
D_{1}:(x, y, t)=\left(u_{x}(t), u_{y}(t), t\right), \quad D_{2}:(x, y, t)=\left(v_{x}(t), v_{y}(t), t\right)
$$

with

$$
\begin{equation*}
d=\max \left\{\operatorname{deg} u_{x}(t), \operatorname{deg} u_{y}(t), \operatorname{deg} v_{x}(t), \operatorname{deg} v_{y}(t)\right\} \tag{2}
\end{equation*}
$$

2. The public key is a surface $X$ that contains $D_{i}$ as sections

$$
X(x, y, t)=\sum_{(i, j) \in \Lambda_{X}} c_{i j}(t) x^{i} y^{j}=0
$$

$$
\text { where } \Lambda_{X}:=\left\{(i, j) \in \mathbb{N}^{2} \mid c_{i j}(t) \neq 0\right\} \ni(0,0),(1,0)
$$

Key Generation. First we choose polynomials $D_{1}=\left(u_{x}(t), u_{y}(t), t\right)$ and $D_{2}=$ $\left(v_{x}(t), v_{y}(t), t\right)$, and then construct a surface $X(x, y, t)$ that contains $D_{1}$ and $D_{2}$ as sections. This can be done, for instance, by letting the polynomials satisfy $\left(u_{x}(t)-v_{x}(t)\right) \mid\left(u_{y}(t)-v_{y}(t)\right)$.

Encryption Algorithm. Divide a plaintext $m$ into $l$ blocks as $m=m_{0} \| \cdots$ $\| m_{l-1}$ and embed $m$ into a polynomial in $t$ by

$$
m(t)=m_{l-1} t^{l-1}+\cdots+m_{1} t+m_{0} \quad\left(0 \leq m_{i}<p, i=0, \cdots, l-1\right)
$$

1. Choose an irreducible polynomial $f(t)$ of degree $l$.
2. Choose a random polynomial

$$
\begin{equation*}
r(x, y, t)=\sum_{(i, j) \in \Lambda_{r}} r_{i j}(t) x^{i} y^{j} \tag{3}
\end{equation*}
$$

and write

$$
\begin{equation*}
X(x, y, t) r(x, y, t)=\sum_{(i, j) \in \Lambda_{X r}} a_{i j}(t) x^{i} y^{j} \tag{4}
\end{equation*}
$$

where $\Lambda_{X r}:=\left\{(i, j) \in \mathbb{N}^{2} \mid a_{i j}(t) \neq 0\right\}$.
3. Randomly choose

$$
\begin{equation*}
s(x, y, t)=\sum_{(i, j) \in \Lambda_{X_{r}}} s_{i j}(t) x^{i} y^{j} \tag{5}
\end{equation*}
$$

with $\operatorname{deg} s_{i j}(t)=\operatorname{deg} a_{i j}(t)-l$. This makes $f s$ and $X r$ have the same form as polynomials in $x$ and $y$ over $k[t]$.
4. Set the cipher polynomial $F(x, y, t)$ to be

$$
\begin{equation*}
F(x, y, t)=m(t)+f(t) s(x, y, t)+X(x, y, t) r(x, y, t) . \tag{6}
\end{equation*}
$$

Decryption Algorithm. First we substitute sections $D_{i}$ into $F(x, y, t)$ and let

$$
\begin{aligned}
& h_{1}(t)=F\left(u_{x}(t), u_{y}(t), t\right)=m(t)+f(t) s\left(u_{x}(t), u_{y}(t), t\right), \\
& h_{2}(t)=F\left(v_{x}(t), v_{y}(t), t\right)=m(t)+f(t) s\left(v_{x}(t), v_{y}(t), t\right) .
\end{aligned}
$$

1. Compute $h_{1}(t)-h_{2}(t)$ to find $f(t)\left\{s\left(u_{x}(t), u_{y}(t), t\right)-s\left(v_{x}(t), v_{y}(t), t\right)\right\}$.
2. Factor $h_{1}(t)-h_{2}(t)$ and obtain $f(t)$ as an irreducible polynomial of degree $l$.
3. Find $m(t)$ as the remainder in division of $h_{1}(t)$ by $f(t)$ and recover the plaintext $m$ from $m(t)$.

## 3 Attacks on ASC04

There have been announced two attacks on the ASC04. We sketch the ideas of these attacks and analyze how to avoid them.

### 3.1 Reduction Attack by Uchiyama and Tokunaga

Uchiyama and Tokunaga announced an attack on the ASC04 in 2007 (cf. [UT). Their algorithm is as follows.

1. Given a cipher text $F(x, y, t)$ as in (6), compute the remainder

$$
\begin{equation*}
R(x, y, t)=\sum_{(i, j) \in \Lambda_{R}} g_{i j}(t) x^{i} y^{j} \tag{7}
\end{equation*}
$$

in division of $F(x, y, t)$ by a public key $X(x, y, t)$.
2. Let $G$ be the set of all irreducible factors of $g_{i j}(t)$ of degree $\geq l$.
3. For each $f_{i}(t) \in G$, find the remainder $m_{i}(t)$ in division by $g_{00}(t)$. Then one of the $m_{i}(t)$ 's coincides with the plaintext $m(t)$.

To make this algorithm work, it is necessary that $G$ contains $f(t)$ and that $g_{00}$ has the form $g_{00}(t)=m(t)+f(t) s(t)$ for some $s(t)$. In [UT], it is proven that this condition is satisfied if the leading term $L T(X)$ of $X(x, y, t)$ in a monomial order is of the form $L T(X)=c x^{\alpha} y^{\beta}$ with $c \in \mathbb{F}_{p}$.

The algorithm of Uchiyama and Tokunaga can be generalized if there exists a monomial order for $x, y$ and $t$ with which the remainder of $F(x, y, t)$ in division by $X(x, y, t)$ coincides with some part of

$$
\begin{equation*}
m(t)+f(t) s(x, y, t)=m(t)+f(t) \sum_{(i, j) \in \Lambda} s_{i j}(t) x^{i} y^{j} \tag{8}
\end{equation*}
$$

### 3.2 A Refinement by Iwami

The Uchiyama and Tokunaga attack had an assumption that the leading term $L T(X)$ of $X(x, y, t)$ in a monomial order is of the form $L T(X)=c x^{\alpha} y^{\beta}$ with $c \in \mathbb{F}_{p}$. In Iw08, Iwami found a way to get rid of this assumption. The main idea is to consider $X(x, y, t)$ as a polynomial in two variables $x$ and $y$ over the field $\mathbb{F}_{p}(t)$ rather than as a polynomial in three variables over $\mathbb{F}_{p}$. Then by dividing through by the coefficient of the leading term, one can always have the situation $L T(X)=x^{\alpha} y^{\beta}$. Now apply the reduction algorithm to $X(x, y, t)$ over $\mathbb{F}_{p}(t)$ and clear the denominators of the coefficients. The same method of Uchiyama and Tokunaga on the numerators of the coefficients reveals the polynomial $f(t)$.

### 3.3 Conditions to Avoid the Reduction Attack

One way to avoid the reduction attack is to modify the ASC04 so that no monomial order will be effective to extract sufficient information of $m(t)$ and $f(t)$ when $F(x, y, t)$ is divided by $X(x, y, t)$.

Let $>$ be a monomial order on $k\left[x_{1}, \cdots, x_{n}\right]$ and write $x^{\alpha}$ for $x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$. For a non-zero polynomial $f=\sum_{\alpha} a_{\alpha} x^{\alpha} \in k\left[x_{1}, \cdots, x_{n}\right]$, let multideg $(f)$ denote the multidegree of $f$ and $L T(f)$ the leading term of $f$. It is known that every polynomial $f \in k\left[x_{1}, \cdots, x_{n}\right]$ can be expressed as

$$
f=a X+r
$$

for some $a, r \in k\left[x_{1}, \cdots, x_{n}\right]$ satisfying $r=0$ or $r$ is a linear combination of monomials that are not divisible by $L T(X)$. Furthermore, if $a X \neq 0$, then multideg $(f) \geq$ multideg $(a X)$. As $r$ is not divisible by $L T(X)$ when $r \neq 0$, we can avoid the reduction attack if $L T(X)$ divide some monomials in $m(t)$ and $f(t)$ in every monomial order. Since there are an infinite number of monomial orders, almost all monomials in $X(x, y, t)$ can be a leading term. Therefore we are led to change $m(t)$ and $f(t)$ to polynomials $m(x, y, t)$ and $f(x, y, t)$ in 3 variables and pose the following condition:
(Condition). $m(x, y, t)$ and $f(x, y, t)$ contain some monomials that are divisible by all monomials in $X(x, y, t)$.

### 3.4 An Attack by Voloch

Another attack was suggested by Voloch Vol. His idea is to consider an extension of $\mathbb{F}_{p}(t)$ and use the trace map $T$. Let $F(x, y, t)$ be a ciphertext.

1. Substitute some polynomial $c(t)$ into $y$ so that $X(x, c(t), t)$ becomes irreducible.
2. Let $\alpha$ be a solution to $X(x, c(t), t)=0$ over $\mathbb{F}_{p}(t)$ and find $\beta \in \mathbb{F}_{p}(t)(\alpha)$ such that $T_{\mathbb{F}_{p}(t)(\alpha) / \mathbb{F}_{p}(t)}(\beta)=0$.
3. Compute $T(\beta F(\alpha, c(t), t))$ and have

$$
T(\beta F(\alpha, c(t), t))=T(\beta m(t)+\beta f(t) s(\alpha, c(t), t))=f(t) T(\beta s(\alpha, c(t), t))
$$

4. Factor $T(\beta F(\alpha, c(t), t))$ and obtain $f(t)$.
5. Find $\beta_{1} \in \mathbb{F}_{p}(t)(\alpha)$ such that $T_{F_{p}(t)(\alpha) / F_{p}(t)}\left(\beta_{1}\right) \in \mathbb{F}_{p}^{\times}$and compute:

$$
T\left(\beta_{1} F(\alpha, c(t), t)\right)=m(t) T\left(\beta_{1}\right)+f(t) T\left(\beta_{1} s(\alpha, c(t), t)\right)
$$

6. Divide $T\left(\beta_{1} F(\alpha, c(t), t)\right)$ by $f(t)$ to find $m(t) T\left(\beta_{1}\right)$ and then $m(t)$.

### 3.5 Ideas to Avoid Voloch's Attack

There may be two ways to avoid Voloch's attack: make the trace computation extremely time-consuming or change the form of $m(t)$ and $f(t)$. Both ideas can be realized simultaneously by letting $m(t)$ and $f(t)$ multi-variable.

For instance, replace $m(t)$ by $m(x, t)$ and $f(t)$ by $f(y, t)$. Choose $x=c(t)$. Let $y=\alpha$ be a solution to $X(c(t), y, t)=0$. Compute $T\left(\beta_{0} F(c(t), \alpha, t)\right)$ with an element $\beta_{0}$ satisfying $T\left(\beta_{0}\right)=0$. We can find $T\left(\beta_{0} f(\alpha, t) s(c(t), \alpha, t)\right)$. But, this does not yield $f(\alpha, t)$. Neither in the attempt by $y=c(t)$ can we obtain enough information for $f(y, t)$ or $m(x, t)$. Therefore the Voloch attack does not work in this case.
(On the other hand, if we replace $m(t)$ by $m(x, t)$ and keep $f(t)$ as is, then $f(t)$ can be obtained in the same way as in Sect. 3.4 and $m(x, t)$ can be found by taking various $y=c(t)$. Hence the case ( $m(x, t), f(t))$ is insecure.)

Considering all cases, we conclude in particular the following:
(Safe case). The case where $m(t)$ and $f(t)$ are replaced by three-variable polynomials $m(x, y, t)$ and $f(x, y, t)$, respectively, is safe.

## 4 New Algorithm (Algebraic Surface Cryptosystem)

This section presents an improved algebraic surface public-key cryptosystem (ASC) which has resistance against the attacks described in Sect. 3. The discussions in Sect. 3.5 and 3.3 suggest that $m(t)$ and $f(t)$ should be 3 -variable polynomials $m(x, y, t)$ and $f(x, y, t)$.

Although this idea is effective to avoid the attacks, a problem arises now in decryption steps 1 and 2 of ASC04 as $m\left(u_{x}(t), u_{y}(t), t\right) \neq m\left(v_{x}(t), v_{y}(t), t\right)$ and
$f\left(u_{x}(t), u_{y}(t), t\right) \neq f\left(v_{x}(t), v_{y}(t), t\right)$. Our solution to overcome this drawback is to employ an algebraic surface $X$ with one section and use two cipher polynomials instead.

We assume that algebraic surfaces are defined over a prime field $\mathbb{F}_{p} .(p$ is a prime small enough to calculate, such as primes within the word size.)

### 4.1 Keys

1. Secret key
$D:(x, y, t)=\left(u_{x}(t), u_{y}(t), t\right):$ a section of $X$
2. Public key
(a) $X(x, y, t)=0$ : a defining equation of a surface $X$ with fibration.
(b) $m(x, y, t)=\sum_{(i, j) \in \Lambda_{m}} m_{i j}(t) x^{i} y^{j}$ : a plaintext polynomial where $\Lambda_{m}$ and $\operatorname{deg} m_{i j}(t)$ are fixed.
(c) $f(x, y, t)=\sum_{(i, j) \in \Lambda_{f}} f_{i j}(t) x^{i} y^{j}$ : a divisor polynomial where $\Lambda_{f}$ and $\operatorname{deg} f_{i j}(t)$ are fixed.
Here $\Lambda_{A}$ denotes the set of exponents of nonzero $x^{i} y^{j}$ terms in $A(x, y, t)$. We choose $m(x, y, t)$ and $f(x, y, t)$ so that they satisfy

$$
\begin{equation*}
\Lambda_{m} \subset \Lambda_{f} \Lambda_{X} \tag{9}
\end{equation*}
$$

where $\Lambda_{A} \Lambda_{B}=\left\{\left(i_{a}+i_{b}, j_{a}+j_{b}\right) \mid\left(i_{a}, j_{a}\right) \in \Lambda_{A},\left(i_{b}, j_{b}\right) \in \Lambda_{B}\right\}$.
The decryption process requires that these keys satisfy the following condition:

$$
\begin{align*}
& \left\{\begin{array}{l}
\operatorname{deg}_{x} X(x, y, t)<\operatorname{deg}_{x} m(x, y, t)<\operatorname{deg}_{x} f(x, y, t) \\
\operatorname{deg}_{y} X(x, y, t)<\operatorname{deg}_{y} m(x, y, t)<\operatorname{deg}_{y} f(x, y, t) \\
\operatorname{deg}_{t} X(x, y, t)<\operatorname{deg}_{t} m(x, y, t)<\operatorname{deg}_{t} f(x, y, t)
\end{array}\right.  \tag{10}\\
& \text { and } \\
& \left(\operatorname{deg}_{x} m(x, y, t), \operatorname{deg}_{y} m(x, y, t), \operatorname{deg}_{t} m(x, y, t)\right) \in \Gamma_{m}, \\
& \left(\operatorname{deg}_{x} f(x, y, t), \operatorname{deg}_{y} f(x, y, t), \operatorname{deg}_{t} f(x, y, t)\right) \in \Gamma_{f},
\end{align*}
$$

where $\Gamma_{m}=\left\{(i, j, k) \in \mathbb{N}^{3} \mid c_{i j k} \neq 0\right\}$ denotes the set of exponents of nonzero $x^{i} y^{j} t^{k}$ terms in $m(x, y, t)$, so that $m(x, y, t)=\sum_{(i, j, k) \in \Gamma_{m}} c_{i j k} x^{i} y^{j} t^{k}$.

Condition (10) implies the following inequality:

$$
\begin{equation*}
\operatorname{deg}\left(m\left(u_{x}(t), u_{y}(t), t\right)\right)<\operatorname{deg}\left(f\left(u_{x}(t), u_{y}(t), t\right)\right) \tag{11}
\end{equation*}
$$

Also, we see that $m(x, y, t)$ and $f(x, y, t)$ have at least one term divisible by any terms of $X(x, y, t)$.

First we define a set of polynomials $D$ (i.e. secret key) and then construct $X$ containing $D$ as a section. (Details are explained in Sect. 4.3.) For security reasons, we assume that the general fiber of $X$ is not a rational curve. This can be realized, for instance, by letting $\operatorname{deg}_{x} X(x, y, t)>2$ and $\operatorname{deg}_{y} X(x, y, t)>2$.

### 4.2 Encryption/Decryption

Encryption. Let $m$ be a plaintext, and divide $m$ into small blocks as $m=$ $m_{00}\|\cdots\| m_{i j}\|\cdots\| m_{I J}$ where

$$
\forall(i, j) \in \Lambda_{m}, \quad\left|m_{i j}\right| \leq(|p|-1)\left(\operatorname{deg} m_{i j}(t)+1\right) .
$$

Further, write $\ell_{i j}:=\operatorname{deg} m_{i j}(t)$ and divide $m_{i j}$ into $\ell_{i j}+1$ blocks each of which is of $(|p|-1)$ bits:

$$
m_{i j}=m_{i j 0}\left\|m_{i j 1}\right\| \cdots \| m_{i j \ell_{i j}}
$$

1. Embed $m$ into a plaintext polynomial as

$$
m(x, y, t)=\sum_{(i, j) \in \Lambda_{m}} m_{i j}(t) x^{i} y^{j}
$$

where $m_{i j}(t)$ is given as

$$
m_{i j}(t)=\sum_{k=0}^{\operatorname{deg} m_{i j}(t)} m_{i j k} t^{k}
$$

2. Choose a random divisor polynomial $f(x, y, t)$ in accordance with the condition of $f(x, y, t)$.
3. Choose random polynomials $r_{0}(x, y, t)$ and $r_{1}(x, y, t)$ that have the same form as $f(x, y, t)$; i.e. they have $\Lambda_{r}=\Lambda_{f}$ and $\operatorname{deg} r_{i j}(t)=\operatorname{deg} f_{i j}(t)$ for $(i, j) \in \Lambda_{f}$ as polynomials in $x$ and $y$ over $k[t]$.
4. Choose random polynomials $s_{0}(x, y, t)$ and $s_{1}(x, y, t)$ that have the same form as $X(x, y, t)$; i.e. they have $\Lambda_{s}=\Lambda_{X}$ and $\operatorname{deg} s_{i j}(t)=\operatorname{deg} c_{i j}(t)$ for $(i, j) \in \Lambda_{X}$ as polynomials in $x$ and $y$ over $k[t]$.
5 . Construct the cipher polynomial $F(x, y, t)$ by

$$
\begin{align*}
& F_{0}(x, y, t)=m(x, y, t)+f(x, y, t) s_{0}(x, y, t)+X(x, y, t) r_{0}(x, y, t), \\
& F_{1}(x, y, t)=m(x, y, t)+f(x, y, t) s_{1}(x, y, t)+X(x, y, t) r_{1}(x, y, t) . \tag{12}
\end{align*}
$$

Decryption. Note that the section $D$ satisfies $X\left(u_{x}(t), u_{y}(t), t\right)=0$ as they are on the surface $X$.

1. Substitute $D$ into $F_{i}(x, y, t)$ :

$$
\begin{aligned}
h_{0}(t) & =F_{0}\left(u_{x}(t), u_{y}(t), t\right) \\
& =m\left(u_{x}(t), u_{y}(t), t\right)+f\left(u_{x}(t), u_{y}(t), t\right) s_{0}\left(u_{x}(t), u_{y}(t), t\right), \\
h_{1}(t) & =F_{1}\left(u_{x}(t), u_{y}(t), t\right) \\
& =m\left(u_{x}(t), u_{y}(t), t\right)+f\left(u_{x}(t), u_{y}(t), t\right) s_{1}\left(u_{x}(t), u_{y}(t), t\right) .
\end{aligned}
$$

2. Compute $h_{0}(t)-h_{1}(t)$ :

$$
\begin{equation*}
h_{0}(t)-h_{1}(t)=f\left(u_{x}(t), u_{y}(t), t\right)\left\{s_{0}\left(u_{x}(t), u_{y}(t), t\right)-s_{1}\left(u_{x}(t), u_{y}(t), t\right)\right\} \tag{13}
\end{equation*}
$$

3. Factor $h_{0}(t)-h_{1}(t)$.
4. Find a factor of $h_{0}(t)-h_{1}(t)$ whose degree matches $\operatorname{deg} f\left(u_{x}(t), u_{y}(t), t\right)$. (This degree can be calculated from the initial setting of $f(x, y, t)$ and $D=$ $\left.\left(u_{x}(t), u_{y}(t), t\right).\right)$
5. Compute $h_{0}(t) \equiv m\left(u_{x}(t), u_{y}(t), t\right)\left(\bmod f\left(u_{x}(t), u_{y}(t), t\right)\right)(c$. (11)) $)$
6. Extract the coefficient $m_{i j}(t)$ from $m(x, y, t)$ by solving linear equations.

Let $m(x, y, t)=\sum_{(i, j, k) \in \Gamma_{m}} m_{i j k} x^{i} y^{j} t^{k}$, where $m_{i j k}$ 's are variables. Construct linear equations by comparing the coefficients of $t$ in

$$
m\left(u_{x}(t), u_{y}(t), t\right)=\sum_{(i, j, k) \in \Gamma_{m}} m_{i j k} u_{x}(t)^{i} u_{y}(t)^{j} t^{k}
$$

The left-hand side is given in Step 5 .
7. Extract $m$ from $m_{i j}(t)$ and authenticate the MAC of $m$. We can make certain of the plaintext $m$, if MAC is authenticated. Otherwise, return to Step 4 .

In Step 4 we may not always extract $f\left(u_{x}(t), u_{y}(t), t\right)$ exactly, since the factor of degree equal to $\operatorname{deg} f\left(u_{x}(t), u_{y}(t), t\right)$ is not always unique. If this happens, then we repeat Steps 4 to 7 until MAC is authenticated.

We note that $\operatorname{deg} m\left(u_{x}(t), u_{y}(t), t\right)$ and $\operatorname{deg} f\left(u_{x}(t), u_{y}(t), t\right)$ are fixed. If the difference $\operatorname{deg}\left(f\left(u_{x}(t), u_{y}(t), t\right)\right)-\operatorname{deg}\left(m\left(u_{x}(t), u_{y}(t), t\right)\right)$ in (11) is set large, then we have a good chance to find $f\left(u_{x}(t), u_{y}(t), t\right)$ immediately.

Remark 1. In the decryption process, some factorizations of polynomials in $t$ can be rather time-consuming and Step 4 involves a knapsack problem. But, as we noted above, it is not an arbitrary knapsack problem, and so we can keep the entire algorithm practical. (The exact complexity of the decryption algorithm is under evaluation now and will be discussed elsewhere.)

### 4.3 Key Generation

Generation of Algebraic Surfaces. Let $X(x, y, t)=0$ be a surface given by

$$
X(x, y, t)=\sum_{(i, j) \in \Lambda_{X}} c_{i j}(t) x^{i} y^{j}
$$

1. Randomly choose a set of polynomials $\left(u_{x}(t), u_{y}(t)\right)$ as a section.
2. Randomly choose polynomials $c_{i j}(t)$ with $(i, j) \neq(0,0)$ and calculate $c_{00}(t)$ by

$$
c_{00}(t)=-\sum_{(i, j) \in \Lambda_{X} \backslash\{(0,0)\}} c_{i j}(t) u_{x}(t)^{i} u_{y}(t)^{j}
$$

The Form of $\boldsymbol{m}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{t})$ and $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{t})$. We describe a method of determining $\operatorname{deg} f_{i j}(t)$ and $\operatorname{deg} m_{i j}(t)$. The form of $f(x, y, t)$ which satisfies (10) can be defined easily from the information of $X(x, y, t) . \Lambda_{m}$ can be determined as a subset of $\Lambda_{X} \Lambda_{f}$ in (10). To find a plaintext efficiently, linear equations established in decryption step 6 should have a unique solution. In Step 6 we construct equations as follows

$$
A\left(\begin{array}{l}
m_{000}  \tag{14}\\
m_{001} \\
m_{002} \\
\vdots \\
m_{i j k} \\
\vdots
\end{array}\right)=\left(\begin{array}{l}
c_{0} \\
c_{1} \\
c_{2} \\
\vdots \\
c_{K}
\end{array}\right),
$$

where $c_{0}, \cdots, c_{K}$ are coefficients of

$$
m\left(u_{x}(t), u_{y}(t), t\right)=\sum_{\tau=0}^{K} c_{\tau} t^{\tau}
$$

The equations (14) have a unique solution, if and only if $\operatorname{rank}(A)=n$, where $n$ denotes the number of variable $m_{i j k}$ 's. Hence we must return to the determining process of the form of $f(x, y, t)$, if $\operatorname{rank}(A)<n$.

## 5 Security Analysis

In this section, we will discuss about the resistance of our system against various types of attacks.

### 5.1 Reduction to a Multivariate Equation System

When we solve $F_{0}(x, y, t)-F_{1}(x, y, t)=f(x, y, t) s(x, y, t)+X(x, y, t) r(x, y, t)$, an obvious way is to let

$$
\begin{aligned}
& f(x, y, t)=\sum_{(i, j, k) \in \Gamma_{f}} a_{i j k} x^{i} y^{j} t^{i}, \\
& s(x, y, t)=\sum_{(i, j, k) \in \Gamma_{X}} b_{i j k} x^{i} y^{j} t^{k}, \\
& r(x, y, t)=\sum_{(i, j, k) \in \Gamma_{f}} c_{i j k} x^{i} y^{j} t^{k},
\end{aligned}
$$

and consider a multivariate equation system in $a_{i j k}, b_{i j k}$ and $c_{i j k}$. If there exists a solution to this system, then we can obtain exact $f(x, y, t)$. Then we may have $m(x, y, t)$ by using ideal $(f, X)$. But, as $\# \Gamma_{f}$ and $\# \Gamma_{X}$ increase, finding a solution to this system becomes considerably difficult, even if $c_{i j k}$ 's are eliminated by substituting rational points of $X(x, y, t)$. For instance, if $\# \Gamma_{f}>50$ and $\# \Gamma_{X}>50$, then the system contains more than 100 variables. Hence it becomes computationally intractable when we choose a sufficiently large $\# \Gamma_{f}$ and $\# \Gamma_{X}$.

### 5.2 Reduction by the Defining Equation

One can try to divide $F_{0}(x, y, t)-F_{1}(x, y, t)$ by $X(x, y, t)$ to find a common divisor $f(x, y, t)$ in the possible remainders. But $f(x, y, t)$ does not appear in these remainders since $m(x, y, t)$ and $f(x, y, t)$ have at least one term divisible by any terms of $X(x, y, t)$; this is due to (10).

### 5.3 Reduction by Substituting Various Curves

Among the affine curves in $\mathbb{A}^{3}$, there are many rational curves parameterized in such a way as

$$
(x, y, t)=\left(u_{x}(\omega), u_{y}(\omega), u_{t}(\omega)\right)
$$

If one can find such curves on $X$, then he can use them for the sections of $X$ and decode the ciphertext in the same way as we decipher it using sections. We show, however, that finding such curves on $X$ is as difficult as finding sections on $X$. We explain this according to $\operatorname{deg} u_{t}(\omega)$.
(i) Case $\operatorname{deg} u_{t}(\omega) \geq 2$

This is part of the divisor finding problem on $X$. As we assume the difficulty of it, such parameterized curves cannot be found easily.
(ii) Case $\operatorname{deg} u_{t}(\omega)=1$

This is equivalent to finding sections on $X$, and hence it is difficult to find such curves on $X$.
(iii) Case $\operatorname{deg} u_{t}(\omega)=0$

This means that $t$ is set to be some constant value and we try to find a parameterized curve in $\omega$. As we assume that the general fibers of $X$ are nonrational (cf. Sect. 4.1), only singular fibers may contain rational curves. Hence we look for a singular fiber containing a rational curve.

One can find singular fibers by solving a system of equations $\partial X / \partial x=$ $\partial X / \partial y=0$ consisting of partial derivatives of $X(x, y, t)=0$ with respect to $x$ and $y$. But, as we raise the degree of $X$, this becomes considerably difficult. Also, no efficient algorithm is known for determining whether or not a singular fiber contains a rational curve. Even if it contains a rational curve, finding a parameterization by $\omega$ is a divisor finding problem and is known to be difficult. Therefore the attack by substituting rational curves does not seem to be effective.

### 5.4 Reduction to a Function Field $\mathbb{F}_{p}(t)$ by the Trace Map

As we explained in Sect. 3.5, Voloch's attack by the trace map (at least in the original form) does not work on ASC.

### 5.5 Voloch's New Attack

Previously, our ASC was announced in SCIS 2008 (cf. AG07) and soon after, Voloch communicated to us with a new attack that uses rational points on surfaces over finite fields; see Vol. The attacking procedure is described as follows:

1. Let $F(x, y, t)=F_{1}(x, y, t)-F_{2}(x, y, t)$; i.e.

$$
F(x, y, t)=f(x, y, t)\left(s_{1}(x, y, t)-s_{2}(x, y, t)\right)+X(x, y, t)\left(r_{1}(x, y, t)-r_{2}(x, y, t)\right)
$$

2. Let $g(x, y, t)=f(x, y, t)\left(s_{1}(x, y, t)-s_{2}(x, y, t)\right)$ and write

$$
g(x, y, t)=\sum_{(i, j) \in \Gamma_{g}} g_{i j k} x^{i} y^{j} t^{k}
$$

3. Find a large number of rational points $\left(x_{\ell}, y_{\ell}, t_{\ell}\right)$ on $X(x, y, t)=0$ and substitute them into $F(x, y, t)$ to obtain a system of linear equations in $g_{i j k} \in \mathbb{F}_{p}:$

$$
\begin{equation*}
g\left(x_{\ell}, y_{\ell}, t_{\ell}\right)=F\left(x_{\ell}, y_{\ell}, t_{\ell}\right) \quad(\ell=1, \cdots, n) . \tag{15}
\end{equation*}
$$

4. Solve this system for $g_{i j k}$ and factor $g(x, y, t)$ to find $f(x, y, t)$.
5. Finally, substitute rational points of $X(x, y, t)=0$ into

$$
F_{1}(x, y, t)=m(x, y, t)+f(x, y, t) s_{1}(x, y, t)+X(x, y, t) r_{1}(x, y, t)
$$

to construct a system of linear equations in the coefficients of $m(x, y, t)$ and $s_{1}(x, y, t)$. A solution to this system gives $m(x, y, t)$.

Effectiveness of Voloch's Rational Point Attack. The above new attack requires many rational points on $X(x, y, t)=0$, which can be obtained by raising the field of definition for $X(x, y, t)=0$. However, we claim that no matter how many rational points we use, the polynomials $f(x, y, t)$ and $m(x, y, t)$ cannot be determined uniquely. In fact, if $g_{0}(x, y, t)$ is a solution to (15), then for any polynomial $r(x, y, t), g_{0}(x, y, t)+X(x, y, t) r(x, y, t)$ also serves as a solution. Hence by raising the number of monomials in $r(x, y, t)$ (which is the same as in $f(x, y, t)$ ), we have too many candidates for $g(x, y, t)$ in the decryption process. More precisely, if $\gamma$ denotes the number of monomials in $r(x, y, t)$, then there are $p^{\gamma}$ candidates for $g(x, y, t)$. Therefore, for instance, by choosing $\gamma$ that satisfies (16), we may avoid Voloch's rational point attack:

$$
\begin{equation*}
p^{\gamma}>2^{100} \tag{16}
\end{equation*}
$$

It is not difficult to create the situation with (16).

## 6 Key Size Estimation

Finally, we discuss the public and secret key sizes to keep the ASC sufficiently secure. ASC has four parameters $d$ (maximal degree of the polynomials defining a section), $w=\operatorname{deg}_{x y} X(x, y, t), k$ (number of terms in $X(x, y, t)$ respect to $x$ and $y$ ) and $p$ (size of finite fields). Now we assume $p=2$ to compare with the case of HFE.

In the case of $w \leq 4$, surfaces $X$ are very likely to be elliptic or rational surfaces whose sections are known well. So $w$ must be greater than or equal to 5 to avoid this case. Also, $d$ must be greater than or equal to 50 to avoid the attack by Faugère et al. in FJ03].

These observations suggest that the secret key size must be larger than 100 bits. A public key $X(x, y, t)$ contains coefficients $a_{1}(t), \cdots, a_{k}(t)$. The degrees of $c_{00}(t)$ can be set equal to $d w$ by the key generation algorithm, if the coefficient of $x^{\operatorname{deg}_{x} X} y^{\operatorname{deg}_{y} X}$ is constant. So the public-key size can be set less than or equal to $(k-1) d w$ in size. The lower bound of $k$ is 3 , since the key generation algorithm requires a constant term. So the public-key size is presented in the linear from of $d$. Hence a lower bound for the public-key size is 500 bits, which is much smaller than HFE.

## 7 Conclusion

This paper has proposed a new type of public-key cryptosystem whose security is based on a section finding problem on algebraic surfaces. The section finding problem has no known efficient algorithm to solve other than finding roots of a multivariable equation system that is NP-complete in general. We show that our system requires only $O(n)$ bit key size that is much smaller than other postquantum cryptosystems.
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## A Toy Example

We give an example of the algebraic surface cryptosystem described in this paper. This example is intended mainly to demonstrate our algorithm explicitly. The security of the system is not fully guaranteed; in practice, we should use more complicated polynomials.

Set $k=\mathbb{F}_{17}$ (i.e. $p=17$ ).

## A. 1 Key Generation

Choose $u_{x}(t)=14 t^{3}+12 t^{2}+5 t+1$ and $u_{y}(t)=11 t^{3}+3 t^{2}+5 t+4$. Let $D$ be a parameterized curve

$$
\begin{equation*}
D:\left(u_{x}(t), u_{y}(t), t\right)=\left(14 t^{3}+12 t^{2}+5 t+1,11 t^{3}+3 t^{2}+5 t+4, t\right) . \tag{17}
\end{equation*}
$$

An algebraic surface $X$ having $D$ as a section is constructed as follows:

$$
\begin{aligned}
X(x, y, t)= & (t+10) x^{3} y^{2}+\left(16 t^{2}+7 t+4\right) x y^{2}+3 t^{16}+8 t^{15}+13 t^{14}+8 t^{13}+3 t^{12}+ \\
& 12 t^{11}+4 t^{10}+8 t^{9}+7 t^{8}+4 t^{7}+13 t^{6}+2 t^{5}+5 t^{4}+4 t^{3}+14 t^{2}+9 t+14 .
\end{aligned}
$$

We fix the form of a plain-text polynomial $m(x, y, t)$ and a divisor polynomial $f(x, y, t)$ as follows, where $\mathfrak{F}_{m}=\{(0,0)=17,(4,4)=17\}$ for instance means that the index set of $m(x, y, t)$ is $\Lambda_{m}=\{(0,0),(4,4)\}$ and $\operatorname{deg} m_{00}(t)=17$ and $\operatorname{deg} m_{44}(t)=17$ :

$$
\begin{aligned}
& \mathfrak{F}_{X}=\{(0,0)=16,(1,2)=2,(3,2)=1\}, \\
& \mathfrak{F}_{f}=\{(0,0)=13,(1,2)=11,(5,5)=18\}, \\
& \mathfrak{F}_{m}=\{(0,0)=17,(4,4)=17\} .
\end{aligned}
$$

The polynomials $X(x, y, t), f(x, y, t)$ and $m(x, y, t)$ thus constructed satisfy (10) and (16).

## A. 2 Encryption

For example, a plain text $m=0 x b 3 f 25 a 22 d 683 a 10 b 362 b c 3 e 17 a 6 b 832794 f 5$ can be embedded into a polynomial $m(x, y, t)$ as

$$
\begin{aligned}
m(x, y, t)= & \left(5 t^{17}+15 t^{16}+4 t^{15}+9 t^{14}+7 t^{13}+2 t^{12}+3 t^{11}+8 t^{10}+11 t^{9}+\right. \\
& \left.6 t^{8}+10 t^{7}+7 t^{6}+t^{5}+14 t^{4}+3 t^{3}+12 t^{2}+11 t+2\right) x^{4} y^{4}+6 t^{17}+ \\
& 3 t^{16}+11 t^{15}+t^{13}+10 t^{12}+3 t^{11}+8 t^{10}+6 t^{9}+13 t^{8}+2 t^{7}+ \\
& 2 t^{6}+10 t^{5}+5 t^{4}+2 t^{3}+15 t^{2}+3 t+11 .
\end{aligned}
$$

Then choose randomly an irreducible polynomial $f(x, y, t)$ as

$$
\begin{aligned}
f(x, y, t)= & \left(t^{18}+8 t^{17}+8 t^{16}+6 t^{15}+3 t^{14}+11 t^{13}+12 t^{12}+9 t^{11}+14 t^{10}+\right. \\
& \left.8 t^{9}+11 t^{8}+10 t^{7}+7 t^{6}+8 t^{5}+16 t^{4}+10 t^{3}+12 t^{2}+7 t+16\right) x^{5} y^{5}+ \\
& \left(7 t^{11}+2 t^{10}+16 t^{9}+16 t^{8}+2 t^{7}+4 t^{6}+4 t^{5}+9 t^{4}+9 t^{3}+t^{2}+\right. \\
& 7 t+14) x y^{2}+8 t^{13}+12 t^{12}+15 t^{11}+5 t^{9}+12 t^{8}+13 t^{7}+6 t^{6}+ \\
& 6 t^{5}+2 t^{4}+13 t^{3}+14 t^{2}+14 t+11 .
\end{aligned}
$$

Also, we may choose $s_{i}(x, y, t)$ and $r_{i}(x, y, t)$ as

$$
\begin{aligned}
s_{1}(x, y, t)= & (4 t+2) x^{3} y^{2}+\left(16 t^{2}+9 t+4\right) x y^{2}+8 t^{16}+4 t^{15}+11 t^{14}+7 t^{13}+t^{12}+ \\
& 11 t^{10}+8 t^{9}+13 t^{8}+12 t^{7}+14 t^{6}+16 t^{5}+8 t^{4}+13 t^{3}+16 t^{2}+14 t+4, \\
s_{2}(x, y, t)= & (7 t+11) x^{3} y^{2}+\left(11 t^{2}+3 t+3\right) x y^{2}+t^{16}+3 t^{15}+13 t^{14}+t^{13}+ \\
& 3 t^{12}+16 t^{11}+9 t^{10}+4 t^{9}+12 t^{7}+t^{6}+7 t^{5}+t^{4}+4 t^{3}+2 t+1, \\
r_{1}(x, y, t)= & \left(10 t^{18}+3 t^{17}+7 t^{16}+t^{15}+10 t^{14}+10 t^{13}+5 t^{12}+7 t^{11}+15 t^{10}+\right. \\
& \left.10 t^{9}+8 t^{8}+2 t^{7}+16 t^{6}+4 t^{4}+t^{3}+3 t^{2}+16 t+2\right) x^{5} y^{5}+\left(t^{11}+\right. \\
& 10 t^{10}+14 t^{9}+10 t^{8}+2 t^{7}+4 t^{6}+13 t^{5}+6 t^{4}+10 t^{3}+10 t^{2}+ \\
& 4 t+15) x y^{2}+5 t^{13}+16 t^{12}+t^{11}+8 t^{10}+8 t^{9}+3 t^{8}+3 t^{7}+5 t^{6}+ \\
& 3 t^{5}+3 t^{4}+9 t^{3}+7 t^{2}+t+15, \\
r_{2}(x, y, t)= & \left(12 t^{18}+2 t^{17}+7 t^{16}+6 t^{15}+8 t^{14}+9 t^{13}+16 t^{12}+4 t^{11}+8 t^{8}+\right. \\
& \left.8 t^{7}+10 t^{6}+13 t^{5}+12 t^{4}+11 t^{3}+8 t^{2}+4 t+16\right) x^{5} y^{5}+\left(t^{11}+\right. \\
& 8 t^{10}+2 t^{9}+t^{8}+4 t^{7}+2 t^{6}+8 t^{5}+4 t^{4}+13 t^{3}+15 t^{2}+2 t+ \\
& 8) x y^{2}+16 t^{13}+6 t^{12}+t^{11}+11 t^{10}+16 t^{9}+4 t^{8}+2 t^{7}+14 t^{6}+ \\
& 3 t^{5}+7 t^{4}+13 t^{3}+13 t^{2}+8 t+16,
\end{aligned}
$$

where $r_{i}(x, y, t)$ satisfies the condition of a divisor polynomial, $s_{i}(x, y, t)$ is in the same form as $X(x, y, t)$. Expanding $F_{i}(x, y, t)$, we obtain the following polynomial:

$$
\begin{aligned}
F_{0}(x, y, t)= & \left(14 t^{19}+t^{18}+9 t^{16}+10 t^{15}+7 t^{14}+5 t^{13}+15 t^{12}+6 t^{11}+16 t^{10}+\right. \\
& \left.15 t^{9}+8 t^{8}+16 t^{7}+2 t^{6}+16 t^{5}+11 t^{4}+13 t^{3}+13 t^{2}+2 t+1\right) x^{8} y^{7}+ \\
& \left(6 t^{20}+3 t^{18}+5 t^{17}+6 t^{16}+2 t^{15}+7 t^{13}+16 t^{12}+5 t^{11}+t^{10}+11 t^{9}+\right. \\
& \left.4 t^{8}+11 t^{7}+8 t^{6}+6 t^{5}+9 t^{4}+14 t^{3}+13 t^{2}+12 t+4\right) x^{6} y^{7}+\left(4 t^{34}+\right. \\
& 4 t^{33}+10 t^{32}+13 t^{31}+2 t^{30}+11 t^{29}+3 t^{28}+15 t^{27}+7 t^{25}+13 t^{24}+ \\
& 4 t^{23}+6 t^{21}+4 t^{20}+t^{18}+15 t^{17}+6 t^{16}+16 t^{15}+15 t^{14}+7 t^{13}+ \\
& 14 t^{11}+12 t^{10}+8 t^{9}+9 t^{8}+6 t^{7}+6 t^{6}+10 t^{5}+14 t^{4}+2 t^{3}+4 t^{2}+t+ \\
& 7) x^{5} y^{5}+\left(5 t^{17}+15 t^{16}+4 t^{15}+9 t^{14}+7 t^{13}+14 t^{12}+11 t^{11}+3 t^{10}+\right. \\
& \left.2 t^{9}+12 t^{8}+3 t^{7}+16 t^{6}+11 t^{5}+2 t^{4}+16 t^{3}+10 t^{2}+10\right) x^{4} y^{4}+ \\
& \left(3 t^{14}+11 t^{13}+7 t^{12}+14 t^{11}+6 t^{10}+5 t^{9}+7 t^{8}+4 t^{6}+2 t^{5}+10 t^{4}+\right. \\
& \left.9 t^{3}+2 t^{2}+12 t+2\right) x^{3} y^{2}+\left(9 t^{13}+7 t^{12}+5 t^{11}+9 t^{10}+7 t^{9}+9 t^{8}+\right. \\
& \left.12 t^{7}+8 t^{6}+2 t^{5}+13 t^{4}+8 t^{3}+4 t^{2}+3 t+14\right) x^{2} y^{4}+\left(8 t^{27}+14 t^{26}+\right. \\
& 8 t^{25}+16 t^{24}+16 t^{23}+13 t^{22}+6 t^{21}+13 t^{20}+10 t^{19}+4 t^{18}+10 t^{17}+ \\
& 10 t^{16}+13 t^{15}+11 t^{14}+14 t^{13}+14 t^{12}+15 t^{11}+4 t^{10}+11 t^{9}+ \\
& \left.13 t^{8}+5 t^{7}+4 t^{6}+10 t^{5}+13 t^{4}+3 t^{3}+2 t^{2}+16 t+13\right) x y^{2}+11 t^{29}+ \\
& 12 t^{28}+10 t^{27}+t^{26}+14 t^{25}+16 t^{24}+12 t^{23}+14 t^{22}+14 t^{21}+11 t^{20}+ \\
& 7 t^{19}+15 t^{18}+6 t^{17}+16 t^{16}+15 t^{15}+10 t^{14}+4 t^{13}+7 t^{12}+16 t^{11}+ \\
& 11 t^{10}+8 t^{9}+2 t^{8}+16 t^{7}+t^{6}+12 t^{5}+3 t^{4}+13 t^{3}+12 t^{2}+5 t+10, \\
F_{1}(x, y, t)= & \left(2 t^{19}+2 t^{18}+t^{17}+2 t^{16}+2 t^{15}+12 t^{14}+5 t^{13}+2 t^{12}+16 t^{11}+\right. \\
& 6 t^{10}+3 t^{9}+7 t^{8}+11 t^{7}+8 t^{6}+2 t^{5}+3 t^{4}+6 t^{3}+10 t^{2}+7 t+ \\
& 13) x^{8} y^{7}+\left(16 t^{20}+3 t^{19}+12 t^{17}+t^{16}+15 t^{15}+15 t^{14}+6 t^{13}+\right. \\
& 3 t^{12}+3 t^{11}+9 t^{10}+11 t^{9}+14 t^{8}+7 t^{7}+t^{5}+4 t^{4}+t^{3}+5 t^{2}+10 t+ \\
& 10) x^{6} y^{7}+\left(3 t^{34}+11 t^{33}+8 t^{31}+11 t^{30}+11 t^{29}+4 t^{28}+5 t^{27}+t^{26}+\right.
\end{aligned}
$$

$$
\begin{aligned}
& 4 t^{25}+3 t^{24}+9 t^{23}+5 t^{22}+7 t^{21}+16 t^{20}+4 t^{19}+10 t^{18}+7 t^{17}+ \\
& 9 t^{16}+15 t^{15}+13 t^{14}+8 t^{13}+9 t^{12}+10 t^{11}+10 t^{10}+3 t^{9}+14 t^{7}+ \\
& \left.15 t^{6}+4 t^{5}+11 t^{4}+2 t^{3}+7 t^{2}+t+2\right) x^{5} y^{5}+\left(5 t^{17}+15 t^{16}+4 t^{15}+\right. \\
& 9 t^{14}+7 t^{13}+t^{12}+10 t^{11}+3 t^{10}+14 t^{9}+6 t^{8}+5 t^{6}+5 t^{5}+8 t^{4}+ \\
& \left.16 t^{3}+3 t^{2}+10 t+15\right) x^{4} y^{4}+\left(4 t^{14}+15 t^{13}+9 t^{12}+16 t^{11}+8 t^{10}+\right. \\
& \left.14 t^{9}+10 t^{8}+15 t^{7}+13 t^{6}+15 t^{5}+9 t^{4}+10 t^{3}+16 t^{2}+4 t+9\right) x^{3} y^{2}+ \\
& \left(8 t^{13}+8 t^{12}+6 t^{11}+3 t^{10}+10 t^{9}+9 t^{8}+16 t^{7}+13 t^{6}+15 t^{5}+\right. \\
& \left.4 t^{4}+7 t^{3}+6 t^{2}+8 t+6\right) x^{2} y^{4}+\left(10 t^{27}+4 t^{26}+9 t^{25}+7 t^{24}+3 t^{23}+\right. \\
& 13 t^{22}+16 t^{21}+14 t^{20}+t^{19}+t^{17}+6 t^{16}+11 t^{15}+9 t^{14}+2 t^{13}+ \\
& 16 t^{12}+9 t^{11}+16 t^{10}+13 t^{9}+2 t^{7}+2 t^{6}+14 t^{5}+6 t^{4}+15 t^{3}+6 t^{2}+ \\
& 14 t+2) x y^{2}+5 t^{29}+12 t^{28}+6 t^{27}+14 t^{26}+5 t^{25}+10 t^{24}+12 t^{23}+ \\
& t^{22}+8 t^{21}+2 t^{20}+15 t^{19}+3 t^{18}+5 t^{17}+14 t^{15}+7 t^{14}+5 t^{13}+2 t^{12}+ \\
& 9 t^{11}+7 t^{10}+11 t^{9}+3 t^{8}+10 t^{7}+7 t^{6}+14 t^{4}+t^{3}+8 t^{2}+6 t+8 .
\end{aligned}
$$

## A. 3 Decryption

Substituting the section defined in (17) into $F_{i}(x, y, t)(i=0,1)$, we obtain

$$
\begin{aligned}
h_{0}(t)= & F_{0}\left(u_{x}(t), u_{y}(t), t\right) \\
= & 13 t^{64}+8 t^{63}+8 t^{62}+13 t^{61}+7 t^{60}+16 t^{58}+10 t^{57}+13 t^{56}+6 t^{55}+3 t^{54}+ \\
& 15 t^{53}+3 t^{52}+t^{51}+4 t^{50}+2 t^{49}+5 t^{48}+12 t^{47}+3 t^{46}+8 t^{44}+14 t^{43}+ \\
& 9 t^{42}+13 t^{41}+14 t^{40}+10 t^{39}+8 t^{38}+11 t^{37}+12 t^{36}+9 t^{35}+7 t^{33}+ \\
& 14 t^{32}+12 t^{31}+8 t^{30}+4 t^{28}+9 t^{27}+15 t^{26}+t^{25}+4 t^{24}+8 t^{23}+5 t^{22}+ \\
& 14 t^{21}+3 t^{20}+7 t^{19}+6 t^{18}+7 t^{17}+16 t^{16}+9 t^{15}+6 t^{13}+3 t^{12}+8 t^{11}+ \\
& 11 t^{10}+11 t^{9}+14 t^{8}+11 t^{7}+15 t^{6}+14 t^{5}+2 t^{4}+10 t^{3}+10 t^{2}+t+10, \\
h_{1}(t)= & F_{1}\left(u_{x}(t), u_{y}(t), t\right) \\
= & 14 t^{64}+6 t^{63}+6 t^{62}+8 t^{61}+7 t^{60}+t^{59}+4 t^{58}+t^{57}+7 t^{56}+11 t^{55}+10 t^{54}+ \\
& 2 t^{53}+13 t^{52}+16 t^{51}+14 t^{50}+15 t^{49}+3 t^{48}+3 t^{46}+t^{45}+11 t^{44}+10 t^{43}+ \\
& 13 t^{42}+8 t^{41}+6 t^{40}+9 t^{39}+4 t^{38}+13 t^{37}+16 t^{36}+13 t^{35}+12 t^{34}+ \\
& t^{33}+t^{32}+6 t^{31}+15 t^{30}+15 t^{29}+16 t^{28}+14 t^{27}+2 t^{26}+13 t^{25}+16 t^{24}+ \\
& 16 t^{23}+3 t^{22}+13 t^{21}+4 t^{20}+5 t^{19}+15 t^{18}+5 t^{17}+4 t^{16}+t^{15}+10 t^{14}+ \\
& 15 t^{13}+t^{11}+8 t^{10}+6 t^{9}+13 t^{8}+15 t^{6}+10 t^{5}+4 t^{4}+8 t^{3}+11 t^{2}+12 t+2 .
\end{aligned}
$$

Factor $h_{1}(t)-h_{2}(t)$. We have

$$
\begin{aligned}
h_{1}(t)-h_{2}(t)= & 16\left(t^{3}+3 t^{2}+13 t+3\right)\left(t^{4}+11 t^{3}+15 t^{2}+14 t+13\right)\left(t^{9}+8 t^{8}+\right. \\
& \left.11 t^{7}+3 t^{5}+4 t^{4}+6 t^{3}+14 t^{2}+12 t+13\right)\left(t^{17}+2 t^{16}+14 t^{15}+\right. \\
& 5 t^{14}+5 t^{13}+8 t^{12}+9 t^{11}+11 t^{10}+3 t^{9}+13 t^{8}+10 t^{7}+8 t^{6}+ \\
& \left.15 t^{5}+7 t^{4}+12 t^{3}+10 t^{2}+3 t+2\right)\left(t^{5}+13 t^{4}+4 t^{3}+2 t^{2}+\right. \\
& 4 t+13)\left(t^{16}+4 t^{15}+11 t^{14}+t^{13}+4 t^{12}+13 t^{11}+t^{10}+2 t^{9}+\right. \\
& \left.t^{8}+2 t^{7}+t^{6}+2 t^{4}+15 t^{3}+5 t^{2}+11 t+6\right)\left(t^{6}+4 t^{5}+3 t^{4}+\right. \\
& \left.10 t^{3}+14 t^{2}+2 t+5\right)\left(t^{4}+4 t^{3}+5 t^{2}+16 t+10\right) .
\end{aligned}
$$

Then we find 4 candidates for $f\left(u_{x}(t), u_{y}(t), t\right)$ as it should have degree 48. Furthermore, by comparison of the degrees of $m\left(u_{x}(t), u_{y}(t), t\right)$ and $h_{1}(t)(\bmod f(t))$, we can single out the correct $f\left(u_{x}(t), u_{y}(t), t\right)$ as

$$
\begin{aligned}
f\left(u_{x}(t), u_{y}(t), t\right)= & \left(t^{3}+3 t^{2}+13 t+3\right)\left(t^{4}+11 t^{3}+15 t^{2}+14 t+13\right)\left(t^{5}+13 t^{4}+\right. \\
& \left.4 t^{3}+2 t^{2}+4 t+13\right)\left(t^{6}+4 t^{5}+3 t^{4}+10 t^{3}+14 t^{2}+2 t+\right. \\
& 5)\left(t^{9}+8 t^{8}+11 t^{7}+3 t^{5}+4 t^{4}+6 t^{3}+14 t^{2}+12 t+13\right)\left(t^{77}+\right. \\
& 2 t^{16}+14 t^{15}+5 t^{14}+5 t^{13}+8 t^{12}+9 t^{11}+11 t^{10}+3 t^{9}+ \\
& \left.13 t^{8}+10 t^{7}+8 t^{6}+15 t^{5}+7 t^{4}+12 t^{3}+10 t^{2}+3 t+2\right)\left(t^{4}+\right. \\
& \left.4 t^{3}+5 t^{2}+16 t+10\right)
\end{aligned}
$$

and we obtain

$$
\begin{aligned}
m\left(u_{x}(t), u_{y}(t), t\right)= & 5 t^{41}+10 t^{40}+9 t^{38}+9 t^{36}+5 t^{35}+12 t^{34}+14 t^{33}+9 t^{31}+ \\
& 6 t^{30}+t^{29}+t^{27}+7 t^{26}+10 t^{25}+3 t^{24}+10 t^{23}+13 t^{22}+ \\
& 4 t^{21}+10 t^{20}+11 t^{19}+6 t^{18}+4 t^{17}+5 t^{16}+7 t^{15}+14 t^{14}+ \\
& t^{13}+7 t^{12}+11 t^{11}+5 t^{10}+2 t^{9}+8 t^{8}+14 t^{7}+13 t^{6}+12 t^{5}+ \\
& 16 t^{4}+13 t^{3}+9 t^{2}+13 t+13 .
\end{aligned}
$$

Now recall that $m\left(u_{x}(t), u_{y}(t), t\right)$ has the form

$$
\begin{align*}
m\left(u_{x}(t), u_{y}(t), t\right)= & \left(m_{4,4,17} t^{17}+m_{4,4,16} t^{16}+\cdots+m_{4,4,1} t+\right. \\
& \left.m_{4,4,0}\right) u_{x}(t)^{4} u_{y}(t)^{4}+m_{0,0,17} t^{17}+m_{0,0,16} t^{16}+\cdots+ \\
& m_{0,0,1} t+m_{0,0,0} \tag{18}
\end{align*}
$$

By comparing two expressions of $m\left(u_{x}(t), u_{y}(t), t\right)$ above, we create a system of linear equations with variables $m_{i, j, t}$ as follows:

$$
\begin{cases}m_{4,4,17} & =5 \\ m_{4,4,0}+m_{0,0,0} & =13 \\ 16 m_{4,4,17}+m_{4,4,16} & =10 \\ m_{0,0,1}+m_{4,4,1}+8 m_{4,4,0} & =13 \\ \quad \vdots & \\ m_{4,4,15}+13 m_{4,4,2}+14 m_{4,4,12}+2 m_{4,4,8}+12 m_{4,4,6}+ & \\ 16 m_{4,4,3}+10 m_{4,4,13}+13 m_{4,4,5}+5 m_{4,4,0}+3 m_{4,4,1}+m_{4,4,17}+ & \\ m_{4,4,14}+8 m_{4,4,16}+m_{0,0,17} & =4 .\end{cases}
$$

Solving this, we recover the plaintext polynomial

$$
\begin{aligned}
m(x, y, t)= & \left(5 t^{17}+15 t^{16}+4 t^{15}+9 t^{14}+7 t^{13}+2 t^{12}+3 t^{11}+8 t^{10}+11 t^{9}+\right. \\
& \left.6 t^{8}+10 t^{7}+7 t^{6}+t^{5}+14 t^{4}+3 t^{3}+12 t^{2}+11 t+2\right) x^{4} y^{4}+6 t^{17}+ \\
& 3 t^{16}+11 t^{15}+t^{13}+10 t^{12}+3 t^{11}+8 t^{10}+6 t^{9}+13 t^{8}+2 t^{7}+ \\
& 2 t^{6}+10 t^{5}+5 t^{4}+2 t^{3}+15 t^{2}+3 t+11
\end{aligned}
$$
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Recently, the new Multibase Non-Adjacent Form (mbNAF) method was introduced and shown to speed up the execution of the scalar multiplication with an efficient use of multiple bases to represent the scalar. In this work, we first optimize the previous method using fractional windows, and then introduce further improvements to achieve additional cost reductions. Moreover, we present new improvements in the point operation formulae. Specifically, we reduce further the cost of composite operations such as quintupling and septupling of a point, which are relevant for the speed up of multibase methods in general. Remarkably, our tests show that, in the case of standard elliptic curves, the refined mbNAF method can be as efficient as Window- $w$ NAF using an optimal fractional window size. Thus, this is the first published method that does not require precomputations to achieve comparable efficiency to the standard window-based NAF method using precomputations. On other highly efficient curves as Jacobi quartics and Edwards curves, our tests show that the refined $m b N A F$ currently attains the highest performance for both scenarios using precomputations and those without precomputations.
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## 1 Introduction

Scalar multiplication, denoted by $k P$ (where $k$ is a scalar and $P$ a point on the elliptic curve), is the most time consuming operation in Elliptic Curve Cryptosystems (ECC). Although several algorithms to compute $k P$ using efficient representations of $k$ have been proposed and extensively studied in past years, it is still a challenge to improve the performance of this operation for further deployment in embedded systems.

In that effort, a strategy that has gained lots of attention in recent years is the use of representations based on double- and multi-base chains. The use of the so-called Double Base Number System (DBNS) for cryptographic applications was first proposed by Dimitrov et al. in [7]. In the setting of ECC, double-base
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chains were first applied to the computation of scalar multiplication by Dimitrov et al. [8, and later extended to multibase chains by [17] and [9].

Although it was empirically shown that double-base chains reduce the cost of the scalar multiplication, the main drawbacks of the initial approaches using this strategy were their memory penalty and difficulty to analyze performance theoretically [811|1]. To solve these problems, an improved multibase representation was introduced by Longa in [17. One of the key features of this representation is the use of the non-adjacency property (as found in NAF), which makes the conversion process (from binary to multibase) simple, efficient and with no memory impact. This new representation is called Multibase NAF (mbNAF). Its window-based version using an extended set of precomputations appears as a natural extension and is referred to as Window- $w$ Multibase NAF (wmbNAF) 1 .

Nevertheless, although Multibase NAF is simple and offers high performance, it is still possible to find shorter and more efficient multibase chains. In that direction, this work proposes new algorithms that are able to find highly efficient multibase chains and thus reduce scalar multiplication costs even further.

In addition, we also propose other several optimizations that aim at improving the efficiency of multibase methods (and standard methods in some cases). The contributions of this paper can be summarized as follows ${ }^{2}$ :

- New reductions in the cost of composite (point) operations. We present improved formulas for quintupling and septupling in Jacobian coordinates.
 $m b N A F$ methods) that "smartly" trade doublings for triplings/quintuplings and find shorter chains, reducing further the cost of the scalar multiplication.
- Window-based methods, namely $w m b N A F$ and its refined version, are optimized by using fractional windows.
- The theoretical analysis demonstrating mathematically the performance of the Multibase NAF methods (and variants) is presented.
- Finally, we carry out a more comprehensive comparison taking into account most efficient curve shapes and point formulas found in the literature, and recent and most efficient methods to compute the evaluation and precomputation stages in the scalar multiplication.

Note that we focus here on methods that are efficient if the point $P$ used to compute $k P$ is not known in advance. In such a context, we analyze the performance of the proposed methods and compare to that of traditional binary methods such as NAF and $w$ NAF, and another approaches using double-base chains (methods using a "Greedy" algorithm will be generically referred to as DB [8111]). Our analysis includes the standard form of an elliptic curve over prime fields, and other very efficient curve forms such as Jacobi quartics [5] and Edwards curves [12]. It will turn out that the Refined $m b N A F$ is currently the
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Our work is organized as follows. In Section 2, we detail some background about ECC over prime fields, summarizing the state-of-the-art point formulae for Jacobian coord., Jacobi quartics and Edwards curves. Improvements to these operations are discussed in this section. In the following section, we briefly describe the original $(w) m b N A F$ methods and discuss their theoretical performance. In Section 4, we optimize the performance of multibase algorithms by using fractional windows and present a detailed theoretical analysis. We then describe new improvements to Multibase NAF in Section 5 and propose the Refined mbNAF method, highlighting its advantages and high performance for computing scalar multiplication. In Section 6, the performance of various methods for scalar multiplication is evaluated through extensive tests. Finally, in Section 7 we present some conclusions summarizing the contributions of this work.

## 2 Elliptic Curve Cryptography

A brief introduction to ECC is presented in this section. The reader is referred to [14] for extended details. An elliptic curve $E$ over a prime field $\mathbb{F}_{p}$ (denoted by $\left.E\left(\mathbb{F}_{p}\right)\right)$ can be defined by the simplified Weierstrass equation $E: y^{2}=x^{3}+a x+b$ (referred to as the standard EC form in the remainder), where $a, b \in \mathbb{F}_{p}$. The points on the curve $E$ and the point at infinity, denoted by $\mathcal{O}$, form an additive group on top of which the cryptosystem works. Two basic operations exist to perform point computations: doubling $(2 P)$ and addition $(P+Q)$ of points.

The representation of points on the curve $E$ using $(x, y)$, known as affine coordinates, introduces expensive field inversions $(I)$ in the computation of point operations. Hence, most efficient implementations use representations of the form ( $X: Y: Z$ ), known as projective coordinates. For example, an efficient case of the latter is given by Jacobian coordinates, where each projective point $\left(X_{i}: Y_{i}: Z_{i}\right)$ corresponds to the affine point $\left(X_{i} / Z_{i}^{2}, Y_{i} / Z_{i}^{3}\right)$. The reader is referred to [18] for complete details about most efficient formulae in this system.

Recently, other curve forms with faster group laws have appeared in the literature. We focus here on two of them: Jacobi quartics and Edwards curves, whose explicit formulas are highly efficient. We briefly described them in the following.
Jacobi quartic curve. It is defined by the projective curve $Y^{2}=X^{4}+2 a X^{2} Z^{2}+$ $Z^{4}$, where $a \in \mathbb{F}_{p}$ and $a^{2} \neq 1$. A given projective point ( $X_{i}: Y_{i}: Z_{i}$ ) corresponds to the affine point $\left(X_{i} / Z_{i}, Y_{i} / Z_{i}^{2}\right)$. The most efficient formulae in these curves have been developed by Hisil et al. 15|16 using an extended coordinate system of the form $\left(X_{i}: Y_{i}: Z_{i}: X_{i}^{2}: Z_{i}^{2}\right)$.
Edwards curve. The projective curve in this setting is given by $\left(X^{2}+Y^{2}\right) Z^{2}=$ $Z^{4}+d X^{2} Y^{2}$. However, the most efficient explicit formulas in this case correspond to a new coordinate system known as inverted Edwards coord. [4, for which the curve equation takes the form $\left(X^{2}+Y^{2}\right) Z^{2}=X^{2} Y^{2}+d Z^{4}$ and each projective point $\left(X_{i}: Y_{i}: Z_{i}\right)$ corresponds to the affine point $\left(Z_{i} / X_{i}, Z_{i} / Y_{i}\right)$.

Note that the basic doubling and addition operations are sufficient to implement traditional methods relying on (signed) binary representations as NAF. However, new double- and multi-base methods require specialized operations such as tripling and/or quintupling of a point for their efficient realization.

In this work, we present optimized formulas for quintupling and septupling using Jacobian coord. (refer to Appendix A for complete details). Furthermore, certain computations such as those at the beginning of the evaluation stage can benefit from having specialized formulas with mixed coordinates that accept the input in affine and output the result in some projective system. Because of page constrains, formulas using mixed coordinates on standard and Edwards curves have not been included (the interested reader is referred to [19]). For mixed Jacobi quartic-affine coord., formulas can be easily derived from doubling, tripling, quintupling and septupling formulas due to [15]16] by setting $Z_{1}=1$.

In Table 1 we summarize the costs of the state-of-the-art point formulae, including the ones described above, for our three curves of interest: standard elliptic curves using Jacobian coordinates (Jacobian, parameter $a=-3$ in equation $E)$, Jacobi quartics using the extended coordinate system (JQuartic) and Edwards curves using inverted Edwards coord. (InvEdw). For the remainder, doubling $(2 P)$, tripling $(3 P)$, quintupling $(5 P)$, septupling $(7 P)$, addition $(P+Q)$ and doubling-addition $(2 P+Q)$ are denoted by $\mathrm{D}, \mathrm{T}, \mathrm{Q}, \mathrm{S}, \mathrm{A}$ and DA , respectively. Operations using mixed coordinates are denoted by $\mathrm{mD}, \mathrm{mT}, \mathrm{mQ}, \mathrm{mS}$, mA and mDA , corresponding to each of the aforementioned point operations. For addition, the case in which both inputs are in affine is denoted by mmA. Costs are expressed in terms of field multiplications ( $M$ ) and squarings ( $S$ ), disregarding field addition/subtractions $(A)$ and multiplication/divisions by small constants for simplification purposes. We also assume that $1 S=0.8 M$.

In some cases, it is possible to reduce the cost of certain operations if some values are precalculated in advance. That is the case of addition and doublingaddition (DA) with stored values in Jacobian coordinates (see Table 11). If, for instance, values $Z_{i}^{2}$ and $Z_{i}^{3}$ are precalculated for each precomputed point in windowed methods the costs of these point operations can be reduced by $1 M+1 S$.

We use the efficient operations discussed in this section for our comparisons and cost analyses of scalar multiplication methods in Section 6.

Table 1. Cost of elliptic curve point operations

| Curve | $\mathrm{D} / \mathrm{mD}$ | $\mathrm{T} / \mathrm{mT}$ | $\mathrm{Q} / \mathrm{mQ}$ | $\mathrm{S} / \mathrm{mS}$ | A | $\mathrm{mA} / \mathrm{mmA}$ | $\mathrm{DA} / \mathrm{mDA}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Jacobian | $3 M+5 S /$ <br> $1 M+5 S$ | $7 M+7 S /$ <br> $5 M+7 S^{(1)}$ | $10 M+12 S^{(1)} /$ <br> $8 M+12 S^{(1)}$ | $14 M+15 S^{(1)} /$ <br> $12 M+15 S^{(1)}$ | $10 M+4 S^{(2)}$ <br> $11 M+5 S$ | $7 M+4 S /$ <br> $4 M+2 S$ | $13 M+8 S^{(2)}$ <br> $14 M+9 S /$ <br> $11 M+7 S$ |
| InvEdw | $3 M+4 S /$ <br> $3 M+3 S$ | $9 M+4 S /$ <br> $7 M+3 S^{(1)}$ | - | - | $9 M+1 S$ | $8 M+1 S /$ <br> $7 M$ | - |
| JQuartic | $2 M+5 S /$ <br> $6 S^{(1)}$ | $8 M+4 S /$ <br> $5 M+5 S^{(1)}$ | $14 M+4 S /$ <br> $11 M+5 S^{(1)}$ | $16 M+8 S /$ <br> $13 M+9 S^{(1)}$ | $7 M+3 S^{(2)}$ <br> $7 M+4 S$ | $6 M+3 S /$ <br> $4 M+3 S$ | - |

(1) Introduced in this work (see Appendix A and [19); (2) cost of operation with stored values.

## 3 Multibase Non-adjacent Form Methods

Following, we briefly describe the original Multibase NAF methods introduced in Longa [17. Our main contribution in this section is to provide the theoretical analysis of the average density of these methods when using bases $\{2,3\}$ and $\{2,3,5\}$ that was deferred in 17 .

### 3.1 Multibase NAF ( $m b N A F$ ) and Window-w Multibase NAF ( $w m b N A F$ )

Determining and finding the "optimal" multibase chain in the setting of ECC seems to be a hard problem, mainly due to the fact that an "optimal" multibase chain is not necessarily the shortest, but the one that requires the "right" balance in the number of additions and all the other point operations. Although finding such an "optimal" multibase chain remains an open problem, Longa [17] proposed a representation that allows a better control of the appearance of point operations in the scalar expansion, and consequently, gets closer to the optimal. Such a generic multibase representation, known as mbNAF, has the form:

$$
\begin{equation*}
k=\sum_{i=1}^{m} s_{i} \prod_{j=1}^{J} a_{j}^{c_{i}(j)} \tag{1}
\end{equation*}
$$

where $a_{1} \neq \ldots \neq a_{J}$ are prime integers from a set of bases $\mathcal{A}=\left\{a_{1}, \ldots, a_{J}\right\}\left(a_{1}\right.$ : main base),
$m$ is the length of the expansion,
$s_{i}$ are signed digits from a given set $D \backslash\{0\}$, i.e., $\left|s_{i}\right| \geq 1$ and $s_{i} \in D \backslash\{0\}$,
$c_{i}(j)$ are decreasing exponents, s.t. $c_{1}(j) \geq c_{2}(j) \geq \ldots \geq c_{m}(j) \geq 0$ for each $j$ from 2 to $J$, and
$c_{i}(1)$ are decreasing exponents for the main base $a_{1}($ i.e., $j=1)$, s.t. $c_{i}(1)$ $\geq c_{i+1}(1)+2 \geq 2$ for $1 \geq i \geq m-1$.
The last two conditions above guarantee that an expansion of the form (1) is efficiently executed by a scalar multiplication using Horner's method as follows:
$k P=\prod_{j=1}^{J} a_{j}^{d_{m}(j)}\left(\prod_{j=1}^{J} a_{j}^{d_{m-1}(j)}\left(\ldots\left(\prod_{j=1}^{J} a_{j}^{d_{1}(j)}\left(s_{1} P\right)+s_{2} P\right)+\ldots+s_{m-1} P\right)+s_{m} P\right)$
where $d_{m}(1) \geq 0$, and $d_{i}(1) \geq 2$ for $1 \geq i \geq m-1$. The latter is equivalent to the last condition in (11) and incorporates the non-adjacency property in the multibase representation. Basically, it fixes the minimal number of consecutive operations with the main base (i.e., $a_{1}$ ) between any two additions to 2 . Note that an operation with the main base refers to a doubling if $a_{1}=2$ (this will be the case for most scenarios where doubling is the most efficient point operation).

If we relax the previous condition and allow larger window sizes (i.e., allowing 3,4 , or more, consecutive operations with the main base between any two additions) we can reduce further the average number of nonzero terms in the scalar
representation at the expense of a larger digit set $D$ and, consequently, a larger precomputed table. The previous technique is known as $w m b N A F$.

The $m b N A F$ and $w m b N A F$ representations require the following digit set [17]

$$
\begin{equation*}
D=\left\{0, \pm 1, \pm 2, \ldots, \pm\left\lfloor\frac{a_{1}^{w}-1}{2}\right\rfloor\right\} \backslash\left\{ \pm 1 a_{1}, \pm 2 a_{1}, \ldots, \pm\left\lfloor\frac{a_{1}^{w-1}-1}{2}\right\rfloor a_{1}\right\} \tag{2}
\end{equation*}
$$

where $w \geq 2 \in \mathbb{Z}^{+}(w=2$ for $m b N A F)$. Without considering $\{\mathcal{O}, P\}$, the digit set (2) involves precomputing $d_{i} P$, where $d_{i} \in D^{+} \backslash\{0,1\}$ (note that only positive values $d_{i} P$ need to be stored in the table as the inverse of points can be computed on the fly). Thus, the precomputed table consists of $\left(a_{1}^{w}-a_{1}^{w-1}-2\right) / 2$ points. Note that if $w=2$ ( mbNAF case), the requirement of precomputations is minimal. For instance, in the case $a_{1}=2$ we need to store nil points besides $\{\mathcal{O}, P\}$.

It is important to remark that, obviously, (11) does not involve unique representations. In [17, Longa provided algorithms (see Alg. 3.1) that efficiently find a multibase chain of the form (11) and, given a window width and set of bases, is unique for each integer. Note that Algorithm 3.1 integrates mbNAF and $w m b N A F$.

```
Algorithm 3.1. Computing the mbNAF ( \(w m b N A F\) ) of a positive integer
INPUT: scalar \(k\), bases \(\mathcal{A}=\left\{a_{1}, \ldots, a_{J}\right\}\), where \(a_{j} \in \mathbb{Z}^{+}\)are primes for \(1 \geq j \geq J\),
            window \(w=2\) for \(m b\) NAF, and window \(w>2\) for \(w m b N A F\), where \(w \in \mathbb{Z}^{+}\)
OUTPUT: the \(\left(a_{1}, a_{2}, \ldots, a_{J}\right) \operatorname{NAF}_{w}(k)=\left(\ldots, k_{2}^{\left(a_{j}\right)}, k_{1}^{\left(a_{j}\right)}\right)\)
    1. \(i=1\)
    2. While \(k>0\) do
        2.1. If \(k \bmod a_{1}=0\) or \(k \bmod a_{2}=0\) or \(\ldots\) or \(k \bmod a_{J}=0\), then \(k_{i}=0\)
        2.2. Else:
                2.2.1. \(k_{i}=k\) mods \(a_{1}^{w}\)
                2.2.2. \(k=k-k_{i}\)
            2.3. If \(k \bmod a_{1}=0\), then \(k=k / a_{1}, k_{i}=k_{i}^{\left(a_{1}\right)}\)
            2.4. Elseif \(k \bmod a_{2}=0\), then \(k=k / a_{2}, k_{i}=k_{i}^{\left(a_{2}\right)}\)
                
            2. \((J+2)\). Elseif \(k \bmod a_{J}=0\), then \(k=k / a_{J}, k_{i}=k_{i}^{\left(a_{J}\right)}\)
            2. \((J+3) . i=i+1\)
        3. Return \(\left(\ldots, k_{2}^{\left(a_{j}\right)}, k_{1}^{\left(a_{j}\right)}\right)\)
```

$k_{i}^{\left(a_{j}\right)}$ in Algorithm 3.1 represents the digits in the multibase NAF representation, where $k_{i} \in D$ (see (21)) and the superscript $\left(a_{j}\right)$ represents the base $a_{j} \in \mathcal{A}$ associated to the digit in position $i$. The function mods represents the following
$\left\{\begin{array}{l}\text { If } k \bmod a_{1}^{w} \geq a_{1}^{w} / 2, \text { then } k_{i}=\left(k \bmod a_{1}^{w}\right)-a_{1}^{w} \\ \text { Else, } k_{i}=k \bmod a_{1}^{w}\end{array}\right.$
Let us illustrate the method using Alg. 3.1 with the following example.

Example 1. The mbNAF representation of 9750 according to Algorithm 3.1 is $(2,3) \mathrm{NAF}_{2}(9750)=1^{(2)} 0^{(2)} 0^{(2)} 0^{(2)} 1^{(2)} 0^{(3)} 0^{(2)}-1^{(2)} 0^{(2)} 0^{(2)} 1^{(2)} 0^{(3)} 0^{(2)}$, which would allow to compute $9750 P$ as $2 \times 3\left(2^{3}\left(2^{2} \times 3\left(2^{4} P+P\right)-P\right)+P\right)$. The latter involves $1 \mathrm{mD}+9 \mathrm{D}+2 \mathrm{~T}+3 \mathrm{~mA}$. For instance, using Table 1 (JQuartic, $1 S=0.8 M), 9750 P$ would cost $107.2 M$. Compare this to the cost using NAF, i.e., $1 \mathrm{mD}+12 \mathrm{D}+5 \mathrm{~mA}=119.6 \mathrm{M}$.

Zero and Nonzero Density of Multibase NAF Methods. One of the attractive properties of Multibase NAF methods is that the average number of operations can be precisely determined by using Markov chains. The following theorems are presented on this regard (please, refer to Appendix B for the proofs).

Theorem 1. The average densities of additions, doublings and triplings for the (w)mbNAF using bases $\mathcal{A}=\{2,3\}$ are approximately
$\delta_{x}=\frac{2^{w}}{3\left(2^{w-2}-s\right)+2^{w}(w+1)}, \delta_{0^{2}}=\frac{2^{w}(w+1)}{3\left(2^{w-2}-s\right)+2^{w}(w+1)}$ and $\delta_{0^{3}}=\frac{3\left(2^{w-2}-s\right)}{3\left(2^{w-2}-s\right)+2^{w}(w+1)}$,
respectively, where $s=\left\lfloor\left(2^{w-2}+1\right) / 3\right\rfloor$ and $w \geq 2 \in Z^{+}(w=2$ for $m b N A F)$.
Theorem 2. The average densities of additions, doublings, triplings and quintuplings for the (w)mbNAF using bases $\mathcal{A}=\{2,3,5\}$ are approximately
$\delta_{x}=\frac{2^{w+3}}{17 \cdot 2^{w-1}-5 r-24 s-5 t+2^{w+3}(w+1)}, \delta_{0^{2}}=\frac{2^{w+3}(w+1)}{17 \cdot 2^{w-1}-5 r-24 s-5 t+2^{w+3}(w+1)}$,
$\delta_{0^{3}}=\frac{24\left(2^{w-2}-s\right)}{17 \cdot 2^{w-1}-5 r-24 s-5 t+2^{w+3}(w+1)}$ and $\delta_{0^{5}}=\frac{5\left(2^{w-1}-r-t\right)}{17 \cdot 2^{w-1}-5 r-24 s-5 t+2^{w+3}(w+1)}$,
respect., where $r=\left\lfloor\left(2^{w-2}+2\right) / 5\right\rfloor, s=\left\lfloor\left(2^{w-2}+1\right) / 3\right\rfloor$ and $t=\left\lfloor\left(2^{w-2}+7\right) / 15\right\rfloor$.

Let us determine the average number of operations when using the Multibase NAF method. First, it is known that the expected number of doublings, triplings and additions is given by $\# D=\delta_{0^{2}} \cdot$ digits, $\# T=\delta_{0^{3}} \cdot$ digits and $\# A=\delta_{x} \cdot$ digits, where digits represents the total number of digits in the expansion (note that a nonzero digit involves one doubling and one addition). Also, we can assume that $2^{\# D} \cdot 3^{\# T} \approx 2^{n-1}$, where $n$ represents the average bitlength of the scalar $k$. Thus, \#D $\log 2+T \cdot \log 3 \approx(n-1) \log 2$, and replacing \#D and \#T, we can estimate digits with the following

$$
\begin{equation*}
\text { digits } \approx \frac{(n-1) \log 2}{\delta_{0^{2}} \cdot \log 2+\delta_{0^{3}} \cdot \log 3} \tag{3}
\end{equation*}
$$

which allow us to determine \#D, \#T and \#A using the expressions above. A similar procedure easily follows for the case of bases $\{2,3,5\}$.

For instance, in the case of $m b N A F$, bases $\mathcal{A}=\{2,3\}, w=2$ and $n=160$ bits, the average densities for doublings, triplings and additions derived from Theorem 1 are $4 / 5,1 / 5$ and $4 / 15$. Using (3), we determine that digits $=142.35$. Then, the average cost of a scalar multiplication using Table 1 (JQuartic, $1 S=$ $0.8 M$ ) is approx. 113.88D $+28.47 \mathrm{~T}+37.96 \mathrm{~mA}=1321 M$. Similarly, if we use bases
$\mathcal{A}=\{2,3,5\}$, the average cost can be estimated as approximately $97.06 \mathrm{D}+24.27 \mathrm{~T}+$ $10.11 \mathrm{Q}+32.35 \mathrm{~mA}=1299.82 \mathrm{M}$. Compare the previous costs to that offered by NAF: $159 \mathrm{D}+53 \mathrm{~mA}=1399.2 M$ (in this case, $\delta_{N A F}=1 / 3$ ). Hence, theoretically, it is determined that $(2,3)$ NAF and $(2,3,5)$ NAF surpasses NAF (case with no precomputations) by about $5.6 \%$ and $7.1 \%$, respectively.

Despite these results, it is still possible to find more efficient multibase chains at the expense of some increment in the complexity of the basic Multibase NAF. The improved multibase algorithms will be discussed in Section 5. Following, we optimize the basic multibase methods using a recoding based on fractional windows.

## 4 The Fractional Window-w Multibase Non-adjacent Form (Frac-wmbNAF)

In this section, we apply the concept of "fractional" windows [24] to the multibase NAF method to allow a flexible number of points in the precomputed table. The new representation is called Fractional wmbNAF (denoted by Frac-wmbNAF).

For the remainder, we will assume that the main base $a_{1}$ is 2 as this value is expected to achieve the lowest costs with most efficient ECC curve forms. First, let us establish our ideal table with unrestricted number of points $d_{i} P$, where $d_{i}$ $\in D^{+} \backslash\{0,1\}=\{3,5, \ldots, m\}$, and $m \geq 3 \in \mathbb{Z}^{+}$is an odd integer. If we define $m$ in terms of the standard windows $w$, it would be expressed as

$$
\begin{equation*}
m=2^{w-2}+s \tag{4}
\end{equation*}
$$

where $2^{w-2}<m<2^{w-1}$ and $s \geq 1 \in Z^{+}$is odd.
We can now define the rules of our recoding scheme for bases $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots\right.$, $\left.a_{J}\right\}$ in the following:

1. If $\left(k \bmod 2=0\right.$ or $k \bmod a_{2}=0 \ldots$ or $\left.k \bmod a_{J}=0\right)$, then $k_{i}=0$
2. Elseif $0<r \leq m$, then $k_{i}=r$
3. Elseif $m<r<(3 m-4 s)$, then $k_{i}=r-2^{w-1}$
4. Elseif $(3 m-4 s) \leq r<2^{w}$, then $k_{i}=r-2^{w}$
5. $k=k-k_{i}$
where $r=k \bmod 2^{w}$. Basically, the proposed recoding first detects if $k$ is divisible by one of the bases. Else, it establishes a window $w$ and checks if $k$ can be approximated to the closest extreme of the window using any of the digits $d_{i}$ available. It can be verified that the latter will be accomplished if steps 2 or 4 are satisfied. Otherwise, the established window is too large and, hence, it is "reduced" to the immediately preceding window size to which $k$ can be approximated (condition in step 3).

An algorithm to convert any integer to Frac-wmbNAF representation can be easily derived by replacing steps $1-5$ above by steps 2.1 and 2.2 in Algorithm 3.1. In this case, we will denote the Frac-wmbNAF of an integer $k$ by $\left(2, a_{2}, \ldots, a_{J}\right) \operatorname{NAF}_{w, t}(k)=\left(\ldots, k_{2}^{\left(a_{j}\right)}, k_{1}^{\left(a_{j}\right)}\right)$, where $t$ represents the number of precomputed points, i.e., $m=2 t+1$.

Let us illustrate the new recoding with the following example.

Example 2. If $k=9750$ and $m=5$, then $d_{i} \in D^{+} \backslash\{0,1\}=\{3,5\}$, and $w=$ 4 and $s=1$ by means of (4). Then, the Frac-wmbNAF of 2950 is given by $(2,3) \mathrm{NAF}_{4,2}(9750)=1^{(2)} 0^{(2)} 0^{(2)} 0^{(2)}-3^{(2)} 0^{(2)} 0^{(2)} 0^{(2)}-5^{(2)} 0^{(2)} 0^{(2)} 1^{(2)} 0^{(3)} 0^{(2)}$, and the conversion process can be visualized as $\frac{9750}{2} \rightarrow \frac{4875}{3} \rightarrow 1625-1 \rightarrow \frac{1624}{8} \rightarrow$ $203+5 \rightarrow \frac{208}{16} \rightarrow 13+3 \rightarrow \frac{16}{16} \rightarrow 1$.

Observe that, when 1625 is obtained, it requires an addition with 7 to reach 1632 (which is the closest number $\equiv\left(0 \bmod 2^{4}\right)$, as required by a standard window $w=4$ ). However, 7 is not part of our precomputed table, so the window size is reduced accordingly to $w=3$ and the value 1625 is approximated to the closest value in the new window (i.e., 1624) using an addition with -1 .

We now present the following theorem regarding the average density of this method for the case $\mathcal{A}=\{2,3\}$.
Theorem 3. The average densities of nonzero terms, doublings and triplings of the Frac-wmbNAF using bases $\mathcal{A}=\{2,3\}$, window size $w$ and $t$ available points (represented by (2,3) $N A F_{w, t}$ ) are approximately
$\frac{2^{w}}{8(t+1)-3(u+v)+2^{w-2}(4 w-1)}, \frac{8(t+1)+2^{w}(w-1)}{8(t+1)-3(u+v)+2^{w-2}(4 w-1)}, \frac{3\left(2^{w-2}-(u+v)\right)}{8(t+1)-3(u+v)+2^{w-2}(4 w-1)}$
respectively, where $u=\lfloor(t+2) / 3\rfloor$ and $v=\left\lfloor\left(2^{w-2}-t\right) / 3\right\rfloor$.
The reader is referred to Appendix C for a proof. With Theorem 3 it is possible to theoretically estimate the expected number of doublings, triplings and additions using this method. For instance, following the procedure detailed in Section 3.1, we can determine the cost of a scalar multiplication (without including precomputation) for $n=160$ bits using $t=2$ points $(w=4)$ as $132.7 \mathrm{D}+16.6 \mathrm{~T}+29.5 \mathrm{~mA}=1229.9 M$ (JQuartic). Compare to the cost achieved by Frac-wNAF, namely $159 \mathrm{D}+35.3 \mathrm{~mA}=1250.5 \mathrm{M}\left(\delta_{\text {Frac }-w N A F}=1 / 4.5\right.$ when using $m=5$; see [25]). Further cost reductions are observed for the case of $\mathcal{A}=\{2,3,5\}$.

## 5 The Refined Multibase Non-adjacent Form (Refined $m b N A F)$

In this section we present a new methodology to derive algorithms able to find more efficient multibase chains. Similarly to the original Multibase NAF methods, we base our approach on the key observation that point operations such as doublings and triplings have different costs and that any multibase algorithm with application to scalar multiplication should not only try to reduce the length of the expansion but also (and more importantly) find the right balance between the number of all the point operations involved.

Following the previous criteria, we modify the original Multibase NAF using the next conditional statements (again, we restrict our analysis to the most efficient case $a_{1}=2$. Also, $q, r$ are odd integers and $\left.\left\{2, a_{2}, \ldots, a_{J}\right\} \not \backslash q, r\right)$ :

1. CONDITION1: before every nonzero term, approximate the current partial value $k$ to the closest value in the established window with $k-k_{i}=2^{w} \cdot a_{2}^{w_{2}}$.
$\ldots \cdot a_{J}^{w_{J}} \cdot q$, where $k_{i} \in D \backslash\{0\}=\{ \pm 1, \pm 3, \pm 5, \ldots, \pm m\}$, as usually performed, if and only if there does not exist some value $k-d_{i}=2^{w_{1}^{\prime}} \cdot a_{2}^{w_{2}^{\prime}} \cdot \ldots \cdot a_{J}^{w_{J}^{\prime}} \cdot r$ in the established window, with $w_{j}, w_{j}^{\prime} \geq 0$ for each base from the set $\mathcal{A}=$ $\left\{a_{1}, a_{2}, \ldots, a_{J}\right\}$ and $d_{i} \in D \backslash\{0\} \neq k_{i}$, such that the zero digit sequence to follow is "greater" than that guaranteed by the window $w$ (i.e., for practical purposes, $2^{w_{1}^{\prime}} \cdot \ldots \cdot a_{J}^{w_{J}^{\prime}}>2^{w} \cdot \ldots \cdot a_{J}^{w_{J}}+e$ ), in which case (CONDITION1 $=t r u e)$ the approximation $k-d_{i}$ is applied instead of $k-k_{i}$.
2. CONDITION2: before each zero term different than $0^{(2)}$, we test if there is a nonzero digit $d_{i} \in D \backslash\{0\}$ which would allow an approximation $k-d_{i}=$ $2^{w^{\prime}} \cdot a_{2}^{w_{2}^{\prime}} \cdot \ldots \cdot a_{J}^{w_{J}^{\prime}} \cdot r$ such that $2^{w^{\prime}} \cdot \ldots \cdot a_{J}^{w_{J}^{\prime}}>a_{2}^{w_{2}} \cdot \ldots \cdot a_{J}^{w_{J}}+e^{\prime}$, where $k=a_{2}^{w_{2}} \cdot \ldots \cdot a_{J}^{w_{J}} \cdot q$ is a partial scalar value and $w_{j}, w_{j}^{\prime} \geq 0$ for each base from the set $\mathcal{A}$. If the latter happens (CONDITION2 $=$ true $)$, the approximation $k-d_{i}$ replaces the testing and dividing by extra bases.
```
Algorithm 5.1. Computing the Refined \(m b N A F\) of a positive integer
INPUT: scalar \(k\), bases \(\{2,3\}\) or \(\{2,3,5\}\), digit set \(D \backslash\{0\}=\{ \pm 1, \pm 3, \ldots, \pm(m=2 t+1)\}\)
    \(w \geq 2 \in \mathbb{Z}^{+} ; m=2^{w-2}+s\) and \(2^{w-2}<m<2^{w-1}\), where \(m \geq 3\) and \(s \geq 1\)
    are odd integers ( \(m=1, s=0\) for case without precomputations)
OUTPUT: the Refined \((2,3)\) NAF \(_{w, t}(k)\) or \((2,3,5)\) NAF \(_{w, t}(k)=\left(\ldots, k_{2}^{\left(a_{j}\right)}, k_{1}^{\left(a_{j}\right)}\right)\)
    1. \(i=1\), exception \(=0\)
    2. While \(k>0\) do
        2.1. If exception \(=0\) and \(\left(k \bmod 2=0\right.\) or \(\ldots\) or \(\left.k \bmod a_{J}=0\right)\), then \(k_{i}=0\)
        2.2. Else:
            2.2.1. \(r=k \bmod 2^{w}\)
            2.2.2. If \(0<r \leq m\), then \(k_{i}=r\)
            2.2.3. Elseif \(m<r<(3 m-4 s)\), then \(k_{i}=r-2^{w-1}\)
            2.2.4. Elseif \((3 m-4 s) \leq r<2^{w}\), then \(k_{i}=r-2^{w}\)
            2.2.5. If CONDITION \(1=\) true, then \(k_{i}=d_{i}\)
            2.2.6. \(k=k-k_{i}\), exception \(=0\)
            2.3. If \(k \bmod 2=0\), then \(k=k / 2, k_{i}=k_{i}^{(2)}\)
            2.4. Elseif \(k_{i}=0\)
                2.4.1. If CONDITION2 \(=\) true, then exception \(=1\)
            2.4.2. Elseif \(k \bmod 3=0\), then \(k=k / 3, k_{i}=k_{i}^{(3)}\)
            2.4.J. Elseif \(k \bmod a_{J}=0\), then \(k=k / a_{J}, k_{i}=k_{i}^{\left(a_{J}\right)}\)
            2.5. \(i=i+1\)
    3. Return \(\left(\ldots, k_{2}^{\left(a_{j}\right)}, k_{1}^{\left(a_{j}\right)}\right)\)
```

CONDITION1 aims at fulfilling our first criteria, namely, reducing the length of the expansion. In this case, parameter $e$ guarantees that the new approximation will yield a much shorter chain such that is justifiable to use more expensive point operations instead of the usual sequence of doublings after each nonzero term. Similarly, CONDITION2 is responsible for fixing a good balance between the
different point operations. In particular, it will "smartly" insert more doublings, as these are the most efficient operations in most common ECC settings. In this case, $e^{\prime}$ is a security parameter that guarantees that the algorithm in fact trades expensive point operations by a large enough sequence of doublings such that is justifiable to introduce an extra nonzero term. Both parameters, $e$ and $e^{\prime}$, vary according to the relative cost among point operations and even with the value of the scalar. Despite this complexity, we have been able to determine parameter values that are efficient for most cases by performing extensive tests with random numbers.

We have inserted the modifications above to the Frac-wmbNAF algorithm (see Section 4), since this representation generalizes the $(w) m b N A F$ methods, and derived Algorithm 5.1 for bases $\{2,3\}$ and $\{2,3,5\}$.

Notice the addition of CONDITION1 and 2 in steps 2.2.5. and 2.4.1. As can be seen from the descriptions above, these techniques are quite general and give a high degree of freedom to adjust the algorithm to different settings with different constrains in the complexity level. In this work, we have focused on selecting parameters that achieve high performance without increasing excessively the complexity of the Multibase NAF algorithms.

The recommended conditional statements for Alg. 5.1 are detailed in Tables 2 and 3 for bases $\{2,3\}$ and $\{2,3,5\}$, respectively. We remark that these are only recommended parameters, and that CONDITION1 and 2 can be modified to suit the complexity constrains of a specific implementation, leading to different performance levels.

It is clear from Tables 2 and 3 that the original conditions of the Multibase NAF regarding non-adjacency (see (11) have been relaxed. In particular, according to CONDITION1, it can be the case that fewer consecutive doublings are inserted for a particular window size.

Let us illustrate the proposed method with the following example.
Example 3. Using Algorithm 5.1 and Table 2, we find that the Refined mbNAF chain for computing $9750 P$ using bases $\{2,3\}, w=4, m=5$, is $9750=5 \times$ $2^{3} \times 3^{5}+5 \times 2 \times 3$, which has been derived using the sequence $\frac{9750}{2} \rightarrow \frac{4875}{3} \rightarrow$ $1625-5 \rightarrow \frac{1620}{2} \rightarrow \frac{810}{2} \rightarrow \frac{405}{3} \rightarrow \frac{135}{3} \rightarrow \frac{45}{3} \rightarrow \frac{15}{3} \rightarrow 5$.

Notice that the partial value 1625 is conveniently approximated to 1620 , by means of CONDITION1, instead of 1624 (see Example 2), allowing the efficient insertion of several triplings to reduce the length of the expansion. If we compare the performance of the refined method when computing $9750 P$ against the basic Multibase NAF approach using the same fractional window size (see Example 2 ), we can observe that the cost reduces significantly from $12 \mathrm{D}+1 \mathrm{~T}+3 \mathrm{~mA}=$ $108.4 M$ to only $3 \mathrm{D}+5 \mathrm{~T}+1 \mathrm{~mA}=82.4 M$ (JQuartic, $1 S=0.8 M)$.

As can be observed, the gain in performance with this method is obtained by increasing the complexity in the conversion step. This may or may not be a limiting factor depending on the characteristics of a particular implementation and the chosen platform. In cases where the conversion to multibase becomes non-negligible, the method would still remain practical for settings where the same scalar $k$ is reused several times.

Table 2. Recommended parameters for CONDITION1 and 2, bases $\mathcal{A}=\{2,3\}, d_{i} \in$ $D \backslash\left\{0, k_{i}\right\}$

| Window $w$ | CONDITION1 | CONDITION2 |
| :---: | :--- | :--- |
| 2 | $\begin{array}{l}\text { If }(\mathcal{D} \bmod 9=0 \text { and } \mathcal{K} \bmod 8 \neq 0) \\ \text { or }(\mathcal{D} \bmod 27=0 \text { and } \mathcal{K} \bmod 16 \neq 0) \\ \text { or }(\mathcal{D} \bmod 81=0 \text { and } \mathcal{K} \bmod 32 \neq 0)\end{array}$ | $\begin{array}{l}\text { If }(\mathcal{D} \bmod 16=0 \text { and } k \bmod 9 \neq 0) \\ \text { or }(\mathcal{D} \bmod 32=0 \text { and } k \bmod 27 \neq 0) \\ \text { or }(\mathcal{D} \bmod 64=0 \text { and } k \bmod 81 \neq 0)\end{array}$ |
| 3 | If $(\mathcal{D} \bmod 27=0$ and $\mathcal{K} \bmod 16 \neq 0)$ |  |
| $m=3$ | or $(\mathcal{D} \bmod 81=0$ and $\mathcal{K} \bmod 32 \neq 0)$ |  |$)$

(*) $\mathcal{D}=k-d_{i} ; \mathcal{K}=k-k_{i}$
Table 3. Recommended parameters for CONDITION1 and 2, bases $\mathcal{A}=\{2,3,5\}, d_{i} \in$ $D \backslash\left\{0, k_{i}\right\}$

| Window $w$ | CONDITION1 | CONDITION2 |
| :---: | :---: | :---: |
| $\begin{gathered} 2 \\ m=1 \end{gathered}$ | $\begin{aligned} & \text { If }(\mathcal{K} \bmod 5 \neq 0 \text { and }( \\ & (\mathcal{D} \bmod 9=0 \text { and } \mathcal{K} \bmod 8 \neq 0) \\ & \text { or }(\mathcal{D} \bmod 27=0 \text { and } \mathcal{K} \bmod 16 \neq 0) \\ & \text { or }(\mathcal{D} \bmod 81=0 \text { and } \mathcal{K} \bmod 32 \neq 0))) \\ & \text { or }(\mathcal{D} \bmod 15=0 \text { and } \mathcal{K} \bmod 8 \neq 0) \end{aligned}$ | If $k$ mod $3 \neq 0$ |
| $\begin{gathered} 3 \\ m=3 \end{gathered}$ | $\begin{aligned} & \text { If }(\mathcal{K} \bmod 5 \neq 0 \text { and }( \\ & (\mathcal{D} \bmod 27=0 \text { and } \mathcal{K} \bmod 16 \neq 0) \\ & \text { or }(\mathcal{D} \bmod 81=0 \text { and } \mathcal{K} \bmod 32 \neq 0))) \\ & \text { or }(\mathcal{D} \bmod 45=0 \text { and } \mathcal{K} \bmod 32 \neq 0) \end{aligned}$ | $\begin{aligned} & \text { If }\left(\mathcal{D} \bmod 2^{w+2}=0 \text { and } k \bmod 25 \neq 0\right) \\ & \text { or }\left(\mathcal{D} \bmod 2^{w+3}=0 \text { and } k \bmod 125 \neq 0\right) \\ & \text { or }\left(\mathcal{D} \bmod 2^{w+4}=0 \text { and } k \bmod 625 \neq 0\right) \\ & \text { else } \end{aligned}$ |
| $\begin{gathered} 4 \\ m=5,7 \end{gathered}$ | $\begin{aligned} & \text { If }(\mathcal{K} \bmod 5 \neq 0 \text { and }( \\ & (\mathcal{D} \bmod 108=0 \text { and } \mathcal{K} \bmod 32 \neq 0) \text { or } \\ & (\mathcal{D} \bmod 324=0 \text { and } \mathcal{K} \bmod 64 \neq 0))) \end{aligned}$ | If $\mathcal{K} \bmod 25 \neq 0$ and ( <br> or ( $\mathcal{D} \bmod 2^{w+2}=0$ and $k \bmod 9 \neq 0$ ) <br> or ( $\mathcal{D} \bmod 2^{w+3}=0$ and $k \bmod 27 \neq 0$ ) |
| $\begin{gathered} 5 \\ m=9, \ldots, 15 \end{gathered}$ | $\begin{aligned} & \text { If }(\mathcal{K} \bmod 5 \neq 0 \text { and }( \\ & (\mathcal{D} \bmod 144=0 \text { and } \mathcal{K} \bmod 64 \neq 0) \text { or } \\ & (\mathcal{D} \bmod 432=0 \text { and } \mathcal{K} \bmod 128 \neq 0))) \\ & \hline \end{aligned}$ | or ( $\mathcal{D} \bmod 2^{w+4}=0$ and $\left.k \bmod 81 \neq 0\right)$ ) |
| $\left\lvert\, \begin{gathered} 6 \\ m=17, \ldots, 31 \end{gathered}\right.$ | $\begin{aligned} & \text { If }(\mathcal{K} \bmod 5 \neq 0 \text { and }( \\ & (\mathcal{D} \bmod 288=0 \text { and } \mathcal{K} \bmod 128 \neq 0) \text { or } \\ & (\mathcal{D} \bmod 864=0 \text { and } \mathcal{K} \bmod 256 \neq 0))) \end{aligned}$ |  |

(*) $\mathcal{D}=k-d_{i} ; \mathcal{K}=k-k_{i}$
To evaluate the performance of this refined methodology for scalar multiplication, we implemented the method and carried out several tests. The results are summarized in the following section.

## 6 Performance Comparison

We have carried out several tests to demonstrate the high performance of the Multibase NAF methods discussed in this work when applied on standard,

Jacobi quartic and Edwards curves. We implemented the traditional Frac-wNAF and the (Refined) Frac-wmbNAF (Algorithm 5.1) and ran the algorithms with different window sizes for 1000 160-bit scalars chosen randomly. In the case of Multibase NAF, we evaluated the methods when using the following sets of bases $\mathcal{A}:\{2,3\}$ and $\{2,3,5\}$.

To estimate costs for each method, we first counted the required number of point operations per scalar, averaged the results and then calculated the cost using Table Also, for windows $w>2$ we included in the overall cost the cost of calculating the precomputed points. For computing these points, we consider two cases: points are left in projective coordinates (referred to as case 1), and points are converted to affine using one inversion (referred to as case 2). As expected, case 2 is advantageous using Jacobian coordinates, where mDA is significantly more efficient than the general DA version (see Table 1). Ultimately, the particular $I / M$ ratio of an implementation will decide which case is more effective on a standard curve. In the case of JQuartic and InvEdw, we only consider case 1 as this scheme should be largely preferred because of the minimal difference of costs between general and mixed additions. Specifically, for Jacobian coordinates, we use the efficient scheme proposed in [22], and for JQuartic and InvEdw we apply the recently proposed scheme by the authors 20.

The costs using the various methods are summarized in Table 4. Costs with the label Optimized correspond to methods that have been slightly optimized by saving some initial computations. This technique is similar to that proposed in [13, Section 4.2.2] plus some additional savings gained with the use of composite operations (i.e., tripling, quintupling).

The "basic" operation count (without the aforementioned optimization) is detailed per method. In the case of windowed methods, the count is given separately for 7 and 6 precomputations (the latter case always corresponds to Jacobian coordinates only). Also, note that for Jacobian coord. we use doubling-addition (DA) operations instead of traditional additions. Hence, in this case, the total number of doublings is obtained by subtracting the number of doublings listed by that of additions. Finally, for case 2 (Jacobian), the total number of mDA operations is obtained by adding numbers listed in mDA and DA, as precomputed points are in affine and all the additions involve mixed coordinates.

As can be seen, in scenarios without precomputations, the basic Multibase NAF using bases $\{2,3\}$ and $\{2,3,5\}$ achieve better performance than the original DB method based on the "Greedy" algorithm [8]. That is in addition to the attractive features of Multibase NAF such as simplicity and memory efficiency. More recently, Doche et al. [10] introduced a new method that also finds doublebase chains without using the "Greedy" algorithm, although using a somewhat more complex search-based approach in comparison with the basic Multibase NAF. This method's cost is comparable to $(2,3)$ NAF, but slightly higher than that achieved by $(2,3,5)$ NAF. More importantly, the proposed Refined Multibase NAF method presents even lower costs in all the cases, bases $\{2,3\}$ and $\{2,3,5\}$. The improvement is especially significant in the case without precomputations,


which makes our method especially interesting for applications on constrained devices. With Jacobi quartics, the advantage of the Refined $m b N A F$ using bases $\{2,3,5\}$ is as large as $9.3 \%$ over the traditional NAF. In Jacobian coord., that advantage rises to $9.8 \%$.

Interestingly enough, in the case of windowed methods, we observe that the refined multibase algorithms surpass the performance of traditional binary methods for all the curve shapes analyzed, contradicting conclusions by [1] and [10]. Most remarkably, if we consider the "basic" operation count, the Refined $(2,3,5)$ NAF with no precomputations is comparable and/or surpasses the performance of the fastest NAF method using an optimal window with 7 and 6 precomputed points for Jacobi quartics and Jacobian coordinates, respectively. For the latter, the multibase method is superior always that $1 I>23 M$. Even if we consider the optimized version of the NAF method, the multibase method achieves higher performance always that $1 I>40 M$.

For the record, we also include results by [2] and [1]. These works use highly optimized radix-2 and double-base (DB) scalar multiplications. We can see that both the basic Multibase NAF using precomputations and the refined version offer lower computing costs for the cases when precomputations include one or nil field inversions. Moreover, our optimized implementations of wNAF and Frac$w$ NAF are also superior in performance to these works. The latter is due to a combination of improved precomputation schemes, more efficient point formulas and the inclusion of the technique to save initial computations.

In particular, the Refined $m b N A F$ using 6 and 7 precomputed points achieves the highest performance using bases $\{2,3,5\}$ in the case of standard curves and Jacobi quartics. In the case of Edwards curves using inverted Edwards coordinates the lowest cost is achieved by the same method using bases $\{2,3\}$ and 7 points. (The lowest costs per curve are highlighted in bold.) Also, note that for Jacobian the highest speed up is achieved with a table of the form $\{3,5, \ldots, 13\}$ ( 6 points; 160 bits), which corresponds to a fractional window and, thus, highlights the importance of this recoding for Jacobian coordinates.

## 7 Conclusion

We have introduced a refined multibase method and other several optimizations, including improved point operation formulas, that have been efficiently applied to speed up (multibase) methods for scalar multiplication. In particular, we have applied the concept of "fractional" windows to the multibase scenario, generalizing Multibase NAF methods to any number of precomputations. Also, we have presented a more comprehensive analysis of scalar multiplications methods and tested their performance in comparison with Multibase NAF methods using different elliptic curve shapes. The conclusion is that currently the proposed Refined $m b N A F$ achieves the lowest costs found in the literature among methods without precomputations, independently of the curve selected. Using bases $\{2,3,5\}$ and $\{2,3\}$ we can perform a scalar multiplication with costs of only $1459 M$ (field multiplications) and $1350 M$ in Jacobian and inverted Edwards
coordinates (respect.). With Jacobi quartics, that cost can be as low as $1267 M$ using bases $\{2,3,5\}$. Similar results are attained by the same method when using precomputations. In this case, we present the lowest costs reported in the literature: $1425 M$ or $1 I+1393 M$ in Jacobian, $1265 M$ in inverted Edwards and $1214 M$ in extended Jacobi quartic coordinates.

Finally, we have included the theoretical analysis of Multibase NAF and its different variants, detailing the average zero and nonzero density characterizing these representations. This analysis has been confirmed with our extensive tests.
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## A Derivation of Composite Operations of Form $d P$

Consider the following formula due to [23] to add two points $P=\left(X_{1}, Y_{1}, Z\right)$ and $Q=\left(X_{2}, Y_{2}, Z\right)$ with the same coordinate $Z$ in Jacobian coordinates:

$$
\begin{gather*}
X_{3}=\left(Y_{2}-Y_{1}\right)^{2}-\left(X_{2}-X_{1}\right)^{3}-2 X_{1}\left(X_{2}-X_{1}\right)^{2}, Z_{3}=Z\left(X_{2}-X_{1}\right) \\
Y_{3}=\left(Y_{2}-Y_{1}\right)\left(X_{1}\left(X_{2}-X_{1}\right)^{2}-X_{3}\right)-Y_{1}\left(X_{2}-X_{1}\right)^{3} . \tag{5}
\end{gather*}
$$

To derive composite operations of the form $d P$, where $d>2$ is a small prime, we follow the next scheme using (5) to perform additions:

$$
\begin{equation*}
d P=(2 P+(\ldots(2 P+(2 P+P)) \ldots)) \tag{6}
\end{equation*}
$$

According to (6), we first compute $2 P$ with the following [21]:
$X_{2}=\left[3\left(X_{1}+Z_{1}^{2}\right)\left(X_{1}-Z_{1}^{2}\right)\right]^{2}-8 X_{1} Y_{1}^{2}, Z_{2}=2 Y_{1} Z_{1}=\left(Y_{1}+Z_{1}\right)^{2}-Y_{1}^{2}-Z_{1}^{2}$, $Y_{2}=\left[3\left(X_{1}+Z_{1}^{2}\right)\left(X_{1}-Z_{1}^{2}\right)\right]\left(4 X_{1} Y_{1}^{2}-X_{2}\right)-8 Y_{1}^{4}$.

And then, we perform the addition $3 P=2 P+P=\left(X_{2}, Y_{2}, Z_{2}\right)+\left(X_{1}^{(1)}, Y_{1}^{(1)}\right.$, $\left.Z_{1}^{(1)}\right)=\left(X_{3}, Y_{3}, Z_{3}\right)$ using formula (5), where $\left(X_{1}^{(1)}, Y_{1}^{(1)}, Z_{1}^{(1)}\right)=\left(X_{1}\left(4 Y_{1}^{2}\right)\right.$, $\left.Y_{1}\left(8 Y_{1}^{3}\right), Z_{1}\left(2 Y_{1}\right)\right) \equiv\left(X_{1}, Y_{1}, Z_{1}\right)$, as follows:
$X_{3}=\left(Y_{1}^{(1)}-Y_{2}\right)^{2}-\left(X_{1}^{(1)}-X_{2}\right)^{3}-2 X_{2}\left(X_{1}^{(1)}-X_{2}\right)^{2}$,
$Y_{3}=\left(Y_{1}^{(1)}-Y_{2}\right)\left[X_{2}\left(X_{1}^{(1)}-X_{2}\right)^{2}-X_{3}\right]-Y_{2}\left(X_{1}^{(1)}-X_{2}\right)^{3}, Z_{3}=Z_{2}\left(X_{1}^{(1)}-X_{2}\right)$.
After scaling and replacement of some multiplications by squarings, computation of $3 P$ takes the form:

$$
\begin{equation*}
X_{3}=\omega^{2}-4 \theta^{3}-8 X_{2} \theta^{2}, Y_{3}=\omega\left[4 X_{2} \theta^{2}-X_{3}\right]-8 Y_{2} \theta^{3}, Z_{3}=2 Z_{1}^{(1)} \theta \tag{7}
\end{equation*}
$$

where $\alpha=3\left(X_{1}+Z_{1}^{2}\right)\left(X_{1}-Z_{1}^{2}\right), \theta=4 X_{1} Y_{1}^{2}-X_{2}, \omega=16 Y_{1}^{4}-2 Y_{2}, X_{2}=$ $\alpha^{2}-8 X_{1} Y_{1}^{2}, 2 Y_{2}=(\alpha+\theta)^{2}-\alpha^{2}-\theta^{2}-16 Y_{1}^{4}, Z_{1}^{(1)}=\left(Y_{1}+Z_{1}\right)^{2}-Y_{1}^{2}-Z_{1}^{2}$. Following the same approach for the next addition in (6), it is easy to derive the formula for the quintupling of a point $5 P=\left(X_{5}, Y_{5}, Z_{5}\right)$ in Jacobian coordinates (special case $a=-3$ ). The new formula is given by:

$$
\begin{gather*}
X_{5}=\gamma^{2}-4 \phi^{3}-8 X_{2}^{(1)} \phi^{2}, Y_{5}=\gamma\left[4 X_{2}^{(1)} \phi^{2}-X_{5}\right]-8 Y_{2}^{(1)} \phi^{3}  \tag{8}\\
Z_{5}=2 Z_{2}\left[(\theta+\phi)^{2}-\theta^{2}-\phi^{2}\right]
\end{gather*}
$$

where $\alpha=3\left(X_{1}+Z_{1}^{2}\right)\left(X_{1}-Z_{1}^{2}\right), \theta=X_{1}^{(1)}-X_{2}, \omega=2 Y_{1}^{(1)}-2 Y_{2}, X_{2}=$ $\alpha^{2}-2 X_{1}^{(1)}, 2 Y_{2}=(\alpha+\theta)^{2}-\alpha^{2}-\theta^{2}-2 Y_{1}^{(1)}, Z_{2}=\left(Y_{1}+Z_{1}\right)^{2}-Y_{1}^{2}-Z_{1}^{2}, \gamma=$ $\omega^{2}+\phi^{2}-(\omega+\phi)^{2}-4 Y_{2}^{(1)}, X_{1}^{(1)}=4 X_{1} Y_{1}^{2}, 2 Y_{1}^{(1)}=16 Y_{1}^{4}, X_{2}^{(1)}=4 X_{2} \theta^{2}, Y_{2}^{(1)}=$ $8 Y_{2} \theta^{3}, \phi=\omega^{2}-4 \theta^{3}-3 X_{2}^{(1)}$.

This quintupling formula costs $10 M+12 S$. In the general case (random $a$ ), the cost is fixed at $9 M+15 S$ with the following change of parameters: $\alpha=$ $3 X_{1}^{2}+a Z_{1}^{4}, X_{1}^{(1)}=2\left[\left(X_{1}+Y_{1}^{2}\right)^{2}-X_{1}^{2}-Y_{1}^{4}\right]$.

Again, following the same procedure for the next addition in (6), it is straightforward to derive the formula for the septupling $7 P=\left(X_{7}, Y_{7}, Z_{7}\right)$ in Jacobian coord. (case $a=-3$ ). The new septupling formula is given by:

$$
\begin{equation*}
X_{7}=\varphi^{2}-4 \sigma^{3}-8 X_{2}^{(2)} \sigma^{2}, Y_{7}=\varphi\left[4 X_{2}^{(2)} \sigma^{2}-X_{7}\right]-8 Y_{2}^{(2)} \sigma^{3}, Z_{7}=2 Z_{2}^{(2)} \sigma \tag{9}
\end{equation*}
$$

where $\varphi=\gamma^{2}+\sigma^{2}-(\gamma+\sigma)^{2}-4 Y_{2}^{(2)}, \sigma=\gamma^{2}-4 \phi^{3}-3 X_{2}^{(2)}, \gamma=\omega^{2}+\phi^{2}-(\omega+\phi)^{2}-$ $4 Y_{2}^{(1)}, X_{2}^{(2)}=4 X_{2}^{(1)} \phi^{2}, Y_{2}^{(2)}=8 Y_{2}^{(1)} \phi^{3}, Z_{2}^{(2)}=2 Z_{2}\left[(\theta+\phi)^{2}-\theta^{2}-\phi^{2}\right], \phi=$ $\omega^{2}-4 \theta^{3}-3 X_{2}^{(1)}, \omega=2 Y_{1}^{(1)}-2 Y_{2}, \theta=X_{1}^{(1)}-X_{2}, \alpha=3\left(X_{1}+Z_{1}^{2}\right)\left(X_{1}-\right.$ $\left.Z_{1}^{2}\right), X_{2}^{(1)}=4 X_{2} \theta^{2}, Y_{2}^{(1)}=8 Y_{2} \theta^{3}, X_{2}=\alpha^{2}-2 X_{1}^{(1)}, X_{1}^{(1)}=4 X_{1} Y_{1}^{2}, 2 Y_{1}^{(1)}=$ $16 Y_{1}^{4}, 2 Y_{2}=(\alpha+\theta)^{2}-\alpha^{2}-\theta^{2}-2 Y_{1}^{(1)}, Z_{2}=\left(Y_{1}+Z_{1}\right)^{2}-Y_{1}^{2}-Z_{1}^{2}$. This septupling formula costs $14 M+15 S$. In the general case (parameter $a$ random), the cost is fixed at $13 M+18 S$ with the following change of parameters: $\alpha=3 X_{1}^{2}+a Z_{1}^{4}, X_{1}^{(1)}=2\left[\left(X_{1}+Y_{1}^{2}\right)^{2}-X_{1}^{2}-Y_{1}^{4}\right]$.

## B Proof of the Average Zero and Nonzero Densities of $(w) m b N A F ~ U s i n g ~ B a s e s ~\{2,3\}$ and $\{2,3,5\}$

The method can be modeled as a Markov chain with three states (case $\mathcal{A}=\{2,3\}$ ) : $" 0^{(2)} ", " 0^{(3)} "$ and $" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)}$ ", with the following probability matrix:

$$
\left(\begin{array}{llll}
" 0^{(2)} " & : & 1 / 2 & \frac{2^{w-2}-\left\lfloor\left(2^{w-2}+1\right) / 3\right\rfloor}{2^{w}} \\
" 0^{(3)} " & : & 0 & 1 / 3
\end{array}\right)
$$

This Markov chain is irreducible and aperiodic, and hence, it has stationary distribution, which is given by:

$$
(\underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)}, 0^{(2)}, 0^{(3)}: \frac{2^{w}}{2^{w+1}+3\left(2^{w-2}-s\right)} \frac{2^{w}}{2^{w+1}+3\left(2^{w-2}-s\right)} \frac{3\left(2^{w-2}-s\right)}{2^{w+1}+3\left(2^{w-2}-s\right)}))
$$

Thus, nonzero digits $k_{i}$ appear $2^{w}$ out of $w \cdot 2^{w}+2^{w}+3\left(2^{w-2}-\left\lfloor\left(2^{w-2}+1\right) / 3\right\rfloor\right)$, which proves our assertion about the nonzero density. Doublings and triplings (i.e., number of zero and nonzero digits with base 2 and 3 , respect.) appear $2^{w}$. $w+2^{w}$ and $3\left(2^{w-2}-\left\lfloor\left(2^{w-2}+1\right) / 3\right\rfloor\right)$ out of $w \cdot 2^{w}+2^{w}+3\left(2^{w-2}-\left\lfloor\left(2^{w-2}+1\right) / 3\right\rfloor\right)$, respectively. This proves our assertion about the average density of doublings and triplings.

In the case of $\mathcal{A}=\{2,3,5\}$, there are four states: " $0^{(2)} ", " 0^{(3)} ", " 0^{(5)} "$ and $" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)} "$. The probability matrix in this case is as follows (see Theorem 2 for notation):

$$
\left(\begin{array}{lccccc}
" 0^{(2)} " & : & 1 / 2 & \frac{2^{w-2}-s}{2^{w}} & \frac{2^{w-2}-r+s-t}{2^{w+2}} & \frac{3 \cdot 2^{w-2}+r+3 s+t}{2^{w+2}} \\
" 0^{(3)} " & : & 0 & 1 / 3 & 1 / 6 & 1 / 2 \\
" 0^{(5)} " & : & 0 & 0 & 1 / 5 & 4 / 5 \\
" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)} " & : & 1 / 2 & \frac{2^{w-2}-s}{2^{w}} & \frac{2^{w-2}-r+s-t}{2^{w+2}} & \frac{3 \cdot 2^{w-2}+r+3 s+t}{2^{w+2}}
\end{array}\right)
$$

This Markov chain is irreducible and aperiodic with stationary distribution: $(" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)} ", " 0^{(2)} ", " 0^{(3)} ", " 0^{(5)} ": \frac{2^{w+3}}{\omega} \frac{2^{w+3}}{\omega} \frac{24\left(2^{w-2}-s\right)}{\omega} \frac{5\left(2^{w-1}-r-t\right)}{\omega})$
where $\omega=49 \cdot 2^{w-1}-5 r-24 s-5 t$. Therefore, nonzero digits $k_{i}$ appear $2^{w+3}$ out of $2^{w+3} \cdot w+2^{w+3}+24\left(2^{w-2}-s\right)+5\left(2^{w-1}-r-t\right)$, which proves our assertion about the nonzero density. Doublings, triplings and quintuplings appear $2^{w+3} \cdot w+$ $2^{w+3}, 24\left(2^{w-2}-s\right)$ and $5\left(2^{w-1}-r-t\right)$ out of $2^{w+3} \cdot w+2^{w+3}+24\left(2^{w-2}-s\right)+$ $5\left(2^{w-1}-r-t\right)$, respectively. This proves our assertion about the average density of the aforementioned operations.

## C Proof of the Average Zero and Nonzero Densities of Fractional wmbNAF Using Bases $\{2,3\}$

Let us consider the following states to model this fractional windows method using Markov chains: " $0^{(2)} ", " 0^{(3)} ", " \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-2} k_{i}^{(2)}$ ", and $" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)} "$. Then, the probability matrix is as follows (see Theorem 3 for notation):

$$
\left(\begin{array}{cccccc}
" 0^{(2)} " & : & 1 / 2 & \frac{t-\lfloor(t+1) / 3\rfloor}{4 t} & \frac{\left(2^{w-2}-t\right)(t+\lfloor(t+1) / 3\rfloor)}{2^{w} t} & \frac{t+\lfloor(t+1) / 3\rfloor}{2^{w}} \\
" 0^{(3) "} & : & 0 & 1 / 3 & \frac{2^{w-2}-t}{3 \cdot 2^{w-3}} & \frac{t}{3 \cdot 2^{w-3}} \\
" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-2} k_{i}^{(2)} " & : & 0 & \alpha & \beta & 1-\alpha-\beta \\
" \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2) "} & : & 1 / 2 & \frac{t-\lfloor(t+1) / 3\rfloor}{4 t} & \frac{\left(2^{w-2}-t\right)(t+\lfloor(t+1) / 3\rfloor)}{2^{w} t} & \frac{t+\lfloor(t+1) / 3\rfloor}{2^{w}}
\end{array}\right)
$$

where $\alpha=\frac{\left(2^{w-2}-t\right)-\left\lfloor\left(2^{w-2}-t+1\right) / 3\right\rfloor}{2\left(2^{w-2}-t\right)}$ and $\beta=\frac{\left(2^{w-2}-t\right)+\left\lfloor\left(2^{w-2}-t+1\right) / 3\right\rfloor}{2^{w-1}}$. This Markov chain is irreducible and aperiodic with the following stationary distribution:

$$
(\underbrace{0^{(2)} \ldots 0^{(2)}}_{w-1} k_{i}^{(2)}, \underbrace{0^{(2)} \ldots 0^{(2)}}_{w-2} k_{i}^{(2)}, 0^{(2)}, 0^{(3)}: \frac{16 t}{\mu} \frac{12\left((u+v)-2^{w-2}\right)}{\mu} \frac{16\left(t-2^{w-2}\right)}{\mu} \frac{16 t}{\mu})
$$

where $\mu=16 t-12(u+v)+7 \cdot 2^{w}$. Therefore, the nonzero digits $k_{i}$ appear $2^{w}$ out of $8 t-3(u+v)+2^{w-2}(4 w-1)$, which proves our assertion about the nonzero density. Doublings and triplings appear $8 t+2^{w}(w-1)$ and $3\left(2^{w-2}-(u+v)\right)$ out of $8 t-3(u+v)+2^{w-2}(4 w-1)$, respectively. This proves our assertion about the average density of doublings and triplings.
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#### Abstract

Lots of revocable group signature schemes have been proposed so far. In one type of revocable schemes, signing and/or verifying algorithms have $O(N)$ or $O(R)$ complexity, where $N$ is the group size and $R$ is the number of revoked members. On the other hand, in CamenischLysyanskaya scheme and the followers, signing and verifying algorithms have $O(1)$ complexity. However, before signing, updates of the secret key are required. The complexity is $O(R)$ in the worst case. In this paper, we propose a revocable scheme with signing and verifying of $O(1)$ complexity, where no updates of secret key are required. The compensation is the long public key of $O(N)$. In addition, we extend it to the scheme with $O(\sqrt{N})$-size public key, where signing and verifying have constant extra costs.


## 1 Introduction

Group signatures [15] allow a signer to sign a message anonymously as a group member, while only a designated trusted party can identify the signer from the signature. The group is managed by a group manager (GM) who permits a user to join the group. For simplicity, this paper assumes that $G M$ is also the trusted party to identify the signer (This assumption can be easily relaxed). The applications of group signatures include anonymous credentials, direct anonymous attestations, and ID management reported in 13|11|20.

Toward making the group signatures practicable, Boneh et al. have proposed a short group signature scheme based on pairings [7], where signatures are shorter than existing RSA-based group signature schemes. With the advance of the implementations of pairings (e.g., [3]19]), we can obtain the implementations of the signing/verifying of the group signatures with practical computation times and data sizes, if the revocation is neglected. The revocation means that the membership of a group member can be easily revoked to exclude the member from the group.

Lots of revocable group signature schemes have been proposed so far (e.g, [10|14|24|7|8|12]). However, one type of schemes [10|24|8] has a disadvantage: Singing and/or verifying have the computational complexity (exponentiations or pairings) of $O(N)$ or $O(R)$, where $N$ is the group size and $R$ is the number of
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revoked members. Thus, these schemes are not suitable for large and dynamic groups.

Camenisch and Lysyanskaya proposed an elegant revocable scheme [14] using dynamic accumulators. In this scheme, the complexity of signing/verifying is $O(1)$ w.r.t. $N$ and $R$. However, the disadvantage of this scheme is that, whenever making a signature, the signer has to modify his secret key. The modification requires some data of joining and removed members since the last time he signed. This implies that a signer requires a computation of $O(N)$. This is relaxed into $O(R)$ in [12]7. However, since $R$ becomes large in large and dynamic groups, we should explore another approach for signing/verifying with $O(1)$ costs.

Another RSA-based approach without the key update is proposed in 23. In the approach, the large group is partitioned to sub-groups, and the scheme of [24] is utilized for each smaller sub-groups. The scheme of [24] achieves $O(1)$ exponentiations on signing/verifying for middle-scale sub-groups with less than about 1000 members. The computational cost on partitioning in [23] is also $O(1)$. Thus, this approach achieves signing/verifying with $O(1)$ costs. However, this approach has a weakness for larger groups; The signer has to obtain public data reflecting the current membership situation for each member, but the size of the data is $O(N)$. Namely, the signer has to fetch the data with $O(N)$ size whenever signing. Another problem is that it is based on RSA, and thus the long RSA modulus leads to long signatures and revocation data. Therefore, for larger groups, the communication cost becomes vast.

Our contributions. In this paper, we propose a pairing-based revocable scheme satisfying

1. signing/verifying requires only $O(1)$ computational costs,
2. any update of member's secret key is not required, and
3. data related to revocation, which is fetched by the signer, has $O(R)$ size.

Therefore, signing/verifying is sufficiently fast even for larger or dynamic groups, while the communication does not cause large delay.

On the other hand, the compensation is the long public key with $O(N)$ size. In general applications (e.g., authentications for Web services), the public key is distributed once in joining, together with the software of the applications. Thus, the compensation is not so serious. However, for millions of members, the long time of downloading may disgust users. To solve this, in this paper, we also propose an extended scheme with $O(\sqrt{N})$-size public key, where signing/verifying has constant extra costs.

The reduction to the $O(\sqrt{N})$ size means the sufficient practicality of our schemes for large groups. In case of the 112-bit security level and $N=1,000,000$, the public key size of the extended scheme is less than 100 KBytes. This size shows the sufficient practicality of the storage, not only in usual PCs but also in smart phones. Furthermore, since clients have only to download the public key once, the communication cost does not matter.

We can consider a trivial revocation method, where a non-revoked member fetches a new secret key whenever revocation happens or a time interval proceeds.

To fetch it anonymously, the signer has to fetch the keys of whole non-revoked members. This means fetching $O(N)$-size data. In our scheme, the fetched data is reduced to $O(R)$ size.

The signer's fetching $O(R)$-size date is a concern for the realization of group signatures. However, except the VLR (Verifier-Local Revocation) method [8, every revocation mechanism such as $10|14| 7|12| 24$ needs such a communication cost. Note that the VLR mechanism requires $O(R)$ computational cost in the verification. Thus, we consider that our revocation method is currently better than the other methods in the natural situation that the signer can use a broadband channel. The reduction in the fetched data is an open problem.

Related works. One of trends in researches on group signatures is to exclude the random oracle model. From the viewpoint of both efficiency and security, Groth's scheme [18] is currently the best choice. Although this scheme achieves the constant length of signatures, it still is greatly less efficient than efficient schemes [7/16] in the random oracle model. Since our aim is the realization of group signatures in practical applications, we adopt the efficient underlying scheme [16] to add our novel revocation mechanism. This means that our scheme is secure in the random oracle model. A construction without the random oracle is one of our future works.

## 2 Model and Security Definitions

We show a model of revocable group signature scheme. This model and the following security requirements are derived from [8]5. Mainly, for the simplicity, we construct our model on the basis of the model of [8]. The differences from [8] are the revocation mechanism, Join algorithm (and non-frameability), and Open algorithm. In [8], Verify algorithm is given revocation list $\boldsymbol{R} \boldsymbol{L}_{t}$, but in our model, Sign algorithm is given $\boldsymbol{R} \boldsymbol{L}_{t}$. We consider that the non-frameability (i.e., preventing $G M$ from forging a member's signature) is important, and thus, add Join algorithm and the definition of the non-frameability, based on [5]. Also, the Open algorithm is added for the purpose of identifying an illegal member.

Revocable group signature scheme consists of the following algorithms:
Setup: This probabilistic initial setup algorithm, on input $1^{\ell}$, outputs public parameters param.
KeyGen: This probabilistic key generation algorithm for $G M$, on input $N$ that is the maximum number of members and param, outputs the group public key $g p k$ and GM's secret key msk.
Join: This is an interactive protocol between a probabilistic algorithm Join-U for the $i$-th user and a probabilistic algorithm Join-GM for $G M$, where the user joins the group controlled by $G M$ w.r.t. $g p k$. Join-U, on input $g p k$, outputs usk[i] that is the user's secret key. On the other hand, Join-GM, on inputs $g p k$, msk, outputs $\boldsymbol{r e g}[i]$, which means the registration $\log$ of the $i$-th user.
usk denotes the list of all users' secret keys, reg denotes the list of all users' registration log, and $i$ denotes user's ID. We index the secret key and registration log of user $i$ by $\boldsymbol{u s k} \boldsymbol{s}[i]$ and $\boldsymbol{r e g}[i]$, respectively.
Revoke: This probabilistic algorithm, on inputs $g p k, t$ and $R U$ that is a set of revoked members' IDs, outputs revocation list $\boldsymbol{R} \boldsymbol{L}_{t}$.
$t$ denotes a time counter, and $\boldsymbol{R} \boldsymbol{L}_{t}$ denotes the revocation list of data on revoked users at time $t$.

Sign: This probabilistic algorithm, on inputs $g p k, \boldsymbol{u s k}[i], t, \boldsymbol{R} \boldsymbol{L}_{t}$, and signed message $M$, outputs the signature $\sigma$.

Verify: This is a deterministic algorithm for verification. The input is $g p k, t$, a signature $\sigma$, and the message $M$. Then the output is 'valid' or 'invalid'.
Open: This deterministic algorithm, on inputs $g p k, m s k, \boldsymbol{r e g}, t, \sigma$ and $M$, outputs $i$, which indicates the signer of $\sigma$.

The security requirements, Traceability, Anonymity, and Non-frameability, are defined as follows.

### 2.1 Traceability

The following traceability requirement captures the unforgeability and the revocability of group signatures. Consider the following traceability game between an adversary $\mathcal{A}$ and a challenger, where $\mathcal{A}$ tries to forge a signature that cannot be traced to one of members corrupted by $\mathcal{A}$ or to forge a signature that is traced to a revoked member corrupted by $\mathcal{A}$.

Setup: The challenger runs Setup and KeyGen, and obtains $g p k$ and $m s k$. He provides $\mathcal{A}$ with $g p k$, and run $\mathcal{A}$. He sets $t=0$ and $C U$ and $R U$ with empty, where $C U$ denotes the set of IDs of users corrupted by $\mathcal{A}$, and $R U$ denotes the set of IDs of revoked users.

Queries: $\mathcal{A}$ can query the challenger about the following.
H-Join: $\mathcal{A}$ can request the $i$-th user's join. Then, the challenger executes the join protocol, where the challenger plays the both role of the joining user and GM.

C-Join: $\mathcal{A}$ can request the $i$-th user's join. Then, $\mathcal{A}$ as the joining user executes the join protocol with the challenger as GM. The challenger adds $i$ to $C U$.
Revocation: $\mathcal{A}$ requests the revocation of a member $i$. The challenger increases $t$ by 1 , add $i$ to $R U$, and responds $\boldsymbol{R} \boldsymbol{L}_{t}$ for $t$ and $R U$.
Signing: $\mathcal{A}$ requests a signature on a message $M$ for a member $i$. The challenger responds the corresponding signature using the current $\boldsymbol{R} \boldsymbol{L}_{t}$, if $i \notin C U$.
Corruption: $\mathcal{A}$ requests the secret key of a member $i$. The challenger responds usk[i] if $i \notin C U$. The challenger adds $i$ to $C U$.
Open: $\mathcal{A}$ requests to open a signature $\sigma$ on the message $M$. The challenger responds the corresponding signer's ID $i$.

Output: Finally, $\mathcal{A}$ outputs a message $M^{*}$ and a signature $\sigma^{*}$ on the current $R L_{t}$.

Then, $\mathcal{A}$ wins if

1. Verify $\left(g p k, t, \sigma^{*}, M^{*}\right)=$ valid,
2. for $i^{*}=\operatorname{Open}\left(g p k, m s k, \boldsymbol{r e g}, t, \sigma^{*}, M^{*}\right), i^{*} \notin C U \backslash R U$, and
3. $\mathcal{A}$ did not obtain $\sigma^{*}$ by making a signing query at $M^{*}$.

Traceability requires that for all $\mathrm{PPT} \mathcal{A}$, the probability that $\mathcal{A}$ wins the traceability game is negligible.

### 2.2 Anonymity

The following anonymity requirement captures the anonymity and unlinkability of signatures. Consider the following anonymity game.

Setup: The challenger runs KeyGen, and obtains gpk and msk. He provides $\mathcal{A}$ with $g p k$, and run $\mathcal{A}$. He sets $t=0$ and $R U$ and $C U$ with empty.
Queries: $\mathcal{A}$ can query the challenger. The available queries are the same ones as in the traceability game.

Challenge: $\mathcal{A}$ outputs a message $M$ and two members $i_{0}$ and $i_{1}$. If $i_{0} \notin C U$ and $i_{1} \notin C U$, the challenger chooses $\phi \in_{R}\{0,1\}$, and responds the signature on $M$ of member $i_{\phi}$ using the current $\boldsymbol{R} \boldsymbol{L}_{t}$.
Restricted queries: Similarly, $\mathcal{A}$ can make the queries. However, $\mathcal{A}$ cannot query opening of the signature responded in the challenge.

Output: Finally, $\mathcal{A}$ outputs a bit $\phi^{\prime}$ indicating its guess of $\phi$.
If $\phi^{\prime}=\phi, \mathcal{A}$ wins. We define the advantage of $\mathcal{A}$ as $\left|\operatorname{Pr}\left[\phi^{\prime}=\phi\right]-1 / 2\right|$.
Anonymity requires that for all $\operatorname{PPT} \mathcal{A}$, the advantage of $\mathcal{A}$ on the anonymity game is negligible.

### 2.3 Non-frameability

This property requires that a signature of an honest member cannot be computed by other members and even GM.

Consider the following non-frameability game.
Setup: The challenger uses Setup to obtain param, and sets $t=0$ and $R U$ and $H U$ with empty, where $H U$ denotes the set of IDs of honest users who are not corrupted by $\mathcal{A}$. Then, run $\mathcal{A}$ on param, who initially outputs $g p k$.
Queries: After the key output in the run, $\mathcal{A}$ issues the following queries to the challenger.
Join: $\mathcal{A}$ can request the $i$-th honest user's join. Then, $\mathcal{A}$ as $G M$ executes the join protocol with the challenger as the $i$-the user. The challenger adds $i$ to $H U$.

Revocation: $\mathcal{A}$ can request the revocation of member $i$. The challenger increases $t$ by 1 , add $i$ to $R U$, and responds $\boldsymbol{R} \boldsymbol{L}_{t}$ for $t$ and $R U$.
Sign: $\mathcal{A}$ can request a signature on message $M$ for user's ID $i$ using the current $\boldsymbol{R} \boldsymbol{L}_{t}$. The challenger replies $\operatorname{Sign}\left(g p k, \boldsymbol{u s k}[i], t, \boldsymbol{R} \boldsymbol{L}_{t}, M\right)$, if $i \in H U$.
Corruption: $\mathcal{A}$ can request to corrupt a member by sending the member's ID $i$. The challenger returns $\boldsymbol{u s k}[i]$, if $i \in H U$. The challenger deletes $i$ from $H U$.

Output: Finally, $\mathcal{A}$ outputs a message $M^{*}$ and a signature $\sigma^{*}$.
Then, $\mathcal{A}$ wins if

1. Verify $\left(g p k, t, \sigma^{*}, M^{*}\right)=$ valid,
2. for $i^{*}=\operatorname{Open}\left(g p k, m s k, \boldsymbol{r e g}, t, \sigma^{*}, M^{*}\right), i^{*} \in H U$, and
3. $\mathcal{A} \operatorname{did}$ not obtain $\sigma^{*}$ by making a signing query at $M^{*}$.

Non-Frameability requires that for all $\operatorname{PPT} \mathcal{A}$, the probability that $\mathcal{A}$ wins the non-frameability game is negligible.

## 3 Preliminaries

### 3.1 Bilinear Groups

Our scheme utilizes bilinear groups and bilinear maps as follows:

1. $\mathcal{G}, \mathcal{H}$ and $\mathcal{T}$ are multiplicative cyclic groups of prime order $p$,
2. $g$ and $h$ are randomly chosen generators of $\mathcal{G}$ and $\mathcal{H}$, respectively.
3. $e$ is an efficiently computable bilinear map: $\mathcal{G} \times \mathcal{H} \rightarrow \mathcal{T}$, i.e., (1) for all $u, u^{\prime} \in$ $\mathcal{G}$ and $v, v^{\prime} \in \mathcal{H}, e\left(u u^{\prime}, v\right)=e(u, v) e\left(u^{\prime}, v\right)$ and $e\left(u, v v^{\prime}\right)=e(u, v) e\left(u, v^{\prime}\right)$, and thus for all $u \in \mathcal{G}, v \in \mathcal{H}$ and $a, b \in Z, e\left(u^{a}, v^{b}\right)=e(u, v)^{a b}$, and (2) $e(g, h) \neq 1$.

We can set $\mathcal{G}=\mathcal{H}$, but we allow $\mathcal{G} \neq \mathcal{H}$ for the generality. Thus, our scheme can be implemented on both supersingular curves and ordinary curves. The bilinear map can be efficiently implemented with the Tate pairing (or the $\eta_{T}$ pairing [3] on supersingular curves or the Ate pairing [19] on ordinary curves).

### 3.2 Assumptions

Our schemes are based on the $q$-SDH assumption [78] on $\mathcal{G}$. Furthermore, our schemes adopt the tracing mechanism of [16], where, in addition to the bilinear groups, another group $\mathcal{F}$ with the same order $p$ and the DDH assumption is required.

Definition 1 ( $q$-SDH assumption). For all PPT algorithm $\mathcal{A}$, the probability

$$
\operatorname{Pr}\left[\mathcal{A}\left(u, u^{a}, \ldots, u^{\left(a^{q}\right)}\right)=\left(b, u^{(1 / a+b)}\right) \wedge b \in Z_{p}\right]
$$

is negligible, where $u \in_{R} \mathcal{G}$ and $a \in_{R} Z_{p}$.

Definition 2 (DDH assumption). For all PPT algorithm $\mathcal{A}$, the probability

$$
\left|\operatorname{Pr}\left[\mathcal{A}\left(u, u^{a}, u^{b}, u^{a b}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(u, u^{a}, u^{b}, u^{c}\right)=1\right]\right|
$$

is negligible, where $u \in_{R} \mathcal{F}$ and $a, b, c \in_{R} Z_{p}$.
Based on the $q$-SDH assumption, the DL (Discrete Logarithm) assumption also holds.

Definition 3 (DL assumption). For all PPT algorithm $\mathcal{A}$, the probability

$$
\operatorname{Pr}\left[\mathcal{A}\left(u, u^{a}\right)=a\right]
$$

is negligible, where $u \in_{R} \mathcal{G}$ and $a \in_{R} Z_{p}$.

### 3.3 BB Signatures

Our group signature schemes utilize Boneh-Boyen (BB) signature scheme [6]. As shown in [7, the knowledge of this signature (and the message) can be proved by a zero-knowledge proof for a representation, which is shown in Sec. 3.5.

BB-Setup: Select bilinear groups $\mathcal{G}, \mathcal{H}, \mathcal{T}$ with a prime order $p$ and a bilinear map $e$. Select $g \in_{R} \mathcal{G}$ and $h \in_{R} \mathcal{H}$.

BB-KeyGen: Select $X \in_{R} Z_{p}$ and compute $Y=h^{X}$. The secret key is $X$ and the public key is $(p, \mathcal{G}, \mathcal{H}, \mathcal{T}, e, g, h, Y)$.
BB-Sign: Given message $m \in Z_{p}$, compute $A=g^{1 /(X+m)}$. The signature is $A$. BB-Verify: Given message $m$ and the signature $A$, check $e\left(A, Y h^{m}\right)=e(g, h)$.

BB signatures are existentially unforgeable against weak chosen message attack under the $q$-SDH assumption [6]. In this attack, the adversary must choose messages queried for the oracle, before the public key is given.

### 3.4 BBS+ Signatures

This signature scheme is an extension from BB signature scheme, and is informally introduced in [7], and the concrete construction is shown in [16|1]. We call this signature BBS+ signature, as well as [1]. This scheme allows us to sign a set of messages. Also, the knowledge of the signature and messages can be proved [16]1, as well as BB signatures.

BBS+-Setup: Select bilinear groups $\mathcal{G}, \mathcal{H}, \mathcal{T}$ with a prime order $p$ and a bilinear map $e$. Select $g, g_{1}, \ldots, g_{L+1} \in_{R} \mathcal{G}$ and $h \in_{R} \mathcal{H}$.

BBS+-KeyGen: Select $X \in_{R} Z_{p}$ and compute $Y=h^{X}$. The secret key is $X$ and the public key is $\left(p, \mathcal{G}, \mathcal{H}, \mathcal{T}, e, g, g_{1}, \ldots, g_{L+1}, h, Y\right)$.

BBS+-Sign: Given messages $m_{1}, \ldots, m_{L} \in Z_{p}$, select $y, z \in_{R} Z_{p}$ and compute

$$
A=\left(g_{1}^{m_{1}} \cdots g_{L}^{m_{L}} g_{L+1}^{y} g\right)^{1 /(X+z)}
$$

The signature is $(A, y, z)$.
BBS+-Verify: Given messages $m_{1}, \ldots, m_{L}$ and the signature $(A, y, z)$, check

$$
e\left(A, Y h^{z}\right)=e\left(g_{1}^{m_{1}} \cdots g_{L}^{m_{L}} g_{L+1}^{y} g, h\right)
$$

BBS + signatures are existentially unforgeable against adaptively chosen message attack under the $q$-SDH assumption [2].

### 3.5 Proving Relations on Representations

As well as [7|816], we adopt signatures converted by Fiat-Shamir heuristic (using a hash function) from zero-knowledge proofs of knowledge $(P K)$, where a signer can convince a verifier of knowledge with relations on representations. We call the signatures $S P K$ s. The $S P K$ s we adopt are the generalization of the Schnorr signature. We introduce the following notation.

$$
S P K\left\{\left(x_{1}, \ldots, x_{t}\right): R\left(x_{1}, \ldots, x_{t}\right)\right\}(M)
$$

which means a signature of message $M$ by a signer who knows secret values $x_{1}, \ldots, x_{t}$ satisfying a relation $R\left(x_{1}, \ldots, x_{t}\right)$. In this paper, the following $S P K \mathrm{~s}$ on $\mathcal{G}, \mathcal{T}, \mathcal{F}$ are utilized.
$S P K$ of representation: An $S P K$ proving the knowledge of a representation of $C \in \mathcal{G}$ to the bases $g_{1}, g_{2}, \ldots, g_{t} \in \mathcal{G}$ on message $M$ is denoted as

$$
S P K\left\{\left(x_{1}, \ldots, x_{t}\right): C=g_{1}^{x_{1}} \cdots g_{t}^{x_{t}}\right\}(M)
$$

This can be also constructed on groups $\mathcal{T}, \mathcal{F}$.
$S P K$ of representations with equal parts: An $S P K$ proving the knowledge of representations of $C, C^{\prime} \in \mathcal{G}$ to the bases $g_{1}, \ldots, g_{t} \in \mathcal{G}$ on message $M$, where the representations include equal values as parts, is denoted as

$$
S P K\left\{\left(x_{1}, \ldots, x_{u}\right): C=g_{i_{1}}^{x_{j_{1}}} \cdots g_{i_{v}}^{x_{j_{v}}} \wedge C^{\prime}=g_{i_{1}^{\prime_{1}^{\prime}}}^{x_{j_{1}^{\prime}}} \cdots g_{i_{v^{\prime}}^{\prime}}^{x_{j^{\prime}}^{\prime}}\right\}(M),
$$

where indices $i_{1}, \ldots i_{v}, i_{1}^{\prime}, \ldots i_{v^{\prime}}^{\prime} \in\{1, \ldots, t\}$ refer to the bases $g_{1}, \ldots, g_{t}$, and indices $j_{1}, \ldots j_{v}, j_{1}^{\prime}, \ldots, j_{v^{\prime}}^{\prime} \in\{1, \ldots, u\}$ refer to the secrets $x_{1}, \ldots, x_{u}$. This $S P K$ can be extended for different groups $\mathcal{G}, \mathcal{T}$ and $\mathcal{F}$ with the same order $p$, such as

$$
S P K\left\{\left(x_{1}, \ldots, x_{u}\right): C=g_{i_{1}}^{x_{j_{1}}} \cdots g_{i_{v}}^{x_{j_{v}}} \wedge C^{\prime}=h_{i_{1}^{\prime}}^{x_{j_{1}^{\prime}}} \cdots h_{i_{v^{\prime}}^{\prime}}^{x_{j^{\prime}}^{\prime}}\right\}(M),
$$

where $C, g_{1}, \ldots, g_{t} \in \mathcal{G}$ and $C^{\prime}, h_{1}, \ldots, h_{t} \in \mathcal{T}$.
In the random oracle model, the $S P K$ can be simulated without the knowledge using a simulator in the zero-knowledge-ness of the underlying $P K$. Moreover, the $S P K$ has an extractor of the proved secret knowledge given two accepting protocol views whose commitments are the same and whose challenges are different.

## 4 Proposed Scheme

### 4.1 Idea

The mechanism of conventional (non-revocable) group signature schemes is informally as follows. When a member joins, the member sends $f(x)$ to $G M$, where $f$ is a one-way function and $x$ is a secret. $G M$ returns a membership certificate $S=\operatorname{Sign}(x)$ to the member, where Sign is a signing function of GM. Then, the group signature consists of $E=\operatorname{Enc}(f(x))$, where Enc is an encryption function using the manager's public key, and the following $S P K$ on the signed message $M$.

$$
S P K\{(x, S): S=\operatorname{Sign}(x) \wedge E=\operatorname{Enc}(f(x))\}(M)
$$

When opening the group signature, the manager decrypts $E$ to check the sender of $f(x)$ in joining.

We borrow this mechanism from the Furukawa-Imai scheme [16], which is the one improved on the efficiency from [7] and currently is the most efficient pairing-based scheme. To this component, we add a novel revocation mechanism for realizing the constant computational complexity in signing/verifying.

The membership certificate in our scheme is modified to $S=\operatorname{Sign}(x, U I D)$, where $U I D$ is the ID of the member. On the other hand, a revocation list $\boldsymbol{R L}_{t}$ consists of

$$
\left(\operatorname{Sign}\left(t, R I D_{0}, R I D_{1}\right), \ldots, \operatorname{Sign}\left(t, R I D_{r}, R I D_{r+1}\right)\right)
$$

$R I D_{i}(1 \leq i \leq r)$ is the $U I D$ of a revoked member. Then, we can assume that $R I D_{i}$ is sorted such that $R I D_{i}<R I D_{i+1}$ for all $1 \leq i \leq r$. In addition, $R I D_{0}$ and $R I D_{r+1}$ are special IDs, where $R I D_{0}<U I D$ and $R I D_{r+1}>U I D$ for any $U I D$.

The group signature for $\boldsymbol{R} \boldsymbol{L}_{t}$ is the following $S P K$.

$$
\begin{aligned}
& S P K\left\{\left(x, U I D, S, R I D_{i}, R I D_{i+1}, \tilde{S}\right):\right. \\
& \quad S=\operatorname{Sign}(x, U I D) \wedge E=\operatorname{Enc}(f(x)) \\
& \quad \wedge \tilde{S}=\operatorname{Sign}\left(t, R I D_{i}, R I D_{i+1}\right) \\
& \left.\quad \wedge R I D_{i}<U I D \wedge U I D<R I D_{i+1}\right\}(M)
\end{aligned}
$$

Clearly any non-revoked member can prove this $S P K$. On the other hand, if the member with $U I D$ is revoked, $U I D=R I D_{\tilde{\imath}}$ holds for some $\tilde{\imath}$. Then, $R I D_{i}<U I D$ holds for all $i<\tilde{\imath}$, and $U I D<R I D_{i}$ for all $i>\tilde{\imath}$. Thus, the revoked member cannot find $i$ such that $R I D_{i}<U I D<R I D_{i+1}$, which means that the member cannot prove this $S P K$, since the correctness of $U I D, R I D_{i}$ and $R I D_{i+1}$ are also ensured by the certificates $S$ and $\tilde{S}$ at the current time $t$.

The costs of the $S P K$ s for inequations have $O(1)$ complexity, as the construction idea of the $S P K$ is shown later. Thus, the computational costs for signing/verifying are $O(1)$ w.r.t. $R$ and $N$. The size of a signature is also $O(1)$. The size of $\boldsymbol{R} \boldsymbol{L}_{t}$ is $O(R)$. The overhead is the revocation complexity of $G M$, that is, each revocation requires $O(R)$ computation, and the long public key with $O(N)$ size due to the following $S P K$ for inequations.

Remark 1. Our novel idea is to use the above integer inequations on $U I D$ and $R I D$ 's. Instead, we easily get a simple solution of proving that his $U I D$ is not equal to all RID's, but it requires $O(R)$ complexity. Camenisch and Lysyanskaya proposed an elegant idea of the dynamic accumulator [14], but it needs the incremental update of signer's secret key. On the other hand, in our solution, the signer has only to prove the inequations for some $i$, and thus has $O(1)$ complexity. And, note that it does not need any update of the secret key. As far as we know, such a solution is unknown, and thus our construction idea has a sufficient novelty together with the practicality on efficiency.

Remark 2. Note that this group signature does not reveal any information on $i$, $R I D_{i}$ and $R I D_{i+1}$ to the verifier. This is because the $S P K$ proves only the fact that there are secrets $i, R I D_{i}$ and $R I D_{i+1}$ satisfying the inequations $R I D_{i}<$ $U I D<R I D_{i+1}$, without revealing $i, R I D_{i}$ and $R I D_{i+1}$.

Proving Integer Inequations. In the above construction idea, we need an efficient $S P K$ proving an integer inequation on secrets, as $R I D_{i}<U I D$. In the strong RSA setting, Boudot's SPK [9] can be used. However, this methodology cannot be easily adopted to the pairing-based setting. On the other hand, Teranishi and Sako utilize an $S P K$ [25] proving that a secret is in an integer interval, and the $S P K$ is effective even in the pairing-based setting. We adopt this $S P K$ and extend it to the $S P K$ proving the integer inequation.

At first, we consider the $S P K$ proving that a secret $w$ is in the interval $[1, N]$. This $S P K$ needs a special setup, where the trusted party ( $G M$ in our setting) issues certificates. The certificate is a BB signature on every element from the interval $[1, N]$, as $\operatorname{Sign}(1), \ldots, \operatorname{Sign}(N)$. These certificates are given to each prover, as a part of the public key. Then, the $S P K$ proving $w \in[1, N]$ is computed as

$$
S P K\left\{\left(w, S^{\prime}\right): S^{\prime}=\operatorname{Sign}(w)\right\}(M)
$$

Since issued certificates are for only $1, \ldots, N$, it ensures $w \in[1, N]$.
Next, using this $S P K$, we consider the $S P K$ proving $y>x$, in the situation that $x, y \in[1, N]$ is ensured (Note that it is ensured in the above group signature, due to $\left.S=\operatorname{Sign}(x, U I D) \wedge \tilde{S}=\operatorname{Sign}\left(t, R I D_{i}, R I D_{i+1}\right)\right)$. The $S P K$ is obtained as

$$
S P K\left\{\left(x, y, S^{\prime}\right): S^{\prime}=\operatorname{Sign}(y-x \bmod p)\right\}(M)
$$

Then, this ensures $z \in[1, N]$, where $z=y-x(\bmod p)$. On the other hand, from $x, y \in[1, N]$, we obtain $z \in[1, N]$ when $y>x$, and $z \in[p-N, p-1]$ or $z=0$ when $y \leq x$. Since we can assume $N<p / 2, z \in[1, N]$ means $y>x$.

The computational cost of this $S P K$ is constant w.r.t. $N$, although the distributions of $N$ certificates is an overhead.

Remark 3. As another approach of the $S P K$ proving the interval relation, a bit-by-bit approach is also known, which is described and used in [1]. However, in this approach, the size of the proof is linear in the size of the secret to be proved. In case of adopting it in our group signatures, the size is $\left\lceil\log _{2} N\right\rceil$, and
the proof size is about $4\left\lceil\log _{2} N\right\rceil$ multiplied by the size of the group element. If we use the same parameters as Sect. 7 and $N=1,000,000$, the $S P K$ amounts to more than 2,000 Bytes. Since we use interval proofs two times in our group signatures, the group signature is about more than 4,000 Bytes. Even in case of $N=1,000$, it is more than 2,000 Bytes. On the other hand, our group signature proposed in this section is about 650 Bytes, and our extended group signature proposed in Sect. 6 is about 1,200 Bytes.

In the bit-by-bit approach, the public key size is constant and better. However, signatures frequently occur in authentications or signings, and thus, in lots of applications, the signature size influences the efficiency of communication and storage more than the size of the public key that is not changed. This is why we adopt Teranishi-Sako's SPK proving interval relations in this paper.

### 4.2 Proposed Algorithms

Assume that the total number of group members, $N$, is fixed in advance, and we can assume that $N<p / 2$.

Setup: The input of this algorithm is security parameter $1^{\ell}$, and the output is param.

1. Select bilinear groups $\mathcal{G}, \mathcal{H}, \mathcal{T}$ with the same prime order $p$ of length $\ell$, and the bilinear map $e$. In addition, select a group $\mathcal{F}$ with the DDH assumption and the same prime order $p$. Select hash function $H:\{0,1\}^{*} \rightarrow Z_{p}$.
2. Select $g, g_{1}, g_{2}, g_{3}, \tilde{g}, \tilde{g}_{1}, \hat{g}, \hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}, \hat{g}_{4} \in_{R} \mathcal{G}, h, \tilde{h}, \hat{h} \in_{R} \mathcal{H}$, and $f \in_{R} \mathcal{F}$.
3. Output param $=\left(p, \mathcal{G}, \mathcal{H}, \mathcal{T}, \mathcal{F}, e, H, g, g_{1}, g_{2}, g_{3}, \tilde{g}, \tilde{g}_{1}, \hat{g}, \hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}, \hat{g}_{4}, h, \tilde{h}\right.$, $\hat{h}, f)$.

KeyGen: The inputs of this algorithm are $N$ and param $=(p, \mathcal{G}, \mathcal{H}, \mathcal{T}, \mathcal{F}, e, H$, $\left.g, g_{1}, g_{2}, g_{3}, \tilde{g}, \tilde{g}_{1}, \hat{g}, \hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}, \hat{g}_{4}, h, \tilde{h}, \hat{h}, f\right)$, and the output consists of $g p k$ and $m s k$.

1. Select $X, \tilde{X}, \hat{X} \in_{R} Z_{p}$ and compute $Y=h^{X}, \tilde{Y}=\tilde{h}^{\tilde{X}}$, and $\hat{Y}=\hat{h}^{\hat{X}}$.
2. Select $X_{1}, X_{2} \in_{R} Z_{p}$ and compute $Y_{1}=f^{X_{1}}$ and $Y_{2}=f^{X_{2}}$.
3. For all $j \in 1, \ldots, N$, generate BB signatures for $j$, namely compute $F_{j}=$ $\tilde{g}^{1 /(\tilde{X}+j)}$.
4. Output $g p k=\left(p, \mathcal{G}, \mathcal{H}, \mathcal{T}, \mathcal{F}, e, H, g, g_{1}, g_{2}, g_{3}, \tilde{g}, \tilde{g}_{1}, \hat{g}, \hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}, \hat{g}_{4}, h, \tilde{h}, \hat{h}, f\right.$, $\left.Y, \tilde{Y}, \hat{Y}, Y_{1}, Y_{2}, F_{1}, \ldots F_{N}\right)$ and $m s k=\left(X, \tilde{X}, \hat{X}, X_{1}, X_{2}\right)$.

Join: This is an interactive protocol between Join- U (the $i$-th joining user) and Join-GM (GM). The common input is $g p k$, and the input of Join-GM is $m s k$. The output of Join-U is $\boldsymbol{u s k}[i]$. The output is Join-GM is $\boldsymbol{r e g}[i]$. Assume that $i=1$ and $i=N$ are assigned to fictitious users out of the group (Assume that the users of $i=1, N$ are always revoked).

1. [Join-U] Select $x_{i}, y_{i}^{\prime} \in Z_{p}$, compute $A_{i}^{\prime}=g_{1}^{x_{i}} g_{3}^{y_{i}^{\prime}}$ and $D_{i}=f^{x_{i}}$, and send $A_{i}^{\prime}, D_{i}$ to Join-GM. In addition, prove the validity of $A_{i}^{\prime}$ and $D_{i}$ using an $S P K$ for representations.
2. [Join-GM] Select $y_{i}^{\prime \prime}, z_{i} \in_{R} Z_{p}$, compute

$$
A_{i}=\left(A_{i}^{\prime} g_{2}^{i} g_{3}^{y_{i}^{\prime \prime}} g\right)^{1 /\left(X+z_{i}\right)}
$$

and return $\left(i, A_{i}, y_{i}^{\prime \prime}, z_{i}\right)$ to Join-U. Output $\boldsymbol{r e g}[i]=D_{i}$.
3. [Join-U] Compute $y_{i}=y_{i}^{\prime}+y_{i}^{\prime \prime} \bmod p$, verify $e\left(A_{i}, Y h^{z_{i}}\right)=e\left(g_{1}^{x_{i}} g_{2}^{i} g_{3}^{y_{i}} g, h\right)$, and output $\boldsymbol{u s k}[i]=\left(A_{i}, x_{i}, y_{i}, z_{i}\right)$ s.t. $A_{i}^{X+z_{i}}=g_{1}^{x_{i}} g_{2}^{i} g_{3}^{y_{i}} g$. The BBS+ signatures $\left(A_{i}, y_{i}, z_{i}\right)$ on secret $x_{i}$ and UID $i$ is correspondent to the membership certificate.

Revoke: The input of this algorithm consists of $g p k, t$ and $R U$. The output is $\boldsymbol{R L} L_{t}$.

1. Sort elements of $R U$, according to ascending order. Let $\hat{\imath}_{1}, \ldots, \hat{\imath}_{r}$ be the sorted ones, where $r=|R U|$. In addition, set $\hat{\imath}_{0}=1$ and $\hat{\imath}_{r+1}=N$.
2. For every $\hat{\imath}_{j}(0 \leq j \leq r)$, generate a BBS+ signature on $t, \hat{\imath}_{j}, \hat{\imath}_{j+1}$, namely select $\hat{y}_{j}, \hat{z}_{j} \in_{R} Z_{p}$, and compute $B_{\hat{\imath}_{j}}=\left(\hat{g}_{1}^{t} \hat{g}_{2}^{\hat{l}_{j}} \hat{g}_{3}^{\hat{\imath}_{j+1}} \hat{g}_{4}^{\hat{y}_{j}} \hat{g}\right)^{1 /\left(\hat{X}+\hat{z}_{j}\right)}$.
3. Output

$$
\boldsymbol{R} \boldsymbol{L}_{t}=\left(\left(\hat{\imath}_{0}, \hat{\imath}_{1}, B_{\hat{\imath}_{0}}, \hat{y}_{0}, \hat{z}_{0}\right), \ldots,\left(\hat{\imath}_{r}, \hat{\imath}_{r+1}, B_{\hat{\imath}_{r}}, \hat{y}_{r}, \hat{z}_{r}\right)\right) .
$$

Sign: The input of this algorithm consists of gpk, usk $\boldsymbol{k}[i]=\left(A_{i}, x_{i}, y_{i}, z_{i}\right), t$, $\boldsymbol{R} \boldsymbol{L}_{t}=\left(\left(\hat{\imath}_{0}, \hat{\imath}_{1}, B_{\hat{\imath}_{0}}, \hat{y}_{0}, \hat{z}_{0}\right), \ldots,\left(\hat{\imath}_{r}, \hat{\imath}_{r+1}, B_{\hat{\imath}_{r}}, \hat{y}_{r}, \hat{z}_{r}\right)\right)$ and $M \in\{0,1\}^{*}$. The output is $\sigma$.

1. Select a random $\alpha \in_{R} Z_{p}$, and compute a commitment $C=A_{i} g_{3}^{\alpha}$. Set $\zeta=y_{i}+\alpha z_{i}$.
2. Find $\hat{\imath}_{j}$ s.t. $\hat{\imath}_{j}<i<\hat{\imath}_{j+1}$. Select a random $\hat{\alpha} \in_{R} Z_{p}$, and compute a commitment $\hat{C}=B_{\hat{\imath}_{j}} \hat{g}_{4}^{\hat{\alpha}}$. Set $\hat{\zeta}=\hat{y}_{j}+\hat{\alpha} \hat{z}_{j}$.
3. Set $\delta_{1}=i-\hat{\imath}_{j}$ and $\delta_{2}=\hat{\imath}_{j+1}-i$. Find $F_{\delta_{1}}$ and $F_{\delta_{2}}$, select $\beta_{1}, \beta_{2} \in_{R} Z_{p}$, and compute commitments $C_{F_{\delta_{1}}}=F_{\delta_{1}} \tilde{g}_{1}^{\beta_{1}}$ and $C_{F_{\delta_{2}}}=F_{\delta_{2}} \tilde{g}_{1}^{\beta_{2}}$. Set $\theta_{1}=\beta_{1} \delta_{1}$, and $\theta_{2}=\beta_{2} \delta_{2}$.
4. Select a random $\gamma \in_{R} Z_{p}$, and compute ciphertext $T_{1}=f^{x_{i}+\gamma}, T_{2}=Y_{1}^{\gamma}$, and $T_{3}=Y_{2}^{\gamma}$.
5. Compute an $S P K V$ on message $M$ proving knowledge of $x_{i}, i, \zeta, \alpha, z_{i}, \hat{\imath}_{j}$, $\hat{\imath}_{j+1}, \hat{\zeta}, \hat{\alpha}, \hat{z}_{j}, \theta_{1}, \beta_{1}, \theta_{2}, \beta_{2}, \gamma$ s.t.

$$
\begin{aligned}
& e(C, Y) e(g, h)^{-1}=e\left(g_{1}, h\right)^{x_{i}} e\left(g_{2}, h\right)^{i} e\left(g_{3}, h\right)^{\zeta} e\left(g_{3}, Y\right)^{\alpha} e(C, h)^{-z_{i}}, \\
& e(\hat{C}, \hat{Y}) e(\hat{g}, \hat{h})^{-1} e\left(\hat{g}_{1}, \hat{h}\right)^{-t} \\
& \quad=e\left(\hat{g}_{2}, \hat{h}\right)^{\hat{\imath}_{j}} e\left(\hat{g}_{3}, \hat{h}\right)^{\hat{\imath}_{j+1}} e\left(\hat{g}_{4}, \hat{h}\right)^{\hat{\zeta}} e\left(\hat{g}_{4}, \hat{Y}\right)^{\hat{\alpha}} e(\hat{C}, \hat{h})^{-\hat{z}_{j}}, \\
& e\left(C_{F_{\delta_{1}}}, \tilde{Y}\right) e(\tilde{g}, \tilde{h})^{-1}=e\left(\tilde{g}_{1}, \tilde{h}\right)^{\theta_{1}} e\left(\tilde{g}_{1}, \tilde{Y}\right)^{\beta_{1}} e\left(C_{F_{\delta_{1}}}, \tilde{h}\right)^{-\left(i-\hat{\imath}_{j}\right)}, \\
& e\left(C_{F_{\delta_{2}}}, \tilde{Y}\right) e(\tilde{g}, \tilde{h})^{-1}=e\left(\tilde{g}_{1}, \tilde{h}\right)^{\theta_{2}} e\left(\tilde{g}_{1}, \tilde{Y}\right)^{\beta_{2}} e\left(C_{F_{\delta_{2}}}, \tilde{h}\right)^{-\left(\hat{\imath}_{j+1}-i\right)} \\
& T_{1}=f^{x_{i}+\gamma}, \quad T_{2}=Y_{1}^{\gamma}, \quad T_{3}=Y_{2}^{\gamma} .
\end{aligned}
$$

As indicated in Lemma 1 the above relations in $V$ ensure the validity of signatures $\left(A_{i}, y_{i}, z_{i}\right),\left(B_{\hat{\imath}_{j}}, \hat{y}_{j}, \hat{z}_{j}\right), F_{\delta_{1}}, F_{\delta_{2}}$ and the validity of $T_{1}, T_{2}$ and $T_{3}$, respectively.
6. Output $\sigma=\left(C, \hat{C}, C_{F_{\delta_{1}}}, C_{F_{\delta_{2}}}, T_{1}, T_{2}, T_{3}, V\right)$.

Verify: The inputs are $g p k, t$, a target signature $\sigma=\left(C, \hat{C}, C_{F_{\delta_{1}}}, C_{F_{\delta_{2}}}, T_{1}, T_{2}\right.$, $\left.T_{3}, V\right)$, and the message $M$. Check the $S P K V$. Output 'valid' (resp., 'invalid') if it is correct (resp., incorrect).

Open : The inputs are $g p k$, the secret key $m s k=\left(X, \tilde{X}, \hat{X}, X_{1}, X_{2}\right)$, $\boldsymbol{r e g}$ with $\boldsymbol{r e g}[i]=D_{i}, t$, a target signature $\sigma=\left(C, \hat{C}, C_{F_{\delta_{1}}}, C_{F_{\delta_{2}}}, T_{1}, T_{2}, T_{3}, V\right)$ and the message $M$.

1. Verify $\sigma$. If it is invalid, abort.
2. Using $X_{1}$, compute $T_{1} / T_{2}^{1 / X_{1}}$ to obtain $f^{x_{i}}$. Search $\boldsymbol{r e g}$ for $i$ with $D_{i}=f^{x_{i}}$.
3. Output $i$.

## 5 Security

Here, we show a lemma and theorems on the security of our scheme.
Lemma 1. The $S P K V$ proves the knowledge of $x_{i}, i, z_{i}, y_{i}, \hat{\imath}_{j}, \hat{\imath}_{j+1}, \hat{z}_{j}, \hat{y}_{j}, \eta_{1}$, $\eta_{2}, \gamma, A_{i}, B_{\hat{\imath}_{j}}, F_{\delta_{1}}^{\prime}, F_{\delta_{2}}^{\prime}$ s.t.

$$
\begin{array}{ll}
A_{i}=\left(g_{1}^{x_{i}} g_{2}^{i} g_{3}^{y_{i}} g\right)^{1 /\left(X+z_{i}\right)}, & B_{\hat{\imath}_{j}}=\left(\hat{g}_{1}^{t} \hat{g}_{2}^{\hat{\imath}_{j}} \hat{g}_{3}^{\hat{\iota}_{j+1}} \hat{g}_{4}^{\hat{y}_{j}} \hat{g}\right)^{1 /\left(\hat{X}+\hat{z}_{j}\right)}, \\
F_{\delta_{1}}^{\prime}=\left(\tilde{g}_{1}^{\eta_{1}} \tilde{g}\right)^{1 /\left(\tilde{X}+\left(i-\hat{\imath}_{j}\right)\right)}, & F_{\delta_{2}}^{\prime}=\left(\tilde{g}_{1}^{\eta_{2}} \tilde{g}\right)^{1 /\left(\tilde{X}+\left(\hat{\imath}_{j+1}-i\right)\right)}, \\
T_{1}=f^{x_{i}+\gamma}, & T_{2}=Y_{1}^{\gamma},
\end{array} T_{3}=Y_{2}^{\gamma} .
$$

This proof will be in the full paper. Note that $F_{\delta_{1}}^{\prime}$ and $F_{\delta_{2}}^{\prime}$ are variants of BB signatures, and are not the same as $F_{\delta_{1}}$ and $F_{\delta_{2}}$, due to the parts $\tilde{g}_{1}^{\eta_{1}}, \tilde{g}_{1}^{\eta_{2}}$. However, in the traceability game, the difference can be treated well. Note that, as well as [21], the adopted $S P K \mathrm{~s}$ of $F_{\delta_{1}}^{\prime}$ and $F_{\delta_{2}}^{\prime}$ are more efficient than those of $F_{\delta_{1}}$ and $F_{\delta_{2}}$ described in [7].

Theorem 1. The proposed scheme satisfies the traceability under the $q-S D H$ assumption, in the random oracle model.

This proof will be in the full paper. In the proof, if an adversary wins the traceability game for our scheme, using this adversary, we can forge BBS+ signatures $\left(A_{i}, y_{i}, z_{i}\right)$ or $\left(B_{\hat{\imath}_{j}}, \hat{y}_{j}, \hat{z}_{j}\right)$, or a BB signature $F_{k}$. Thus, we can construct adversaries for the BBS+ signatures or $\mathrm{BB}+$ signatures, which are secure under the $q$-SDH assumption.

Theorem 2. The proposed scheme satisfies the anonymity under the DDH assumption, in the random oracle model.

This proof is similar to [17, which is the full-paper version of [16]. As well as [16], our group signature consists of a double encryption of an ID $f^{x_{i}},\left(T_{1}, T_{2}, T_{3}\right)$, and the non-interactive zero-knowledge proof including statistically hiding commitments, which mean an IND-CCA2 secure encryption. Thus, easily we can reduce the anonymity game of our scheme to the IND-CCA2 game for the IND-CCA2 secure encryption under the DDH assumption.

Theorem 3. The proposed scheme satisfies the non-frameability under the $D L$ assumption, in the random oracle model.

This proof is also similar to [17]. In this proof, the DL adversary is constructed using the adversary in the non-frameability game. In the game, instead of computing $\left(f, f^{x_{i}}\right)$, the input of the DL adversary is used as $\left(f, f^{x_{i}}\right)$. In an honest user's joining, $f^{x_{i}}$ in the input ( $x_{i}$ is unknown) is used. The $S P K$ s for $x_{i}$ in joining and signing can be simulated by the zero-knowledge simulator. From the output of the adversary in the non-frameability game (which outputs the signature for the honest user with $x_{i}$ with a non-negligible probability), we can extract $x_{i}$, which means breaking the DL assumption.

## 6 Extension

The weak point of the proposed scheme is $O(N)$ size of $g p k$. This section shows an extended scheme with $O(\sqrt{N})$-size public key.

### 6.1 Idea

The extension is obtained by improving the $S P K$ proving integer inequation. A positive integer $w \in[1, N]$ can be expressed as $w_{1}^{2}+w_{2}$, where $w_{1}$ is the greatest square less than $w$, and $w_{2}$ is a non-negative integer less than $2 \sqrt{N}$ [9]. Then, note that $1 \leq w_{1}<\sqrt{N}$ and $0 \leq w_{2}<2 \sqrt{N}$. The extended integer inequation proof is as follows. Define $N_{1}=\lfloor\sqrt{N}\rfloor$ and $N_{2}=\lfloor 2 \sqrt{N}\rfloor$.

In the setup, the trusted party issues two types of certificates based on BB signatures. In one type, $\operatorname{Sign}(1), \ldots, \operatorname{Sign}\left(N_{1}\right)$ are issued. In the other, $\operatorname{Sign}^{\prime}(0), \ldots, \operatorname{Sign}^{\prime}\left(N_{2}\right)$ are issued.

Then, the $S P K$ proving $y>x$ is computed as

$$
\begin{array}{r}
\operatorname{SPK}\left\{\left(x, y, w_{1}, w_{2}, S_{1}, S_{2}\right): y-x=w_{1}^{2}+w_{2} \quad(\bmod p)\right. \\
\left.\wedge S_{1}=\operatorname{Sign}\left(w_{1}\right) \wedge S_{2}=\operatorname{Sign}^{\prime}\left(w_{2}\right)\right\}(M)
\end{array}
$$

The relation $y-x=w_{1}^{2}+w_{2}(\bmod p)$ can be efficiently proved by an $S P K$, as [9]. Due to the BB signatures, $w_{1} \in\left[1, N_{1}\right]$ and $w_{2} \in\left[0, N_{2}\right]$ are ensured. Then, $w_{1}^{2}+w_{2} \in\left[1, N_{1}^{2}+N_{2}\right]$. By assuming $N_{1}^{2}+N_{2}<p / 2$, we obtain $w_{1}^{2}+w \in$ $[1, p / 2-1]$. Namely, for $z=y-x(\bmod p)$, we have $z \in[1, p / 2-1]$. Since $x, y \in[1, N]$ is ensured, as well as the basic scheme, this means $y-x>0$ and thus $y>x$ in $Z$.

On the other hand, the number of the issued certificates is $O(\sqrt{N})$, which means $O(\sqrt{N})$-size public key.

### 6.2 Extended Algorithms

Define $N_{1}=\lfloor\sqrt{N}\rfloor$ and $N_{2}=\lfloor 2 \sqrt{N}\rfloor$. We assume that $N_{1}^{2}+N_{2}<p / 2$. Revoke, Verify, and Open are similar to the basic scheme in Sec. 4 The others are modified as follows.

Setup: In addition to Setup of the basic scheme, select $\dot{g}, \dot{g}_{1} \in \mathcal{G}, \dot{h} \in \mathcal{H}$, which are added to param.

KeyGen: In addition to Step 1 and 2 of KeyGen of the basic scheme, select $\dot{X} \in_{R} Z_{p}$, and compute $\dot{Y}=\dot{h}^{\dot{X}}$. Step 3 is modified as follows.
3. For all $j \in 1, \ldots, N_{1}$, generate BB signatures for $j$, namely compute $F_{j}=$ $\tilde{g}^{1 /(\tilde{X}+j)}$. Additionally, for all $j \in 0, \ldots, N_{2}$, generate BB signatures for $j$, namely compute $\dot{F}_{j}=\dot{g}^{1 /(\dot{X}+j)}$.
Add $\dot{X}$ to $m s k$, and add $\dot{Y}, F_{1}, \ldots, F_{N_{1}}, \dot{F}_{0}, \ldots, \dot{F}_{N_{2}}$ to $g p k$.
Sign: Step 1, 2, 4 are the same as the basic scheme. Step 3, 5 are modified as follows.
3. Set $\delta_{1}=i-\hat{\imath}_{j}$ and $\delta_{2}=\hat{\imath}_{j+1}-i$. Find $\delta_{1,1}$ and $\delta_{1,2}$ s.t. $\delta_{1}=\delta_{1,1}{ }^{2}+\delta_{1,2}$, $1 \leq \delta_{1,1} \leq N_{1}$ and $0 \leq \delta_{1,2} \leq N_{2}$. Find $\delta_{2,1}$ and $\delta_{2,2}$ s.t. $\delta_{2}=\delta_{2,1}{ }^{2}+\delta_{2,2}$, $1 \leq \delta_{2,1} \leq N_{1}$ and $0 \leq \delta_{2,2} \leq N_{2}$. Find $F_{\delta_{1,1}}, \dot{F}_{\delta_{1,2}}, F_{\delta_{2,1}}$, and $\dot{F}_{\delta_{2,2}}$, select $\beta_{1,1}, \beta_{1,2}, \beta_{2,1}, \beta_{2,2} \in_{R} Z_{p}$, and compute commitments $C_{F_{\delta_{1,1}}}=F_{\delta_{1,1}} \tilde{g}_{1}^{\beta_{1,1}}$, $C_{\dot{F}_{\delta_{1,2}}}=\dot{F}_{\delta_{1,2}} \dot{g}_{1}^{\beta_{1,2}}, C_{F_{\delta_{2,1}}}=F_{\delta_{2,1}} \tilde{g}_{1}^{\beta_{2,1}}, C_{\dot{F}_{\delta_{2,2}}}=\dot{F}_{\delta_{2,2}} \dot{g}_{1}^{\beta_{2,2}}$. Set $\theta_{1,1}=$ $\beta_{1,1} \delta_{1,1}, \theta_{1,2}=\beta_{1,2} \delta_{1,2}, \theta_{2,1}=\beta_{2,1} \delta_{2,1}$, and $\theta_{2,2}=\beta_{2,2} \delta_{2,2}$.
Furthermore, select $\xi_{1}, \xi_{1}^{\prime}, \xi_{2}, \xi_{2}^{\prime} \in_{R} Z_{p}$, and compute commitments $C_{\delta_{1,1}}=$ $\tilde{g}^{\delta_{1,1}} \tilde{g}_{1} \xi_{1}, C_{\delta_{1,1}{ }^{2}}=\tilde{g}^{\delta_{1,1}{ }^{2}} \tilde{g}_{1} \xi_{1}^{\prime}, C_{\delta_{2,1}}=\tilde{g}^{\delta_{2,1}} \tilde{g}_{1}{ }^{\xi_{2}}, C_{\delta_{2,1}{ }^{2}}=\tilde{g}^{\delta_{2,1}{ }^{2}} \tilde{g}_{1}{ }^{\xi_{2}^{\prime}}$. Set $\xi_{1}^{\prime \prime}=$ $\xi_{1}^{\prime}-\xi_{1} \delta_{1,1}$ and $\xi_{2}^{\prime \prime}=\xi_{2}^{\prime}-\xi_{2} \delta_{2,1}$.
5. Compute an $S P K V$ on message $M$ proving knowledge of $x_{i}, i, \zeta, \alpha, z_{i}, \hat{\imath}_{j}$, $\hat{\imath}_{j+1}, \hat{\zeta}, \hat{\alpha}, \hat{z}_{j}, \delta_{1,1}, \delta_{1,2}, \delta_{2,1}, \delta_{2,2}, \theta_{1,1}, \theta_{1,2}, \theta_{2,1}, \theta_{2,2}, \beta_{1,1}, \beta_{1,2}, \beta_{2,1}, \beta_{2,2}, \xi_{1}, \xi_{1}^{\prime}$, $\xi_{1}^{\prime \prime}, \xi_{2}, \xi_{2}^{\prime}, \xi_{2}^{\prime \prime}, \gamma$ s.t.

$$
\begin{aligned}
& e(C, Y) e(g, h)^{-1}=e\left(g_{1}, h\right)^{x_{i}} e\left(g_{2}, h\right)^{i} e\left(g_{3}, h\right)^{\zeta} e\left(g_{3}, Y\right)^{\alpha} e(C, h)^{-z_{i}}, \\
& e(\hat{C}, \hat{Y}) e(\hat{g}, \hat{h})^{-1} e\left(\hat{g}_{1}, \hat{h}\right)^{-t} \\
& \quad=e\left(\hat{g}_{2}, \hat{h}\right)^{\hat{\imath}_{j}} e\left(\hat{g}_{3}, \hat{h}\right)^{\hat{h}_{j+1}} e\left(\hat{g}_{4}, \hat{h}\right)^{\hat{\zeta}} e\left(\hat{g}_{4}, \hat{Y}\right)^{\hat{\alpha}} e(\hat{C}, \hat{h})^{-\hat{z}_{j}}, \\
& e\left(C_{F_{\delta_{1,1}}}, \tilde{Y}\right) e(\tilde{g}, \tilde{h})^{-1}=e\left(\tilde{g}_{1}, \tilde{h}\right)^{\theta_{1,1}} e\left(\tilde{g}_{1}, \tilde{Y}\right)^{\beta_{1,1}} e\left(C_{F_{\delta_{1,1}}}, \tilde{h}\right)^{-\delta_{1,1}}, \\
& e\left(C_{\dot{F}_{\delta_{1,2}}}, \dot{Y}\right) e(\dot{g}, \dot{h})^{-1}=e\left(\dot{g}_{1}, \dot{h}\right)^{\theta_{1,2}} e\left(\dot{g}_{1}, \dot{Y}\right)^{\beta_{1,2}} e\left(C_{\dot{F}_{\delta_{1,2}}}, \dot{h}\right)^{-\delta_{1,2}}, \\
& e\left(C_{F_{\delta_{2,1}}}, \tilde{Y}\right) e(\tilde{g}, \tilde{h})^{-1}=e\left(\tilde{g}_{1}, \tilde{h}\right)^{\theta_{2,1}} e\left(\tilde{g}_{1}, \tilde{Y}\right)^{\beta_{2,1}} e\left(C_{F_{\delta_{2,1}}}, \tilde{h}\right)^{-\delta_{2,1}}, \\
& e\left(C_{\dot{F}_{\delta_{2,2}}}, \dot{Y}\right) e(\dot{g}, \dot{h})^{-1}=e\left(\dot{g}_{1}, \dot{h}\right)^{\theta_{2,2}} e\left(\dot{g}_{1}, \dot{Y}\right)^{\beta_{2,2}} e\left(C_{\dot{F}_{\delta_{2,2}}}, \dot{h}\right)^{-\delta_{2,2}}, \\
& C_{\delta_{1,1}}=\tilde{g}^{\delta_{1,1}} \tilde{g}_{1} \xi_{1}, \quad C_{\delta_{1,1}{ }^{2}}=C_{\delta_{1,1}}^{\delta_{1,1}} \tilde{g}_{1} \xi_{1}^{\prime \prime}, \quad C_{\delta_{1,1}{ }^{2}}=\tilde{g}^{-\delta_{1,2}+\left(i-\hat{\imath}_{j}\right)} \tilde{g}_{1} \xi_{1}^{\prime} \\
& C_{\delta_{2,1}}=\tilde{g}^{\delta_{2,1}} \tilde{g}_{1} \xi_{2}, \quad C_{\delta_{2,1}{ }^{2}}=C_{\delta_{2,1},}^{\delta_{2,1}} \tilde{g}_{1}^{\xi_{2}^{\prime \prime}}, \quad C_{\delta_{2,1}{ }^{2}}=\tilde{g}^{-\delta_{2,2}+\left(\hat{\imath}_{j+1}-i\right)} \tilde{g}_{1}^{\xi_{2}^{\prime}}, \\
& T_{1}=f_{1}^{x_{i}+\gamma}, \quad T_{2}=Y_{1}^{\gamma}, \quad T_{3}=Y_{2}^{\gamma} .
\end{aligned}
$$

Security. The proof sketch of the traceability will also be in the full paper, which is similar to the proof of the basic scheme. The anonymity and non-frameability can be proved as well as the basic scheme.

## 7 Efficiency

Computational efficiency. At first, we discuss the efficiency of the basic scheme in Sec. 4 As well as [22, all pairings in the Sign algorithm can be pre-computed, and pairings except 4 pairing in the Verify algorithm can be also pre-computed. Then, the Sign algorithm requires 4 exponentiations on $\mathcal{G}, 6$ exponentiations on $\mathcal{F}$, and 4 multi-exponentiations on $\mathcal{T}$. The Verify algorithm requires 3 exponentiations on $\mathcal{F}, 4$ multi-exponentiations on $\mathcal{H}, 4$ multi-exponentiations on $\mathcal{T}$, and 4 pairings. The computational time of each exponentiation or each pairing does not depend on $N$ and $R$, and thus constant computational costs for both Sign and Verify are achieved.

The next is the efficiency of the extended scheme in Sec. 6. By adopting the same pre-computations, the Sign algorithm requires 16 multi-exponentiations on $\mathcal{G}, 6$ exponentiations on $\mathcal{F}$, and 6 multi-exponentiations on $\mathcal{T}$. The Verify algorithm requires 6 multi-exponentiations on $\mathcal{G}, 3$ exponentiations on $\mathcal{F}, 6$ multiexponentiations on $\mathcal{H}, 6$ multi-exponentiations on $\mathcal{T}$, and 6 pairings. Thus, we achieve $O(1)$ computational costs in signing/verifying in both schemes, although the extended one has some overheads for obtaining $O(\sqrt{N})$-size public key.

Data size. Here, we discuss the data size. To confirm the practicality, we use the following concrete parameters. To obtain the 112-bit security level, we can represent $\mathcal{G}$ - and $\mathcal{F}$-elements with 224 bits for the ECC DL security. We assume the BN curves [4] with efficient pairing computations and the embedding degree 12. Then, we can represent $\mathcal{T}$-elements with 2688 bits, which satisfies the DL security corresponding the 112-bit security level.

Note that both schemes have signatures with constant sizes. In the above concrete setting, the signature of the basic scheme is about 650 Bytes. This is because the signature $\sigma$ has $4 \mathcal{G}$-elements, $3 \mathcal{F}$-elements, and $16 Z_{p}$-elements. On the other hand, the signature of the extended scheme is about 1,200 Bytes, since the signature has $10 \mathcal{G}$-elements, $3 \mathcal{F}$-elements, and $30 Z_{p}$-elements.

Next, we discuss the public key size. In the basic scheme, the length of $g p k$ is $O(N)$, due to the dominant $F_{1}, \ldots, F_{N}$. On the other hand, in the extended one, it is reduced to $O(\sqrt{N})$, due to the dominant $F_{1}, \ldots, F_{N_{1}}, \dot{F}_{0}, \ldots, \dot{F}_{N_{2}}$. To confirm the practicality of the extended one, we also use the above concrete parameters. Then, in case of $N=1,000,000$, the public parameters $F_{1}, \ldots, F_{N_{1}}, \dot{F}_{0}, \ldots$, $\dot{F}_{N_{2}}$ only need about 84 KBytes in total. This concrete size shows the sufficient practicality of the storage, not only in usual PCs but also in smart phones. Furthermore, since clients have only to download the public key once, the communication cost does not matter.

As the final remark, in both schemes, the length of $\boldsymbol{R} \boldsymbol{L}_{t}$ is $O(R)$.

## 8 Conclusion

In this paper, we have proposed revocable group signature schemes, where both signing and verifying require only constant computational costs w.r.t. the group
size and the number of revoked members. In the schemes, any secret key update is not required, and the data related to revocation has $O(R)$ size.

One of our future works is to integrate this scheme into anonymous client authentications in WEB services, and to evaluate it in practical environments. Other future works are to decrease the size of the revocation list and to exclude the random oracle.
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#### Abstract

The success of electronic authentication systems, be it eID card systems or Internet authentication systems such as CardSpace, highly depends on the provided level of user-privacy. Thereby, an important requirement is an efficient means for revocation of the authentication credentials. In this paper we consider the problem of revocation for certificate-based privacy-protecting authentication systems. To date, the most efficient solutions for revocation for such systems are based on cryptographic accumulators. Here, an accumulate of all currently valid certificates is published regularly and each user holds a witness enabling her to prove the validity of her (anonymous) credential while retaining anonymity. Unfortunately, the users' witnesses must be updated at least each time a credential is revoked. For the know solutions, these updates are computationally very expensive for users and/or certificate issuers which is very problematic as revocation is a frequent event as practice shows.

In this paper, we propose a new dynamic accumulator scheme based on bilinear maps and show how to apply it to the problem of revocation of anonymous credentials. In the resulting scheme, proving a credential's validity and updating witnesses both come at (virtually) no cost for credential owners and verifiers. In particular, updating a witness requires the issuer to do only one multiplication per addition or revocation of a credential and can also be delegated to untrusted entities from which a user could just retrieve the updated witness. We believe that thereby we provide the first authentication system offering privacy protection suitable for implementation with electronic tokens such as eID cards or drivers' licenses.


Keywords: dynamic accumulators, anonymous credentials, revocation.

## 1 Introduction

The desire for strong electronic authentication is growing not only for the Internet but also in the physical world where authentication tokens such as electronic identity cards, driving licenses, and e-tickets are being widely deployed and are
set to become a pervasive means of authentication. It has been realized that thereby the protection of the citizens' privacy is of paramount importance and hence that the principle of data minimization needs to be applied: any individual should only disclose the minimal amount of personal information necessary for the transaction at hand. While privacy is of course not a major concern for the primary use of these tokens, e.g., for e-Government, it becomes vital for their so-called secondary use. For instance, when accessing a teenage chat room with an e-ID card, users should only have to reveal that they are indeed between, say, 10 and 16 years old but should not reveal any other information stored on the card such as birth date, name or address.

In the literature, there exist a fair number of privacy-preserving technologies that allow one to meet these requirements. These technologies include anonymous credential systems [1|2|3], pseudonym systems 4|5|6|7, anonymous e-cash 8910, or direct anonymous attestation 11]. Almost all of these schemes exhibit a common architecture with certificate issuers, users (certificate recipients) and certificate verifiers: Users obtain a signature from an issuing authority on a number of attributes and, at later time, can convince verifiers that they indeed possess a signature on those attributes [12]. Individual transactions are anonymous and unlikable by default and users can select which portions of a certificate to reveal, which portions to keep hidden, and what relations between certified items to expose.

A crucial requirement for all authorization and authentication systems is that certificates issued can be later revoked, in case of unexpected events or malicious use of the certificate. For traditional certificates, this is typically achieved either by publishing a certificate revocation list or by enforcing a short certificate lifetime via expiration date. For anonymous certificates, the former approach violates privacy while the latter is typically rather inefficient as it would require the users to frequently engage in the usually quite involved issuing protocol.

In principle, the approach of certificate revocation list can be made to work also for anonymous credentials by having the user to prove in zero-knowledge that her certificate is not contained on the (black) list. Such a proof, however, would not be efficient as the computational and communication cost of the user and the verifier become preventive as they grow at least logarithmic with number of entries in the list. The literature provides two kinds solutions that overcome this.

The first kind is called verifier local revocation $131411 \mid 15$. In the best solution here, the cost for the user is independent of the number of entries in the revocation list, but the computational cost of the verifier is linear in this number (at least a modular exponentiation or, worse, a pairing operation per entry). Thus, these solutions are not at all suited for large scale deployments.

The second kind [1617] employs cryptographic accumulators [18]. Such accumulators allow one to hash a large set of inputs in a single short value, the accumulator, and then provide evidence by an accumulator witness that a given value is indeed contained in the accumulator. Thus, the serial numbers of all currently valid credentials are accumulated and the resulting value is published. Users can then show to verifiers that their credential is still valid, by using their
witness to prove (in zero-knowledge) that their credential's serial number is contained in the published accumulator. Such proofs can be realized with practical efficiency [1617] and incur only cost to the user and the verifier that are independent of the number of revoked or currently valid credentials. The drawback of these solutions, however, is that the users need to update their accumulator witnesses and an update requires at least one modular exponentiation for each newly revoked credential. Assuming a driving license application and based on the, e.g., $0.07 \%$ rate of driver's license revocation in West Virginia USA 19, the number of credentials revoked will quickly become a couple of thousands per day. Thus, these solutions incur a computational (and communication) cost far greater that what an electronic token such as a smart card can possibly handle.

Our contribution. In this paper we are therefore considering revocation solutions that incur (virtually) no cost to the verifier and the users, and only limited costs to the issuer (or the revocation authority). More precisely, for each revocation epoch (e.g., every day), verifiers and users need to retrieve the issuer's current public key (i.e., the new accumulator value) while users further need to retrieve their witnesses (a single group element). Upon revocation of a credential, the revocation authority only needs to perform one multiplication per remaining user to update (and provide) the users' witnesses, a cost which can easily be handled by today's standards. We note that this update operation requires no secret keys and does not need to be performed by the issuer, i.e., it could be performed by other untrusted entities.

As building block for this solution, we introduce a novel dynamic accumulator based on bilinear maps and show how to employ it for revocation at the example of the Bangerter, Camenisch and Lysyanskaya private certificate framework [12, which is essentially a generalization of e-cash, anonymous credentials, and group signatures. Thus we provide for the first time a practical solution for anonymous authentication with e-ID cards.

Related Work. Camenisch and Lysyanskaya [17] introduce a dynamic accumulator and show its applicability to revocation in Anonymous Credential Systems as well as Identity Escrow and Group Signatures. Update of the proposed accumulator, as well as user witnesses, require a number of exponentiations that is linear in the number of users added to or revoked from the system. In [20], the authors extend the above accumulator, introducing witnesses and proofs that a value was not accumulated.

Nguyen [21] constructs a dynamic accumulator from bilinear pairings. Its application to an anonymous credential system require users to store large system parameters, in order to prove validity of their credential. Moreover, updating a witness takes one exponentiation per event and therefore is not efficient enough for what we are after (in the paper the authors write multiplication and use addition as base operation for the algebraic group as is done sometimes in connection with bi-linear maps and elliptic curve groups).

In [22], the authors propose a dynamic accumulator for batch update. Users who missed many witness updates, can request update information to the issuer
and update their witness with one multiplication. In our scheme, we can provide the same feature, relaxing the requirement that the issuer takes part to the witness update. We note, however, that the authors do not show how to achieve an efficient proof of knowledge of an element contained in the accumulator as is needed for the use of the accumulator for revocation of credentials.

Outline. The rest of the paper is organized as follow. In Section 2 we discuss assumptions and recall existing building blocks. In Section 3 we introduce our novel dynamic accumulator. In Section 4 we show how to extend the Bangerter et al. private certificate framework with an efficient revocation mechanism. Conclusion and further discussion are given in Section 5

## 2 Preliminaries

In this section we list assumptions and cryptographic tools used as building blocks of the introduced accumulator as well as our anonymous credential revocation system.

A function $\nu$ is negligible if, for every integer $c$, there exists an integer $K$ such that for all $k>K,|\nu(k)|<1 / k^{c}$. A problem is said to be hard (or intractable) if there exists no probabilistic polynomial time (p.p.t.) algorithm on the size of the input to solve it.

Bilinear Pairings. Let $G$ and $G_{T}$ be groups of prime order $q$. A map $e: G \times G \rightarrow$ $G_{T}$ must satisfy the following properties:
(a) Bilinearity: a map $e: G \times G \rightarrow G_{T}$ is bilinear if $e\left(a^{x}, b^{y}\right) t=e(a, b)^{x y}$;
(b) Non-degeneracy: for all generators $g, h \in G, e(g, h)$ generates $G_{T}$;
(c) Efficiency: There exists an efficient algorithm BMGen $\left(1^{k}\right)$ that outputs ( $q, G$, $\left.G_{T}, e, g\right)$ to generate the bilinear map and an efficient algorithm to compute $e(a, b)$ for any $a, b \in G$.

The security of our scheme is based on the following number-theoretic assumptions. Our accumulator construction is based on the Diffie-Hellman Exponent assumption. The unforgeability of credentials is based on the Strong Diffie-Hellman assumption. For credential revocation we need to prove possession of an accumulator witness for a credential. This proof is based on our new Hidden Strong Diffie-Hellman Exponent (SDHE) assumption.

Definition 1 ( $n$-DHE). Diffie-Hellman Exponent (DHE) assumption: The $n$-DHE problem in a group $G$ of prime order $q$ is defined as follows: Let $g_{i}=$ $g^{\gamma^{2}}, \gamma \leftarrow_{R} \mathbb{Z}_{q}$. On input $\left\{g, g_{1}, g_{2}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right\} \in G^{2 n}$, output $g_{n+1}$. The n-DHE assumption states that this problem is hard to solve.

Boneh, Boyen, and Goh [23] introduced the Bilinear Diffie-Hellman Exponent (BDHE) assumption that is defined over a bilinear map. Here the adversary has to compute $e(g, h)^{\gamma^{n+1}} \in G_{T}$.

Lemma 1. The n-DHE assumption for a group $G$ with a bilinear pairing $e$ : $G \times G \rightarrow G_{T}$ is implied by the $n$-BDHE assumption for the same groups.

Boneh and Boyen introduced the Strong Diffie-Hellman assumption in [24.
Definition 2 ( $n$-SDH [24]). On input $g, g^{x}, g^{x^{2}}, \ldots, g^{x^{n}} \leftarrow G$, it is computationally infeasible to output $\left(g^{1 /(x+c)}, c\right)$.

Boyen and Waters [25] introduced the Hidden Strong Diffie-Hellman assumption under which BB signatures [24] are secure for any message space. We require a variant of the Hidden Strong Diffie-Hellman assumption that we call the Hidden Strong Diffie-Hellman Exponent ( $n$-HSDHE) assumption. The two assumptions are hitherto incomparable.

Definition 3 ( $n$-HSDHE). Given $g, g^{x}, u \in G$, $\left\{g^{1 /\left(x+\gamma^{i}\right)}, g^{\gamma^{i}}, u^{\gamma^{i}}\right\}_{i=1 \ldots n}$, and $\left\{g^{\gamma^{i}}\right\}_{i=n+2 \ldots 2 n}$, it is infeasible to compute a new tuple $\left(g^{1 /(x+c)}, g^{c}, u^{c}\right)$.

### 2.1 Known Discrete-Logarithm-Based, Zero-Knowledge Proofs

In the common parameters model, we use several previously known results for proving statements about discrete logarithms, such as (1) proof of knowledge of a discrete logarithm modulo a prime [26], (2) proof of knowledge of equality of some elements in different representation [27], (3) proof that a commitment opens to the product of two other committed values 28|29]30, and also (4) proof of the disjunction or conjunction of any two of the previous 31.

When referring to the above proofs, we will follow the notation introduced by Camenisch and Stadler 32 for various proofs of knowledge of discrete logarithms and proofs of the validity of statements about discrete logarithms. For instance,

$$
P K\left\{(\alpha, \beta, \delta): y=g^{\alpha} h^{\beta} \wedge \tilde{y}=\tilde{g}^{\alpha} \tilde{h}^{\delta}\right\}
$$

denotes a "zero-knowledge Proof of Knowledge of integers $\alpha$, $\beta$, and $\delta$ such that $y=g^{\alpha} h^{\beta}$ and $\tilde{y}=\tilde{g}^{\alpha} \tilde{h}^{\delta}$ holds," where $y, g, h, \tilde{y}, \tilde{g}$, and $\tilde{h}$ are elements of some groups $G=\langle g\rangle=\langle h\rangle$ and $\tilde{G}=\langle\tilde{g}\rangle=\langle\tilde{h}\rangle$ that have the same order. (Note that the some elements in the representation of $y$ and $\tilde{y}$ are equal.) The convention is that values $(\alpha, \beta, \delta)$ denote quantities of which knowledge is being proven (and are kept secret), while all other values are known to the verifier. For prime-order groups which include all groups we consider in this paper, it is well known that there exists a knowledge extractor which can extract these quantities from a successful prover.

### 2.2 Signature Scheme with Efficient Protocols

For our credential system we use a signature scheme that is loosely based on weak Boneh and Boyen signatures [2416]. It is described in [33] and has been proven secure under the $n$-SDH assumption [34|35]. It assumes a non-degenerate bilinear map $e: G \times G \rightarrow G_{T}$ of prime order $q$ with generators $h, h_{0}, h_{1}, \ldots, h_{\ell}, h_{\ell+1}$. The signer's secret key is $x \in \mathbb{Z}_{q}$ while the public key is $y=h^{x}$.

A signature on a message $m \in \mathbb{Z}_{q}^{*}$ is computed by picking $c, s \leftarrow \mathbb{Z}_{q}^{*}$ and computing $\sigma=\left(h_{0} h_{1}^{m} h_{2}^{s}\right)^{\frac{1}{x+c}}$. The signature is $(\sigma, c, s)$. It is verified by checking whether $e\left(\sigma, y h^{c}\right)=e\left(h_{0} h_{1}^{m} h_{2}^{s}, h\right)$. Multiple messages $m_{1}, \ldots, m_{\ell} \in \mathbb{Z}_{q}^{*}$ can be signed as $\sigma=\left(h_{0} h_{1}^{m_{1}} \cdots h_{\ell}^{m_{\ell}} h_{\ell+1}^{s}\right)^{\frac{1}{x+c}}$ and verification is done by checking whether $e\left(\sigma, y h^{c}\right)=e\left(h_{0} h_{1}^{m} \cdots h_{\ell}^{m_{\ell}} h_{\ell+1}^{s}, h\right)$.

Proving Knowledge of a Signature. Now assume that we are given a signature $(\sigma, c, s)$ on messages $m_{1} \ldots, m_{\ell} \in \mathbb{Z}_{q}$ and want to prove that we indeed possess such a signature. To this end, we need to augment the public key with a value $\tilde{h} \in G$ such that $\log _{h} \tilde{h}$ are not known.

Knowledge of a signature is proven as follows:

1. Choose random values $r \leftarrow \mathbb{Z}_{q}$ and open $\leftarrow \mathbb{Z}_{q}$ and compute a commitment $B=h^{r} \tilde{h}^{\text {open }}$ and a blinded signature $A=\sigma \tilde{h}^{r}$.
2. Compute the following proof

$$
\begin{gathered}
P K\left\{\left(c, s, r, \text { open, mult, tmp }, m_{1}, \ldots, m_{\ell}\right):\right. \\
B=h^{r} \tilde{h}^{o p e n} \wedge 1=B^{c} h^{-m u l t} \tilde{h}^{-t m p} \wedge \\
\left.\frac{e\left(h_{0}, h\right)}{e(A, y)}=e(A, h)^{c} \cdot e(\tilde{h}, y)^{-r} \cdot e(\tilde{h}, h)^{-m u l t} \cdot \prod_{i=1}^{\ell} e\left(h_{i}, h\right)^{-m_{i}} \cdot e\left(h_{\ell+1}, h\right)^{-s}\right\}
\end{gathered}
$$

Why this proof works is explained in 36.

## 3 A Pairing Based Dynamic Accumulator with Efficient Updates

We define and build a dynamic accumulator with efficient updates and assess its security. With efficient updates we mean that witnesses can be updated by any party without knowledge of any secret key and require only multiplications (no exponentiations) linear in the number of changes to the accumulator. Our construction is based on the broadcast encryption scheme by Boneh, Gentry and Waters 37.

### 3.1 Definition of Dynamic Accumulators

A secure accumulator consists of the five algorithms AccGen, AccAdd, AccUpdate, AccWitUpdate, and AccVerify.

These algorithms are used by the accumulator authority (short authority), an untrusted update entity, a user and a verifier. The authority creates an accumulator key pair $\left(s k_{A}, p k_{A}\right)$, the accumulator $a c c_{\emptyset}$ and a public state state $\emptyset_{\emptyset}$ using the AccGen algorithm; it can add a new value $i$ to the accumulator acc ${ }_{V}$ using the AccAdd algorithm to obtain a new accumulator $a c c_{V \cup\{i\}}$ and state state $_{U \cup\{i\}}$, together with a witness $w i t_{i}$. The accumulator for a given set of values $V$, can be computed using the AccUpdate algorithm.

Throughout these operations, $a c c_{V}$ and wit $_{i}$ are of constant size (independent of the number of accumulated values). The authority does some bookkeeping about the values contained in the accumulator and the status of the accumulator when a witness $w_{i} t_{i}$ was created. These sets are denoted as $V$ and $V_{w}$ respectively. The bookkeeping information is made public and is only needed for updating witnesses, it is not needed for verifying that a value is contained in an accumulator.

Each time an accumulator changes, the old witnesses become invalid. It is however possible to update all witnesses for values $i \in V$ contained in the accumulator from the bookkeeping information $V_{w}$. This updating is the most performance intensive operation in existing accumulator systems. We show how it can be efficiently offloaded to an untrusted update entity that runs AccWitUpdate and is only given the accumulator state state $_{U}$ and the bookkeeping information $V$ and $V_{w}$. The accumulator state state $_{U}$ also contains book keeping information $U$, the set of elements ever added to the accumulator (but not necessarily contained in the current accumulator). This is a superset of $V$ and $V_{w}{ }^{11}$

After users obtained an updated witness wit ${ }_{i}^{\prime}$ for a value $i$ for the current accumulator, they can prove to any verifier that $i$ is in the accumulator, using the AccVerify algorithm.
$\operatorname{AccGen}\left(1^{k}, n\right)$ creates an accumulator key pair $\left(s k_{A}, p k_{A}\right)$, an empty accumulator $a c c_{\emptyset}$ (for accumulating up to $n$ values) and an initial state state ${ }_{\emptyset}$.
$\operatorname{AccAdd}\left(s k_{A}, i, a c c_{V}\right.$, state $\left._{U}\right)$ allows the authority to add $i$ to the accumulator. It outputs a new accumulator $a c c_{V \cup\{i\}}$ and state state $_{U \cup\{i\}}$, together with a witness wit ${ }_{i}$ for $i$.
AccUpdate $\left(p k_{A}, V\right.$, state $\left._{U}\right)$ outputs an accumulator $a c c{ }_{V}$ for values $V \subset U$.
AccWitUpdate $\left(p k_{A}, w i t_{i}, V_{w}, a c c{ }_{V}, V\right.$, state $\left._{U}\right)$ outputs a witness $w i t^{\prime}$ for $a c c c_{V}$ if wit $_{i}$ was a witness for $a c c V_{w}$ and $i \in V$.
AccVerify $\left(p k_{A}, i, w i t_{i}, a c c c_{V}\right)$ verifies that $v \in V$ using an up-to-date witness wit ${ }_{i}$ and the accumulator $a c c c_{V}$. In that case the algorithm accepts, otherwise it rejects.

Note that the purpose of an accumulator is to have accumulator and witnesses of size independent of the number of accumulated elements.

Correctness. Correctly accumulated values have verifying witnesses.
Security. For all probabilistic polynomial time adversaries $\mathcal{A}$,

$$
\begin{aligned}
& \operatorname{Pr}\left[\left(s k_{A}, p k_{A}, a c c_{\mathcal{O}}, \text { state }_{\mathcal{O}}\right) \leftarrow \operatorname{AccGen}\left(1^{k}\right) ;\right. \\
& \quad\left(i, \text { wit }_{i}\right) \leftarrow \mathcal{A}\left(p k_{A}, \operatorname{acc}_{\mathcal{O}}, \text { state }_{\mathcal{O}}\right)^{\mathcal{O}_{\text {AccAdd }}(\cdot), \mathcal{O}_{\text {Accupdate }}(.)}: \\
& \left.\quad \operatorname{AccVerify}\left(p k_{A}, i, w i t_{i}, \operatorname{acc}_{\mathcal{O}}\right)=\operatorname{accept} \wedge i \notin V_{\mathcal{O}}\right]=n e g(k),
\end{aligned}
$$

[^68]where the oracles $\mathcal{O}_{\text {AccAdd }}($.$) and \mathcal{O}_{\text {AccUpdate }}($.$) keep track of shared variables a c c{ }_{\mathcal{O}}$, state $_{\mathcal{O}}$ and a set $V_{\mathcal{O}}$ that is initialized to $\emptyset$. The oracle $\mathcal{O}_{\text {AccAdd }}(i)$ computes and outputs $\left(a c c_{\mathcal{O}}\right.$, state $_{\mathcal{O}}$, wit $\left._{i}\right) \leftarrow \operatorname{AccAdd}\left(s k_{A}, i, a c c_{\mathcal{O}}\right.$, state $\left._{\mathcal{O}}\right)$ and adds $i$ to $V_{\mathcal{O}}$ while $\mathcal{O}_{\text {AccUpdate }}(V)$ computes and outputs $a c c_{\mathcal{O}} \leftarrow \operatorname{AccUpdate}\left(p k_{A}, V\right.$, state $\left._{\mathcal{O}}\right)$ and sets $V_{\mathcal{O}}$ to $V$.

### 3.2 Construction

We now construct the algorithms AccGen, AccAdd, AccUpdate, AccWitUpdate, and AccVerify.
$\operatorname{AccGen}\left(1^{k}, n\right)$. Run BMGen $\left(1^{k}\right)$ to obtain the setup params ${ }_{B M}=\left(q, G, G_{T}, e, g\right)$ of a bilinear map $e: G \times G \rightarrow G_{T}$.

Pick a random value $\gamma \in \mathbb{Z}_{q}$. Generate a key pair $s k$ and $p k$ for a secure signature scheme, for instance the BB signature scheme that is secure under the SDH assumption. Let $p k_{A}=\left(\right.$ params $\left._{B M}, p k, z=e(g, g)^{\gamma^{n+1}}\right), s k_{A}=$ $\left(\right.$ params $\left._{B M}, \gamma, s k\right), a c c_{\emptyset}=1$ and state $_{\emptyset}=\left(\emptyset, g_{1}=g^{\gamma^{1}}, \ldots, g_{n}=g^{\gamma^{n}}, g_{n+2}=\right.$ $\left.g^{\gamma^{n+2}}, \ldots, g_{2 n}=g^{\gamma^{2 n}}\right)$ 2
$\operatorname{AccAdd}\left(s k_{A}, i, a c c_{V}\right.$, state $\left._{U}\right)$. Compute $w=\prod_{j \in V}^{j \neq i} g_{n+1-j+i}$ and a signature $\sigma_{i}$ on $g_{i} \| i$ under signing key $s k$. The algorithm outputs wit ${ }_{i}=\left(w, \sigma_{i}, g_{i}\right)$, an updated accumulator value $a c c_{V \cup\{i\}}=a c c_{V} \cdot g_{n+1-i}$, and state $e_{U \cup\{i\}}=$ $\left(U \cup\{i\}, g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right)$.
AccUpdate $\left(p k_{A}, V\right.$, state $\left._{U}\right)$. Check whether $V \subset U$ and outputs $\perp$ otherwise. The algorithm outputs $a c c_{V}=\prod_{v \in V} g_{n+1-v}$ for values $i \in V$.
AccWitUpdate $\left(p k_{A}, w i t_{i}, V_{w}, a c c_{V}, V\right.$, state $\left._{U}\right)$. Parse wit ${ }_{i}$ as $\left(w, \sigma_{i}, g_{i}\right)$. If $i \in V$ and $V \cup V_{w} \subset U$, compute

$$
w^{\prime}=w \cdot \frac{\prod_{j \in V \backslash V_{w}} g_{n+1-j+i}}{\prod_{j \in V_{w} \backslash V} g_{n+1-j+i}}
$$

Output the updated witness wit ${ }_{i}^{\prime}=\left(w^{\prime}, \sigma_{i}, g_{i}\right)$. Otherwise output $\perp$.
$\operatorname{AccVerify}\left(p k_{A}, i, w i t_{i}, a c c_{V}\right)$. Parse wit ${ }_{i}=\left(w, \sigma_{i}, g_{i}\right)$. Output accept, if $\sigma_{i}$ is a valid signature on $g_{i} \| i$ under verification key $p k$ and $\frac{e\left(g_{i}, a c c_{V}\right)}{e(g, w)}=z$. Otherwise output reject.

In the construction above, we accumulate the group elements $g_{1}, \ldots, g_{n}$ instead of, e.g., the integers $1, \ldots, n$. Depending on the application, one would want to accumulate the latter, or more generally an arbitrary set of size $n$. In this case, the issuer of the accumulator would need to publish a mapping from this set to the $g_{i}$ values that get actually accumulated. In order to avoid large public parameters during verification the issuer of the accumulator uses a signature scheme

[^69]to sign the $g_{i}$ together with the value to which they map. Thus, the verifier can check whether a given $g_{i}$ is a (potentially) valid input to the accumulator (cf. discussion in Section 3.3).

We also note that the algorithm to update the witness does not require any secret information. Thus, the witnesses could be kept up-to-date for the users either by the users themselves, the issuer, or by some third party. In the latter two cases, the users can just retrieve the current valid witness whenever needed. In applications, one would typically define epochs such that the accumulator value and witnesses are only updated at the beginning of each epoch and remain valid throughout the epoch. Finally note that maintaining the witnesses for all users is well within reach of current technologies - indeed, all witnesses can be kept in main memory and the update performed rather quickly.

Correctness. Let $a c c_{V}$ be an accumulator for $s k_{A}=\left(\right.$ params $\left._{B M}, \gamma, s k\right), p k_{A}=$ $\left(\right.$ params $\left._{B M}, p k, z=e(g, g)^{\gamma^{n+1}}\right)$, and state $e_{U}=\left(U, g_{1}=g^{\gamma^{1}}, \ldots, g_{n}=g^{\gamma^{n}}, g_{n+2}=\right.$ $\left.g^{\gamma^{n+2}}, \ldots, g_{2 n}=g^{\gamma^{2 n}}\right)$. Then a correct accumulator always has a value $a c c c_{V}=$ $\prod_{j \in V} g_{n+1-j}$. Moreover, for each $i \in V$ with up-to-date witness wit ${ }_{i}=(w=$ $\left.\prod_{j \in V}^{j \neq i} g_{n+1-j+i}, \sigma_{i}, g_{i}\right)$ the following equation holds:

$$
\frac{e\left(g_{i}, a c c_{V}\right)}{e(g, w)}=\frac{e(g, g)^{\sum_{j \in V} \gamma^{n+1-j+i}}}{e(g, g)^{\sum_{j \in V}^{j \neq i} \gamma^{n+1-j+i}}}=e(g, g)^{\gamma^{n+1}}=z .
$$

Security. Suppose there exists an adversary $\mathcal{A}$ that breaks the security of our accumulator. We show how to construct an algorithm $\mathcal{B}$ that either forges the signature scheme used to sign accumulated elements or breaks the $n$-DHE assumption.

Algorithm $\mathcal{B}$ has access to a signing oracle $\mathcal{O}_{\sigma}$ and obtains as input the corresponding signature verification key $p k$, the parameters of a bilinear map params $_{B M}=\left(q, G, G_{T}, e, g\right)$, and an instance of the $n$-DHE assumption $\left(g_{1}, \ldots\right.$, $\left.g_{n}, g_{n+2}, \ldots, g_{2 n}\right) \in G^{2 n-1} . \mathcal{B}$ provides $\mathcal{A}$ with $p k_{A}=\left(\right.$ params $_{B M}, p k, z=$ $\left.e\left(g_{1}, g_{n}\right)\right), a c c_{\emptyset}=1$ and state $_{\emptyset}=\left(\emptyset, g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right)$. The oracle queries of the adversary are answered as defined in the game except that $\mathcal{O}_{\sigma}$ is called for creating the signatures.

Given an adversary that can compute $\left(i, w i t_{i}\right)$ such that the verification succeeds even though $i \notin V_{\mathcal{O}}$. We parse $w_{i t}$ as $\left(w, \hat{\sigma}_{i}, \hat{g}_{i}\right)$. If $\hat{g}_{i}$ does not correspond to $g_{i}$ the adversary attacked the signature and $\hat{\sigma}_{i}$ is a signature forgery. Otherwise we learn from the verification equation that

$$
e\left(g_{i}, a c c_{\mathcal{O}}\right)=e(g, w) z
$$

and

$$
e\left(g, \prod_{j \in V} g_{n+1-j+i}\right)=e\left(g, w g_{n+1}\right) .
$$

This means that

$$
g_{n+1}=\frac{\prod_{j \in V} g_{n+1-j+i}}{w} .
$$

For $i \in\{1, \ldots, n\} \backslash V$, all $g_{n+1-j+i}$ are contained in state $\emptyset_{\emptyset}$ and it is possible to compute this value. This breaks the $n$-DHE assumption.

### 3.3 Efficient Proof That a Hidden Value Was Accumulated

It is often only required for a user to prove that she possesses a value that is indeed contained in the current accumulator, or in other words, to prove membership of the current accumulator without revealing which value she possesses (or which index $i$ is assigned to her). In this section, we give an efficient protocol that achieves this for our accumulator construction.

For the accumulator to be secure, the verifier needs to check that the value the user claims to own, is one of $g_{1}, \ldots, g_{n}$. In the previous construction, $g_{1}, \ldots, g_{n}$ are authenticated either by making them public as a whole or by having each one signed (in which case the user would provide the $g_{i}$ and the signature to the verifier). However, using a public list would require the prover to either reveal $g_{i}$ (which would violate privacy) or to prove that the $g_{i}$ which she claims possession of, is a valid one. The latter, however, would require an involving proof that would make the use of the accumulator inefficient. We therefore resort to sign $g_{i}$ values and then require the prover to prove that she knows a signature by the accumulator issuer on "her" $g_{i}$ without revealing neither the signature nor the $g_{i}$ value. As such a proof needs to be efficient, this requires a special signature scheme. Since user never reveal the accumulated valued they are proving possession of, it is possible to avoid signing $g_{i} \| i$ as it is done in Section 3.2. This allows for a more efficient signature scheme and proof system.

Prerequisites. We instantiate the signature scheme used for signing the $g_{i}$ with a variant of the weakly secure Boneh-Boyen scheme [24]. Instead of a $g_{i}$ value we $\operatorname{sign} \gamma^{i}$. The authentic $g_{i}$ is a by-product of the signing process. For simplicity we reduce the security of the accumulator proof directly to the $n$-HSDHE assumption $\sqrt[3]{ }$ The $n$-HSDHE assumption is the weakest assumption under which we can prove our scheme. The $n$-HSDHE assumption is implied by the iHSDH assumption of 38.

The signer (the accumulator issuer) picks a fresh $u \leftarrow G$, secret key $s k \leftarrow \mathbb{Z}_{q}$ and public key $p k=g^{s k}$. A signature consists of the two elements $\sigma_{i}=g^{1 /\left(s k+\gamma^{i}\right)}$ and $u_{i}=u^{\gamma^{i}}$ and is verified by checking that $e\left(p k \cdot g_{i}, \sigma_{i}\right)=e(g, g)$.

Let $p k_{A}=\left(\right.$ params $\left._{B M}, p k, z=e(g, g)^{\gamma^{n+1}}\right), s k_{A}=\left(\right.$ params $\left._{B M}, \gamma, s k\right)$ and state $_{U}=\left(\emptyset, g_{1}=g^{\gamma^{1}}, \ldots, g_{n}=g^{\gamma^{n}}, g_{n+2}=g^{\gamma^{n+2}}, \ldots, g_{2 n}=g^{\gamma^{2 n}}\right)$ be as generated by the accumulator operations in the previous section. We also pick an additional $\tilde{h} \leftarrow G$ for commitments. The discrete logarithm of $h$ and $u$ with respect to $g$ must be unknown to the prover.

Proof of Knowledge. For arbitrary $V \subset\{1, \ldots, n\}$ and $i \in V$, on input $a c c_{V}=$ $\prod_{i \in V} g_{n+1-i}$ and the corresponding witness wit ${ }_{i}=\left(w, \sigma_{i}, u_{i}, g_{i}\right)$, where $w=$ $\prod_{j \in V}^{j \neq i} g_{n+1-j+i}$, for value $i$, the prover performs the following randomization:

[^70]Pick at random $r, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}$, open $\in \mathbb{Z}_{q}$ and computing $\mathcal{G}=g_{i} \tilde{h}^{r}, \mathcal{W}=w \tilde{h}^{r^{\prime}}$, $D=g^{r} \tilde{h}^{\text {open }}, \mathcal{S}=\sigma_{i} \tilde{h}^{r^{\prime \prime}}$, and $\mathcal{U}=u_{i} \tilde{h}^{r^{\prime \prime \prime}}$ respectively. Then the prover, proves

$$
\begin{gathered}
P K\left\{\left(r, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}, \text { open, mult,tmp }\right): D=g^{r} \tilde{h}^{\text {open }} \wedge 1=D^{r^{\prime \prime}} g^{-m u l t} \tilde{h}^{-t m p} \wedge\right. \\
\frac{e(p k \cdot \mathcal{G}, \mathcal{S})}{e(g, g)}=e(p k \cdot \mathcal{G}, \tilde{h})^{r^{\prime \prime}} e(\tilde{h}, \tilde{h})^{-m u l t} e(\tilde{h}, \mathcal{S})^{r} \wedge \\
\left.\frac{e\left(\mathcal{G}, a c c_{V}\right)}{e(g, \mathcal{W}) z}=e\left(\tilde{h}, a c c_{V}\right)^{r} e(1 / g, \tilde{h})^{r^{\prime}} \wedge \frac{e(\mathcal{G}, u)}{e(g, \mathcal{U})}=e(\tilde{h}, u)^{r} e(1 / g, \tilde{h})^{r^{\prime \prime \prime}}\right\} .
\end{gathered}
$$

Theorem 1. Under the $n-D H E$ and the $n-H S D H E$ assumptions the protocol above is a proof of knowledge of a randomization value $r$ that allows to derandomize $\mathcal{G}$ to a value $g_{i}$, where $i$ is accumulated in acc ${ }_{V}$, i.e., $i \in V$. The proof of this theorem can be found in Section A.1.

## 4 Efficient Revocation of Private Certificates

In this section we will show how to employ our accumulator to achieve efficient revocation for schemes where users get some form of certificate and then later can use these certificates in an anonymity protecting way. Such schemes include group signatures, anonymous credential systems, pseudonym systems, anonymous e-cash, and many others. Most of these schemes work as follows. In a first phase an issuer provides the user with a signature on a number of messages. Then, in a second phase the user convinces the verifier that 1) she owns a signatures by the issuer on a number of messages and 2) that these messages satisfy some further properties that are typically dependent on the particular purpose of the scheme. Based on this observation, Bangerter et al. 12] give a cryptographic framework for the controlled release of certified information. They also show how different applications (such as the ones mentioned above) can be realized. Thus, they basically generalize the concepts of anonymous credentials, anonymous ecash, and group signatures into a single framework. We therefore just show how their framework can be extended with revocation to provide this features for all these applications. From this it will become clear how to extend particular schemes (e.g., the anonymous credentials and group signatures [16|33]) with our revocation mechanisms.

More precisely, Bangerter et al. employ special signature protocols, called CL signatures [39, for issuing private certificates to users. A private certificate (11) consists of attributes and a signature over the attributes much alike a traditional certificate, only that a more powerful signature scheme is used, i.e.,

$$
\begin{equation*}
\text { cert }=\left(\sigma, m_{1}, \ldots, m_{l}\right) \text { with } \sigma=\operatorname{Sign}\left(m_{1}, \ldots, m_{l} ; s k_{I}\right) . \tag{1}
\end{equation*}
$$

Let $\left(s k_{I}, p k_{I}\right) \leftarrow$ IssuerKeygen $\left(1^{k}\right)$ be the certificate issuer's keypair. The framework supports two types of protocols: 1) an interactive certificate issuing protocol ObtainCert that allows to obtain a signature on committed values without revealing these values and 2) efficient zero-knowledge proofs of knowledge of signature possession.

Let $\left(m_{1}, \ldots, m_{\ell}\right)$ denote a list of data items and $H \subset L=\{1, \ldots, \ell\}$ a subset of data items. Using the first protocol, a user can obtain a certificate on $\left(m_{1}, \ldots, m_{\ell}\right)$ such that the issuer does not learn any information on the data items in $H$, while it learns the other data items, i.e., $L \backslash H$.

The private certificates of a user remain private to the user, that is, they are never released (as a whole) to any other party: when using (showing) certificates for asserting attribute information, the user proves that she knows (has) certificates with certain properties. The user may release certain attributes, while only proving the knowledge of the rest of the certificate:

$$
\operatorname{PK}\left\{\left(\sigma, m_{1}, \ldots, m_{\ell^{\prime}}\right): 1=\operatorname{VerifySign}\left(\sigma, m_{1}, \ldots m_{\ell^{\prime}}, m_{\ell^{\prime}+1}, \ldots, m_{\ell} ; p k_{I}\right) \wedge \ldots\right\} .
$$

In the above proof only the attribute values of $m_{\ell^{\prime}+1}$ to $m_{\ell}$ are revealed.
Certificate revocation. We now extend the above framework with certificate revocation as follows. Let $V$ be the set of valid certificates for an epoch with epoch information epoch $_{V}$. A certificate is assigned a unique identifier $i$ (which will be embedded into it as one of the attributes) and a witness wit $i_{i}$. We require that the user can prove to a verifier that she possesses a non-revoked certificate only if $i \in V$. This is achieved by having the user prove that the identifier embedded into her credential is a valid one for the current epoch. Thus, before engaging in a proof, the user needs to update her witness and both parties (the user and the verifier) need to obtain the most up-to-date epoch information epoch ${ }_{V}$ for $V$. The user can either update the witness herself, or just retrieve the currently valid witness from a witness update entity. Indeed, a witness update computation does not require knowledge of any secret and can be performed by untrusted entities (e.g., by a third party or a high availability server cluster at the issuer). In particular, those entities are only responsible for computing user witnesses according to the current epoch information. Misbehavior by such entities would lead in a denial of service (the verification algorithm would reject, but would not break the security of the system). Also note that a witness update requires a number of multiplications that is linear in the number of elements added to or removed from the accumulator, hence providing such an update service to users is feasible (one could even hold all users' witnesses in main memory).

More formally, a certificate revocation system for the certification framework consists of updated IssuerKeygen and ObtainCert protocols, new algorithms UpdateEpoch and UpdateWitness for managing revocation, and a zero-knowledge proof system for a new predicate VerifyEpoch that allows to prove possession of a witness wit ${ }_{i}$ :

IssuerKeygen $\left(1^{k}, n\right)$ creates the issuer key pair $\left(s k_{I}, p k_{I}\right)$, the epoch information epoch $_{\emptyset}$, and state $\emptyset_{\emptyset}$ for issuing up to $n$ certificates.
ObtainCert $\left(\mathcal{U}\left(p k_{I}, H,\left\{m_{j}\right\}_{j \in H}\right), \mathcal{I}\left(s k_{I}, H,\left\{m_{j}\right\}_{j \in L \backslash H}\right.\right.$, epoch $_{V}$, state $\left.\left._{U}\right)\right)$ allows a user to obtain a private certificate cert $_{i}$ from the issuer. The issuer computes and publishes the user's witness wit ${ }_{i}$, and updated epoch information epoch $_{V \cup\{i\}}$ and state $_{U \cup\{i\}}$.

UpdateEpoch $\left(V\right.$, state $\left._{U}\right)$ outputs epoch information epoch $_{V}$, if $V \subset U$. Otherwise it outputs $\perp$.
UpdateWitness( wit $_{i}$, epoch $_{V}$, state $_{U}$ ) outputs an updated witness wit ${ }_{i}^{\prime}$ if $V \subset U$. Otherwise it outputs $\perp$.

A user who knows a certificate cert $_{i}$ and a corresponding up-to-date witness $w_{i t}{ }_{i}$ can prove, to a verifier, possession of the certificate and its validity for the current epoch using the new predicate VerifyEpoch as follows. The user's secret input is cert $_{i}$. The common input of the protocol is the issuer's public key $p k_{I}$, the epoch information epoch $_{V}$, and a specification of the proof statement (this includes the information revealed about the certificate). In the example below the user chooses to keep the first $\ell^{\prime}$ messages secret while he reveals the rest of the messages.

$$
\begin{aligned}
\operatorname{PK}\left\{\left(\sigma, m_{1}, \ldots, m_{\ell^{\prime}}, i, \text { wit }_{i}\right): 1\right. & =\operatorname{Verify} \operatorname{Sign}\left(\sigma, m_{1}, \ldots m_{\ell^{\prime}}, m_{\ell^{\prime}+1}, \ldots, m_{\ell}, i ; p k_{I}\right) \wedge \\
1 & \left.=\operatorname{VerifyEpoch}\left(i, \text { wit }_{i} ; \text { epoch }_{V}, p k_{I}\right)\right\} .
\end{aligned}
$$

Using the Bangerter et al. framework [12], it is not hard to extend this proof or combine it with other proof protocols given therein.

### 4.1 Adapted Signature Scheme for Accumulated Values

As described above, a user would have to prove that the value $i$ encoded into her credential is also contained in the current accumulator. However, the accumulator construction as given in the previous section does not allow one to accumulate $i$ directly but only $g_{i}=\tilde{g}^{\gamma^{i}}$. Now, instead of introducing a mapping of $i$ to $g_{i}$ (and including this in our proofs which would make them inefficient), we are going to make the mapping implicit by including $g_{i}$ into the credential. Thus, the $g_{i}$ values will be used both in the private certificate and the accumulator to represent the certificate id $i$. This requires that we extend the signature scheme in Section 2.2 to allow verification without knowing the secret exponent $\gamma^{i}$ :

1. The signer creates $g, h, h_{0}, h_{1}, \ldots, h_{\ell}, h_{\ell+1} \leftarrow G$ and creates keys $x \in \mathbb{Z}_{q}$ and $y=h^{x}$.
2. Next, the signer publishes a list $\left(g_{1}=g^{\gamma}, \ldots, g_{n}=g^{\gamma^{n}}\right)$ that he allows in signatures.
3. The signer picks random $c, s \leftarrow \mathbb{Z}_{q}^{*}$ and then computes the signature as $\left(\sigma=\left(h_{0} h_{1}^{m_{1}} \cdots h_{\ell}^{m_{\ell}} g_{i} h_{\ell+1}^{s}\right)^{\frac{1}{x+c}}, c\right)$.
4. A signature ( $\sigma, c, s$ ) on messages $m_{1}, \ldots, m_{\ell}, \hat{g}_{i}$ is verified by checking that $\hat{g}_{i}$ is in the list of $g_{i}$ values and that $e\left(\sigma, y h^{c}\right)=e\left(h_{0}\left(\prod_{j=1}^{\ell} h_{j}^{m_{j}}\right) \hat{g}_{i} h_{\ell+1}^{s}, h\right)$ holds.

We note that the check that $\hat{g}_{i}$ is in the list of $g_{i}$ values as prescribed in the last step will later on be replaced by a signature/authenticator on $g_{i}$ as done for the accumulator in Section 3.3 .

It is straightforward to reduce the security of this modified signature scheme to the original one with $\ell+1$ messages as the signer knows the "messages" $\gamma^{i}$ encoded by the $g_{i}$. We omit the details here.

### 4.2 Construction

IssuerKeygen $\left(1^{k}, n\right)$. Run BMGen $\left(1^{k}\right)$ to generate the parameters params ${ }_{B M}=$ $\left(q, G, G_{T}, e, g\right)$ of a (symmetric) bilinear map $e: G \times G \rightarrow G_{T}$. Pick additional bases $h, h_{0}, \ldots, h_{\ell+1}, \tilde{h}, u \leftarrow G$ and $x, s k, \gamma \leftarrow \mathbb{Z}_{q}$ and compute $y=h^{x}$ and $p k=g^{s k} \sqrt[4]{\text { Compute }} g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}$, where $g_{i}=g^{\gamma^{i}}$, and $z=$ $e(g, g)^{\gamma^{n+1}}$.

Output $\left(s k_{I}, p k_{I}\right)=\left(\left(\right.\right.$ params $\left._{B M}, x, s k, \gamma\right),\left(\right.$ params $_{B M}, y, h, h_{0}, \ldots, h_{\ell+1}$, $\tilde{h}, u, p k, z))$, epoch $_{\emptyset}=($ acc $\emptyset=1, \emptyset)$, and state $\emptyset=\left(\emptyset, g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right)$.
ObtainCert $\left(\mathcal{U}\left(p k_{I}, H,\left\{m_{j}\right\}_{j \in H}\right), \mathcal{I}\left(s k_{I}, H,\left\{m_{j}\right\}_{j \in L \backslash H}\right.\right.$, epoch $_{V}$, state $\left.{ }_{U}\right)$. The user runs the following protocol to obtain a certificate cert $_{i}$ from the issuer:

1. The user chooses a random $s^{\prime} \in \mathbb{Z}_{q}^{*}$, computes $X=\prod_{j \in H} h_{j}^{m_{j}} h_{\ell+1}^{s^{\prime}}$, and sends $X$ to the issuer.
2. The user (as prover) engages the issuer (as verifier) in the following proof

$$
\left.P K\left\{\left\{m_{j}\right\}_{j \in H}, s^{\prime}\right): X=\prod_{j \in H} h_{j}^{m_{j}} h_{\ell+1}^{s^{\prime}}\right\}
$$

which will convince the issuer that $X$ is correctly formed.
3. The issuer parses epoch $_{V}$ as $\left(a c c_{V}, V\right)$ and state $_{U}$ as $\left(U, g_{1}, \ldots, g_{n}, g_{n+2}\right.$, $\left.\ldots, g_{2 n}\right)$. He then computes epoch $_{V \cup\{i\}}=\left(a c c_{V} \cdot g_{n+1-i}, V \cup\{i\}\right)$ and state $_{U \cup\{i\}}=\left(U \cup\{i\}, g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right) 5^{5}$.
4. The issuer chooses random $c, s^{\prime \prime} \in \mathbb{Z}_{q}^{*}$ and then computes the signature $\sigma=\left(\left(\prod_{j \in L \backslash H} h_{j}^{m_{j}}\right) X g_{i} h_{\ell+1}^{s^{\prime \prime}}\right)^{1 /(x+c)}$.
5. The issuer computes $w=\prod_{j \in V}^{j \neq i} g_{n+1-j+i}, \sigma_{i}=g^{1 /\left(s k+\gamma^{i}\right)}$, and $u_{i}=u^{\gamma^{i}}$ and sets $w_{i t}=\left(\sigma_{i}, u_{i}, g_{i}, w, V_{\cup}\{i\}\right)$.
6. The issuer sends $\left(\sigma, c, s^{\prime \prime},\left\{m_{j}\right\}_{j \in L \backslash H}, g_{i}, i\right)$ to the user and outputs wit ${ }_{i}$, epoch $_{V \cup\{i\}}$, and state ${ }_{U \cup\{i\}}$.
7. The user verifies the certificate gotten and outputs cert $_{i}=\left(\sigma, c, m_{1}, \ldots\right.$, $\left.m_{\ell}, g_{i}, s=s^{\prime}+s^{\prime \prime}, i\right)$.
UpdateEpoch $\left(V\right.$, state $\left._{U}\right)$ checks whether $V \subset U$ and outputs $\perp$ otherwise. The algorithm creates epoch $_{V}$ for proving possessions of $\operatorname{cert}_{i}, i \in V$. Let $a c c{ }_{V}=$ $\prod_{i \in V} g_{n+1-i}$, output epoch $_{V}=\left(\operatorname{acc}_{V}, V\right)$.
UpdateWitness $\left(\right.$ wit $_{i}$, epoch $_{V}$, state $\left._{U}\right)$ aborts with $\perp$, if $V \not \subset U$. Otherwise it parses wit $_{i}$ as $\left(\sigma_{i}, u_{i}, g_{i}, w, V_{w}\right)$. Let $w^{\prime}=w \frac{\prod_{j \in V \backslash V_{w}} g_{n+1-j+i}}{\prod_{j \in V_{w} \backslash V} g_{n+1-j+i}}$. The algorithm outputs $w i t_{i}^{\prime}=\left(\sigma_{i}, u_{i}, g_{i}, w^{\prime}, V\right)$.

[^71]Proof protocol. We now show a protocol that allows a user to prove possession of an unrevoked (and updated) credential $\operatorname{cred}_{i}=\left(\sigma, c, m_{1}, \ldots, m_{\ell}, g_{i}, s, i\right)$ using $w_{i t}{ }_{i}=\left(\sigma_{i}, g_{i}, u_{i}, w, V_{w}\right)$. The common input of the protocol is the issuer's public key $p k_{I}$, the epoch information epoch $_{V}$, and a specification of the proof statement (this includes the information revealed about the certificate). In the example below the user chooses to keep the first $\ell^{\prime}$ messages secret while he reveals the rest of the messages.

The user (as prover) picks $\rho, \rho^{\prime}, r, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime} \leftarrow \mathbb{Z}_{q}$, and picks opening open, open $^{\prime} \leftarrow \mathbb{Z}_{q}$ to commit to $\rho$ and $r$ respectively. He computes commitments $C=h^{\rho} \tilde{h}^{\text {open }}, D=g^{r} \tilde{h}^{\text {open }}{ }^{\prime}$ and blinded values $A=\sigma \tilde{h}^{\rho}, \mathcal{G}=g_{i} \tilde{h}^{r}, \mathcal{W}=w \tilde{h}^{r^{\prime}}$, $\mathcal{S}=\sigma_{i} \tilde{h}^{r^{\prime \prime}}$, and $\mathcal{U}=u_{i} \tilde{h}^{r^{\prime \prime \prime}}$. The user sends $C, D, A, \mathcal{G}, \mathcal{W}, \mathcal{S}$ and $\mathcal{U}$ to the verifier and engages the verifier in the following proof:

$$
\begin{align*}
& P K\left\{\left(c, \rho, \text { open, mult,tmp, mi }, \ldots, m_{\ell^{\prime}}, s, r, \text { open }{ }^{\prime}, m u l t^{\prime}, t m p^{\prime}, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}\right):\right. \\
& C=h^{\rho} \tilde{h}^{\text {open }} \wedge 1=C^{c} h^{-m u l t} \tilde{h}^{-t m p} \wedge  \tag{1}\\
& \frac{e\left(h_{0} \cdot \prod_{j=\ell^{\prime}+1}^{\ell} h_{j}^{m_{j}} \cdot \mathcal{G}, h\right)}{e(A, y)}=e(A, h)^{c} \cdot e(\tilde{h}, h)^{r}  \tag{2}\\
& \cdot e(\tilde{h}, y)^{-\rho} \cdot e(\tilde{h}, h)^{-m u l t} \cdot \prod_{j=1}^{\ell^{\prime}} e\left(h_{j}, h\right)^{-m_{j}} \cdot e\left(h_{\ell+1}, h\right)^{-s} \wedge \\
& \frac{e\left(\mathcal{G}, a c c{ }_{V}\right)}{e(g, \mathcal{W}) z}=e\left(\tilde{h}, a c c_{V}\right)^{r} e(1 / g, \tilde{h})^{r^{\prime}} \wedge  \tag{3}\\
& D=g^{r} \tilde{h}^{o p e n^{\prime}} \wedge 1=D^{c} g^{-m u l t^{\prime}} \tilde{h}^{-t m p^{\prime}} \wedge  \tag{4}\\
& \frac{e(p k \cdot \mathcal{G}, \mathcal{S})}{e(g, g)}=e(p k \cdot \mathcal{G}, \tilde{h})^{r^{\prime \prime}} e(\tilde{h}, \tilde{h})^{-m u l t^{\prime}} e(\tilde{h}, \mathcal{S})^{r} \wedge  \tag{5}\\
& \left.\frac{e(\mathcal{G}, u)}{e(g, \mathcal{U})}=e(\tilde{h}, u)^{r} e(1 / g, \tilde{h})^{r^{\prime \prime \prime}}\right\} . \tag{6}
\end{align*}
$$

This proof merges the proof of knowledge of Section 3.3 with a proof of knowledge of an adapted signature as the ones described in Section4.1. The latter is similar to the proof of knowledge of a signature in Section 2.2. Special care needs to be taken to bind the $g_{i}$ in the accumulator to the $g_{i}$ value in the adapted signature.

Theorem 2. Under the $n-H S D H E$ and the $n$-DHE assumptions, the protocol above is a proof of knowledge of an adapted signature on $\left(m_{1}, \ldots, m_{\ell}, g_{i}\right)$ such that $i \in V$. The proof can be found in Section A.1.

## 5 Conclusion and Discussion

In this paper we have introduced a novel dynamic accumulator based on bilinear maps and have shown how it can be used to achieve efficient revocation in privacy-preserving systems such as group signatures or anonymous credential systems.

Previous proposals require expensive computations for updating witnesses and are not suitable for electronic token based systems with a large number of users, as the ones that will soon appear with the introduction of e-ID's, e-tickets and alike. Our accumulator overcomes the aforementioned drawback introducing efficient witness updates. In the envisioned system, at the beginning of each epoch, the users retrieve their currently valid witness from an updating authority (as the number of revocation per epoch is likely to be very large, the users will typically not be able to handle them). As updating a witness in our scheme requires only a number of multiplication linear in the number of changes to the accumulator (in particular, linear in $\left|\left(V \backslash V_{w}\right) \cup\left(V_{w} \backslash V\right)\right|$ ) a single authority (which not necessarily needs to be the issuer) can keep the witness values for all users easily up-to-date (and in main memory). This is a key feature that enables the adoption of dynamic accumulators for revocation in privacy-preserving systems with large number of users as, e.g., in the case of electronic driving license systems. Although not necessary, there could even be several witness update entities, responsible for upgrading witnesses for groups of users. For example, in a national e-ID's systems, witness updates could be performed by per-county or per-city witness update entity. The latter requires only public parameters and are only responsible for correct computation of the witness updates for the users in their group. Malicious behavior by one of the witness update entities, does not break system security (recall that they only require public parameters) but can only lead to denial of service. That is, if a witness is not correctly computed (not reflecting the latest changes in the accumulator) it would prevent a user to prove validity of her credential. In this case, users can report to the issuing authority to obtain a valid witness update and signal the misbehaving of the witness update entity.
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## A Proofs

## A. 1 Proof of Theorem 1

It is standard to show that from a convincing prover of the protocol

$$
\begin{align*}
& P K\left\{\left(r, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}, \text { open, mult,tmp }\right):\right. \\
& D=g^{r} \tilde{h}^{\text {open }} \wedge 1=D^{r^{\prime \prime}} g^{-m u l t} \tilde{h}^{-t m p} \wedge  \tag{7}\\
& \frac{e(p k \cdot \mathcal{G}, \mathcal{S})}{e(g, g)}=e(p k \cdot \mathcal{G}, \tilde{h})^{r^{\prime \prime}} e(\tilde{h}, \tilde{h})^{-m u l t} e(\tilde{h}, \mathcal{S})^{r} \wedge  \tag{8}\\
& \frac{e\left(\mathcal{G}, a c c_{V}\right)}{e(g, \mathcal{W}) z}=e\left(\tilde{h}, a c c_{V}\right)^{r} e(1 / g, \tilde{h})^{r^{\prime}} \wedge  \tag{9}\\
& \left.\frac{e(\mathcal{G}, u)}{e(g, \mathcal{U})}=e(\tilde{h}, u)^{r} e(1 / g, \tilde{h})^{r^{\prime \prime \prime}}\right\} \tag{10}
\end{align*}
$$

one can with overwhelming probability extract values $r, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}$, and mult such that the Equations (9), (8), (10) hold. From Equation (9) we learn through simple transformation that $\frac{e\left(\mathcal{G}^{-r}, a c c_{V}\right)}{e\left(g, \mathcal{W} \tilde{h}^{-r^{\prime}}\right)}=z$. We distinguish three cases: In the first case $\mathcal{G} \tilde{h}^{-r}$ corresponds to a $g_{i}$ in state $_{U}$ and $i \in V$. In this case the extraction was successful.

In the second case $\mathcal{G} \tilde{h}^{-r}$ corresponds to a $g_{i}$ in state $_{U}$ but $i \notin V$. In this case we can use a successful prover to break the $n$-DHE assumption. The reduction obtains as input the parameters of a bilinear map $\operatorname{params}_{B M}=\left(q, G, G_{T}, e, g\right)$, and an instance of the $n$-DHE assumption $\left(g_{1}, g_{2}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right) \in G^{2 n-1}$. It provides the prover with $p k_{A}=\left(\right.$ params $\left._{B M}, p k, z=e\left(g_{1}, g_{n}\right)\right)$, acc $V_{V}$ and state $_{U}=\left(U, g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right)$. The reduction computes the additional setup for the proof using a fresh $s k$. Given a successful prover it can extract $r$, $r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}$, and mult such that

$$
e\left(\mathcal{G} \tilde{h}^{-r}, a c c_{V}\right)=e\left(g, \mathcal{W} \tilde{h}^{-r^{\prime}}\right) z
$$

and

$$
e\left(g, \prod_{j \in V} g_{n+1-j+i}\right)=e\left(g, \mathcal{W} \tilde{h}^{-r^{\prime}} g_{n+1}\right) .
$$

This means that

$$
g_{n+1}=\frac{\prod_{j \in V} g_{n+1-j+i}}{\mathcal{W} \tilde{h}^{-r^{\prime}}}
$$

For $i \in\{1, \ldots, n\} \backslash V$, all $g_{n+1-j+i}$ are contained in state $_{U}$ and it is possible to compute this value. This breaks the $n$-DHE assumption (Consult also the proof in Section 3.2).

In the third case $\mathcal{G} \tilde{h}^{-r}$ does not correspond to a $g_{i}$ in state $_{U}$. We will show that we can use such a prover to break the dedicated signature scheme (more concretely the $n$-HSDHE assumption) using the remaining Equations (8) and (6). The reduction works as follows. On input a HSDHE instance $\left(g, g^{x}, u,\left\{g^{1 /\left(x+\gamma^{i}\right)}\right.\right.$, $\left.g^{\gamma^{i}}, u^{\gamma^{i}}\right\}_{i=1 \ldots n},\left\{g^{\gamma^{i}}\right\}_{i=n+2 \ldots 2 n}$ ), the reduction uses the $g^{\gamma^{i}}$ to build state $_{U}$ and the remaining values to construct the additional setup for the proof by setting $p k=g^{x}$ (and implicitly $\left.s k=x\right)$.

After extracting $r, r^{\prime}, r^{\prime \prime}, r^{\prime \prime \prime}$, open, mult and tmp note that (based on Equation (7)) mult $=r r^{\prime \prime}$ and $t m p=$ openr ${ }^{\prime \prime}$ (or one can compute $\log _{g} h$ which would in turn allow us to break $n$-HSDHE). After obtaining a $\mathcal{G} \tilde{h}^{-r}$ that does not correspond to a value in $\left\{g^{\gamma^{i}}\right\}_{i=1 \ldots n}$ it is easy to see from Equation (8) that $e\left(p k \mathcal{G} \tilde{h}^{-r}, \mathcal{S} \tilde{h}^{-r^{\prime \prime}}\right)=1$. Let $c=\log _{g} \mathcal{G} \tilde{h}^{-r}$. then $\mathcal{S} \tilde{h}^{-r^{\prime \prime}}=g^{1 /(x+c)}$. Similarly from Equation (10) we learn that $\frac{e\left(\mathcal{G} \tilde{h}^{-r}, u\right)}{e\left(g, \mathcal{U} \tilde{h}^{-r^{\prime \prime \prime}}\right)}=1$. If $\mathcal{G} \tilde{h}^{-r}=g^{c}$, then $\mathcal{U} \tilde{h}^{-r^{\prime \prime \prime}}=u^{c}$. This contradicts the $n$-HSDHE assumption.

As the malicious prover has no way to distinguish between the first or the second reduction (as well as the real setup), we can randomly pick one of the two reductions to break either the $n$-DHE or the $n$-HSDHE assumption (we only loose a factor of $1 / 2$ in the tightness of the reduction).

## A. 2 Proof of Theorem 2

We extract the value from the above proof. From Equation (1) we know that if mult $\neq \rho c$ or mult ${ }^{\prime} \neq r r^{\prime \prime}$, we can compute the discrete $\operatorname{logarithm} \log _{g} h$. This contradicts the DL assumption.

From Equations (3,4,5,6) and the security of the accumulator proof protocol in Section 3.3 we know that $\mathcal{G} \tilde{h}^{-r}$ equals a $g_{i}, i \in V$, such that $\mathcal{W} \tilde{h}^{-r^{\prime}}$ is a verifying accumulator witness for this value. Otherwise we break the $n$-DHE or the $n$-HSDHE assumption. (The reductions would be set up in the same way as in Appendix A.1)

Now we consider Equation (2) of the proof. It asserts the prover's knowledge of values $m_{1}, \ldots, m_{\ell}^{\prime}$ such that

$$
\begin{array}{r}
e\left(h_{0} \cdot \mathcal{G} \cdot\left(\prod_{j=q}^{\ell^{\prime}} h_{j}^{m_{j}}\right) \cdot\left(\prod_{j=\ell^{\prime}+1}^{\ell} h_{j}^{m_{j}}\right), g\right) e(\tilde{h}, y)^{\rho} \cdot e(\tilde{h}, g)^{\rho c} \cdot e\left(h_{\ell+1}, g\right)^{s}= \\
e(A, y) e(A, g)^{c} \cdot e(\tilde{h}, g)^{r}
\end{array}
$$

Here we have made use of the relation $m u l t=\rho c$. By simplifying this equation further we obtain

$$
e\left(h_{0} \cdot \prod_{j=q}^{\ell^{\prime}} h_{j}^{m_{j}} \cdot \prod_{j=\ell^{\prime}+1}^{\ell} h_{j}^{m_{j}} \cdot h_{\ell+1}^{s} \cdot \mathcal{G} / \tilde{h}^{r}, g\right)=e\left(A / \tilde{h}^{\rho}, y g^{c}\right)
$$

This shows that $\left(A / \tilde{h}^{\rho}, c, s\right)$ is a valid adapted signature for $\left(m_{1}, \ldots, m_{\ell}, \tilde{g}^{\gamma^{i}}\right)$.
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#### Abstract

In this work, we consider the task of allowing a content provider to enforce complex access control policies on oblivious protocols conducted with anonymous users. As our primary application, we show how to construct privacy-preserving databases by combining oblivious transfer with an augmented anonymous credential system. This permits a database operator to restrict which items each user may access, without learning anything about users' identities or item choices. This strong privacy guarantee holds even when users are assigned different access control policies and are allowed to adaptively make many queries. To do so, we show how to augment existing anonymous credential systems so that, in addition to certifying a user's attributes, they also store state about the user's database access history. Our construction supports a wide range of access control policies, including efficient and private realizations of the Brewer-Nash (Chinese Wall) and Bell-LaPadula (Multilevel Security) policies, which are used for financial and defense applications. In addition, our system is based on standard assumptions in the standard model and, after an initial setup phase, each transaction requires only constant time.


## 1 Introduction

There is an increasing need to provide privacy to users accessing sensitive information, such as medical or financial data. The mere fact that a rare disease specialist accesses a certain patient's medical record exposes information about the private contents of the record. At the same time, newly developed regulations governing such sensitive data (e.g., Sarbanes-Oxley, HIPAA) require content providers to enact strict accounting procedures. These may seem like conflicting goals since the specialist may wish to hide which patient's record she is requesting while the database operator may wish to ensure that the doctor's collective accesses do not violate regulations. The situation becomes even more precarious when a patient uses such a database to look up information about a potentially sensitive medical condition. In such cases, the patient's identity, as well as her access patterns, must remain hidden from the database administrator. The increasing trend toward outsourcing and distributing sensitive databases,
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such as the outsourced medical database provided by Google Health [27], makes these concerns all the more compelling.

Previous works have proposed to construct privacy-friendly databases using Private Information Retrieval [20] or Oblivious Transfer 3015]. In a $k$-out-of$N$ Oblivious Transfer protocol, a content provider with messages $M_{1}, \ldots, M_{N}$ and a user with indices $\sigma_{1}, \ldots, \sigma_{k} \in[1, N]$ interact in such a way that at the end the user obtains $M_{\sigma_{1}}, \ldots, M_{\sigma_{k}}$ without learning anything about the other messages and the provider does not learn anything about $\sigma_{1}, \ldots, \sigma_{k}$. This tool leads to privacy-friendly databases when the user gets her choice of any files with no restrictions. Unfortunately, that scenario rules out many practical database applications. Worse, the previous work in this area provides no insight as to how access control might ever be incorporated into such a database, since traditional access control mechanisms assume knowledge of the items being requested.

Thus, to realize a practical "oblivious database" for our users, we must couple it with enforceable access controls. We make three design choices that act as guiding principles for our system. Our first is to maintain all anonymity and privacy guarantees provided by the oblivious transfer protocol. We reject any solutions that use pseudonyms or allow for some form of transaction linking, since it is too difficult to infer what compromise to privacy might result. Secondly, we wish to enforce a strong notion of access control where the database operator may limit each access based on the user's identity, item requested, and even a history of the user's previous requests. Finally, we require our solution to be efficient, and thus each transaction should take constant time regardless of a user's access history, or the complexity of the access policy which she must follow.

Contributions. To achieve the goals above, we show how to efficiently couple an adaptive, oblivious transfer protocol with an anonymous credential scheme 18|11, to provide non-trivial, real-world access controls for oblivious databases. Specifically, we present an extension to existing anonymous credential systems to support history-dependent access controls by embedding the user's current state into the credential, and dynamically updating that state according to well-defined policies governing the user's actions. These stateful anonymous credentials are built on top of well-known signatures with efficient protocols [29|11|12]4. Our constructions are secure in the standard model under basic assumptions, such as Strong RSA. Additionally, we introduce a technique for efficiently proving that a committed value lies in a hidden range that is unknown to the verifier, which may be of independent interest.

Our constructions can be used to achieve non-trivial access control policies, including the Brewer-Nash (Chinese Wall) 7] and Bell-LaPadula (Multilevel Security) [2] model, which are used in a number of settings, including financial institutions and classified government systems. We discuss simulation-based security definitions for our stateful anonymous credentials, as well as an anonymous and oblivious database system with access controls.

Related Work. Several previous works sought to limit user actions while maintaining privacy, either directly within an existing protocol or through the use
of anonymous credentials. Aiello, Ishai, and Reingold [1] proposed priced oblivious transfer, in which each user is given a declining balance that can be spent on each transfer. However, here user anonymity is not protected, and the protocol is also vulnerable to selective-failure attacks in which a malicious server induces faults to deduce the user's selections 3015. The more general concept of conditional oblivious transfer was proposed by Di Crescenzo, Ostrovsky, and Rajagopolan [23] and subsequently strengthened by Blake and Kolesnikov [3]. In conditional oblivious transfer, the sender and receiver maintain private inputs ( $x$ and $y$, respectively) to some publicly known predicate $q(\cdot, \cdot)$ (e.g., the greater than equal to relation on integers). The items in the oblivious transfer scheme are encrypted such that the receiver can complete the oblivious transfer and recover her data if and only if $q(x, y)=1$. In addition, techniques from e-cash and anonymous credentials have been used to place simple limitations on an anonymous user's actions, such as preventing a user from logging in more than once in a given time period [8], authenticating anonymously at most $k$ times [34, or preventing a user from exchanging too much money with a single merchant [9. Rather than providing a specific type of limitation or restricting the limitation to a particular protocol, our proposed system instead provides a general method by which arbitrary access control policies can be added to a wide variety of anonymous and oblivious protocols.

## 2 Stateful Credentials: Model and Definitions

The goal of typical anonymous credential systems is to provide users with a way of proving certain attributes about themselves (e.g., age, or height) without revealing their identity. Users conduct this proof by obtaining a credential from an organization, and subsequently "showing" the credential without revealing their identity. In addition to the properties of typical credentials, a stateful anonymous credential system adds the additional notion of credential state, which is embedded as an attribute within the credential. The user may update the state in her credential according to some well-defined policy dictated by the credential provider. In practice, this may limit the user to a finite number of states, or a particular sequential ordering of states. To maintain the user's anonymity, it is important that the update protocol not leak information about the credential's current state beyond what the user chooses to reveal.

At a high level, the stateful anonymous credential system, which is defined by the tuple of algorithms (Setup, ObtainCred, UpdateCred, ProveCred), operates as follows. First, the user and credential provider negotiate the use of a specified policy using the ObtainCred protocol. The negotiated policy determines the way in which the user will be allowed to update her credential. After the protocol completes, the user receives an anonymous credential that embeds her initial state in the policy, in addition to other attributes. Next, the user can prove (in zero-knowledge) that the credential she holds embeds a given state, or attribute, just as she would in other anonymous credential systems by using the ProveCred protocol. This allows the user anonymous access to services, while the entity
checking the credential is assured of the user's attributes, as well as her state in the specified policy. These proof can be done in such a way that the verifying entity learns nothing about the user's state or attributes. Finally, when the user wishes to update her credential to reflect a change in her state, she interacts with the credential provider using the UpdateCred protocol, to prove (again, in zeroknowledge) her current state and the existence of a transition in the policy from her current state to her intended next state. As with the ProveCred protocol, the provider learns nothing about the user other than the fact that her state change is allowed by the policy previously negotiated within the ObtainCred protocol.

Policy Model. To represent the policies for our stateful credential system, we use directed graphs, which can be thought of as a state machine that describes the user's behavior over time. We describe the policy graph $\Pi_{\text {pid }}$ as the set of tags of the form (pid, $S \rightarrow T$ ), where pid is the identity of the policy and $S \rightarrow T$ represents a directed edge from state $S$ to state $T$. Thus, the user's credential embeds the identity of the policy pid and the user's current state in the policy graph. When the user updates her credential, she chooses a tag and then proves that the policy id she is following is the same as what is provided in the tag and that the tag encodes an edge from her current state to her desired next state.

These policy graphs can be created in such a way that the users may reach a terminal state, and therefore would be unable to continue updating (and consequently using) their credential. In this case, it may be possible for an adversary to perform traffic analysis to infer the policy that the user is following. To prevent this, we consider the use of null transitions in the graph. The null transitions occur as self-loops on the terminal states of the policy graph, and allow the user to update her credential as often as she wishes to prevent such traffic analysis attacks. However, the updates performed on these credentials only allow the user access to a predefined null resource. The specifics of this null resource are dependent on the anonymous protocol that the credential system is coupled with, and we describe an implementation for them in oblivious databases in Section 5

While these policy graphs are rather simplistic, they can represent complicated policies. For instance, a policy graph can encode the user's history with respect to accessing certain resources up to the largest cycle in the graph. Moreover, we can extend the policy graph tags to include auxiliary information about the actions that the user is allowed to perform at each state. By doing so, we allow the graph to dynamically control the user's access to various resources according to her behavior and history, as well as her other attributes. In Section 5, we examine how to extend these policy graphs to provide non-trivial, real-world access control policies for oblivious databases, as well as a variety of other anonymous and oblivious application.

### 2.1 Protocol Descriptions and Definitions for Stateful Credentials

A stateful anonymous credential scheme consists of the four protocols: Setup, ObtainCred, UpdateCred, and ProveCred. We will now describe their input/output behavior and intended functionality. For the remainder of the paper, let $1^{\kappa}$ be the security parameter.
$\operatorname{Setup}\left(\mathcal{U}\left(1^{k}\right), \mathcal{P}\left(1^{k}, \Pi_{1}, \ldots, \Pi_{n}\right)\right)$ : The provider $\mathcal{P}$ generates parameters params and a keypair $\left(p k_{\mathcal{P}}, s k_{\mathcal{P}}\right)$ for the credential scheme. For each graph $\Pi$ to be enforced, $\mathcal{P}$ also generates a cryptographic representation $\Pi_{\mathcal{C}}$ and publishes this value via an authenticated channel. Each user $\mathcal{U}$ generates a keypair and requests that it be certified by a trusted CA.
ObtainCred $\left(\mathcal{U}\left(p k_{\mathcal{P}}, s k_{\mathcal{U}}, \Pi_{\mathcal{C}}\right), \mathcal{P}\left(p k_{\mathcal{U}}, s k_{\mathcal{P}}, \Pi_{\mathcal{C}}, S\right)\right): \mathcal{U}$ identifies herself to $\mathcal{P}$ and then receives her credential Cred which binds her to a policy graph $\Pi$ and starting state $S$.
UpdateCred $\left(\mathcal{U}\left(p k_{\mathcal{P}}, s k_{\mathcal{U}}, \operatorname{Cred}, T\right), \mathcal{P}\left(s k_{\mathcal{P}}, D\right)\right): \mathcal{U}$ and $\mathcal{P}$ interact such that Cred is updated from its current state to state $T$, but only if this transition is permitted by the policy $\Pi$. Simultaneously, $\mathcal{P}$ should not learn $\mathcal{U}$ 's identity, attributes, or current state. To prevent replay attacks, $\mathcal{P}$ maintains a database $D$, which it updates as a result of the protocol.
$\operatorname{ProveCred}\left(\mathcal{U}\left(p k_{\mathcal{P}}, s k_{\mathcal{U}}, \operatorname{Cred}\right), \mathcal{P}\left(p k_{\mathcal{P}}, E\right)\right): \mathcal{U}$ proves possession of a credential Cred in a particular state. To prevent re-use of credentials, $\mathcal{P}$ maintains a database $E$, which it updates as a result of the protocol.

Security Definitions. Security definitions for anonymous credentials have traditionally been game-based. Unfortunately, the existing definitions may be insufficient for the applications considered in this work, as these definitions do not necessarily capture correctness. This can lead to problems when we integrate our credential system with oblivious transfer protocols (see e.g., [30[15]). To capture the security requirements needed for our applications, we instead use a simulation-based definition, in which security of our protocols is analyzed with respect to an "ideal world" instantiation. We do not require security under concurrent executions, but rather restrict our analysis to atomic, sequential execution of each protocol. We do so because our constructions, which employ standard zero-knowledge techniques, require rewinding in their proof of security and thus are not concurrently secure. An advantage of the simulation paradigm is that our definitions will inherently capture correctness (i.e., if parties honestly follow the protocols then they will each receive their expected outputs). Informally, the security of our system is captured by the following two definitions:

Provider Security: A malicious user (or set of colluding users) must not be able to falsely prove possession of a credential without first obtaining that credential, or arriving at it via an admissable sequence of credential updates. For our purposes, we require that the malicious user(s) cannot provide a proof of being in a state if that state is not present in her credential.

User Security: A malicious provider controlling some collection of corrupted users cannot learn any information about a user's identity or her state in the policy graph beyond what is available through auxiliary information from the environment.

Due to space considerations, we defer the formal security definitions for stateful anonymous credentials to full version of this paper [21]. In Section 5.1 and Appendix A, we provide definitions for oblivious databases with access control.

## 3 Technical Preliminaries

In this section, we recall some basic building blocks, and then introduce a new primitive, hidden range proofs, which may be of independent interest.

Pedersen and Fujisaki-Okamoto Commitments. In the Pedersen commitment scheme [32], the public parameters are a group $\mathbb{G}$ of prime order $q$, and generators $\left(g_{0}, \ldots, g_{m}\right)$. In order to commit to the values $\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{Z}_{q}^{m}$, the user picks a random $r \in \mathbb{Z}_{q}$ and sets $C=\operatorname{Commit}\left(v_{1}, \ldots, v_{m} ; r\right)=g_{0}^{r} \prod_{i=1}^{m} g_{i}^{v_{i}}$. Fujisaki and Okamoto [26] provided a composite order variant.

Signatures with Efficient Protocols. Camenisch and Lysyanskaya (CL) 11 designed a signature scheme with two efficient protocols: (1) a protocol for a user to obtain a signature on the value(s) in a Pedersen (or Fujisaki-Okamoto) commitment 3226] without the signer learning anything about the message(s), and (2) a proof of knowledge of a signature. Our constructions may be implemented with the Strong RSA signature scheme [11] (and with minor modifications, using bilinear signatures based on the LRSW assumption [12]). Both schemes consist of the algorithms (CLKeyGen, CLSign, CLVerify), which we describe below:

CLKeyGen $\left(1^{\kappa}\right)$. On input a security parameter, outputs a keypair $(p k, s k)$.
CLSign $\left(s k, M_{1}, \ldots, M_{n}\right)$. On input one or more messages and a secret signing key, outputs the signature $\sigma$.
CLVerify $\left(p k, \sigma, M_{1}, \ldots, M_{n}\right)$. On input a signature, message(s) and public verification key, outputs 1 if the signature verifies, 0 otherwise.

We could also use other bilinear signatures with efficient protocols (e.g., [4), though we do not make use of these in our construction.

Zero-Knowledge Protocols. We use several standard results for proving statements about discrete logarithms, such as (1) a proof of knowledge of a discrete logarithm modulo a prime [33] or a composite [26|24], (2) a proof of knowledge of equality of representation modulo two (possibly different) prime [19] or composite [14] moduli, (3) a proof that a commitment opens to the product of two other committed values [13166, and (4) a proof of the disjunction or conjunction of any two of the previous [22. These composite-based protocols are secure under Strong RSA and the prime-based ones under the discrete logarithm assumption.

Note that there are several building blocks that are not used in our basic scheme, but which can be used to provide extended functionality or improved performance. These building blocks include:

Bilinear Groups. Let BMsetup be an algorithm that, on input $1^{\kappa}$, outputs the parameters for a bilinear mapping as $\gamma=\left(p, \mathbb{G}, \mathbb{G}_{T}, e, g \in \mathbb{G}\right)$, where $g$ generates $\mathbb{G}$, the groups $\mathbb{G}, \mathbb{G}_{T}$ each have prime order $p$, and $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$.

Hidden-Range Proofs. Standard techniques 1713|13|5 allow us to efficiently prove that a committed value lies in a public integer interval (i.e., where the
interval is known to both the prover and verifier). In our protocols, it is useful to hide this interval from the verifier, and instead have the prover show that a committed value lies between the openings of two other commitments.

Fortunately, this can be done efficiently as follows. Suppose we wish to show that $a \leq j \leq b$, for positive numbers $a, j, b$ without revealing them. This is equivalent to showing that $0 \leq(j-a)$ and $0 \leq(b-j)$. We only need to get these two sums reliably into commitments, and can then employ the standard techniques since the range $(\geq 0)$ is now public. Using a group $\mathbf{G}=\langle\mathbf{g}\rangle$, where $n$ is a special RSA modulus, $\mathbf{g}$ is a quadratic residue modulo $n$ and $\mathbf{h} \in \mathbf{G}$. The prover commits to these values as $A=\mathbf{g}^{a} \mathbf{h}^{r_{a}}, J=\mathbf{g}^{j} \mathbf{h}^{r_{j}}$, and $B=\mathbf{g}^{b} \mathbf{h}^{r_{b}}$, for random values $r_{a}, r_{j}, r_{b} \in\{0,1\}^{\ell}$ where $\ell$ is a security parameter. The verifier next computes a commitment to $(j-a)$ as $J / A$ and to $(b-j)$ as $B / J$. The prover and verifier then proceed with the standard public interval proofs with respect to these commitments, which for technical reasons require groups where Strong RSA holds.

## 4 Stateful Anonymous Credentials

In this section, we describe how to realize stateful credentials. The state records information about the user's attributes as well as her prior access history. We will consider two separate modes for "showing" a credential. In the first mode, the user exposes her portions of her state during the ProveCred protocol. This is useful for, say, a DRM application where the user's goal is to prove that her software is in a "licensed" state without revealing her name. In mode two, the user uses her credential to gain access to resources without revealing her state through the use of zero knowledge proofs. Specifically, we show how to tie this credential system to protocols, such as adaptive oblivious transfer, where the user wants to hide both her identity and the item she is requesting while simultaneously proving that she has the credentials to obtain the item.

### 4.1 Basic Construction

Our construction begins with the anonymous credentials of Camenisch and Lysyanskaya [29|1112], where the state is embedded as a field in the signature. The core innovation here is a protocol for performing state updates, and a technique for "translating" a history-dependent update policy into a cryptographic representation that can be used as an input to this protocol.

The setup, credential granting, and credential update protocols are presented in Figure 1. We will now briefly describe the intuition behind them.

Setup. First, the credential provider $\mathcal{P}$ generates its keypair and identifies one or more access policies it wishes to enforce. Each policy - encoded as a graph may be applied to one or more users. The provider next "translates" the graph into a cryptographic representation which consists of the graph description, and a separate CL signature for each tag in the graph. Recall from Section 2 that

Setup $\left(\mathcal{U}\left(1^{k}\right), \mathcal{P}\left(1^{k}, \Pi_{1}, \ldots, \Pi_{n}\right)\right)$ : The provider $\mathcal{P}$ generates parameters for the CL signature, as well as for the Pedersen commitment scheme.

Party $\mathcal{P}$ runs CLKeyGen twice, to create the CL signature keypairs $\left(s p k_{\mathcal{P}}, s s k_{\mathcal{P}}\right)$ and $\left(g p k_{\mathcal{P}}, g s k_{\mathcal{P}}\right)$. It retains $\left(p k_{\mathcal{P}}, s k_{\mathcal{P}}\right)=\left(\left(s p k_{\mathcal{P}}, g p k_{\mathcal{P}}\right),\left(s s k_{\mathcal{P}}, g s k_{\mathcal{P}}\right)\right)$ as its keypair. The provider's public key $p k_{\mathcal{P}}$ must be certified by a trusted CA.

Each party $\mathcal{U}$ selects $u \stackrel{\&}{\leftarrow} \mathbb{Z}_{q}$ and computes the keypair $\left(p k_{\mathcal{U}}, s k_{\mathcal{U}}\right)=\left(g^{u}, u\right)$. The user's public key $p k_{\mathcal{U}}$ must be certified by a trusted CA.

Next, for each policy graph $\Pi, \mathcal{P}$ generates a cryptographic representation $\Pi_{\mathcal{C}}$.

1. $\mathcal{P}$ parses $\Pi$ to obtain a unique policy identifier pid.
2. For each tag $t=(\operatorname{pid}, S, T)$ in $\Pi, \mathcal{P}$ computes a signature $\sigma_{S \rightarrow T} \leftarrow$ $\operatorname{CLSign}\left(g s k_{\mathcal{P}},(\right.$ pid $\left., S, T)\right)$.
3. $\mathcal{P}$ sets $\Pi_{\mathcal{C}} \leftarrow\left\langle\Pi, \forall t: \sigma_{S \rightarrow T}\right\rangle$ and publishes this value via an authenticated channel.

ObtainCred $\left(\mathcal{U}\left(p k_{\mathcal{P}}, s k_{\mathcal{U}}, \Pi_{\mathcal{C}}\right), \mathcal{P}\left(p k_{\mathcal{U}}, s k_{\mathcal{P}}, \Pi_{\mathcal{C}}, S\right)\right)$ : On input a graph $\Pi$ and initial state $S, \mathcal{U}$ first obtains $\Pi_{\mathcal{C}} . \mathcal{U}$ and $\mathcal{P}$ then conduct the following protocol:

1. $\mathcal{U}$ picks random usage and update nonces $N_{s}, N_{u} \in \mathbb{Z}_{q}$ and computes $A \leftarrow \operatorname{Commit}\left(s k_{\mathcal{U}}, N_{s}, N_{u}\right)$.
2. $\mathcal{U}$ conducts an interactive proof to convince $\mathcal{P}$ that $A$ correlates to $p k_{\mathcal{U}}$.
3. $\mathcal{U}$ and $\mathcal{P}$ run the CL signing protocol on committed values so that $\mathcal{U}$ obtains the state signature $\sigma_{\text {state }} \leftarrow \operatorname{CLSign}\left(s s k_{\mathcal{P}},\left(s k_{\mathcal{U}}, N_{s}, N_{u}\right.\right.$, pid, $\left.\left.S\right)\right)$ with pid, $S$ contributed by $\mathcal{P}$.
4. $\mathcal{U}$ stores the credential Cred $=\left(\Pi_{\mathcal{C}}, S, \sigma_{\text {state }}, N_{s}, N_{u}\right)$.
$\operatorname{Update} \operatorname{Cred}\left(\mathcal{U}\left(p k_{\mathcal{P}}, s k_{\mathcal{U}}, \operatorname{Cred}, T\right), \mathcal{P}\left(s k_{\mathcal{P}}, D\right)\right)$ : Given a credential Cred currently in state $S, \mathcal{U}$ and $\mathcal{P}$ interact to update the credential to state $T$ :
5. $\mathcal{U}$ parses Cred $=\left(\Pi_{\mathcal{C}}, S, \sigma_{\text {state }}, N_{s}, N_{u}\right)$ and identifies a signature $\sigma_{S \rightarrow T}$ in $\Pi_{\mathcal{C}}$ that corresponds to a transition from state $S$ to $T$ (if none exists, $\mathcal{U}$ aborts).
6. $\mathcal{U}$ selects $N_{s}^{\prime}, N_{u}^{\prime} \stackrel{\oiint}{\leftarrow} \mathbb{Z}_{q}$ and computes $A \leftarrow \operatorname{Commit}\left(s k_{\mathcal{U}}, N_{s}^{\prime}, N_{u}^{\prime}\right.$, pid, $\left.T\right)$.
7. $\mathcal{U}$ sends $\left(N_{u}, A\right)$ to $\mathcal{P}$. $\mathcal{P}$ looks in the database $D$ for a pair $\left(N_{u}, A^{\prime} \neq A\right)$. If no such pair is found, then $\mathcal{P}$ adds $\left(N_{u}, A\right)$ to $D$. Otherwise $\mathcal{P}$ aborts.
8. $\mathcal{U}$ proves to $\mathcal{P}$ knowledge of values ( $s k_{\mathcal{U}}$, pid, $S, T, N_{s}^{\prime}, N_{u}^{\prime}, N_{s}, \sigma_{\text {state }}, \sigma_{S \rightarrow T}$ ) such that:
(a) $A=\operatorname{Commit}\left(s k_{\mathcal{U}}, N_{s}^{\prime}, N_{u}^{\prime}, \operatorname{pid}, T\right)$.
(b) CLVerify $\left(s p k_{\mathcal{P}}, \sigma_{\text {state }},\left(s k_{\mathcal{U}}, N_{s}, N_{u}\right.\right.$, pid, $\left.\left.S\right)\right)=1$.
(c) CLVerify $\left(g p k_{\mathcal{P}}, \sigma_{S \rightarrow T},(\operatorname{pid}, S, T)\right)=1$
9. If these proofs do not verify, $\mathcal{P}$ aborts. Otherwise $\mathcal{U}$ and $\mathcal{P}$ run the CL signing protocol on committed values to provide $\mathcal{U}$ with $\sigma_{\text {state }}^{\prime} \leftarrow \operatorname{CLSign}\left(s s k_{\mathcal{P}}, A\right)$.
10. $\mathcal{U}$ stores the updated credential $\mathrm{Cred}^{\prime}=\left(\Pi_{\mathcal{C}}, T, \sigma_{\text {state }}^{\prime}, N_{s}^{\prime}, N_{u}^{\prime}\right)$.

Fig. 1. Basic algorithms for obtaining and updating a stateful anonymous credential
the tags embed the graph id, start, and end states. The cryptographic policy representations are distributed to users via an authenticated broadcast channel (e.g., by signing and publishing them on a website). The user $\mathcal{U}$ generates a keypair that is certified by the CA.

Obtaining a Credential. When a user $\mathcal{U}$ wishes to obtain a credential, she first negotiates with the provider to select an update policy to which the credential will be bound, as well the credential's initial state within the policy graph. The user next engages in a protocol to blindly extract a CL signature under the provider's secret key, which binds the user's public key, her initial state, the policy id, and two random nonces chosen by the user. The update nonce $N_{u}$ is revealed when the user updates the credential and the usage nonce $N_{s}$ is revealed when the user show's her credential. This signature, as well as the nonce and state information, form the credential. While the protocol for obtaining a credential, as currently described, reveals the user's identity through the use of her public key, we can readily apply the techniques found in [1011] to provide a randomized pseudonym rather than the public key.

Updating the Credential's State. When the user wishes to update a credential, she first identifies a valid tag within the credential's associated policy. She then generates a new pair of nonces and a commitment embedding these values, as well as the new state from her chosen tag. Next, the user sends the update nonce from her current credential, along with the commitment, to the provider. The provider records this nonce and the commitment into a database - however, if the nonce is already in the database but associated with a different commitment, the provider aborts the protocol, which prevents the user from re-using an old version of a credential. By recording the nonce and commitment together, we allow the user to restart the protocol if it has failed as long as she uses the same commitment. If the nonce and commitment are not in the database, the user and provider then interact to conduct a zero-knowledge proof that: (1) the remainder of the information in the commitment is identical to the current credential, (2) the user has knowledge of the secret key corresponding to her current credential, and (3) the policy graph contains a signature on a tag from the current state to the new state. If these conditions are met, the user obtains a new credential embedding the new state.

Showing (or Privately Proving Possession of) a Credential. The approach to using a single-show credential, shown in Figure 2, follows [11]12. When a user wishes to prove possession of a credential to $\mathcal{P}$, she first reveals the credential usage nonce and the current state of the credential. $\mathcal{P}$ must check that the usage nonce has not been used before. The user then proves knowledge of: (1) a CL signature embedding this state value and nonce formed under $\mathcal{P}$ 's public key, and (2) a secret key that is consistent with the CL signature. Alternatively, if the user does not want to reveal her state explicitly, the user may generate a commitment to her state and prove (in zero knowledge) that it is the same as that which is found in her credential.

Single-show vs. multi-show. This is an example of a single-show credential. It can be shown only once, or the verifier will recognize the repeated usage nonce. To restore its anonymity, the user may return to $\mathcal{P}$ and execute the update protocol to replace the usage nonce, assuming it is allowed by the user's policy. This update policy gives users a way to use a single credential multiple times. One can also adapt this scheme to support $k$-times anonymous use of the credential by using the Dodis-Yampolskiy [25] pseudorandom function to generate the nonces from a common seed, as shown in [8.
A Note on Efficiency. The efficiency of our protocols is of utmost importance in ensuring their practical use in oblivious databases. During the Setup protocol, the provider must "translate" each of the graphs into a cryptographic representation by signing each tag associated with the graphs. This means that the complexity of the Setup protocol is linear in the size of the policy graphs used in controlling access to the database. While this may seem onerous at first, it is important to emphasize that this process may be conducted offline, and only as a one time cost to the provider. Once the setup procedure is completed, the complexity of the remaining protocols is constant and independent of the size of the policy in use since they deal with only a single tag at a time. Thus, our scheme is practical even for extremely complex policies containing thousands of distinct states and transition rules.

ProveCred $\left(\mathcal{U}\left(p k_{\mathcal{P}}, s k_{\mathcal{U}}, C\right.\right.$ red $\left.), \mathcal{P}\left(p k_{\mathcal{P}}, E\right)\right)$ : User $\mathcal{U}$ proves knowledge of the Cred as follows:

1. $\mathcal{U}$ parses $C$ red as $\left(\Pi_{\mathcal{C}}, S, \sigma_{\text {state }}, N_{s}, N_{u}\right)$, and sends its usage nonce $N_{s}$ to $\mathcal{P}$ (who aborts if $N_{s} \in E$ ).
2. Otherwise, $\mathcal{U}$ continues with either:

- (mode one) Sending her current credential state $S$ to $\mathcal{P}$ in the clear.
- (mode two) Sending a commitment to $S$.

3. $\mathcal{U}$ then conducts an interactive proof to convince $\mathcal{P}$ that it possesses a CL signature $\sigma_{\text {state }}$ embedding $N_{s}, S$, and that it has knowledge of the secret key $s_{\mathcal{U}}$.
4. $\mathcal{P}$ adds $N_{s}$ to $E$.

Fig. 2. Basic algorithm for proving knowledge of a single-show anonymous credential

Theorem 1. When instantiated with the RSA (resp., bilinear) variant of CL signatures, the anonymous credential scheme above achieves user, and provider security under the strong RSA (resp., LRSW) assumption.
The proof of Theorem 1 is in the full version of this work [21].

## 5 Oblivious Database Access Control

In this section, we show how stateful anonymous credentials can be used to control access to oblivious databases. Recall that an oblivious database permits
users to request data items without revealing their item choices or their identities to the database operator (e.g., where the item choices are sensitive).

Although we possess efficient building blocks such as $k$-out-of- $N$ Oblivious Transfer (OT), little progress has been made towards the deployment of practical oblivious databases. In part, this is due to a fundamental tension with the requirements of a database operator to provide some form of access control. In this section, we show that it is possible to embed flexible, history-dependent access controls into an oblivious database without compromising the user's privacy. Specifically, we show how to combine our stateful anonymous credential system with an adaptive Oblivious Transfer protocol to construct a multi-user oblivious database that supports complex access control policies. We show how to efficiently couple stateful credentials with the recent standard-model adaptive OT scheme due to Camenisch, Neven and shelat [15]. Our stateful credentials can also be efficiently coupled with the adaptive OT of Green and Hohenberger [28].


Fig. 3. Sample access policy for a small oblivious database. The labels on each transition correspond to the database item indices that can be requested when a user traverses the edge, with null transitions represented by unlabeled edges.

Linking Policies to Database Items. To support oblivious database access, we extend our policy graphs to incorporate tags of the form (pid, $S \rightarrow T, i$ ), where pid is the policy, $S \rightarrow T$ is the edge, and $i$ is the message index in the database that is allowed by that tag. Each edge in the graph may be associated with one or more tags, which correspond to the items that can be obtained from the database when traversing that edge. As described in Section2, we place null transitions on each terminal state that allow the user to update her credential and access a predefined null message. The set of all tags, both legitimate and null, are signed by the database and published.

Figure 3 shows an example policy for a small database. The interested reader can view a fuller discussion of the non-trivial access control policies, including Bell-Lapadula and Brewer-Nash that are allowed by our credential system in the full version of this work [21].

### 5.1 Protocol Descriptions and Security Definitions for Oblivious Databases

Our oblivious database protocols combine the scheme of Section 4.1 with a multi-receiver OT protocol. Each transaction is conducted between one of a
collection of users and a single database server $\mathcal{D}$. We describe the protocol specifications.
$\operatorname{Setup}\left(\mathcal{U}\left(1^{k}\right), \mathcal{D}\left(1^{k}, \Pi_{1}, \ldots, \Pi_{n}, M_{1}, \ldots, M_{N}\right)\right)$ : The database server $\mathcal{D}$ generates parameters params for the scheme. As in the basic credential scheme, it generates a cryptographic representation $\Pi_{\mathcal{C}}$ for each policy graph, and publishes those values via an authenticated channel. In addition, $\mathcal{D}$ initializes its database of messages according to the OT protocol in use. Each user $\mathcal{U}$ generates a keypair and requests that it be certified by a trusted CA.
OTObtainCred $\left(\mathcal{U}\left(p k_{\mathcal{D}}, s k_{\mathcal{U}}, \Pi_{\mathcal{C}}\right), \mathcal{D}\left(p k_{\mathcal{U}}, s k_{\mathcal{D}}, \Pi_{\mathcal{C}}, S\right)\right): \mathcal{U}$ registers with the system and receives a credential Cred which binds her to a policy graph $\Pi_{i d}$ and starting state $S$.
OTAccessAndUpdate $\left(\mathcal{U}\left(p k_{\mathcal{D}}, s k_{\mathcal{U}}\right.\right.$, Cred, $\left.\left.t\right), \mathcal{D}\left(s k_{\mathcal{D}}, E\right)\right): \mathcal{U}$ requests an item at index $i$ in the database from state $S$ by selecting a tag $t=(\operatorname{pid}, S \rightarrow T, i)$ from the policy graph. The user then updates her credential Cred, in such a way that $\mathcal{D}$ does not learn her identity, her attributes, or her current state. Si multaneously, $\mathcal{U}$ obtains a message from the database at index $i$. At the end of a successful protocol, $\mathcal{U}$ updates the state information in Cred, and $\mathcal{D}$ updates a local datastore $E$.

Security. We informally describe the security properties of an oblivious database system, with a formal definition given in Appendix A.

Database Security: No (possibly colluding) subset of corrupted users can obtain any collection of items that is not specifically permitted by the users' policies.

User Security: A malicious database controlling some collection of corrupted users cannot learn any information about a user's identity or her state in the policy graph, beyond what is available through auxiliary information from the environment.

### 5.2 The Construction

In our model, many users share access to a single database server. To construct our protocols, we extend the basic credential scheme of Section 4.1 by linking it to the adaptive OT protocol of Camenisch et al. [15]. The database operator commits to a collection of $N$ messages, along with a special null message at index $N+1$. It them distributes these commitments (e.g., via a website). Each user then registers with the database using the OTObtainCred protocol, and agrees to be bound by a policy that will control her ability to access the database.

To obtain items from the database, the user runs the OTAccessAndUpdate protocol, which proves (in zero knowledge) that its request is consistent with its policy. Provided the user does not violate her policy, the user is assured that the database operator learns nothing about its identity, or the nature of its request. Figures 4 and 5 describe the protocols in detail.
$\operatorname{Setup}\left(\mathcal{U}\left(1^{k}\right), \mathcal{D}\left(1^{k}, \Pi_{1}, \ldots, \Pi_{n}, M_{1}, \ldots, M_{N}\right)\right)$ : When the database operator $\mathcal{D}$ is initialized with a database of messages $M_{1}, \ldots, M_{N}$, it conducts the following steps:

1. $\mathcal{D}$ selects parameters for the OT scheme as $\gamma=\left(q, \mathbb{G}^{\prime}, \mathbb{G}_{T}, e, g\right) \leftarrow$ $\mathrm{BM} \operatorname{setup}\left(1^{\kappa}\right), h \stackrel{\$}{\leftarrow} \mathbb{G}, x \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}$, and $H \leftarrow e(g, h)$. $\mathcal{D}$ generates two CL signing keypairs $\left(s p k_{\mathcal{D}}, s s k_{\mathcal{D}}\right)$ and $\left(g p k_{\mathcal{D}}, g s k_{\mathcal{D}}\right)$, and $\mathcal{U}$ generates her keypair ( $p k_{\mathcal{U}}, s k_{\mathcal{U}}$ ) as in the credential Setup protocol of Figure
2. For $i=1$ to $(N+1), \mathcal{D}$ computes a ciphertext $C_{i}=\left(A_{i}, B_{i}\right)$ as:
(a) If $i \leq N$, then $A_{i}=g^{\frac{1}{x+i}}$ and $B_{i}=e\left(h, A_{i}\right) \cdot M_{i}$.
(b) If $i=(N+1)$, compute $A_{i}$ as above and set $B_{i}=e\left(h, A_{i}\right)$.
3. For every graph $\Pi$ to be enforced, $\mathcal{D}$ generates a cryptographic representation $\Pi_{\mathcal{C}}$ as follows:
(a) $\mathcal{D}$ parses $\Pi$ to obtain a unique policy identifier pid.
(b) For each tag $t=(\operatorname{pid}, S, T, i)$ with $i \in[1, N+1], \mathcal{D}$ computes the signature $\sigma_{S \rightarrow T, i} \leftarrow \operatorname{CLSign}\left(g s k_{\mathcal{P}},(\operatorname{pid}, S, T, i)\right)$. Finally, $\mathcal{D}$ sets $\Pi_{\mathcal{C}} \leftarrow$ $\left\langle\Pi, \forall t: \sigma_{S \rightarrow T, i}\right\rangle$.
4. $\mathcal{D}$ sets $p k_{\mathcal{D}}=\left(s p k_{\mathcal{D}}, g p k_{\mathcal{D}}, \gamma, H, y=g^{x}, C_{1}, \ldots, C_{n}\right)$ and $s k_{\mathcal{D}}=$ $\left(s s k_{\mathcal{D}}, g s k_{\mathcal{D}}, h\right) . \mathcal{D}$ then publishes each $\Pi_{\mathcal{C}}$ and the OT parameters $p k_{\mathcal{D}}$ via an authenticated channel.

OTObtainCred $\left(\mathcal{U}\left(p k_{\mathcal{D}}, s k_{\mathcal{U}}, \Pi_{\mathcal{C}}\right), \mathcal{D}\left(p k_{\mathcal{U}}, s k_{\mathcal{D}}, \Pi_{\mathcal{C}}, S\right)\right)$ : When user $\mathcal{U}$ wishes to join the system, it negotiates with $\mathcal{D}$ to agree on a policy $\Pi$ and initial state $S$, then:

1. $\mathcal{U}$ picks a random show nonce $N_{s} \in \mathbb{Z}_{q}$ and computes $A \leftarrow \operatorname{Commit}\left(s k_{\mathcal{U}}, N_{s}\right)$.
2. $\mathcal{U}$ conducts an interactive proof to convince $\mathcal{D}$ that $A$ correlates to $p k_{\mathcal{U}}$, and $\mathcal{D}$ conducts an interactive proof of knowledge to convince $\mathcal{U}$ that $e(g, h)=H$ 回
3. $\mathcal{U}$ and $\mathcal{P}$ run the CL signing protocol on committed values so that $\mathcal{U}$ obtains the state signature $\sigma_{\text {state }} \leftarrow \operatorname{CLSign}\left(s s k_{\mathcal{P}},\left(s k_{\mathcal{U}}, N_{s}\right.\right.$, pid, $\left.\left.S\right)\right)$ with pid, $S$ contributed by $\mathcal{P}$.
4. $\mathcal{U}$ stores the credential $\mathrm{Cred}=\left(\Pi_{\mathcal{C}}, S, \sigma_{\text {state }}, N_{s}\right)$.
${ }^{a}$ This proof can be conducted efficiently in four rounds as in 15.

Fig. 4. Setup and user registration algorithms for an access controlled oblivious database based on the Camenisch, Neven and shelat oblivious transfer protocol 15. The database operator and users first run the Setup portion of the protocol. Each user subsequently registers with the database using OTObtainCred.

Theorem 2. The scheme described above satisfies database and user security (as defined in Definition 1) under the $q-P D D H, q-S D H$, and Strong RSA assumptions.

A full proof of Theorem 2 appears in the full version of this work 21]. We sketch the broad outlines of the proof in Appendix B.

OTAccessAndUpdate $\left(\mathcal{U}\left(p k_{\mathcal{D}}, s k_{\mathcal{U}}, \operatorname{Cred}, t\right), \mathcal{D}\left(p k_{\mathcal{D}}, E\right)\right)$ : When $\mathcal{U}$ wishes to obtain the message indexed by $i \in[1, N+1]$, it first identifies a tag $t$ in $\Pi$ such that $t=(\operatorname{pid}, S \rightarrow T, i)$.

1. $\mathcal{U}$ parses Cred $=\left(\Pi_{\mathcal{C}}, S, \sigma_{\text {state }}, N_{s}\right)$, and parses $\Pi_{\mathcal{C}}$ to find $\sigma_{S \rightarrow T, i}$.
2. $\mathcal{U}$ selects $N_{s}^{\prime} \stackrel{\$}{\leftarrow} \mathbb{Z}_{q}$ and computes $A \leftarrow \operatorname{Commit}\left(s k_{\mathcal{U}}, N_{s}^{\prime}\right.$, pid,$\left.T\right)$.
3. $\mathcal{U}$ then sends $\left(N_{s}, A\right)$ to $\mathcal{D}$. $\mathcal{D}$ checks the database $E$ for $\left(N_{s}, A^{\prime} \neq A\right)$, and if it finds such an entry it aborts. Otherwise it adds $\left(N_{s}, A\right)$ to $E$.
4. $\mathcal{U}$ parses $C_{i}=\left(A_{i}, B_{i}\right)$. It selects a random $v \leftarrow \mathbb{Z}_{q}$ and sets $V \leftarrow\left(A_{i}\right)^{v}$. It sends $V$ to $\mathcal{D}$ and proves knowledge of $\left(i, v, s k_{\mathcal{U}}, \sigma_{S \rightarrow T, i}, \sigma_{\text {state }}\right.$, pid, $\left.S, T, N_{s}^{\prime}\right)$ such that the following conditions hold:
(a) $e(V, y)=e(g, g)^{v} e(V, g)^{-i}$.
(b) $A=\operatorname{Commit}\left(s k_{\mathcal{U}}, N_{s}^{\prime}\right.$, pid,$\left.T\right)$.
(c) CLVerify $\left(s p k_{\mathcal{P}}, \sigma_{\text {state }},\left(s k_{\mathcal{U}}, N_{s}\right.\right.$, pid,$\left.\left.S\right)\right)=1$.
(d) $\operatorname{CLVerify}\left(\mathcal{P}, \sigma_{S \rightarrow T, i},(\operatorname{pid}, S, T, i)\right)=1$.
5. If these proofs verify, $\mathcal{U}$ and $\mathcal{D}$ run the CL signing protocol on committed values such that $\mathcal{U}$ obtains $\sigma_{\text {state }}^{\prime} \leftarrow \operatorname{CLSign}\left(s s k_{\mathcal{D}}, A\right)$. $\mathcal{U}$ stores the updated credential $\mathrm{Cred}^{\prime}=\left(\Pi_{\mathcal{C}}, T, \sigma_{\text {state }}^{\prime}, N_{s}^{\prime}\right)$.
6. Finally, $\mathcal{D}$ returns $U=e(V, h)$ and interactively proves that $U$ is correctly formed (see [15]). $\mathcal{U}$ computes the message $M_{i}=B_{i} / U^{1 / v}$.

Fig. 5. Database access protocol for an access-controlled oblivious database based on the Camenisch, Neven and shelat adaptive oblivious transfer protocol 15

### 5.3 Extensions to Compact Access Policies in Practice

Extension \#1: Equivalence Classes. Thus far, the protocol requires that a tag in the policy graph must be defined on every item index in the database. Yet, there are cases where many items may have the same access rules applied, and therefore we can reduce the number tags used by referring to the entire group with a single tag. A simple solution is to replace specific item indices with general equivalence classes in the graph tags. The OT database can be reorganized to support this concept by renumbering the item indices (previously $[1, N])$ using values of the form $(c \| i) \in \mathbb{Z}_{q}$, where $c$ is the identity of the item class, and || represents concatenation. During the OTAccessAndUpdate protocol, $\mathcal{U}$ can obtain any item $(c \| i)$ by performing a zero-knowledge proof on the first half of the selection index, showing that the selected tag contains the class $c$.

Extension \#2: Encoding Contiguous Ranges. An alternative approach requires the database operator to arrange the identities of objects in the same class so that they fall in contiguous ranges. In this case, we will label the graph edges with ranges of items rather than single values. The credentials will also replace the value $i$ with an upper and lower bound for the range that the holder of the credential is permitted to access. We make a slight change to the OTAccessAndUpdate protocol so that rather than proving equality between the requested object and the object present in the tag, the user now proves that the requested object lies in the range described in the user selected tag, as
described by the hidden range proof technique in Section 3. Notice that while this approach requires that the database be reorganized such that classes of items remain in contiguous index ranges, it can be used to represent more advanced data structures, such as hierarchical classes.

## 6 Conclusion

In this paper, we presented a flexible and efficient system that allows content providers to control access to their data, while simultaneously maintaining the privacy provided by the oblivious and anonymous protocols. Specifically, we described techniques for augmenting traditional anonymous credentials with state, and showed how to combine these credentials with Oblivious Transfer to permit oblivious access to a database enforcing a variety of non-trivial access control policies. The flexibility of our approach makes it relatively straightforward to apply to a diverse set of anonymous and oblivious protocols. For example, our stateful anonymous credentials can be used to control which messages are signed with several blind signature schemes, including those of Waters 35, Boneh and Boyen [4], and Camenisch and Lysyanskaya [11|12], without ever revealing the message to the signer. Other interesting applications include augmenting oblivious versions of Identity-Based key extraction [28] and keyword search protocols [31] with strong access controls.
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## A Security Definition for an Oblivious Database

Definition 1 (Security for Oblivious Databases with Access Controls). Security is defined according to the following experiments, which are based on those of Camenisch et al. [15]. Although we do not explicitly specify auxiliary input to the parties, we note that this information can be provided in order to achieve sequential composition.

Real experiment. The real-world experiment $\operatorname{Real}_{\hat{\mathcal{D}}, \hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{\eta}}\left(\eta, N, k, \Pi_{1}, \ldots\right.$, $\left.\Pi_{\eta}, M_{1}, \ldots, M_{N}, \Sigma\right)$ is modeled as $k$ rounds of communication between a possibly cheating database $\hat{\mathcal{D}}$ and a collection of $\eta$ possibly cheating users $\left\{\hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{\eta}\right\}$. In this experiment, $\hat{\mathcal{D}}$ is given the policy graph for each user $\Pi_{1}, \ldots, \Pi_{\eta}$, a message database $M_{1}, \ldots, M_{N}$ and the users are given an adaptive strategy $\Sigma$ that, on input of the user's identity and current graph state, outputs the next action to be taken by the user.

At the beginning of the experiment, the database and users conduct the Setup and OTObtainCred protocols. At the end of this step, $\hat{\mathcal{D}}$ outputs an initial state $D_{1}$, and each user $\hat{\mathcal{U}}_{i}$ output state $U_{1, i}$. For each subsequent round $j \in[2, k]$, each user may interact with $\hat{\mathcal{D}}$ to request an item $i \in[1, N+1]$ as required by the strategy $\Sigma$. Following each round, $\hat{\mathcal{D}}$ outputs $D_{j}$, and the users output
$\left(U_{1, j}, \ldots, U_{\eta, j}\right)$. At the end of the $k^{t h}$ round the output of the experiment is $\left(D_{k}, U_{1, k}, \ldots, U_{j, k}\right)$.

We will define the honest database $\mathcal{D}$ as one that honestly runs its portion of Setup in the first round, honestly runs its side of the OTObtainCred and OTAccessAndUpdate protocols when requested by a user at round $j>1$, and outputs $D_{k}=$ params. Similarly, an honest user $\mathcal{U}_{i}$ runs the Setup protocol honestly in the first round, and executes the user's side of the OTObtainCred, OTAccessAndUpdate protocols, and eventually outputs the received value Cred along with all database items received.
Ideal experiment. In experiment Ideal $_{\hat{\mathcal{D}}^{\prime}, \hat{\mathcal{U}}_{1}^{\prime}, \ldots, \hat{\mathcal{U}}_{\eta}^{\prime}}\left(\eta, N, k, \Pi_{1}, \ldots, \Pi \eta, M_{1}, \ldots\right.$, $\left.M_{N}, \Sigma\right)$ the possibly cheating database $\hat{\mathcal{D}}^{\prime}$ generates messages $\left(M_{1}^{*}, \ldots, M_{N}^{*}\right)$ and sends these, along with the policy graphs to the trusted party $\mathcal{T}$ (each policy graph specifies its initial state). In each round $j \in[1, k]$, every user $\hat{\mathcal{U}}^{\prime}$ (following strategy $\Sigma$ ) selects a message index $i \in[1, N+1]$ and sends a message containing the user's identity and $(i, S, T)$ to $\mathcal{T} . \mathcal{T}$ then checks the policy graph corresponding to that user to determine if $\hat{\mathcal{U}}^{\prime}$ is in state $S$ and a transition to $T$ is permitted, sending $\hat{\mathcal{D}^{\prime}}$ a bit $b_{1}$ indicating the outcome of this test. $\hat{\mathcal{D}}^{\prime}$ then returns a bit $b_{2}$ determining whether the transaction should succeed. If $b_{1} \wedge b_{2}$, then $\mathcal{T}$ returns $M_{i}^{*}$ (or $\perp$ if $i=N+1$ ) to $\hat{\mathcal{U}}_{i}^{\prime}$, otherwise it returns $\perp$. Following each round, $\hat{\mathcal{D}}^{\prime}$ outputs $D_{j}$, and the users output $\left(U_{1, j}, \ldots, U_{\eta, j}\right)$. At the end of the $k^{t h}$ round the output of the experiment is $\left(D_{k}, U_{1, k}, \ldots, U_{\eta, k}\right)$.

We will define the honest database $\mathcal{D}$ as one that sends $M_{1}, \ldots, M_{N}$ in the first round, returns $b_{2}=1$ in all rounds, and outputs $D_{k}=\epsilon$. Similarly, an honest user $\mathcal{U}_{i}^{\prime}$ runs the Setup protocol honestly in the first round, makes queries and transitions according to the selection policy, and eventually outputs all received database items as its output.
Let $\ell(\cdot), c(\cdot), d(\cdot)$ be polynomials. We now define database and user security in terms of the experiments above.

Database Security. A stateful anonymous credential scheme is database-secure if for every collection of (possibly corrupted) real-world p.p.t. receivers $\hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{\eta}$ there exists a collection of p.p.t. ideal-world receivers $\hat{\mathcal{U}}_{1}^{\prime}, \ldots, \hat{\mathcal{U}}_{\eta}^{\prime}$ such that $\forall N=$ $\ell(\kappa), \eta=d(\kappa), k \in c(\kappa), \Sigma$, and every p.p.t. distinguisher:

$$
\begin{aligned}
& \operatorname{Real}_{\mathcal{D}, \hat{\mathcal{U}}_{1}, \ldots, \hat{u}_{\eta}}\left(\eta, N, k, \Pi_{1}, \ldots, \Pi_{\eta}, M_{1}, \ldots, M_{N}, \Sigma\right) \stackrel{c}{\approx} \\
& \quad \operatorname{Ideal}_{\mathcal{D}, \hat{\mathcal{U}}_{1}^{\prime}, \ldots, \hat{\mathcal{U}}_{\eta}^{\prime}}\left(\eta, N, k, \Pi_{1}, \ldots, \Pi_{\eta}, M_{1}, \ldots, M_{N}, \Sigma\right)
\end{aligned}
$$

User Security. A stateful anonymous credential scheme provides Receiver security if for every real-world (possibly corrupted) p.p.t. database $\hat{\mathcal{D}}$ and collection of (possibly corrupted) users $\hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{\eta}$, there exists a p.p.t. ideal-world sender $\hat{\mathcal{D}}^{\prime}$ and ideal (possibly corrupted) users $\hat{\mathcal{U}}_{1}^{\prime}, \ldots, \hat{\mathcal{U}}_{\eta}^{\prime}$ such that $\forall N=\ell(\kappa), \eta=d(\kappa)$, $k \in c(\kappa), \Sigma$, and every p.p.t. distinguisher:

$$
\begin{array}{r}
\operatorname{Real}_{\hat{\mathcal{D}}, \hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{\eta}}\left(\eta, N, k, \Pi_{1}, \ldots, \Pi_{\eta}, M_{1}, \ldots, M_{N}, \Sigma\right) \stackrel{c}{\approx} \\
\operatorname{Ideal}_{\hat{\mathcal{D}}^{\prime}, \hat{\mathcal{U}}_{1}^{\prime}, \ldots, \hat{\mathcal{U}}_{\eta}^{\prime}}\left(\eta, N, k, \Pi_{1}, \ldots, \Pi_{\eta}, M_{1}, \ldots, M_{N}, \Sigma\right)
\end{array}
$$

## B Proof Sketch of Theorem 2

We now sketch a proof of Theorem 2, arguing security for the oblivious database protocol of $\$ 5.2$. Our sketch will refer substantially to the original proof of the underlying adaptive oblivious transfer protocol, which is due to Camenisch, Neven and shelat [15]. Our proof will consider two components: (1) the security of the underlying OT scheme (which is based on the proof of [15]), and a separate proof of the anonymous credential scheme.

Proof outline. We separately consider User and Database security.
User Security. Let us assume that an adversary has corrupted a database $\mathcal{D}$ and some subset of the users $\hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{N}$. In this model, corruptions will be static. We show that for every such adversary, we can construct a simulator such that the output of the ideal experiment conducted with the simulator will be indistinguishable from the output of the real experiment.

Our simulator operates as follows. First, $\mathcal{D}$ outputs the parameters for the credential system, the cryptographic representation of each graph, and the values $p k, C_{1}, \ldots, C_{N}$. If these parameters are incorrectly formed, the simulator aborts. The simulator next generates a credential key for each uncorrupted user and negotiates with $\mathcal{D}$ to join the system under an appropriate policy. When $\mathcal{D}$ executes the proof of knowledge that $H=e(g, h)$ with some uncorrupted user, our simulator rewinds to extract the value $h$ (this extraction succeeds with all but negligible probability). For $i=1$ to $N$, the simulator decrypts $C_{i}$ using $h$ to obtain $M_{i}$. This collection of plaintexts is sent to the trusted party $\mathcal{T}$.

When a corrupted user $\hat{\mathcal{U}}$ queries the database, we pass its communications along to $\hat{\mathcal{D}}$ unmodified. Whenever an uncorrupted user $\mathcal{U}$ queries $\mathcal{T}$ to obtain message $i$ (according to a state transition defined in their policy), $\mathcal{T}$ verifies that this request is permitted by policy and updates its view of the user's state. Next, it notifies our simulator which runs the OTAccessAndUpdate protocol on an arbitrary (uncorrupted) user's policy under index $N+1$ (this is the "dummy" transition and is always permitted by the credential system). If this protocol succeeds, the simulator sends a bit 1 to $\mathcal{T}$ which returns $M_{i}$ to the user.

Claim. The transcript produced by this simulator is indistinguishable from the transcript produced by the real experiment. This is true for following reasons:

1. The probability that the simulator incorrectly extracts $h$ (or fails to extract it) is negligible.
2. The probability that the adversary distinguishes a protocol executed on an arbitrary user/dummy index is negligible: this is due to $(a)$ the fact that the element $V$ transmitted to $\mathcal{D}$ during OTAccessAndUpdate is randomly distributed, and (b) the attached proof-of-knowledge is witness indistinguishable and therefore does not reveal the value of $i$ or the user's identity.

We do not need to argue the unforgeability of the anonymous credential scheme here, since we consider only actions taken by the uncorrupted user.

Database Security. Let us assume that an adversary has corrupted some subset of the users $\hat{\mathcal{U}}_{1}, \ldots, \hat{\mathcal{U}}_{N}$ (corruptions are static). We show that for every such adversary, we can construct a simulator such that the output of the ideal experiment conducted with the simulator will be indistinguishable from the output of the real experiment.

Our simulator operates as follows. First, it generates the public and privacy parameters for the credential scheme along with the cryptographic representation of the policies provided by $\mathcal{T}$. It generates the parameters for the OT scheme $p k, s k$ as normal, but sets the plaintext for each database element to a dummy value (the identity element) and produces ciphertexts $C_{1}, \ldots, C_{N}$ (and generates the dummy message $C_{(N+1)}$ as normal). It sends these parameters to each corrupted user, and to each user proves that $H=e(g, h)$.

Whenever a corrupted user initiates the OTAccessAndUpdate protocol with $\mathcal{D}$, the simulator verifies that the user's request (including ZK proofs) verifies, and that neither $N_{u}$ or $N_{s}$ has been seen before. If so, it rewinds and uses the extractors for the ZK proofs to learn the user's identity, the index of the message $i$ being requested, the blinding factor $v$, and the user's current and previous credential state $S, T$. The server transmits the user's identity values $(i, S, T)$ to $\mathcal{T}$ which verifies that they satisfy the policy (updating the policy state in the process). If $\mathcal{T}$ returns $\perp$, then $\mathcal{D}$ aborts the protocol with the user. Otherwise if $\mathcal{T}$ returns $M_{i}$, then the simulator parses $C_{i}=\left(A_{i}, B_{i}\right)$ and returns $U=\left(B_{i}^{v}\right) / M_{i}$. The simulator uses rewinding to simulate the proof and convince the user that $U$ has been correctly formed.

Claim. The transcript produced by this simulator is indistinguishable from one produced by the real experiment. This claim rests on the following points:

1. The false message collection $C_{1}, \ldots, C_{(N+1)}$ is indistinguishable from the real message by the semantic security of the encryption scheme, which holds under the $q$-PDDH assumption (see [15] for the full argument).
2. The simulated proof of $U$ 's structure is indistinguishable from a real proof.
3. The simulator never queries $\mathcal{T}$ on a tuple $(i, S, T)$ that violates the user's policy. This reduces to the unforgeability of the CL signature (which is in turn based on Strong RSA). Specifically, to violate policy, a user must satisfy one of the following conditions:
(a) Prove knowledge of a signature $\sigma_{\delta}$ that it was not given, or
(b) Prove knowledge of a signature $\sigma_{S \rightarrow T}$ that it was not given. In either case, the simulator can use the extractor for the proof system to obtain the forged signature and win the CL signature forgery game.
(c) Misuse the CL signing protocol such that it receives a signature that is not equivalent to a signature on the commitment $A$ (or mispresent the structure of A).
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[^8]:    ${ }^{6}$ TSUBAME is a grid type supercomputer at Tokyo Inst. of Tech., whose performance is currently (by Top500, Nov. 2008) the 29th in the World. A node of the supercomputer which we used contains eight Opteron Dual Core model 880 processors of 2.4 GHz and 32 GB RAM. Note, however, we have not been able to make a parallel version of our algorithm; TSUBAME's massive parallelism has been used only for reducing the total experiment time.
    ${ }^{7}$ This $\delta$ is $\mathrm{L}^{2}$ algorithm's parameter, not relating to the RSA secret key.
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[^12]:    ${ }^{1}$ One can think of this identifier as being equivalent to a filename, though for our first scheme we require that identifiers be unpredictable (they need not be random). Unpredictability is easily achieved by concatenating an arbitrary filename with a random string.

[^13]:    ${ }^{2}$ Existence of $\varphi$ is not needed if we use a different cryptographic assumption to prove security of our first scheme. We omit further discussion.

[^14]:    ${ }^{1}$ Note that in this paper, we will only consider stateless receivers, i.e., receivers for which it is not possible to guarantee synchronism with the broadcast center and which are resettable. Broadcast encryption schemes for stateful receivers have been proposed in 44. 41 .

[^15]:    ${ }^{2}$ Asymmetric traitor tracing is a variant introduced by Pfitzmann 35 where the broadcasting center is not necessarily trusted, thus the tracing procedure must produce undeniable evidence of the implication of the traitor subscribers.
    ${ }^{3}$ Here, the $\tilde{O}(n)$ notation hides the terms which are poly-logarithmic in $n$.

[^16]:    ${ }^{4}$ Note that several such vectors exist.

[^17]:    ${ }^{5} g(x)$ in fact fulfills these conditions if $g(x)$ has at most $k$ roots.
    ${ }^{6}$ The interested reader will find more details about the Cantor-Zassenhaus algorithm in [14, page 128].

[^18]:    ${ }^{7} \operatorname{deg}_{x}(Q(x, y)) m+\operatorname{deg}_{y}(Q(x, y)) n$ is called the $(m, n)$-weighted degree of $Q(x, y)$.

[^19]:    ${ }^{8}$ Note that for practical values of $\ell$, a collision between two codewords has a negligible probability to occur.

[^20]:    ${ }^{9}$ This strategy is simply to share the session key.
    ${ }^{10}$ Like in Pay-TV systems using the DVB-CSA 39 standard encryption, for instance.
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[^22]:    * Supported by Ministry of Science, Technology and Innovation.

[^23]:    ${ }^{2}$ In this process, the simulator may need to control the time at which results are delivered to honest parties, depending on when the adversary chooses to deliver the messages in the simulated execution.

[^24]:    ${ }^{3}$ The notation $\left[a_{i}\right]_{t}\left[b_{i}\right]_{t}$ means that each player locally multiplies its shares $\left[a_{i}\right]_{t}$ and $\left[b_{i}\right]_{t}$. This gives a $2 t$ sharing of $a_{i} b_{i}$.

[^25]:    ${ }^{4}$ This can be formalized by assuming an ideal functionality that gives oracle access to the function for the honest players as soon as the adversary has corrupted a set of players initially.

[^26]:    ${ }^{5}$ The implementation actually allows multiplication of much larger numbers, up to about 500 bits with a marginal performance penalty.

[^27]:    ${ }^{1}$ Similar problem in shared generation of digital signatures has been considered in 1.

[^28]:    ${ }^{1}$ We define an adaptive identity security game as this is required by our IBE to PEOKS transformation.

[^29]:    ${ }^{2}$ Technically this can be seen as restricting the blind key derivation queries to a certain language, membership of which is proven in zero-knowledge.
    ${ }^{3}$ It also implies that the user is required 'to know' the $i d$ for which she needs a key to be extracted. We also require that she knows the opening to the commitment.

[^30]:    ${ }^{4}$ The inputs are mapped 1-to-1. KeyGen is used instead of IBESetup and Trapdoor instead of IBEExtract.

[^31]:    ${ }^{5}$ The round complexity can be reduced by interleaving the proofs and piggybacking some of the messages.

[^32]:    ${ }^{6}$ The amount of PIR queries may give some indication about the number of records retrieved. This information can be hidden through dummy transactions up to an upper limit on the number of matching records.

[^33]:    * This work was done while the first author was visiting NTT Information Sharing Platform Labs. He was supported by the Science Research Center(SRC) program of the Korea Science and Engineering Foundation (KOSEF) with a grant funded by the Korean govement (Ministry of Science and Technology (MOST), Grant R11-2007-035-01002-0).

[^34]:    ${ }^{1}$ The dHVE and anonymous HIBE schemes were proposed as anonymous HIBE schemes [22. Anonymous HIBE has a flaw, but since we can consider dHVE as an anonymous HIBE scheme, we compare dHVE with our scheme.

[^35]:    * The first author acknowledges the Belgian National Fund for Scientific Research (F.R.S.-F.N.R.S.) for their financial support and the BCRYPT Interuniversity Attraction Pole. The second author is supported by the European Commission through the IST Program under Contract ICT-2007-216646 ECRYPT II and by the French Agence Nationale de la Recherche through the PACE project.

[^36]:    ${ }^{1}$ We believe that the Goyal-1 system can also be modified so as to obtain this property.

[^37]:    ${ }^{2}$ A similar modification can be brought to the key generation protocol of Goyal-1 to statistically hide the key family number to the PKG and avoid the need for 4-round ZK proofs.

[^38]:    * The author would like to thank Yevgeniy Dodis for the inspiration of this research and many fruitful discussions, Kenneth Paterson for his invaluable assistance and suggestions, and Melissa Chase for her helpful comments.

[^39]:    ${ }^{1}$ Don't write your address on a tag with your key to guide the thief who picked it up.

[^40]:    ${ }^{3}$ IBE's ciphertext does not mean to reveal the recipient's identity. We omit anonymity revocation oracle which is present in some cryptographic schemes (e.g. [11]).

[^41]:    ${ }^{4}$ While the signature of the second construction in 5] shares similarity with the user secret key of BB-IBE [8], its second component $r$ cannot be recovered.

[^42]:    ${ }^{5}$ We require that the ICA always use the same $a u x$ for a given ID. We can just take aux as the output of a PRF with input ID, for a seed only known to the ICA.
    ${ }^{6}$ An efficient protocol for securely computing $g^{\prime 1 /(s k+m)}$ based on any homomorphic encryption in the standard model [16, §4.3.3] can be used.
    ${ }^{7}$ If a certificate signing the same commitment is presented later, same $\tau_{\mathrm{ID}, 1}$ is used.

[^43]:    * Supported by the Danish Strategic research Council.

[^44]:    ${ }^{1}$ It is easy to see that we cannot avoid this in a scenario where only $M$ and $S$ can store key material on-line and either of them may be corrupted.

[^45]:    ${ }^{2}$ For a description of the CRT speedup method see [3, 5.2].

[^46]:    ${ }^{3}$ If not, we can construct a nontrivial factor of N , and thereby forge RSA signatures of arbitrary messages.

[^47]:    ${ }^{4}$ Blinding from start avoids treating the first operational phase as a special case.

[^48]:    ${ }^{5}$ Danish for "Public Certificates for Electronic Services".

[^49]:    ${ }^{1}$ Ultimately, since the malicious signer causes the abort, this can be seen as a more general case of signer aborts.

[^50]:    ${ }^{2}$ This idea has been conjectured by Hazay et al. 15 to also work for a-posteriori blindness. We are not aware of any formal claim or proof in the literature that using a commitment indeed provides security against aborts.

[^51]:    ${ }^{3}$ By trivial transformations we refer for instance to a solution which ignores the underlying scheme and simply runs, say, Chaum's protocol.

[^52]:    * Prepared in part through collaborative participation in the Communications and Networks Consortium sponsored by the U. S. Army Research Laboratory under the Collaborative Technology Alliance Program, Cooperative Agreement DAAD-19-01-$2-0011$. The U. S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation thereon.

[^53]:    ${ }^{1}$ For Cha-Cheon signatures with the cost parameters in Section 5 SET always verifies a valid batch more efficiently than the random subset test, and the bucket test verifies a valid batch more efficiently than SET when the batch size exceeds 512 .

[^54]:    ${ }^{2}$ For the initial batch verification, if it is more efficient to do so compute $X$ and $Y$, compare them, and compute $A=X Y^{-1}$ if the comparison fails; otherwise $A$ is computed directly, e.g., in Cha-Cheon where $A=\alpha_{0}$.
    ${ }^{3}$ Except when $w=1$ and the invalid signature is located in the rightmost position in the batch then Fast DC verifier and BQS have equal costs.

[^55]:    * Supported by Research Fund for the Doctoral Program of Higher Education No. 20060248008, National Natural Science Foundation of China No. 60673079, Special Foundation of Huawei No. YZCB2006001, and National 973 Program No. 2007CB311201.
    ** Corresponding author.
    ${ }^{1}$ In almost all related papers, the concept of PRE is introduced as "PRE allows a semitrusted proxy to convert a ciphertext under Alice's public key to another ciphertext under Bob's public key". However, all existing unidirectional PRE schemes (including ours) do not exactly follow the definition. In particular, in these unidirectional PRE schemes, there are two kinds of ciphertexts, one is the original ciphertext, and the other is the transformed ciphertext. The transformed ciphertext is not exactly as the ciphertext under Bob's public key, but Bob can decrypt the transformed ciphertext only by his secret key. To the best of our knowledge, only the bidirectional schemes in [6]9 satisfy the definition.

[^56]:    ${ }^{2}$ When we prepared the camera-ready version, we found another paper 13 dealing the similar problems, and getting the similar results with us. In 13, the authors use Schnorr signature [28 to make the original ciphertext be publicly verifiable, while we use signature of knowledge [8]1]. In our submission version, we have a CCA-secure bidirectional PRE scheme, however, the bidirectional one in [13] beats ours in every aspects. Hence, in the current version, we removed our bidirectional one, which can be found in 30. Furthermore, the unidirectional scheme in 13 suffers from the attack in Remark 2
    ${ }^{3}$ The unidirectional PRE scheme in 13] suffers from the collusion attack.

[^57]:    ${ }^{4}$ The security model in 13 does not allow such adaptive corruption.
    ${ }^{5}$ This index is just used to distinguish different public keys.

[^58]:    ${ }^{6}$ Derivatives of $\left(p k^{*}, C^{*}\right)$ are defined as follows 9]:

    1. $\left(p k^{*}, C^{*}\right)$ is a derivative of itself.
    2. If $(p k, C)$ is a derivative of $\left(p k^{*}, C^{*}\right)$ and $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $(p k, C)$, then $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $\left(p k^{*}, C^{*}\right)$.
    3. If $\mathcal{A}$ has queried $\mathcal{O}_{r e}$ on input ( $p k, p k^{\prime}, C$ ) and obtained ( $p k^{\prime}, C^{\prime}$ ), then $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $(p k, C)$.
    4. If $\mathcal{A}$ has queried $\mathcal{O}_{r k}$ on input $\left(p k, p k^{\prime}\right)$, and $C^{\prime}=\operatorname{ReEnc}\left(\mathcal{O}_{r e}\left(p k, p k^{\prime}\right), C\right)$, then $\left(p k^{\prime}, C^{\prime}\right)$ is a derivative of $(p k, C)$.
[^59]:    ${ }^{7}$ We thank an anonymous reviewer of Indocrypt 2008 to point out this.
    ${ }^{8}$ This security notion is from [2/3], called Master Secret Security.

[^60]:    ${ }^{9}$ Derivatives of $\left(p k^{*}, C^{*}, j^{*}\right)$ are defined similarly with that in Section 2.2, and just add $j^{*}$ into every input/output.

[^61]:    ${ }^{2}$ We remark that there also exists a standard model proof for DHIES based on the "Hashed Oracle Diffie-Hellman" assumption which is an interactive assumption involving a hash function that is close to the strong DH assumption in the random oracle model.
    ${ }^{3}$ The attack is as follows. Given an a challenge ciphertext $e^{*} \in\{0,1\}^{m}$ of an unknown message $m^{*} \in\{0,1\}^{m}$ an attacker queries the decryption oracle for all ciphertexts $e \in\{0,1\}^{m} \backslash\left\{e^{*}\right\}$. Since the cipher is length-preserving and hence a permutation on $\{0,1\}^{m}$ the challenge message must be the one not output by the decryption oracle. In general, a CCA-secure DEM that adds $r$ bits of redundancy can be broken in with $2^{m+r}$ decryption queries.

[^62]:    ${ }^{1}$ Throughout the paper, indices are reduced modulo n. E.g., $X_{k-r}$ is short for $X_{k-r}(\bmod n)$.
    ${ }^{2}$ These constraints can be relaxed, for instance, by using the DFT for a quadratic extension of $\mathbb{F}_{q}$, which exists provided $n \mid q^{2}-1$. Similarly, for the FFT it suffices if all prime factors of $n$ are small, rather than requiring that $n$ is a power of two. We do not consider these relaxations in this paper.

[^63]:    ${ }^{3}$ If this is not the case, this must be because the plaintexts in $X_{k}$ are all the same for all $k$. This is not a problem though, we just take $r=0$ and the rest of the procedure will still be applicable.

[^64]:    * The work described in this paper has been supported by the European Commission through the ICT programme under contract ICT-2007-216676 ECRYPT II. Moreover, this research was partly supported by the German Research Foundation (DFG) as part of the project MA $2536 / 3-1$.

[^65]:    S. Jarecki and G. Tsudik (Eds.): PKC 2009, LNCS 5443, pp. 443-462, 2009.

[^66]:    ${ }^{1}$ In some way, Multibase NAF can be seen as a generalization of the ternary/binary algorithm by Ciet et al. [6]. The original intention of the author [17, however, was to insert the concept of double-base chains proposed by [8] into the NAF algorithm.
    ${ }^{2}$ This paper presents formally and expands the results of the technical report [19.

[^67]:    S. Jarecki and G. Tsudik (Eds.): PKC 2009, LNCS 5443, pp. $463480,2009$.

[^68]:    ${ }^{1}$ Allowing accumulators to change their state over time can allow for better performance tradeoffs. While our accumulator construction does not use this possibility in order to keep things simple, we outline such an optimization in 36.

[^69]:    ${ }^{2}$ We define state ${ }_{U}=\left(U, g_{1}, \ldots, g_{n}, g_{n+2}, \ldots, g_{2 n}\right)$ where $U$ is book keeping information that keeps track of all elements that were ever added to the accumulator (but might have been subsequently removed). The rest of the state is static. See [36 for a modification that reduces the size of state $_{U}$.

[^70]:    ${ }^{3}$ We do not prove the signature scheme itself secure, but we refer to [38 for a similar scheme.

[^71]:    ${ }^{4}$ Note that the discrete logarithms of $g, h, \tilde{h}$ and $u$ with respect to each other are mutually unknown.
    ${ }^{5}$ Both epoch ${ }_{V \cup\{i\}}$ and state $_{U \cup\{i\}}$ could be signed by the issuer to prevent proliferation of fake accumulators.

[^72]:    S. Jarecki and G. Tsudik (Eds.): PKC 2009, LNCS 5443, pp. 501-520, 2009.

