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Preface

Technological advances have led to wide deployment and use of embedded systems in 

an increasing range of applications, from mobile phones to car, plane and spacecraft 

and from digital id’s to military systems in the field. Many of these applications place 

significant security requirements and have led to significant research activity in the 

area of security and embedded systems, due to the limited resources of conventional 

embedded systems. This emerging research area is of great importance to a large num-

ber of public and private organizations, due to their desire to deploy secure embedded 

systems in the field. 

The NATO Advanced Research Workshop on “Security and Embedded Systems” 

constitutes one of the first international efforts to emphasize the importance of this 

emerging technical field and to provide a forum for presentations and participation of 

leading researchers in the field. Its objectives were to present the technologies and open 

problems of the emerging area of security and embedded systems, to present the latest 

research results in all aspects of security in embedded systems, and, finally, to provide 

a roadmap of the technology for the future. Considering the main directions of research 

in the field, we organized the workshop in 3 main areas: (i) foundations of security and 

embedded systems, (ii) secure embedded computing systems and (iii) telecommunica-

tions and network services. The program included 23 papers, covering all main areas 

with strong research and tutorial contributions from a wide range of participants from 

industry and academia. In these proceedings, we include all papers by the contributors 

to the workshop. 

We thank the members of the Organizing Committee of the workshop: J. Dockal 

(University of Defence, Czech Republic), V. Gorodetsky (Russian Academy of Sci-

ences, Russia), J. Henkel (University of Karlsruhe, Germany) and W. Wolf (Princeton 

University, USA). Their contributions and participation in this effort as well as their 

experience have led to a very successful program for the workshop, which was enjoyed 

by all participants. Finally, we thank Mr. Kyriakos Stefanidis for his invaluable help 

and support in the organization of the workshop. 

Based on the results of the workshop and the interest of the attendants, we strongly 

believe that this effort should be followed up by additional workshops and conferences 

in the future, focusing on security and embedded systems. 

D.N. Serpanos, University of Patras, Greece 

R. Giladi, Ben Gurion University, Israel 
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Chaotic Routing as a Method of an 

Information Conversion 

Y.P. SHANKIN 

International Center for Informatics and Electronics, Moscow, Russia 

Abstract. The information conversion method based on the nonlinear dynamic 

systems theory is proposed. It includes the initial open text transformation into hy-

persymbols of the symbolic dynamics. Under respective system states set Markov 

partition such an information conversion ensures strict one-to-one conformity with 

the initial text and can’t be reduced to any traditional additive composition of in-

formation and random signals or block based encryption. The report includes a 

qualitative consideration of an information conversion method. 

Keywords. Chaos, cryptography, symbolic dynamics, Markov partition 

Introduction 

There are a lot of coding algorithms for security insurance systems developed. In spite 

of it the elaboration of flexible effective high speed coding methods for information 

security is still an actual problem and gives rise to investigations of non-traditional ap-

proaches. At a present time there are some bases to speak about conceptional intersec-

tion of the nonlinear systems theory, which has the richest scientific potential (since 

Lyapunov’s and Poincaré’s works), and traditional cryptography, based on methods 

and tools of discrete mathematics, algebra and number theory. Complex behavior of 

chaotic systems “… may bears a cryptic relationship with the simple evolution laws 

which define them” [1]. Such a “simple complexity” based on nonlinear dynamics with 

floating point arithmetic gives rise to a possibility of its use for embedded systems se-

curity problems, as well as strict physical laws may promote traditional cryptography 

methods. 

In spite of some inherent drawbacks of chaotic cryptosystems (such as low security 

or weakness in resistance against noise disturbances) investigations are going on in 

nonlinear community (for example, [2–4]). Hyperchaotic systems with many positive 

Lyapunov exponents (in particular spatiotemporal chaos) have been investigated 

widely for its excellent performance in spread spectrum communication [5]. 

Crypto-chaotic investigations are concentrated usually in fields of chaotic bit se-

quences generation for the stream cipher cryptography or block-based chaotic encryp-

tion (for example, [6,7]). Some new approach to an information conversion technique 

is considered in this report, which can’t be reduced to an additive composition of in-

formation and random signals or block-based encryption. 
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1. Itinerary Formation 

The theoretical background, upon which the fundamental relationship between proper-

ties of chaotic and cryptographic systems is based, includes discussions on chaos, er-

godicity, complexity, randomness, unpredictability, incompressibility. In 1950 Shannon 

has mentioned the role of “stretching and shrinking” operation for data encryption [8]. 

About 50 years before Henri Poincare has found such a behavior in nonlinear dynam-

ics [9]. He has proposed some special technology for the nonlinear dynamics investiga-

tion, now known as “Poincare mapping”, that looks like discreet-time description of a 

physical processes and simplifies computer calculations (but it’s not stroboscopic i.e. 

not equally spaced in time.) 

Informational pithy symbolic sequences can be generated by nonequilibrium sys-

tems in a state of chaotic attractor (symbolic dynamics) [10] that can be considered as a 

text composed of hypersymbols. (In accordance with [11] the occurrence of chaos for 

the unimodal maps is related to the transcendence of the number defined by the corre-

sponding symbolic dynamics). Under respective system states set Markov partition 

such a “text” can be one-to-one tied up with the chaotic dynamic system initial state. 

Let us examine the case of one-dimensional partially smooth expanding (i.e. with 

Lyapunov’s number α ≥ const > 1) mapping f of line segment A = [P
0
, P

k
] of the length 

L on itself (A → A). 

Let: P
0
< P

1 
< … < P

k
, A

ζ
 = [P

ζ–1
, P

ζ
], ζ = 1, 2, … , k – expanding partitioning of a 

given line segment (one-dimensional analogue of Markov partition). In this case [12]: 

• every possible finite sequence A
1
… A

n
 equally corresponds to certain sub-

segment of line segment A of length: 

1−≤
n

n

L

α
δ ; (1) 

• every possible infinite sequence A
1
A
2
A
3
… corresponds to the single point 

x
0 
of interval A, which generates chaotic orbit f ( f … f (x) …) (in the case, if 

symbolic sequence is not periodical). 

So the initial information, which is contained in a digital representation of number 

x
0
∈ A (in general case – irrational), and sets initial state of iterative process: 

x
n+1

= f (x
n
), n = 0,1,2, ... (2) 

can be equally converted into rout (or itinerary – symbolic sequence) I

→
 = {A

in
}, so 

that f (x
n
) ∈ A

in
, i

n
 ∈ [1, k]. 

And vice verse. The initial information (so called “open text”) may be originally 

considered as the given itinerary (if written with the Markov partition alphabet) and 

then transformed (under curtain conditions) to the start point of nonlinear mapping. 

Text restoration (i.e. itinerary formation on the receiving side) may be generated by 

direct nonlinear mapping with the present start point. 

If assign L = 1, δ
n
 = 10

-
S

n

, λ = ln α (Lyapunov’s index) then can be written: 

10ln

)1( λ−≥ n

S
n

, (3) 
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i.e. n symbols of the itinerary correspond to not less than S
n
 symbols of «decimal text», 

written at the initial state of dynamic system. 

2. Text Restoration Problem 

In fact, restoration of the text (

→
x ) by means of a given itinerary I

→
 and mapping func-

tion f is possible by an itinerary reading both from the left to the right and from the 

right to the left, however algorithm of reading and it’s main parameters (complexity 

and stability) are essentially diverse. 

In the case of reverse (“Arabic” – i.e. from the right to the left) reading of I

→
, re-

verse mapping f
 –1 

is drawn up, which ambiguity is eliminated by choice of its brunches 

in accordance to the given itinerary ( I

→
). 

Under “Latin” (from the left to the right) reading an itinerary ( I

→
) in order to re-

store initial text (

→
x ) in accordance with a given function f, the algorithm is more com-

plex and consists of precise root calculations of the following iterative equations: 

f ( f … f (x) …) – x = 0 (4) 

with ultimate accuracy which is determined by precision of computing system used (in 

order to determine reliably boundaries of interval for search of equation (4) roots at the 

next iterations stage). 

It can be proved that every disturbance of an itinerary leads to a complete loss of 

initial decimal text, corresponding to that part of an itinerary, which follows after intro-

duced disturbance (even if it is completely identical to a corresponding part of an initial 

itinerary). Let (N + 1)’th symbol of the itinerary I

→
is misrepresented (in a case of 

“Latin” type of reading). It means that on the (N + 1)’th step of iterations: 

)...)(...()(
0

1

0

1

xfffx

N

N

f
43421

+

+
=  

a corresponding sub-element of initial line segment A is determined incorrectly. Pre-

ceding N «correct» symbols of the itinerary correspond, according to (1), to some in-

terval of a length δ *: 

1

*
1

~ −Nα
δ , 

which contains point x
0
. At the same time the next choice of (N + 1)’th symbol of the 

itinerary corresponds to an incorrect choice of a segment on x-axis. And under further 

partitioning of this segment to shorter components the point x
0 
do not belongs to any 

one more. 

So, quantity δ* can be considered as an initial system state determination inaccu-

racy under the disturbance of the itinerary at the (N + 1)’th step: 
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Δx
0 
= δ*. 

On the other hand, divergence speed of dynamic systems trajectories is character-

ised by Lyapunov’s index λ = ln α, and inaccuracy of state determination after M steps 

can be written: 

Δx
M

 = Δx
0
e

λM

 = δ*e
λM

 ≈ e
λM-λ(N-1)

, (λ > 0) 

Under M > N inaccuracy Δx
M

 exceeds the length of initial interval, i.e. any corre-

spondence of route segment with real initial state of the system is lost. This is an im-

portant fact for the initial “text”-restoring problem with a given symbolic one. 

Let’s simplify the problem by reducing initial Markov partition to the choice of the 

right (R) or the left (L) subsegments of initial segment [0, 1] (Fig. 1, the «tent-map» is 

shown as a nonlinear mapping f ). Appearance of «buffer» (B) before the «text» part (T) 

is caused by the necessity to bring the system to chaotic state (formation of a limit cy-

cle). The buffer «size» (number of decimal positions) before information text deter-

mines the upper value of «key space» dimensionality of nonlinear transformation at 

issue. A «key space» volume depends upon number of parametric clusters, assigned by 

discretization threshold of the nonlinear mapping main parameters (under realisation of 

«Markov partition» conditions). The text restoration is possible only in the case of 

common parameter clusters for direct and invert information conversion. Number of 

clusters N («key space») essentially depends on freedom degrees set (number of inde-

pendent parameters – P of the system) and a «buffer length» (B): 

N ≤ 10
PB

. 

 

Figure 1. 
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The problem of unique restoration of an unknown function f with a help of a given 

initial data 

→
x  and itinerary I

→
 (so called «an open text attack») is an ill-conditioned 

problem (in the sense of Hadamard) and has no correct solution unless some a’priori 

information about the type of mapping f is known. 

3. Numerical Example 

As an example let us consider the word «CHAOS», which decimal notation of initial 

state is given by: 

x
0 
= 0,770308011519. (5) 

Double-figure “77” plays a role of a buffer and the following digits are in accord 

with a sequential number of an English alphabet letters of the word «CHAOS». In the 

case of above mentioned mapping f of a «tent-map» type (Fig. 1) and parameter 

a = 0,3 the following itinerary corresponds to the initial value (5) of mapping (2): 

I

→
 = RRRLLRRRRRRRLRRRR ... (6) 

with a total length given by an evaluation (3). (The same type of the route (6) under 

different values of parameter «а» will be in accord with entirely different initial 

«texts»). 

Figure 2 corresponds to a «Latin» reading of the itinerary (6). A sequential num-

bers of individual symbols of the itinerary (6) are laid on the abscissa axis. The Fig. 2 

ordinates axis corresponds to an initial line segment [0, 1] of the Fig. 1 x-axis (the up-

per curve on the picture 2 corresponds to the upper boundary of subinterval, which con-

tains initial value x
0 
and the lower curve corresponds to the lower boundary of the same 

subinterval). As can be seen from the picture those boundaries consecutively converge 

under route reading, finally resulting in complete restoration of the initial value (5), and 

hence complete restoration of the initial word «CHAOS». 

The more complicated type of mapping f (e.g., in the case of «tent-map» mapping 

with non-linear edges and increasing number of mapping «structural parameters») sub-

stantially complicates solving of inverse problem by outside person, who has no infor-

mation about type of mapping f. At the same time, however, both the direct («Latin») 

and the reverse («Arabic») reading of the itinerary by a «proxy person» (i.e. under 

 

Figure 2. 
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known function f ) uniquely restores the initial text under compulsory realization of 

Markov partition conditions of initial segment [0, 1], which corresponds to the type of 

mapping f. In the case of Markov partition conditions violation rigorous solution of 

inverse problem remains formally possible, but it leads to numerical value of 0x , 

which is different from initial value of x
0
. 

4. Conclusion 

The information transformation method on the basis of initial text chaotic routing en-

sures rigorous equal (one-one) conformity: 

0

),( xIf →
→

 

Ixf →),(
0

 

between elements of triad 

),},/{(
0

xIAf

→
 

that includes namely the nonlinear mapping f with appropriate Markov partition {A}, 

itinerary vector I

→
 and initial state x

0
. 

Both the direct )(
0

→
→ Ix  and the reverse )(

0

xI →
→

 transformations can be re-

alised in digital or analogous form, at the same time the amount of the information 

transmitted in one act is determined by precision of computing system used or by preci-

sion accuracy of physical systems in case of analogous realisation of nonlinear map-

ping f. 

Mappings )(
0

→
→ Ix  and )(

0

xI →
→

 are sequential mappings with conse-

quences, i.e. preceding elements of mapping essentially influence on formation of the 

consequent ones. 

In the case of digital realisation of chaotic routing algorithm (under finite precision 

of data presentation) or taking into account limited instrument precision of the appro-

priate analogous physical systems it is possible to partition block-by-block the initial 

text to sub systems of finite length, that correspond to self-contained (independent) 

initial values of chaotic router. 

The report includes a qualitative consideration of an information conversion 

method. Its actual characteristics depend upon many accompanying factors such as 

concrete type of a mapping, Lyapunov exponent maximum, Markov partition alphabet 

dimension etc. An engineering solution for practical realization of a proposed algorithm 

is an open problem. 
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Combinatorial Game Models 

for Security Systems 

Edward POGOSSIAN 

State Engineering University of Armenia, Computer Software Division 

Academy of Science of Armenia, Institute for Informatics and Automation Problems 

epogossi@aua.am 

Abstract. An effective method of game based dynamic analysis of disturbances in 

security of systems and their preservation by elaboration of optimal strategies that 

can meet the requirements to embedded systems is presented. The results of pre-

liminary experiments in strengthening intrusion protection strategies by expert 

knowledge and arguments in conceptual strategy knowledge simulation are dis-

cussed for further applications. 

Keywords. Security, embedded systems, game model, strategy, knowledge based 

1.  Introduction 

Embedded systems are intensively intervening in business, management, service, mili-

tary and other applications and although their development meets, in general, common 

problems of system design, they require harder parameters for efficiency, especially, 

for high speed, low cost, simplicity of implementation and usage. 

We aim to present an effective method of dynamic analysis of possible distur-

bances in security of systems and their preservation by elaboration of optimal strategies 

that can meet the above requirements to embedded systems. In the variety of problems 

we identify the class where Space of possible Solutions can be specified by combinato-

rial Game Trees (SSGT) and develop strategy formation algorithm – Intermediate 

Goals At First (IGAF). 

The SSGT is a spacious class of problems with only a few following requirements 

to belong to: 

• there are parties of interacting participants performing actions in identified 

moments of time 

• the actions of parties comprised known finite sets 

• there are identified benefits for all participants 

• the situations where the parties act in and are transformed after actions have 

adequate models. 

Many security and competition problems belong to SSGT class. Specifically, these 

are network Intrusion Protection (IP), Management in oligopoly competitions and 

Chess-like combinatorial problems. Many other security problems such as Computer 

Terrorism Countermeasures, Disaster Forecast and Prevention, Information Security, 
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etc., announced by the NATO (http://www.nato.int/science/e/newinitiative.htm) as well 

as problems in [4,5,7,12] may be reduced to the SSGT class. 

We prove an adequacy of game models for security problems by demonstrating 

their effectiveness compatible with system administrators [20,21]. 

The IGAF like algorithms were studied in [1,2,13] and in [22,24] where optimal 

strategy provision algorithms for chess and oligopoly market competitions were de-

scribed. Suggested by Botvinnik the cutting-down tree algorithm for chess is based on 

the initial extraction of subgoals within a game tree, which allows to reduce sharply the 

searching tree as compared to the method of minimax [11]. The algorithm allows de-

termination of moving trajectories of confronting parties in order to construct a zone 

around the extracted subgoal trajectory. 

The IGAF algorithms were successfully probed in the network IP and management 

problems. For the IP problem the IGAF1 was outperformed system administrators and 

known standard protection systems in about 60% in experiments on fighting against 

12 different types of known network attacks [20–22]. 

To increase the efficiency of the IGAF1 algorithm its more advanced version was 

suggested able to acquire a range of expert knowledge in form of goals or rules and to 

increase the efficiency of strategy formation with increasing the amount of expert 

knowledge available to the algorithm. A viability of the IGAF2 algorithm was tested 

against representatives of six classes of attacks [17]. 

In the consequent chapters we define the SSGT class and give two detailed exam-

ples how to represent different application problems as the game models. Then we de-

scribe the concept of optimal strategy and two on the-job-performance base criteria for 

measuring the quality of strategies – the min max and Testing Matrix Analysis. In 

Chapter 4, we concentrate on the security problems describing the IGAF method and 

evidence in its compatibility with advanced IP programs and experts. Then, we present 

the results of preliminary experiments in strengthening IP strategies by expert rules and 

goals, and argue why expert conceptual strategy knowledge can be simulated and how 

the adequacy of models has to be proved. Conclusions summarize the results and fur-

ther plans. 

2. Combinatorial Game Tree Models 

2.1. SSGT problems are identified in a unified way by game tree constituents, which 

creates the base for a unified methodology of their resolution. The constituents include, 

particularly, the list of competing parties and their goals, their actions and contractions, 

states of trees and rules for their transformations. 

For the above problems the GT constituents are determined as the following: 

• The Chess OSP problem: 

− white and black players with checkmate as the goal, 

− chess piece moves as (contra)actions, and  

− composition of the chess pieces on the board as specific game states 

transformed by actions corresponding to chess rules. 

• The MOSP problem for the Value War [3,23] model’s interpretation: 

− a company competing against a few others with the goal to maximize Re-

turn-On-Investment, 

− changes of the product price and quality as the actions, 
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− tree states are determined by the scenario of competition (i.e., the compe-

tition template formed from the conceptual basis of management theory), 

the set of parameters of current competition with that scenario and actions 

of competitors, 

− transformation rules are determined by general micro- and macro- eco-

nomics laws, which applied to input states/market situations create new 

ones. 

• The IP OSP problem: 

− network protection systems, e.g., system administrators or IP special 

software, combat against intruders or network disturbing forces (e.g., 

hackers or disturbances caused by technical casualties) to ensure that the 

network is kept in a safe and stable state, 

− network states are determined by the composition of current resources 

vulnerable to disturbances of the networks, 

− actions and (contra)actions are the means able to change resources and 

therefore transform states [20,21]. 

To bring SSGT problems to adequate game tree models the science and art have to 

be fused. Two fundamental issues of correctness and attainability of the models prob-

lem arise. Correctness, in general, answers whether the model is adequate to the corre-

sponding reality of the world to an extent that its solution can be utilized in that world. 

Attainability – whether one can get the solution of the model problem at an acceptable 

computational cost. We refine these concepts as following: whether the model space of 

solutions includes the best solution of the problem and whether one can achieve that 

best solution in the model [22]. 

For example, both correctness and attainability take place in the computer chess 

problem if the optimality is understood as a superiority of the program over the best 

human chess player. Indeed, the correctness is evident due to the formal nature of 

chess. The corresponding game tree generated in a computer is a complete model for 

representing all possible chess strategies. The attainability of the problem is proved by 

convincing success of chess programs over chess champions in many announced tour-

naments.

The chess game tree model has a form of And/Or tree [11] and visualized chess 

strategies look as in Fig. 1. To unify concepts, algorithms, strategies, etc., game models 

for other SSGT problems are reduced to And/Or tree, as well. 

In contrast to computer chess, accomplishing correctness for the MOSP needs spe-

cial evidence. The MOSP problem includes, in particular, sub-models of markets, al-

ternative strategies and competitions, evaluation and selection of strategies. Thus, the 

correctness of the MOSP is derivable from the adequacy of the market models and 

spaces of alternative strategies for the competitors. The attainability of the best solution 

is derivable, similar to chess, from strategy search and evaluation methods. 

If an oligopoly competition is represented by a game tree, the correctness of the 

MOSP will depend on whether the market and the rules of its transformations can be 

described adequately. 

Recalling that market models and rules are intensively used in business simulation 

games and have successful applications at least in business education we can argue 

about acceptable correctness of the MOSP game tree based models. 

2.2. Let us consider how the MOST problem is reduced to game tree model. We 

assume that each competitor is identified by a corresponding deterministic program and 
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the competition in a market may be described by sets of situations, actions and strate-

gies in discrete time periods.

Competitors make allowed actions, or moves, from corresponding sets A1,…, Am

simultaneously, step by step and in T periods. We name a vector of such actions as a 

bundle of actions. Bundles of actions transform the initial situation S into sequences of 

new situations (one period of actions on the left tree of Fig. 2). 

We call a tree of all possible sequential bundles of actions of competitors from an 

initial situation S in T periods a S-game tree, or S-tree.

In fact, S-tree is the sum of performances of all possible competitors’ programs 

started from S. The whole performance of the programs may be described by the forest 

of such trees from different initial situations. To avoid technical complications we as-

sume to have only one initial situation and all competitors have the same sets of al-

lowed market moves. 

We name the performance of the competitor C (i.e. the performance of corre-

sponding program) in S-tree as a (complete) S-strategy of C.

A competition, or a game, of competitors C1, C2,..., Cm is determined by the 

sample of corresponding programs and by the initial situation.

We evaluate the quality of a program by the forest of strategies generated by the 

program from all possible initial situations. Thus, to evaluate a program we have to 

consider all its possible games against all possible samples of other competitors in all 

possible initial situations. The number of competitors in samples depends upon the 

assessment objectives. For oligopoly competitions, for example, we have to consider 

all possible combinations of competitors which are in the oligopoly. 

Since each competitor is represented by a program and the performance of the 

program in the S-tree is a S-strategy, in order to evaluate the quality of the program the 

assessment criterion K must be applied to that S-strategy. We suppose that the value of 

the criterion is determined by terminal nodes of the S-strategy. For example, we can 

use the profit gained by S-strategy as a criterion and calculate by averaging the values 

of the profit for all of its terminal nodes. 

Given criteria F, we say that a strategy G achieves the goal F if criteria F satisfied 

for the set of terminal nodes of G. The strategy G will be called F-projected if we are 

interested in whether the terminal nodes of G satisfy criteria F or not. Any description 

of an F-projected strategy G aimed to make a search of G more efficient is named a

W
2

P
0

W
1

B
1

Figure 1. Figure 2. 
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Strategy Plan for F. A description of the problem under consideration and a descrip-

tion of the solving strategy itself constitute an extreme example of strategy plans. A 

useful strategy plan would systematically identify the directions that are not promising 

and eliminate them there for reducing the search space. Such a strategy plan would 

have to be described in a high level language. Strategy planning is a process of nar-

rowing the search space for the target strategy which also reflects the specifics of the 

planner such as knowledge of language, the system of values and methods of search. 

Figure 2 illustrates reduction of an initial game tree model for competitors C1 

against C2 and C3 to the AND/OR tree. 

2.3. The game tree model for security problems in its IP application version is de-

fined as follows [20,21]. 

It is a game between two playing in turn sides with opposite interests – the attacker 

(A) and the defender (D), described by a set of states and a collection of conversion 

procedures from one position to another defined as the following. 

In particular, system resources are processor time, the size of TCP buffer, and a 

number of incoming packages. Let R = {r} be a non-empty set of the system resources 

and Q be a set of resource parameters. Different measuring scales, such as seconds, 

bytes, numbers of incorrect logins or incoming packages, etc., are used to measure dif-

ferent parameters. Each r ∈ R is associated with a pair <q; w> – a real system resource, 

where q ∈ Q, w ∈ W and W is a set of possible scales.  

A criterion function is an arbitrary function f with the range of values Z = [0, 1] 

and F is the set of such functions f. 

A local system resource state on a non-empty set R` ⊆ R is called the value e ∈ Z 

of the criterion function f ∈ F on this set: e = f(r1, r2, …, rk), where R` = (r1, r2, …, rk) 

& ∅ ≠ R` ⊆ R. 

The local state is called normal if e = 0 and critical if e = 1, and L will denote the 

set of local states e. Intuitively, by criterion functions are measuring “distance” of cur-

rent states from those that are considered as normal. A system state on a non-empty set 

L` ⊆ L is called the value s ∈ Z of the criterion function g ∈ F on this set: s = g(e1, 

e2, …, en), where L` = (e1, e2, …, en) & ∅ ≠ L` ⊆ L The state is called normal if

s = 0 and critical if s = 1, and S will denote the set of states s. 

The main goals of the attackers and defenders are to bring the system in the critical 

states and avoid them, correspondingly. 

Let us call an arbitrary function p(si, sj), the ranges of definition and values of 

which are subsets of R, a conversion procedure of system from the state si to sj: 

p(si, sj): {{r1, r2, …, rk}} → {{r`1, r`2, …, r`k}}, where {r1, r2, …, rk} ⊆ R & 

{r`1, r`2, …, r`k} ⊆ R. 

Let P is the set of conversion procedures, Pa and Pd are its subsets for the attacking 

and the counteracting sides, pa(si, sj) ∈ Pa and pd(si, sj) ∈ Pd are the conversion pro-

cedures from the state si ∈ S to sj ∈ S for the attacking and the counteracting sides, 

correspondingly. 

The counteraction game model is represented by “AND/OR” tree G(S, P). At first 

the attacker moves from the initial state s0 ∈ S then the defender replies in turn. Thus, 

the initial node s0 is an “AND” type. The terminal nodes correspond to the winning 

states of the defender. 
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3. Game Model Security Strategies are Compatible with Experts 

To prove correctness of the security game tree model strategies of the model were 

compared with the experts and existing contemporary security systems strategies by the 

following on – the-job performance testing methodology.

The quality of strategies, ideally, is determined by analysis of their on-the-job per-

formance, i.e. the results of all possible interactions/competitions with all possible op-

ponents/competitors. The results of competitions correspond to the values of terminal 

nodes of corresponding strategies on the game tree. 

We use the following two concretizations of the on-the-job performance criteria: 

• the Min max criterion, where the optimal strategy and corresponding best 

move is determined by raising up the values of terminal nodes, 

• the Testing Matrix Analysis (TMA) criterion, where the vectors of terminal 

nodes of strategies comprise a matrix analyzed by voting-like methods [9,19]. 

We implement the Min max and TMA criteria through corresponding software. 

Although the Min max criterion is widely presented in strategy search studies and our 

software is following the state-of-the-art, we have developed original software for the 

TMA. The first tool aims to form the matrix of tests by results of on-the-job perform-

ance of strategies [17]; a current version of the tool is specialized for experiments with 

defense strategies to support IP Systems. The second package takes as input the matrix 

of tests and selects the best strategy by a variety of methods including voting ones [18]. 

It must be acknowledged that the Min max and TMA provide different criteria of opti-

mality. 

We demonstrate the correctness and attainability of the game model by its effec-

tiveness for IP systems in a series of experiments on protection against attacks, such as 

Syn-Flood, Smurf, Fraggle, overflow of the buffer, IP-Hijacking, etc., where the model 

recommends decisions compatible with system administrators [20,21]. 

It was found that for making decisions compatible with experts it was enough to 

make an exhaustive, min max search in the game tree for depth in 3 “moves”. The 

quality of decisions was permanently increasing when the depth of search was increas-

ing and for depth in 5 “moves” the model was avoiding about 70% experts’ false 

alarms. Unfortunately, the search time was increasing exponentially and for depth 

higher than 5 it became unacceptable. 

The IGAF2 algorithm succeeds to reducing the burst of time in the strategy search 

and to achieve acceptable efficiency.

4. Empowering Security Strategies by Expert Knowledge 

The IGAF2 algorithm is composed of the following operations [17]: 

• it uses standard min max technique with alpha-beta pruning based on the 

range of critical/normal state values introduced as the goal. The current node 

is created and the value of its local state calculated. If the node is terminal, the 

local state value is compared with sibling nodes and their max (or min) value 

is sent to the parent node [20,21], 

• it determines all suspicious resources, 
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• it builds the game subtree for suspicious resources starting from the root state 

of the tree and using the 4
th

 group of rules it determines the trajectories of at-

tacks,

• it calculates the values of the terminal states of the tree, it finds the values of 

others using the min-max procedure and determines the best min-max action 

from the root state, 

• it determines the trajectories of attacks induced by the best action from the 

root of the tree to its critical states and it considers them as targets, 

• it builds the zones of counteractions for the target trajectories using the 4
th

group of rules and the 5
th

 rule; then, it calculates the values of the states of the 

corresponding subtree using min-max, 

• it chooses the defender’s action from the root as the one leading to the state 

with min value, i.e. to the most stable state estimated by min-max, 

• it finishes the defense analysis and waits for the attacker’s actions. 

The IGAF2 algorithm is able to acquire a range of expert knowledge in the form of 

goals or rules and to increase the efficiency of strategy formation by increasing the 

amount of expert knowledge available to the algorithm. The following expert goals and 

rules have been embedded in the IGAF2 algorithm [17]. 

The goals are: 

• the critical vs. normal states are determined by a range of values of the states 

of the system; for example, any state of the system with a value of corre-

sponding criterion function, that is more or equal to some threshold, may be 

determined as a critical goal, 

• the suspicious vs. normal resources are determined by a range of states of the 

classificators of the resources; combinations of values of the classificators 

identified as suspicious or normal induce signals for appropriate actions. 

The rules are: 

• identify the suspicious resources by the classifiers and narrow the search to 

the corresponding game subtree, 

• avoid critical states and tend to the normal ones, 

• normalize the state of the system; first, try such actions of the defender that in-

fluence on the resources that caused current change of its state; if they don’t 

help, try other ones, 

• when building the game subtree for suspicious resources, use 

− defending actions able to influence on such resources, 

− normal actions until there is no critical states, 

− if some defensive actions were used on previous steps decrease their us-

age priority. 

• Balance the parameters of resources by keeping them in the given ranges of 

permitted changes. 

IGAF2 was tested in experiments against six attacks with a depth of the game tree 

search up to 13 and the following controlled and measured criteria and parameters: 

distance to safety, productivity, working time and number of game tree nodes searched, 

new queue of incoming packages, TCP connection queue, number of processed pack-

ages, RAM, HD, unauthorized access to files and login into the system [17]. The re-

sults of the experiments show: 
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• Sampling means for Distance to Safety and Productivity of the IGAF2 and 

min-max algorithms are compatible. 

• Number of nodes searched by the IGAF2 algorithm with all expert rules and 

subgoals are decreasing compared with the IGAF1 algorithm or the min-max 

one. 

• Number of nodes searched by the IGAF2 algorithm with all expert rules and 

subgoals is the smallest compared with the IGAF1 algorithm or the min-max 

one when the depth of search is increasing up to 13. 

• The time spent by the IGAF2 algorithm with all expert rules and subgoals is 

the smallest compared with the IGAF1 algorithm or the min-max one when 

the depth of search is increasing up to 13.

We plan to strengthen the IGAF2 algorithm through systematic enrichment of the 

knowledge base by new expert goals and rules. The question is whether it is possible to 

construct adequate models of strategy expert knowledge.

5. On Simulation of Strategy Expert Knowledge 

We consider a comprehensive repository of communicable expert knowledge – con-

cepts, descriptions, rules and other related texts, for a typical representative of the 

SSGT class – chess problem, in order to answer the following principal questions: 

− Is it possible to find an adequate computer representation for an “alive” frag-

ment of expert knowledge associated with solving problems of a target class? 

− Is it possible to reproduce, or learn, procedurally with an acceptable computa-

tional complexity the expert knowledge associated with the problem? 

In [16] the following statements were argued. Chess concepts identify configura-

tions of elements of positions having winning by Zermelo [15] utility, which provides 

additional reasons to possibility of their computer simulation. 

An uncertainty in representation of chess concepts is generic, caused by limited re-

sources and individualized their learning by players. Despite concepts with the same 

name, which can have different interpretations by different players and coincide only in 

some “skeleton” parts, this does not create big casualties because of an intermediate 

usage of concepts for further deeper analysis of positions. Due a generic uncertainty in 

representation of concepts, it is worth to formulate the chess problem in a way allowing 

both forming concepts with strong common meaning and ones that exist in the forms 

individualized to the particular players. Correspondingly, adequacy of the models of 

concepts have to be examined taking into account those individualized representations 

of concepts. 

6. Conclusion 

The IGAF algorithms are consistent with strategy expert knowledge and can be applied 

to security problems have the following advantages: 

• elaborate optimal defense strategies for any identified moment of decision 

making, 
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• counteracting a broad spectrum of disturbances and attacks that is possible to 

generate in the given alphabets of elementary attacks and defense actions, 

• improvement of generated strategies by acquiring expert knowledge in the 

field,

• inheritance and development of achievements in combinatorial games, par-

ticularly chess, one of the most advanced studying in Computer Sciences. 

Applied to the intrusion protection problem, the IGAF2 algorithm—for a range of 

types of knowledge in form of goals and rules—demonstrates strong tendency to in-

crease the efficiency of strategy formation with an increase in the amount of knowledge 

available to the system. For further increase of the efficiency, new adequate models of 

expert knowledge are needed. For chess, a typical and representable game problem, it 

was argued that chess specifies in an individualized and quasi way the classes of win-

ning by Zermelo positions, which provides important reasons to possibility of their 

computer simulation. By our preliminary analysis, the remaining chess knowledge re-

pository—plans, ideas, attributes, etc.—specify additional tangible constructions of the 

game tree—the winning strategies—which can be simulated as well. Current experi-

ments [18] aim to prove those assertions. 

If experiments are successful, it can be expected that concepts and strategy knowl-

edge of the SSGT problems can be computer simulated, because simulation of chess 

knowledge was induced by their reduction to constructions of the game tree and the 

game trees are the base for other SSGT problems, as well. 

Chess conceptual and strategy knowledge simulation add arguments in favor of 

simulation of learnable knowledge not only for the SSGT problems but for a wider 

class of problems as well; this is, because, usually, the problems can be represented in 

form of games as well as to the power of prepositional form of simulation [10]. Finally, 

to fuse the high effectiveness of IGAF algorithms in embedded systems, it is necessary 

to estimate the computational resources in the context of embedded systems. 
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Abstract. In this paper, we present architectural enhancements for ensuring secure 

execution of programs on embedded processors. The primary motivation behind 

this work is that software attacks often originate from unknown vulnerabilities in 

trusted programs. We propose two techniques to achieve secure program execution. 

They include (i) hardware-assisted monitoring of a trusted program’s control flow 

to detect deviant control flow, and (ii) hardware-assisted validation of a program’s 

data properties that may be violated in the event of an attack. Experiments show 

that the proposed architecture can be very effective in preventing a wide range of 

security threats. 

1. Introduction 

Various studies [1–3] indicate that software attacks today are not only increasing in 

number, but are also beginning to target a diverse range of electronic systems. Software 

attacks due to viruses, worms, and trojan horse applications have proliferated not only 

to personal computers, but also to embedded appliances such as cellphones and PDAs, 

automotive electronics, and networked sensors. This trend is attested to by the emer-

gence of attacks on mobile phones such as the Skulls, Cabir, and Lasco viruses [4]. 

Given that embedded systems are ubiquitously deployed in several mission-critical and 

pervasive applications, it is not surprising that security of an embedded system is be-

coming a major and immediate concern to manufacturers and users, alike. 

In the desktop and enterprise world, conventional software security solutions such 

as software certificates, software vulnerability patches, ant-virus software updates, etc.

have achieved only limited success. This observation has led to the development of 

various architectural mechanisms to augment software security solutions, and many of 

these technologies are emerging today as commercial products/solutions. For example, 

processors from Intel and AMD now feature a non-executable bit that can be enabled to 

make selected regions of a program’s address space non-executable [8]. This makes the 

programs that they execute less vulnerable against buffer overflow attacks. Similarly, 

chips designed for next-generation cellphones, such as TI’s OMAP 2420 [6] and 

NEC’s MP211 [7] systems-on-a-chip (SoCs) feature a wide range of security measures 

including secure bootstrapping, and protection of the code and data spaces associated 

with sensitive applications. Another recent technology applicable to embedded SoCs is 

ARM’s TrustZone [5], which attempts to provide a secure execution environment for a 

selected set of applications called trusted applications. The basic objective is to provide 

protection for the code and data spaces of trusted applications against tamper by un-

trusted applications. 
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Our work also falls in the domain of architectural support for security. The objec-

tive is to provide higher security assurance when a trusted program executes, so that the 

system can be protected against software attacks that can even originate from a vulner-

ability in the trusted program. We have developed two techniques to address this objec-

tive, which include: 

• Hardware-assisted control flow monitoring: Many attacks, such as stack-

based buffer overflows, execute malicious code by exploiting vulnerabilities 

in a trusted program. Protecting against such attacks is, therefore, a critical ob-

jective. Our solution is based on a simple observation that the execution of 

malicious code will result in behavior or control flow that is different from the 

normal program behavior. In other words, if the trusted program can be char-

acterized to have a normal execution behavior (in the absence of an attack), 

then any deviation from the said behavior can be flagged as an attack. We im-

plement the proposed solution by designing a separate hardware monitor that 

models and enforces the characterized program behavior by monitoring the 

program’s execution on the processor. The proposed framework shows that a 

program’s function call graph, basic block control flow graph, etc. are invari-

ants that can be statically derived, and enforced by the monitor at run-time, 

with minimum overheads, and in a minimally intrusive fashion. 

• Hardware-assisted validation of program’s data properties: Some attacks do 

not modify the control flow of a program, but only modify the data associated 

with a program in the program’s stack or heap. Similar to control flow, a pro-

gram’s behavior with respect to data accesses can also be encoded and en-

forced as security policies during the program’s execution. This led to the de-

velopment of a HW/SW framework that can enforce various security policies. 

This framework is shown to be effective in preventing various kinds of soft-

ware attacks, including heap-based and format string attacks. 

The rest of this paper is organized as follows. Section 2 discusses related work. 

Sections 3 and 4 detail the two techniques. Section 5 presents experimental results, and 

Section 6 concludes the paper. 

2. Related Work 

Many techniques including code scan and review tools attempt to strengthen software 

security by eliminating vulnerabilities during the software design phase. Various solu-

tions have been developed to address specific kinds of attacks such as stack-based 

buffer overflow attacks [9], heap overflow attacks [10], etc. Apart from such mecha-

nisms, researchers have proposed a wide range of runtime monitoring tech-

niques [11,12] to enforce various security policies. However, software-based runtime 

monitoring techniques suffer from various drawbacks including performance overheads, 

limited coverage of security vulnerabilities, etc.

More recently, researchers have focused on augmenting processor architectures for 

secure program execution. Examples of these works include enhanced processor archi-

tectures, such as XOM [13] and AEGIS [14], which attempt to provide code integrity 

and privacy in the presence of untrusted memory. However, these techniques do not 

safeguard an application from its own vulnerabilities. A more detailed survey of work 

related to this paper can be found in [15] and [16]. 
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3. Hardware-Assisted Control Flow Monitoring 

We first present an example attack to motivate the proposed architecture, which we 

then describe in detail. 

3.1. Example Attack 

Figure 1(a) presents a code snippet from SoX (Sound eXchange), a popular audio con-

version utility. The function st_wavstartread() reads len bytes from an input file into a 

local array text[]. Figure 1(b) shows the stack layout, when the function is called dur-

ing program execution. An attacker creates an input wav file containing a payload of 

malicious code and len > 256. This causes a buffer overflow for text[ ], resulting in 

corruption of the local variables and function’s return address stored on program stack. 

The input file can be constructed so that the corrupted return address points to the start 

of malicious code, which is executed when the function st_wavstartread() returns. 

While the vulnerability in the above example could be easily addressed through 

input validation, bugs in large, complex programs can be much more subtle and elusive. 

In addition to software attacks, embedded systems are also susceptible to physical at-

tacks that involve tampering with system properties such as voltage levels and memory 

contents. Irrespective of their origin, most attacks manifest as a subversion of “normal” 

program execution. Therefore, we concentrate our efforts on defining this behavior and 

monitoring execution to enforce it, using hardware support to make such extensive 

checking feasible. 

3.2. Proposed Architecture 

Figure 2(a) shows the block diagram of the proposed hardware-assisted monitoring 

architecture. The figure shows a 5-stage, in-order RISC processor pipeline that has 

been enhanced with a separate hardware unit or monitor. The monitor receives inputs 

from the program counter (PC), instruction register (IR) and the pipeline status from 

the pipeline control unit. The monitor’s outputs include a stall signal and an invalid

signal. When the monitor detects a violation of permissible behavior, it asserts the inva-

lid signal resulting in a non-maskable interrupt to the processor. The stall signal is as-

File: wav.c

int st_wavstartread (ft_t * ft)

{

uint32_t len;

char text[256];

…

//get length of data from header

len = findChunk (ft, ”data” );

//read len bytes into text[]

st_reads (ft, text, len);

…

}

(a) (b) (c)
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Figure 1. A simple example of a “stack smashing” attack. 
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serted if the monitor is unable to keep pace with the processor. This is handled as a 

normal processor stall, and the pipeline stages are “frozen” till the stall signal is de-

asserted. 

The monitor is composed of three sub-blocks, which check program properties at 

different granularities. The structure is hierarchical and follows from the natural struc-

ture of programs – the top-most level works at the application level and verifies that the 

inter-procedural control flow is in accordance with the program’s static function call 

graph, the second level validates the intra-procedural control flow by validating each 

branch/jump instruction within a function and finally, the lowermost level verifies the 

integrity of the instruction stream. This hierarchical structure allows the designer to 

trade-off checking granularity and coverage for area and/or performance.

Figure 2(b) details the design of each of these sub-blocks. The call graph of the 

program is modeled as a finite state machine (FSM), with each function represented as 

a state and caller-callee relationships denoted by valid FSM transitions. The FSM 

monitors all call/return instructions and transitions to the next state accordingly. There 

is a common invalid state to which the FSM transitions if a function attempts to call or 

return to another function it was not permitted to. Tables TAB
call

 and TAB
ret

 maintain 

the mapping from program addresses to FSM state identifier and feed it to the FSM. 

Intra-procedural control flow is also modeled as an FSM with a state for each basic 

block in the control flow graph of the function. The information for a basic block b
i
 is 

represented as a tuple (index, offset, S
0
, S

1
) where index is its state identifier, offset is 

the address offset of b
i
 from function start, and S

0
, S

1
are indices of basic blocks that are 

its possible successors. This FSM is stored in the table TAB
bb

 and the associated con-

trol/checking logic verifies that the branches and jumps made during execution corre-

spond to the information stored in this table. The instruction integrity checker checks 

the integrity of executing instruction stream by computing a cryptographic hash of each 

basic block and comparing it against a pre-specified value. For this, the program loads 

the basic block hashes for a set of (sensitive) functions into the monitor before execu-

tion and the monitor verifies that the instructions are not modified during execution. 

This sub-block consists of a pipelined hashing unit and buffers to store the instructions 

while the hash of a previous basic block is being computed, so as to not stall the proc-

essor too frequently. 
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Figure 2. Hardware-assisted monitoring: (a) Block diagram, and (b) Detailed architecture. 
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4. Hardware-Assisted Validation of Program Data Properties 

We first use an example attack to motivate the proposed architecture, which we then 

describe in detail. 

4.1. Example Attack 

Figure 3 shows a typical heap overflow attack. The code contains two static variables, 

buf[] and fname on a program’s heap. The program uses a vulnerable C function gets()

to get input from the user and store it in buf[]. A malicious user can provide a long 

input that overflows buf[] and overwrites *fname, tricking the program into writing to 

a completely different (sensitive) file. There are two points worth noting here: (i) it is 

possible to corrupt program data without altering its control flow behavior, and 

(ii) neither the OS nor the processor architecture provide any mechanism to prevent 

transgressions by one part of an application against another. We address these two limi-

tations in this work in the context of program data protection. Data protection is sig-

nificantly harder than protecting code, since unlike code (which is mostly known after 

compilation), data are highly dynamic, and may be allocated, initialized, and changed 

at run-time. 

4.2. Proposed Architecture 

Figure 4(a) shows the overall design flow for the proposed framework. We augment a 

program’s abstract data state with a new field – SECTAG (SECurity TAG) that en-

codes its security-specific attributes. These attributes may be derived from application-

specific policies, e.g., allowing only some functions to access specified data structures, 

or they may be universally applicable, e.g., disallowing writes to unallocated memory. 

The former require modification to application source code while the latter may be im-

plemented with help from run-time libraries or the compiler. The flow produces an 

enhanced binary, which is run on the enhanced processor that has extra storage and 

control to manage SECTAGs of data and a dedicated hardware checker to check these 

SECTAGs and validate data accesses. 

Figure 4(b) shows the details of the architecture with new/modified parts high-

lighted. We assume a cache configuration with unified L2 cache and split Instruction 

and Data L1 (I-L1 and D-L1) caches. Different design considerations guided this archi-

tecture. In L1 design, to minimize impact on L1 hit time, extra storage – SECTAG
L1

–

int main (int argc, char** argv)

{

FILE* fd;

static char buf[16];

static char* fname = ”my.txt”;

printf (“Filename %s ”,fname);

//vulnerable function call

gets (buf);

…

fd = fopen (fname, ”w”);

if (fd)

printf (“Opening %s ”,fname);

fclose (fd);

…

}

0 1 2 15

buf = “aaaabbbbccccdddd/etc/hosts”

m y . t x t

a a d / e t c s t s/ h o

buf fname

Figure 3. Program data corruption via heap overflow. 
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is added on-chip to store SECTAGs of data in D-L1. When the processor accesses a 

datum in D-L1, the checker accesses its SECTAG in parallel and verifies if the data 

access is allowed by the semantics of the SECTAG. For L2, a design similar to above 

is infeasible as most processors have large unified L2 caches, and having a separate tag 

area for each cache line would lead to large hardware overheads. Therefore, we desig-

nate lines in L2 to store SECTAGs of other L2 lines and modify cache tags to maintain 

bookkeeping information about where in L2 the SECTAGs of a particular data line are 

kept. Cache hit/miss handling policies are modified to fetch SECTAGs from memory 

and manage them during execution. 

The checker is a programmer-visible peripheral that can be configured via registers. 

For example, the program can specify the address range of data to be checked, exact 

SECTAG value to be matched on every read/write, SECTAG bound to be compared 

against on every access, etc. Lastly, the instruction set is augmented with and extra 

instruction (tsb $rs, $rt) that sets the SECTAG of the address in $rs to the value in $rt. 

This framework is capable of supporting a wide range of security policies including 

preventing reads from uninitialized memory, segregating data into security levels and 

restricting access by functions belonging to different parts of a program, restricting 

access to stack variables of a function by its callees, etc.

5. Experiment and Results 

To evaluate the proposed techniques, applications were selected from the embedded 

benchmark suites, Mediabench and Mibench benchmark suites. Cycle-accurate simula-

tions were performed by modifying Simplescalar [17] to simulate the enhanced archi-

tectures.

5.1. Hardware-Assisted Control Flow Monitoring 

We performed area estimation by synthesizing the monitors for several applications at 

different granularities. With a base case of ARM920T 32-bit processor core, the aver-

age area overheads for inter-procedural, intra-procedural and instruction integrity 

checking were 0.72%, 2.44%, and 5.59% respectively. 
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Performance estimation also revealed minimal overheads – the penalty was <1% 

for inter-procedural checking, 1.77% for intra-procedural checking in detection mode

(when the processor is allowed to continue while the monitor is checking and stalled 

only on a control instruction), and 4.94% for intra-procedural checking in prevention 

mode (no new instruction is permitted to commit before checking completes). Instruc-

tion integrity checking usually results in substantial overhead, but it can be virtually 

eliminated by using a pipelined hash engine. 

5.2. Hardware-Assisted Validation of Program Data Properties 

Figure 5(a) shows the performance impact for implementation of the policy: disallow 

reads/writes to unallocated memory. Library routines malloc( ) and free() are modified 

to maintain a 1-bit SECTAG for all allocated memory. This policy catches heap over-

runs, access to freed memory, after it has been freed and exploits that operate by cor-

rupting the malloc chunk header. The average and maximum execution time penalty for 

the default L2 cache size (64K) are 7.6% and 32.7%. Figure 5(b) shows the scalability 

of this approach in supporting higher bit-width SECTAGs. The incremental perform-

ance loss to go from a single-bit tag to widths of 2, 4 and 8 is 2.6%, 11.2% and 43.5% 

respectively.

6. Conclusions 

Ensuring secure execution of software is a critical aspect of modern embedded systems. 

This paper presented two techniques for ensuring secure program execution. The tech-

niques exploit a combination of hardware and software modifications to achieve this 

objective, by monitoring pre-defined control and data properties. Experimental results 

indicate that the proposed modifications are reasonable in terms of the overheads in-

curred, and ensure that a wide range of security attacks can be prevented. 
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Abstract. The process of performing a Side Channel Attack is generally a com-
putationally intensive task. By employing a number of simple optimisations the
data analysis phase of the attack can be greatly improved. In this paper we will de-
scribe some of these improvements and show in the context of DES when attacked
using Kocher’s classic DPA [1], that a 97% reduction in data processing can be
achieved.
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1. Introduction

Side Channel Analysis (SCA) is an active area of research in the security community
and in particular, the smart card industry today. The interest in these attacks is due to
the fact that they are highly effective and difficult to defend against. The side channel
acquired can be the power consumption of the chip, the electromagnetic emanations or
even execution time. Differential SCA (DSCA) is a specific type of SCA in which the
attacker captures numerous executions of the target device performing an operation of
interest4. After acquiring the signals a data analysis phase follows, where statistical tools
are applied. This ultimately results in the retrieval of sensitive data.

Vast efforts have been made to develop next generation SCA attacks, catering to
the cryptosystem [1–3], or the device in question [4,5], or as a response to proposed
countermeasures aiming to deter SCA [6–10]. However, to the authors’ knowledge, the
literature is devoid of addressing the computational complexity of these attacks. In actual
fact the process of performing a differential attack is a lengthy process:

1David Naccache, Gemplus Card International, Applied Research and Security Centre, 34 rue Guynemer,
Issy-les-Moulineaux, F-92447, France (phone: +33 616 598349, e-mail: david.naccache@gemplus.com).

2Michael Tunstall, Information Security Group, Royal Holloway, University of London, Egham, Surrey
TW20 0EX, UK (phone: +44 1784 443093, e-mail: m.j.tunstall@rhul.ac.uk, david.naccache@rhul.ac.uk).

3Claire Whelan, School of Computing, Dublin City University, Ballymun, Dublin 9, Ireland (phone: +353-
1-7005616, e-mail: cwhelan@computing.dcu.ie).

4This is limited to power consumption and electromagnetic acquisitions.
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• Data capture can take a long period of time. This depends on a variety of practi-
cal factors, such as the duration of the monitored process, the oscilloscope→PC

transfer rate, the equipment’s sampling frequency, the number of curves necessary
to overpower the target’s signal to noise ratio etc.

• The processing of the captured information requires that the data is manipulated
in various ways to derive information on the key used.

This is a tedious and time consuming process, that the present work seeks to improve
on without affecting the attack’s precision or probability of success. In this paper we
will present a number of computational improvements to DSCA. These shortcuts will
be described in terms of the notorious Differential Power Analysis (DPA) [1], which is
most popular in the literature. The methods described are applicable to other forms of
DSCA, such as Differential Electromagnetic Analysis (DEMA) [11,12], where once the
acquisition stage of the attack is complete, the data analysis phase is exactly the same
as DPA. As an illustrative example, assuming that a classic DPA (i.e as in [1]) of a given
device requires � 64, 000 power curve operations. The techniques described in this paper
would obtain exactly the same results by spending only 3% of the computational effort
(namely � 2100 operations).

The paper is organised as follows: Section 2 establishes the notations used through-
out the paper. Section 3 recalls the general principles of differential side channel attacks.
We will then evaluate the number of calculations that this involves, so as to establish
a benchmark against which we will measure our optimisations. Section 4 contains the
differential attack optimisations. Section 5 presents the results, and we conclude in Sec-
tion 6.

2. Preliminaries and Notations

We introduce the following notation to track our plaintext segments through the S-boxes.

• The algorithm will be executed N times. This will produce N current consumption
waveforms (also referred to as power traces) wi and N plaintext-ciphertext pairs
(Pi, Ci) where 1 ≤ i ≤ N .

• The messages given to the algorithm are assumed to be random, unless otherwise
stated.

• The algorithm is assumed to be a naive implementation that has no side-channel
countermeasures, as a discussion on attack strategies is beyond the scope of this
paper.

• We denote the S-boxes by �j where 1 ≤ j ≤ NS and NS is the number of S-boxes
in the algorithm. For example, NS = 8 for DES and 10 for AES.

• Each S-box will have as input, both subsets of Pi and the key K . For an m bit
S-box, we denote the partial plaintext and partial key by Pi,j and Kj where Pi,j

corresponds to the subset of Pi which is entered into S-box j and Kj corresponds
to the key hypothesis Kj = n for S-box j . Note that both Pi,j and Kj can have
the value n where 0 ≤ n ≤ 2m − 1.

• For each partial key Kj a hypothesis will be tested. In order to test this hypothesis,
2m DPA waveforms will be created. We denote this set of waveforms by �n where
the nth key hypothesis produces the differential trace �n.
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• We will construct ‘representative curves’ Wn where there are 2m possible curves
of this form. We define Wn by

Wn =
N∑

i=1

χiwi where χi =
{

1 if Pi,j = n

0 otherwise

Wn will be described further in Section 4.2.
• The operations on waveforms, such as the addition of two curves, are ordinary

pointwise addition functions.

3. Generic Differential Power Analysis

DPA can be performed on any algorithm in which an intermediate operation of the form
β = S(α⊕k) is calculated, where α is known and k is the secret key (or some segment of
the key). The function S() is a non-linear function, usually a substitution table (referred
to as an S-box), which produces an intermediate output value β.

The process of performing the attack initially involves running the target device N

times with N random plaintext values Pi , where 1 ≤ i ≤ N . The encryption of Pi under
the secret key K to produce the corresponding ciphertext Ci , will result in N current
consumption waveforms wi . These waveforms are captured with an oscilloscope, and
sent to a PC for analysis and processing.

To find a given partial key Kj , the output produced from the S-box �j when given
Kj and all Pi,j will be used to categorise the current consumption waveforms. A single
output bit b from �j is used for this categorisation. For all possible hypotheses, i.e. Kj =
0 . . . Kj = 2m − 1, and each partial message Pi,j , b will classify whether waveform wi

is a member of one of two possible sets. The first set S0 will contain all the waveforms
where b is equal to zero, and the second set S1 will contain all the remaining waveforms,
i.e. where the output bit b is equal to one.

For each hypothesis, a differential trace �n is calculated by finding the average of
each set and then subtracting the resulting values from each other.

�n =
∑

wi∈S0
wi

|S0| −
∑

wi∈S1
wi

|S1| (1)

The DPA waveform with the highest peak will validate a hypothesis for Kj , i.e. Kj = n

corresponds to the �n featuring a maximum amplitude. For a single DPA waveform this
involves N additions (as there will be an average of N

2 elements in each set), two divi-
sions and one subtraction, to create the differential �n. Therefore, for all hypotheses the
total number of operations to calculate all DPA waveforms for one S-box is 2m ×(N +3).

4. Fast Differential Power Analysis

By introducing a number of basic pre-calculations we can accelerate DPA. We will op-
timise DPA in terms of the calculations performed in the statistical analysis phase of the
attack, i.e. the calculation of the DPA waveforms. To calculate one differential �n, the
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operations involved are basic pointwise addition, subtraction and division of curves. We
target our optimisations in terms of minimising the number of additions of current con-
sumption curves, as this is the most utilised operation. We will treat the division (calcula-
tion of mean) and subtraction operations as constant, as these are fundamental operations
in the calculation of the differential �n, and cannot be enhanced.

In the following section we will detail a number of optimisations which can greatly
reduce the number of additions involved in performing a DPA. We will measure these
optimisations in terms of the number of calculations required to calculate the differential
traces �n, for all hypotheses.

4.1. The Global Sum

The simplest optimisation involves the calculation of the global sum G. The global sum
is nothing but the summation of all the current consumption waveforms that have been
acquired.

G =
N∑

i=1

wi

The calculation of the DPA waveform now only involves the summation of a single set,
as opposed to two sets when using Eq. (1).

�n = G − Sleast

N − |Sleast| − Sleast

|Sleast| (2)

Sleast represents the set with the least number of elements, i.e:

Sleast =
{

S0 when |S0| ≤ |S1|
S1 when |S0| > |S1|

The expected number of additions required to generate Sleast can be calculated using:

E(X) =
N∑

i=0

iPr [X = i]

=
N
2∑

i=0

i

(
N

i

) (
1

2

)N

+
N∑

i= N
2 +1

(N − i)

(
N

i

) (
1

2

)N

If, for example, 1000 acquisitions were taken this would result in an expected num-
ber of additions per hypothesis of 487. This is an improvement over the case where a set
is chosen arbitrarily, when the expected number of additions will be 998.

The cost of precalculating G for a single hypothesis is obviously not worthwhile.
However for 2m hypotheses significant savings are realised, as the maximum number of
operations to calculate all DPA waveforms for a single S-box is (N − 1)+ 2m × (N

2 + 3).
Note, however, that separate pre-computation of G is not mandatory. The trick here

consists in computing a first hypothesis just as in the original version of DPA and then
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summing the two resulting average curves to get G, thereby allowing the complexity of
the next 2m − 1 hypotheses calculations to be reduced calculations at no extra cost.

In the remainder of this paper, Sleast will no longer be used. This is due to the opti-
misation described in the following section, which will change the way in which the raw
data is distributed. In subsequent sections the differential trace �n will be calculated by
subtracting either S0 or S1 from G, where the choice of S is completely arbitrary.

4.2. Formation of Waveform Equivalence Classes

The input to each S-box will consist of partial bits Pi,j of the plaintext Pi and partial
bits Kj of the key K . Concentrating on Pi,j , there are only 2m possible values which can
enter �j , yet we are dealing with N waveforms. Therefore, a number of the waveforms
will have the same value for Pi,j and thus can be treated in the same manner (i.e. they
form an equivalence class5). We define Wn for �j as:

Wn =
N∑

i=1

χiwi where χi =
{

1 if Pi,j = n

0 otherwise

This will produce 2m representative curves. This can be calculated on-the-fly. The
partitioning of the power curves according to the key hypothesis will now result in 2m−1

curves in each set. The differential trace will be calculated as

�n = G − S0

N − |S0| − S0

|S0|

where S0 will now contain exactly 2m−1 elements6. To generate a single DPA waveform
this will result in 2m−1 −1 additions. For all hypotheses a total of 2m × (

2m−1 − 1
)

addi-
tions will be required to calculate all the DPA waveforms for one S-box. Pre-calculation
involves the formation of the representative curves Wn and the global sum G. Since we
can construct G as a function of Wn:

G =
2m∑
n=1

Wn

The total number of operations that will be incurred in generating all DPA waveforms, is
hence:

Total Calculations = 2m

(
N

2m
− 1

)
+ (

2m − 1
) + 2m

(
2m−1 − 1

)
= N − 1 + 2m

(
2m−1 − 1

)
5Note the curves form an equivalence class for each �j , i.e. for �0 the representative curves will be formed

in a particular way, for �1 they will be formed in a different way, etc.
6If the case arises where a value for Wn does not occur, this may create a bias. This is the only situation

where |S0| �= 2m−1.
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where for W0 . . . W2m , ≈ N
2m − 1 additions will make up each Wn, additional 2m − 1

summations will be required to form the global sum G and 2m−1 − 1 additions will be
required to generate each DPA waveforms for 2m key hypotheses.

4.3. Curve Combining

Pre-calculating certain curve combinations enables groups of curves that occur in the
same set for one hypothesis, to be recycled in subsequent hypothesis testing. Since we are
dealing with 2m representative curves, precomputing all possible 2m! curve combinations
is obviously infeasible. Therefore we propose to partition the curves into groups of size
x and precompute the different possible combinations for each group.

For example, for x = 2, adjacent curves are summed. We define each pair as the
value W2n,2n+1 where n = 0...2m−1 and n is incremented by two.

W2n,2n+1 = W2n + W2n+1

The use of the combined curves W2n,2n+1 in the evaluation of the set S0, results in three
possible scenarios for each pair:

1. The pair occurs i.e. W2n +W2n+1 appears in S0. The probability of this occurring
is 1

4 . In this case, one additional summation must be performed.
2. The pair does not appear in S0, i.e. the pair is in G. The probability of this hap-

pening is also 1
4 . In this case no action is performed.

3. The two curves W2n and W2n+1 appear in two separate sets. There is a higher
probability of this happening, i.e. 1

2 . In this case a single addition is required.

The expected number of additions per �n (assuming the global set already exists),
is 3

4 × 2m−1. This is because there are 2m−1 groups of three elements (W2n,W2n+1 and
W2n,2n+1), one of which will be used to add to S0 with probability 3

4 .
If x = 3 then the following combinations of curves will be created from W3n, W3n+1

and W3n+2:

W3n,3n+1 = W3n + W3n+1

W3n+1,3n+2 = W3n+1 + W3n+2

W3n,3n+2 = W3n + W3n+2

W3n,3n+1,3n+2 = W3n + W3n+1 + W3n+2

Following the same reasoning as above, the number of additions is 7
8 × 2m

3 . For all values
of x this can be generalised to:

Additions per Hypothesis =
(

2x − 1

2x

) (⌊
2m

x

⌋
− 1

)
− 22m mod x − 1

22m mod x

This comprises of two expressions as x will not always divide evenly into 2m, which
will leave 2m mod x elements to be grouped together separately. Note that this is only an
approximation of the amount of additions required for each set. In practice the number of
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additions involved in generating �n will depend on the contents of the set, and whether
the precomputed combinations appear or not.

The amount of pre-calculation involved (incorporating G, Wn and the precomputed
combinations) is:

Pre-Additions = N − 1 +
(

(2x − x − 1)

⌊
2m

x

⌋)
+ (

22m mod x − (2m mod x) − 1
)

Therefore, total pre- and post-calculations, which will result in the production of 2m DPA

waveforms is given by:

Total Calculations = 2m × Additions per Hypothesis + Pre-Additions

Memory requirements are obviously a vital factor, as the more pre-computed values, the
more storage they will take up and the more time it will take to load these values into
memory, which will effect the overall attack performance. In order to balance the time-
memory tradeoff and achieve the optimal attack, we give the following formula to derive
for a given value of x, the memory that is required. The formula allows an attacker to
relate the number of precomputed values to their resources.

Memory Required = (2x − 1)

⌊
2m

x

⌋
+ (

22m mod x − 1
)

(3)

This value gives the number of representative curves Wn which need to be stored in
memory. Each point in this curve will be stored in a 32-bit word so that no information
is lost. The value generated in (3) will be multiplied by 4× the size of one acquisition
(assuming that the values acquired are byte sized).

4.4. Chosen Plaintext Differential Power Attacks

The pre-calculations previously made for S-box �j , unfortunately will be redundant for
�j+1. This is due to the fact that we will be focusing on a later section of the current
consumption waveforms, which when classified according to the partial input Pi,j will
fall into different equivalence classes Wn than before. Therefore for S-box �j+1, the
regeneration of the representative curves will be required.

In classical DPA the message given to the algorithm under attack is random. However
if we can perform a chosen plaintext attack we can utilise the precalculated Wi for use
in subsequent S-boxes. The simplest case is where input to S-box �1 is the same for
�1 . . . �NS

. For example, construct the plaintext so that all plaintext bytes are equal, i.e.
byte[1] = byte[2] = . . . = byte[16] in AES. This means that there are 256 possible
values for the plaintext. Calculating the DPA waveform for the first S-box will calculate
the DPA waveform for all others at the same time, giving sixteen peaks at the points in
time in which the sixteen key bytes are being manipulated. Using this method may not
always be advantageous as some confusion can arise as to which peak corresponds to
which key byte.

Obviously the use of this technique is dependant on the algorithm and the eligibility
checks that the plaintext undergoes before it is encrypted. A similar and valid attack is
an attack on an implementation of DES, where the plaintext is generated such that the



D. Naccache et al. / Computational Improvements to DSCA 33

Pi,j entered into �j mod 2=0 is equal for all even S-boxes, and Pi,j entered into all odd
S-boxes �j mod 2=1 is equal for all odd S-boxes. All the even numbered S-boxes can use
the same set of data generated during the pre-calculation for the first S-box. The odd
numbered S-boxes also use this data but with a permutation on the value associated with
each representative curve. This does not affect the quality of the results produced as each
S-box uses a different permutation. The DPA peak will be at the same level as if a random
plaintext was used.

Note that these optimisations are applicable when the attack is concentrating on the
first round of a secret key algorithm. If the attack focuses on the last round where the
DPA waveforms are related to the ciphertext, these optimisations will be useless as the
data can not be controlled.

5. Results

We will describe our optimisations in terms of performing DPA on DES, where 1000
acquisitions current consumption acquisitions have been taken. This has been seen ex-
perimentally to often be sufficient to determine some relationship between the current
consumption and the data manipulated. It may be necessary to use more acquisitions, or
possible to use less, but 1000 has usually proven to be a good starting point.

Given N = 1000 current consumption waveforms wi , the following table details
the number of operations that must be performed in the act of generating the differential
traces for the key hypotheses.

Precalculation Additions per Additions Curves Memory
hypothesis per S-box Required Required

Theoretical DPA – 998 63872 – –
Optimisation 1:
Global Sum 999 487 32167 1 4
Optimisation 2:
Equivalence Classes 999 31 2983 65 260
Optimisation 3:
2 bits 1031 23.3 2519 96 384
3 bits 1083 18 2235 148 592
4 bits 1175 14.1 2075 240 960
5 bits 1322 11.6 2064 387 1548
6 bits 1580 9.8 2207 645 2580
7 bits 2079 8.4 2619 1144 4576
8 bits 2975 7.0 3421 2040 8160
9 bits 4513 6.5 4928 3578 14312
10 bits 7088 5.9 7468 6153 24612

The more bits are grouped together, the more memory is required to conduct the
attack. It has been assumed the the current consumption acquisitions consist of a million
points where each point is one byte, therefore we will allow for the representative curve
to take up four times as much memory as that of a raw data curve.
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As shown in the table the best results are obtained when five bits are grouped to-
gether at a time. However, the memory requirement for this is 1.5 Gigabytes. The amount
of additions when three bits are combined is slightly higher but requires a much more
reasonable amount of memory.

The optimal location for the storage of the representative curves is obviously in the
computers RAM. This is because the access times are significantly faster than those of
a hard drive, especially as the amount of data being processed is too large for the hard
drive to store in it’s cache.

6. Conclusion

In this paper we presented a number of optimisations that can be used with Kocher’s orig-
inal algorithm to significantly reduce the computation time. These optimisations allow
an attacker to search for data dependence in a short period of time. This can be used as a
preparatory phase to other forms of SCA, such as CPA [13]. These types of treatment can
help to reduce false positives by reducing the occurrence of “ghost peaks” as described
in [13].

In the example given, the time taken for the processing of all the hypotheses for
one six-bit section of the key is reduced by a factor of thirty. In actuality, this time will
be further decreased as the acquisitions on the computer’s hard drive are only accessed
during the construction of the representative curves Wn. The rest of the processing takes
place in RAM.

The ideas expressed in Section 4.4 have not been discussed in the example, as the
gain for the overall attack depends on how the message can be manipulated. The gain for
an attack where the plaintext can be freely manipulated should reduce execution time by
a factor of approximately sixty.

In our analysis we assume the resolution of the current consumption acquisitions is
one million points. In practice this can vary depending on a number of factors, such as
the storage capacity of the oscilloscope, the amount of time spent localising the S-boxes,
and the algorithm being attacked. In the case of AES, larger S-boxes are used, and so
there will be a greater number of key hypotheses, which will result in an increase in
the number of precomputed values to be stored. The worst possible scenario is where
the memory requirement becomes unmanageable and pre-computation actually inhibits
the attack. There are two approaches that an attacker can employ to combat this situa-
tion. In the case where the acquisitions captured are large, one can split the acquisition
into smaller sections and perform the respective operations on these sections, and subse-
quently concatenate the files to construct the full DPA waveform. Alternatively, (3) can
be used to determine how much pre-computation is possible with the memory available,
allowing an attacker to achieve a maximum benefit from the optimisations described.
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Abstract. In this paper we investigate security properties like authentication and
secrecy. We express a security protocol in a process algebra called Spi calculus.
We describe Needham-Schroeder public key protocol in Spi, and give some results
regarding its authentication and secrecy. Finally we present some verification pro-
cedures for the authentication protocols described in Spi calculus.

Keywords. Authentication, secrecy, Needham-Schroeder protocol, process
algebra, bisimulation

1. Introduction

Formal methods can be useful in detecting and solving security problems. They have
been used in the analysis of communicating protocols since 70’s, but their application
in security properties became useful only since 90’s, when researchers found out flaws
with the help of a formal approach [6].

According to [4], we can distinguish four general approaches of security protocols:

1. modelling and verifying security protocols using methods and tools which are not
specially designed for security;

2. developing expert systems to study and investigate different scenarios;
3. modelling and verifying security protocols using logics based on knowledge and

belief;
4. developing formal model on the algebraic term-rewriting properties of security

and cryptographic systems.

Following the first approach, we use a process algebra called Spi calculus, which is an
extension of the π-calculus [8] with primitives for encryption and decryption; see [1] for
more details on Spi calculus. A process algebra approach has several advantages:

1. it is easy to express communication through channels;
2. it is easy to model private communication by using some specific “scoping rules”;
3. it is not required to model explicitly possible intruders, and only refer to their

interactions and behaviour.

1Corresponding Author: Gabriel Ciobanu, Romanian Academy, Institute of Computer Science, 700506 Iaşi,
Romania. E-mail: gabriel@iit.tuiasi.ro.
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The last advantage can facilitate an easy-to-understand model of some security proto-
cols. An intruder can be treated as a testing process I . Considering testing processes, we
prove that a certain authentication protocol is secure, and its implementation respects the
formal specification. In this way, by using process algebra, we decrease the difficulty of
expressing an intruder in the authentication protocols.

2. Basic Model

We work with processes representing senders, receivers and servers. A server is the only
process which can be trusted. Any other process in the system could represent a potential
intruder. Our processes communicate through public channels, on which they transmit
encrypted messages. Depending on the communication protocol, a key is public or pri-
vate. The system is represented by one or more instances of the protocol (a sender, a re-
ceiver and a server) running concurrently. We make some assumptions in our approach.
A well suited environment for security protocols is represented by Dolev-Yao model [3].
This model assumes perfect cryptography and all-mighty intruder. Perfect cryptogra-
phy means that one cannot know an encrypted message without the corresponding key,
and one cannot guess a secret key. All-mighty intruder expresses a complete control over
the medium, namely one can obtain any message sent or received, can intercept, modify,
delete, replay, and invent messages.

Considering a Dolev-Yao model, we are mainly concerned about the security prop-
erties. Some important security properties are

1. authentication: capability of identifying the other partner engaged in a commu-
nication,

2. secrecy: confidential information should be available only to the partners of the
communication,

3. integrity: assurance of no alteration of message content,
4. non repudiation: assurance that a signed document cannot be repudiated by the

signer,
5. fairness: in a contract, no party can obtain advantage by ending the protocol first.

We concentrate on the first two of them, namely authentication and secrecy. We use the
notation A → B : {KS,A}K , where {KS,A}K is a message sent by A to B. The key K

of {KS,A}K is used to denote the encryption of the message {KS,A}. This notation in-
tuitively provides both authentication and secrecy of the key KS . Authentication is given
by the fact that B is sure that KS really comes from A, and secrecy is given by the fact
that nobody else knows KS . Using this notation, we describe Needham-Schroeder pub-
lic key protocol [9]. This is an authentication protocol used for several years in practice
until Lowe discovered it was not secure [6]. We present both the original version of the
protocol, and Lowe’s improvement.

First we mention a few things about public keys. A process X has a public key K

and a private key K−1. Everybody knows K , but only X knows K−1. X uses its private
key K−1 to encrypt messages, and the others should decrypt its messages using its public
key K . Messages encrypted with K can be successfully decrypted only by X, using K−1.

We present here the original Needham-Schroeder public key protocol. We use the
notion of nonce, meaning a random variable.
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1. A → S : B
A requests B’s public key from a server S

2. S → A : {KB , B}
K−1

S

S sends B’s public key and B’s name to A, encrypted with its private key K−1
S ;

A decrypts the message using S’s public key KS , and finds out B’s nonce.
3. A → B : {NA,A}KB

A sends a nonce NA together with its name to B, encrypted with B’s public key;
B decrypts it with its private key, and gets the name of the sender.

4. B → S : A

B requests A’s public key from S.
5. S → B : {KA,A}

K−1
S

S sends A’s public key to B; B decrypts the message using S’s public key KS ,
and finds out A’s nonce.

6. B → A : {NA,NB}KA

B generates a nonce NB , and sends it together with NA to A, both encrypted
with the public key KA. A decrypts the message using its private key K−1

A ;
if A finds NA, A assumes it is from B in response to the original message.

7. A → B : {NB}KB

A encrypts NB with B’s public key, and sends it to B. B decrypts the message;
if B finds NB , B assumes it is a response from A.

Lowe proved in [6] that this protocol has a flaw. An intruder could initiate a communi-
cation with B, pretending to be A. We describe how this happens, by emphasizing only
the relevant new steps with respect to Needham-Schroeder original protocol. In these
new steps, I is someone on the net with a false identity. I can trick an honest participant
A by pretending to be someone else (e.g., B). 3. A → I : {NA,A}KI

A initiates communication with I .
3’. IA → B : {NA,A}KB

IA is I impersonating A. I initiates a communication with B pretending to be A.
6’. B → A : {NA,NB}KA

B thinks it is talking to A. B generates a nonce NB and sends it together with
NA to A, encrypted with KA. A decrypts the message.

7. A → I : {NB}KI

A thinks it has a message from I , and replies. A encrypts NB with I ’s public
key, and sends it to I .

7’. IA → B : {NB}KB

I completes the protocol with B.

Our approach is based on a process algebra called Spi calculus [1]. We assume the reader
is also familiar with the π calculus (more details can be found in [8]). We mention here
only the difference between Spi and π-calculus. Spi has some primitives that make it
easy to describe cryptographic protocols; it extends π-calculus with:

• a new term {M}K called shared-key encryption, representing the cipher-text ob-
tained by encrypting the term M under the key K using a shared-key crypto system
such as DES.
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• a new process case L of {x}K in P required by decryption, representing a process
which attempts to decrypt the term L with the key K; if L is a cipher-text of the
form {M}K , then the process behaves like P [M/x], otherwise, it is deadlocked.

Regarding Needham-Schroeder public key protocol, we define in Spi the following
processes: a sender A, a server S, a receiver B, and an intruder I . Process A has one
parameter, representing its partner of communication; we denote by A(Y) the fact that A

wants to start a communication with Y . We describe A(Y), S, and B in Spi:

A(Y)
�= cS〈Y 〉. (1)

cS(x).case x of {K,Z}
K−1

S
in [Z is Y ] cY 〈 {NA,A}K 〉. (2)

cY (x).case x of {N1, N2}KA
in [N1 is NA]cY 〈 {N2}K〉. (3)

talk(A, Y ) (4)

In (1), by channel cS , A tells the server that it wants to communicate with Y . Then A waits
for an answer compound from two names, namely Y and Y ’s public key KY . If A is able
to decrypt the response, then A sends to Y a nonce NA and its name, both encrypted with
KY (2). A waits for Y ’s reply which must be composed by two nonces (A’s nonce and Y ’s
nonce), encrypted with A’s public key. If A decrypts this reply, then it sends Y ’s nonce
back to Y , by channel cS (3). After this, A and Y are able to communicate by talk(A, Y ).

S
�= cS(x).cS 〈{Kx, x}

K−1
S

〉.S
S listens channel cS . It responds to messages constituted only from one name, let it be Y .
The server substitutes x by Y in its response {Kx, x}

K−1
S

on channel cS .

B
�= cB(x).case x of {N,Z}KB

in cS〈Z〉. (1)
cS(x).case x of {K, T }

K−1
S

in [T is Z] cB〈 {N,N1}K〉 (2)

B listens channel cB . If B receives a message from Z, then B asks the server for Z’s
public key (1). If B receives Z’s public key KZ , B responds to Z with Z’s nonce N and
a new nonce N1, both encrypted with KZ (2).

The general Needham-Schroeder protocol is given by Syst(Y) = A(Y) | S | B.
Our specification of the system is defined as Systspec = A(B) | S | B. The specification is
what would be ideal to happen, namely A speaking directly and exclusively to B, by the
help of S.

Definition 2.1 Two processes P and Q are testing equivalent if and only if for any test-
ing process T we have P | T is observational equivalent with Q | T . The observational
equivalence is defined in [1]. Roughly speaking, two processes are observational equiv-
alent if both of them reach the same configuration after a number of steps. We use the
notation P � Q for P is testing equivalent with Q and P ≈ Q for P is observational
equivalent with Q.

We intend to prove that Syst(Y) and Systspec are not testing equivalent. If Syst(Y )

�� Systspec then the authentication property does not hold. If the authenticity holds for
Syst(Y ), then talk(A, Y ) should be the only communication in the system. To the con-
trary, we prove that there exists another communication talk(Y, B).
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Proposition 2.2 Considering the Spi processes A(Y), S and B, we have that

Syst(Y) �� Systspec.

Proof Syst(Y) �� Systspec means that Syst(Y) and Systspec do not pass all the tests in the
same way. Particularly, we construct a test I as an informal description of the intruder.
Let I be the process defined as it follows:

I
�= cI (x).case x of {NZ,Z}KI

in cB〈{NZ,Z}KB
〉. (1)

cI (x).case x of {NZ}KI
in cB 〈{NZ}KB

〉.talk(I, B) (2)

It means that I waits to see if someone, say Z, is willing to communicate with it. If
so, I decrypts the message and encrypts it using B’s public key, and then forwards the
new message to B (1). Looking at the content of the message, B thinks that Z is try-
ing to communicate, and replies to Z with a new nonce. Z receives B’s response and
thinks it is from I . So Z sends B’s secret nonce to I , and I is now able to communicate
independently with B (2).

Clearly, we do not want to have I communicating with B. However, in Syst(I ) | I

it is possible to have talk(I, B). On the other hand, Systspec | I does not allow such a
communication. Namely, we have no interaction between I and the specification Systspec.
The only possibility is that A communicates with B, as it is desirable. Following the
reaction rules of [1], A(B) | B | S evolves into talk(A,B). A sends to B its name and a
nonce NA encrypted with B’s public key (which A has taken from S). B replies with A’s
nonce and its own nonce NB encrypted with A’s public key. A sends back B’s nonce,
so now B is sure that it communicates with A. I is listening on channel cI , but nobody
sends data on this channel, and therefore I cannot interact.

Lowe’s contribution consists in changing message 6. B’s reply should include also
its name in the message. Each time the process A is receiving a message of form
{X,NA,NX}KA

, it continues only if X is the recognized communication partner. Ac-
cording to Spi syntax, this means that A(Y) is deadlocked if X is different of Y . There-
fore, A does not send B’s information to unreliable parties, and I is not able to masquer-
ade with B pretending to be A.

We present the changes in the previous protocol. Now B includes its name in the
first reply to A:

Bfixed
�= cB(x).case x of {N,Z}KB

in cS〈Z〉.
cS(x).case x of {K, T }

K−1
S

in [T is Z] cB〈 {B, N,N1}K 〉
Process A changes accordingly, namely A checks the origin of the message:

Afixed
�= cS〈Y 〉.

cS(x).case x of {K,Z}
K−1

S
in [Z is Y ] cY 〈 {NA,A}K 〉.

cY (x).case x of {T ,N1, N2}KA
in [T is Y] [N1 is NA]

cY 〈 {N2}K〉.talk(A, Y )

Proposition 2.3

(i) For any honest process B, Systfixed | B evolves to talk(A,B).
(ii) For any intruder I , Systfixed | I evolves to a deadlock.
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Proof

(i) B is an honest process. A initiates a communication with B sending a nonce NA.
B responds with a message composed of B’s name, B’s nonce, and A’s nonce.
A checks if the reply really comes from B, and if the first nonce is NA. If this
checking is successful, then A is able to communicate with B. Thus Systfixed | B

evolves to talk(A,B).
(ii) I is an intruder, meaning I is not an honest participant. A sends a message to I ,

and waits for a reply. If the message does not come from I , A does not continue.
Thus A does not divulge B’s nonce. I knows how to decrypt only messages
encrypted with KI . I cannot change the information from a message that does
not belong to it (meaning a message encrypted with another key). Therefore I

is not able to make A think its message comes from B. A does not reply to a
message that does not come from A’s recognized communication partner, so I

does not have any information required to start a communication with B.

3. Software Verification

A possible advantage of expressing a security protocol in a process algebra is to verify
properties of communicating protocols by using automatic tools. Spi calculus is an ap-
propriate proces algebra allowing us to express easily security properties without mod-
elling the intruder, and without some other assumptions. However we have not yet a
model checker for Spi calculus. A possible approach is to translate Spi calculus into other
formal specifications. We describe our attempts in the following picture:

Spi syntax pi syntax

spi2pi

Promela
language language

SMV

check bisimulation LTL properties

p2b

CTL* properties

model checker
SPIN

model checker
NuSMVmobility

workbench

pi2promela

easy to describe security protocols

As a first step, we translate the Spi calculus description into a π-calculus description by
using an existing tool called spi2pi. As it is proved in [2], such a translation of a protocol
is relevant to the original description. More precisely, if we have in Spi a protocol P and
a test E, as well as their encodings [|P |] and [|E|] in the π-calculus, then

P satisfies E iff [|P |] satisfies [|E|].
We can use a model checker for the π-calculus; we use Mobility Workbench (MWB),
a software tool able to check various (temporal) properties, deadlocks and bisimula-
tions [10]. We mention that the code obtained from this translation from Spi to π is
relatively long, and MWB is quite slow.
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In a second step we use a software tool to translate the π code into Promela, a specifi-
cation which can be passed to SPIN [5], a model-checker for properties expressed in Lin-
ear Temporal Logic (LTL). In our experiments, we have used a tool called pi2promela.
We have found some difficulties in the fact that the π code cannot have any free variables
or names, as well as in obtaining only local variables in the resulting Promela code. This
is an impediment to express LTL properties automatically; we had to adjust the code
making some variables global.

We run the Promela code of the protocol without the intruder and we obtain the
following message state chart:

PIni:1

6

PRes:2

6

1!Na,A,B

10

10
1!Na,Nb,A

14

14
2!Nb,B

17

17

:init::0

17

The protocol with the intruder is described by an atomic statement in which we have
three processes Sender, Receiver and Intruder running together, as this is visible in the
following message state chart:

PIni:1

7

PI:2

7

1!Na,A,I

8

PRes:3

8

1!Na,A,B

12

12
1!Na,Nb,A

27

27
2!Nb,I

35

35

35

:init::0

35

As it could be remarked, the protocol accomplish its purpose when an intruder is not
present: Sender authenticates to Receiver and vice-versa, and after that Sender and Re-
ceiver can communicate securely. In the presence of an intruder with a typical behaviour,
Sender divulges Receiver’s nonce to Intruder. This means that Intruder is able to be con-
sidered by Receiver as being Sender, breaking the secret and the authentication property.
We verify this aspect by using some LTL formulas and obtaining negative responses and
an counter-examples.
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As a final step we translate Promela code to SMV[7], a formal description for
NuSMV model-checker. NuSMV is an “on-the-fly” model-checker able to verify prop-
erties expressed in CTL∗ (this feature is an advantage). We use a tool p2b, but it imposes
several restrictions, and the results are not very promising.

As a conclusion of these software experiments, we found that it is not easy to in-
tegrate the existing tools, and it will be useful to have a verification tool for Spi calcu-
lus. For each description of a system in Spi calculus, the model checker should build a
labelled transitional system. In order to verify the authenticity property for Needham-
Schroeder protocol, we can consider two transition systems corresponding to Syst(I ) and
Systspec. We check if these two systems are testing equivalent, meaning that in compo-
sition with a testing process I they behave in the same way. We can reduce the space
of processes by taking into consideration only those that can interact with the system
at a given step. Depending on the channel they communicate on, we can group them
in equivalence classes. In case of a failure, we can trace back the evolution, and finally
obtain a counterexample. This would be particularly useful in fixing the protocols.

4. Conclusion

We present the way process algebras can be a general framework for describing security
protocols. We are mainly interested in Spi calculus, because of its simplicity and its
expressiveness. Taking advantage of the testing equivalence, there is no need to model
an intruder. In this paper we express Needham-Schroeder public key protocol in Spi and
give some results regarding its authentication and secrecy. We take in consideration other
formal methods and software tools, and see how they relate with the security problem.

References

[1] M. Abadi, A.D. Gordon. A Calculus for Cryptographic Protocols: The Spi Calculus. Information and
Computation 148(1), pp. 1–70, Elsevier, 1999.

[2] M. Baldamus, J. Parrow, B. Victor. Spi calculus translated to π–calculus preserving may-tests. In Pro-
ceedings LICS, pp. 22–31, 2004.

[3] D. Dolev, A. Yao. On the security of public-key protocols. IEEE Transaction on Information Theory
29(2), pp. 198–208, 1983.

[4] S. Gritzalis, D. Spinellis, P. Georgiadis. Security protocols over open networks and distributed systems:
formal methods for their analysis, design, and verification. Computer Communications 22(8), pp. 695–
707, 1999.

[5] G.J. Holzmann. SPIN Model Checker, Addison Wesley, 2004.
[6] G. Lowe. An attack on the Needham-Schroeder public-key authentication protocol, Information Process-

ing Letters 56(3), pp. 131–136, 1995.
[7] K.L. McMillan. Symbolic Model Checking. Kluwer Academic, 1993.
[8] R. Milner. Communicating and Mobile Systems: the π -calculus, Cambridge University Press, 1999.
[9] R.M. Needham, M.D. Schroeder. Using encryption for authentication in large networks of computers.

Communications ACM 21(12), pp. 993–999, 1978.
[10] B. Victor, F. Moller. The Mobility Workbench: A tool for the π -calculus. In D. Dill (Ed.): Proceedings

CAV, Lecture Notes in Computer Science vol. 818, pp. 428–440, Springer, 1994.



44 Security and Embedded Systems 

D.N. Serpanos and R. Giladi (Eds.) 

IOS Press, 2006 

© 2006 IOS Press. All rights reserved. 

Intellectual Property Protection 

Using Embedded Systems 

A.G. FRAGOPOULOS and D.N. SERPANOS 

Department of Electrical & Computing Engineering, University of Patras, Greece 

{afragop,serpanos}@ee.upatras.gr 

Abstract. Development of innovative mechanisms for protection of Intellectual 

Property (IP) is a necessary and important activity in modern computing systems. 

Many parties participate in creation and distribution of protected property, such as 

creators, distributors, manufacturers, vendors, providers and the end-users. There 

have been various mechanisms for IP protection deployed already, but we need to 

reconsider some of them or deploy new ones, taking in advantage new trends and 

technologies. Embedded systems can be used as means to protect IP and imple-

ment DRM mechanisms into larger general purpose systems or into mobile con-

sumer devices, like PDAs, mobile phones and mobile players, which are quite con-

strained environments. In this paper, we investigate and summarize existing meth-

ods to protect IP with the use of embedded systems. 

Keywords. Embedded systems, security, intellectual property, digital rights man-

agement, trusted platforms, DRM, mobile DRM 

Introduction 

Development of innovative mechanisms for protection of Intellectual Property (IP) is 

of major importance in modern computing systems. Many parties participate in the 

creation and distribution of protected property, such as creators, distributors, manufac-

turers, vendors, providers and the end-users. Several mechanisms for IP protection 

have been already deployed, but we need to reconsider some of them or deploy new 

ones, taking advantage of new trends and technologies. Basically, provision of digital 

entertainment, like real time applications, video-on-demand, music downloading, 

games, ring tones and others, using mobile devices provides a revenue stream for vari-

ous providers, while unauthorized copying, cloning and re-distribution can lead to cor-

respondingly great revenue loss, e.g. $40 million loss in US, since 2004 [1]. Moreover, 

the deployment of new technologies like UMTS, GPRS, MMS, and 3G services pro-

vide high bandwidths to the users, allowing them to easily download and distribute 

protected content over the Internet. Finally, the potential to use of mobile devices as 

means for ubiquitous and pervasive computing leads to a new class of mechanisms for 

IP protection, namely mobile Digital Rights Management, m-DRM. 

Embedded systems can be used as means to protect IP and implement DRM 

mechanisms into larger general purpose systems or into mobile consumer devices, like 

PDAs, mobile phones and mobile players, which are quite constrained environments. 
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In this paper, we investigate and summarize existing methods to protect IP with the 

use of embedded systems; these methods have been proposed either by academia or by 

the industry of mobile appliances. 

1. What Should We Protect? 

Under the umbrella of IP protection, we can embody the prevention, control and tracing 

of unauthorized cloning, upgrade and modification of any hardware, software or other 

type of protected content, like, for example, downloaded music or video, which resides 

into the device. Various types of software are installed into the mobile devices. Fur-

thermore, in the context of digital entertainment, different types of digital objects, such 

as music data, video clips, e-books, etc., are held into such appliances as well. 

In the implementation of IP protection mechanisms, we need to take into consid-

eration the role of various parties. For example, the end-user of a mobile appliance can 

be considered as an un-trusted entity by the contents provider, while the end-user has to 

be re-assured about his privacy concerns. 

2. Design Challenges 

Several challenges arise in the design and implementation of IP protection mechanisms 

for use in embedded systems. We summarize them as follows. 

We are facing dynamically changing environments, where the security require-

ments keep changing day by day. There is a wide deployment of network technologies 

that provide high data rates, which in conjunction with the fact that mobile devices are 

connected to the Internet raises various concerns regarding IP protection. Moreover, the 

nature of embedded systems, which have limited storage space and processing power 

and which are power constrained, makes application of IP protection mechanisms a 

challenging task. 

An effective IP protection mechanism should be easily adaptable under changing 

conditions and new requirements, without loss of its original purpose of existence. We 

may distinguish between two different design approaches: a static programmable de-

sign and a non-static one. In a static programmable approach, once the IP protection 

mechanism is deployed to the system, it is not easy to modify and update the mecha-

nism, due to possible appearance of new security requirements. A static IP protection 

mechanism can be vulnerable and finally compromised by malicious users, for example 

DVD-CSS
1

 technology, hacked quite easy. Furthermore, a static mechanism lacks 

flexibility and adaptability in new security environments. A non-static programmable 

mechanism is more flexible and adaptable under changing requirements and also has 

more benefits compared with the previous approach. For example, in a non-static IP 

protection mechanism, some part of the mechanism can be implemented and distrib-

uted to legitimate users, through embedded devices, e.g. smart cards, allowing further 

improvements and enhancements of the mechanism, while retaining more personalized 

the distribution of protected contents. 

1

 http://www.windowsitpro.com/Article/ArticleID/20234/20234.html. 
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3. Protecting Intellectual Property 

Digital Rights Management (DRM) is a means to protect Intellectual Property. Accord-

ing to Hartung et al. [2], a DRM scheme should provide: (a) conditional access to pro-

tected content, (b) interface to charging mechanisms, (c) encryption/decryption mecha-

nisms for protected content, (d) an interface for key management, since legitimate users 

are verified and authenticated with the use of well established protocols, (e) identifica-

tion and tracing of protected data, and (f) prevention and control of copying and re-

distribution of protected content. In case of m-DRM especially, which applies to mo-

bile appliances, we have to implement DRM mechanisms under hard constraints. 

Yan [3] proposes an abstract architecture for m-DRM, shown Fig. 1, taking into 

consideration three different use cases that apply in such environments: (a) digital con-

tents downloading, (b) broadcasting of contents and (c) personal contents management.

Trusted platforms constitute an alternative method to provide a secure space for 

deployment of DRM mechanisms. According to TCPA [4], trust can be defined as 

“… the expectation that a system shall exhibit a specific behavior under well defined 

circumstances”. So, such a system can ensure data integrity and user privacy, while 

retaining content’s rights intact against tampering. One of the primary purposes of a 

trusted system is to implement digital rights management mechanisms. A commercial 

trusted architecture for application in embedded systems has been proposed by Intel 

Corporation is the Intel ® Wireless Trusted Platform [5] utilizing the Certicom Se-

curity Architecture [6]. 

In the following sections, we provide an overview of proposed methods for de-

ployment of DRM mechanisms utilizing (a) cryptographic primitives, (b) watermarking 

and fingerprinting techniques, (c) smart cards, and (d) trusted systems. 

4. Cryptographic Based DRM Mechanisms 

Cryptography can be used by itself as a means for protection of intellectual property. 

Use of cryptography can ensure confidentiality and integrity of protected data. Basi-

Figure 1. A tamper-resistant memory is needed to store the device’s operating system, protected content, 

cryptographic keys and other sensitive data. The DRM module comprises of a charging module for applying 

charging mechanisms, a watermarking module for detection and removal of possible embedded watermarks 

and fingerprints, and a cryptographic module for implementing necessary cryptographic primitives. The 

DRM clients send requests to content providers, while DRM applications are used to render protected con-

tents.
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cally, a content provider encrypts the data that he/she wants to keep protected using 

symmetric key algorithms and data are delivered to the legitimate users encrypted in 

such form. The legitimate users are authenticated to the content provider, while it might 

be necessary for data integrity mechanisms to be applied. 

It becomes clear that, a system for IP protection should be capable to implement 

various cryptographic primitives efficiently, securely, at the right time and with low 

cost. These primitives include: symmetric-key algorithms, such as AES [7], for encryp-

tion and decryption of protected content, public-key algorithms, such as RSA [8], Ellip-

tic-Curve Cryptography
2

 (ECC) [9], for authentication purposes, digital signatures,
3

and key exchange – transfer of keys for decryption of contents between contents pro-

vider and legitimate users — and hashing algorithms, like SHA-1 [10] and MD-5 [11], 

for checking the integrity of data. 

4.1. Minimal Cost Encryption Scheme 

Kim et al. [12] propose a method to protect MPEG-4 video files, for use in MPEG-4 

video streaming services. Such services constitute standard services in modern mobile 

phones. In their scheme, they use only cryptography, encrypting some a portion of each 

object of the MPEG-4 file, using DES algorithm [13]. Their idea is to encrypt mini-

mum segments of every Video Object Plane (VOP) of the MPEG-4 file, exploiting the 

structure of MPEG-4 files. The encrypted files are stored in a media streaming server, 

which is accessible for files downloading by legitimate subscribers/holders of handheld 

devices. The decryption of media takes place on the mobile terminal. They claim that, 

the encryption of the first 8 bytes of each VOP can provide adequate IP protection of 

such video streams in mobile environments. 

5. Watermarking – Fingerprinting 

Cryptography alone is not sufficient to protect rights of digital assets, because nothing 

can prevent possible re-distribution or un-authorized copying or storing of plain content, 

after it has been passed from the device’s cryptosystem and is held in plain form at the 

user’s side. In general, users are considered as un-trusted sources by the content pro-

viders. 

Digital watermarking/fingerprinting can provide adequate security of intellectual 

property, because it allows the association of some cryptographic information – em-

bedded marks – with the contents to be protected. Also, it allows possible tracing of 

pirate copies by the content provider. A combination of cryptographic and watermark-

ing/fingerprinting technologies should be used for the deployment of DRM systems. 

2

 ECC is an efficient candidate as a public-key algorithm for use in embedded systems. It reduces the key 

size, while retaining the same level of security with RSA, saving storage space, hardware area and power 

consumption [36,37]. The major drawback is its complexity, because its development requires very strong 

mathematical background. 

3

 Use of digital signatures can provide non-repudiation between contents provider and legitimate users. 

Also, content is typically signed digitally by the manufacturer. Mechanisms that are often implemented in-

clude Diffie – Hellman (D-H) key exchange [38] and El Gamal’s digital signature scheme [39]. 
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5.1. Watermarking 

In 1998, Motorola [14] marked its own original mobile phone batteries with a holo-

graphic image and also put on them a non-volatile re-programmable EEPROM, in or-

der to protect its intellectual property concerning the use of original mobile phones 

batteries. When the battery was plugged on the mobile device, the mobile phone’s 

charging system was authenticating the battery; in case of an erroneous response, 

i.e. identification of a non-original battery, the battery was not charged and warning 

alerts were displayed. 

5.2. Fingerprinting  

Asymmetric fingerprinting [15] is a method where each digital asset has a unique em-

bedded mark, which inter-relates the user with the specific content, allowing the con-

tent provider to trace back the specific content and check for possible violation of IP 

rights. 

Bao [16] propose a scheme for content protection of multimedia data using a tam-

per-resistant hardware (TR-HW), which utilizes asymmetric fingerprinting technique. 

The key generation (“key-gen”) and fingerprinting (“fing”) protocol parts of the method 

are performed on the TR-HW, which is held by the buyer. In case of audio files finger-

printing, the TR-HW can be implemented with 8-bit CPU smart cards. Figure 2 pre-

sents an architectural view of the TR-HW and a negotiation scheme between the holder 

of the TR-HW and the content provider for downloading an encrypted file from the 

content provider’s database; the figure uses the following notation: PK
mod

 is the public-

key of the TR-HW, K
i
 is the symmetric-key of encrypted content M

i
, and M is the de-

crypted plain content. 

Potlapally [17] propose Thor, an IP protection system that uses fingerprinting and 

cryptographic techniques for data that are stored on discs, like CDs and DVDs. In the 

heart of Thor’s security system lays a smart card, which implements a security protocol, 

handles various cryptographic operations and provides secure storage. The smart card 

resides into the player’s disc reader; its architecture is shown in Fig. 4. 

Figure 2. Architectural view of the tamper resistant hardware module used for (i) decryption of content key 

K
i
, using the private key of the TR-HW, (ii) decryption of content with key K

i
 and (iii) watermarking of the 

original content M, before it is sent to the player. 
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In this scheme, some part of DRM mechanism is held by the protected media, as 

the disc manufacturer places the following data at the beginning of the disc: 

a) his unique ID, 

b) a digital signature – HEADER, which includes the fingerprint locations, and 

c) the encrypted data. 

The smart card holds into its EEPROM a key-table with the public keys of all 

manufacturers and Thor’s protocol. When a disc is inserted into the player, an authenti-

cation process takes place, where the smart card determines the existence of the finger-

print and decides about the disc’s validity. In case of positive recognition, bulk en-

crypted data that are stored in the disc are decrypted using symmetric algorithms. 

Figure 3. The content provider holds a database, where he/she stores various digital objects encrypted using 

symmetric algorithms, each content M
i
 encrypted with key K

i
. The TR-HW (user) sends to the content pro-

vider its public-key, the module’s serial number, its digital certificate and the id for the requested content. 

The module is authenticated by the content provider side and, in case of successful authentication, the content 

provider returns key K
i
 to the module, encrypted with the module’s public key. Then, the user can download 

the requested encrypted content from the database and send it as input to the TR-HW for further handling, 

according to the procedure, which is described in Fig. 2. 

Figure 4. Thor’s smart-card architecture. 
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Domingo-Ferrer and Herrera-Joancomarti [18] propose an IP protection system 

based on anonymous fingerprinting.
4

 They propose a protocol suite to implement vari-

ous primitives of anonymous fingerprinting, utilizing smart cards to perform the neces-

sary security functions. In short, a scenario is as follows: the user generates a sequence 

of keys 
n

kkk ,........,,

21
 and sends them to the registration authority (RA). The RA cer-

tifies
5

 the keys and sends back to the user n digital certificates, one for each key. When 

the user wants to make a purchase, the user sends to the content provider the item re-

quest, a key and its certificate. A proposed fingerprinting protocol is executed between 

the user and the content provider; finally, the content provider sends the requested item 

to the user. 

6. Smart Card Based DRM Systems 

Numerous methods have been proposed and implemented by the academic community 

using smart cards as the key components of their system. Use of smart cards has many 

advantages, such as low cost and efficient implementation of security functions in con-

strained environments. Moreover, smart cards can be used as trusted systems for stor-

ing, manipulation and execution of sensitive data. 

Song et al. [19] propose and show the implementation of a system for IP protection 

for use in cable TV (CATV) networks. Within the OpenCable system, they imple-

mented a security module using the ARM7TDMI
6

 32-bit RISC secure embedded mi-

croprocessor to handle various conditional access functions, to communicate with other 

system modules and to perform necessary cryptographic primitives for content protec-

tion, i.e. authentication, generation of copy protection keys, hash functions, and Diffie-

Hellman key-exchange algorithms. They also implemented conditional access mecha-

nisms using smart cards, which contain subscribers’ records and also allow possible 

security updates, always in close cooperation with the security module. 

Frikken et al. [20] propose a DRM smart card based scheme using commutative 

one-way functions, which—among other functions—allows revocation of expired 

smart cards, while preserving privacy of legitimate card holders. The environment can 

be described as follows. Content provider server S holds copyrighted media and each 

legitimate subscriber holds a smart card (SC), which allows him to access the server. 

The proposed protocol suite satisfies the following requirements: 

1. access protection, 

2. user privacy (the system cannot distinguish among requesting users), 

3. revocation of SCs, 

4. non-interactivity between client SC and server S, 

5. efficiency, in terms of communication and computation, and 

6. forward and backward security. 

4

 Anonymous Fingerprinting [40] is a method for fingerprinting digital objects, into which the content pro-

vider neither has knowledge of the fingerprinted copy nor of the buyer’s identity. This method alleviates the 

drawback of asymmetric fingerprinting, which relates to privacy issues of legitimate users. In this method, if 

the content provider finds a fingerprinted copy, he/she has to request the help of an external partner – regis-

tration authority – to identify the owner of the copy. 

5

 The public key algorithm that is used is ElGamal’s signature scheme [41]. 

6

 For further information, see http://www.arm.com/products/CPUs/ARM7TDMI.html. 
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Ueno et al. [21] propose a content protection system using smart cards that hold 

user profile information. Furthermore, various attributes like device ownership, family 

and friend relationships with the user can be stored into the smart card. The device that 

holds the contents has also its own profile information stored in an IC chip, allowing 

mutual authentication between the content provider server and the user’s smart card. 

Aura and Gollmann [22] propose a scheme for management and distribution of 

software licenses, which uses smart cards as tokens carrying license data. Each smart 

card has a unique public-private key pair for authentication purposes and contains a 

card certificate and a license certificate, which are signed by the software manufacturer 

with a master key. The smart card also contains the public part of the manufacturer’s 

master key. Each smart card can be used as a single token containing license for vari-

ous software programs. The proposers prove the security of protocols for binding the 

licenses with the smart cards, transferring licenses between smart cards and buying 

licenses over the Internet. 

Lin et al. [23] propose a content protection scheme for Video-On-Demand (VOD) 

applications using hierarchical key management and utilizing smart cards to perform 

the necessary security protocols. Videos are classified into various classes, depending 

on its content. A user may request some videos from different classes. The content pro-

vider does some hard computation,
7

 generates some encrypted information and embeds 

it into the smart card. The smart card contains the following: (a) smart card key – a 

shared key between user and content provider, (b) some pre-computed cryptographic 

information of each class of content, and (c) a user private key. The user takes the 

smart card and a unique pin code. The last requirement is that the end-user’s set-top 

box must have an embedded smart card reader. The user inserts his pin code as a first 

step for authentication and the device communicates with the content provider, in order 

to authenticate the user. As soon as the user is identified, the content provider sends to 

the user’s smart card – through the device interface – some encrypted parameters re-

lated with the requested content. Then the smart card calculates the decryption key of 

the requested video. 

7. Trusted Architectures 

Messerges and Dabbish [24] propose a DRM system for use in mobile phones, posing 

the demand that the part that implements DRM policy has to be implemented as a 

trusted system. Their system can be seen schematically in Fig. 5. The DRM manager is 

responsible for authentication of licenses and contents, for enforcing digital rights and 

for content decryption. A protected digital content has a license of use and its license 

has to be authenticated before it can be used by an application. Before the decryption of 

the content, there may be additional information required, e.g. checking device creden-

tials and querying a secure database for further instructions. After that, the content is 

decrypted and sent to a trusted agent, which is an application that is trusted to access 

and manipulate decrypted content data. The security agents are in close co-operation 

with the security hardware and provide: (a) Memory management, (b) Cryptographic 

7

 The model which has been proposed by Lin and Lee for hierarchical key management requires the im-

plementation of cryptographic computations over finite fields generated by well chosen elliptic curves. The 

necessary computations are taking place on the content provider side, which is assumed to have the resources 

to perform them. 
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operations, and (c) Key management. Secure memory is required in order to store sen-

sitive data like phone private keys, while retaining the ability to be linked with erase 

mechanisms in case of attacks. Security agents are used to implement cryptographic 

algorithms like RSA [8] and ECC [9] for digital signatures, authentication and verifica-

tion, SHA-1 [10] to process licenses and AES [7] to decrypt DRM protected contents. 

Key management can be implemented through a software module, having as primary 

job the safe storing and management of various keys, i.e. phone private keys, public 

keys, certifications, identification numbers, etc. 

Lipton and Serpanos [25,26] propose the use of a special hardware agent, named 

spy, as a means for IP protection in several environments. Clearly, even if the content 

provider side is secure, one cannot trust the client, which, in general, is considered as 

an un-trusted source. They proved that the existence of a special, tamper-proof hard-

ware component that resides on the client system, as shown in Fig. 6, is necessary to 

ensure protection of content provider Intellectual Property. 

The spy is a hardware module which (a) acts as a passive I/O system, (b) can de-

tect I/O activity and (c) has limited memory and computational power. It works in mas-

ter mode in the client system and is monitoring the CPU. In a Video-on-Demand envi-

ronment, for example, the user downloads the video from the content provider and 

stores it temporarily in the RAM of client system. There is an application that repro-

duces the content and it is assumed that it is the only application that runs on the sys-

tem. If the user tries to copy or transmit the reproduced (decrypted) data, then some 

kind of I/O activity must take place at the client system, such as a disc access or a net-

work transmission; such activity will be noticed by the spy, which, in turn, will notify 

the content provider in order to stop video transmission. Figure 7 shows the operation 

of this simple protocol. 

Figure 5. A trusted architecture for DRM implementation in a mobile device. 

Figure 6. Spy component as a trusted system for protection of Intellectual Property. 
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Sibert et al. [27] propose DigiBox, a self-protecting container with a Secure Proc-

essing Unit (SPU), for use in information commerce, which provides protection of in-

formation’s digital rights as well as easy control of protected content. On the proposed 

scheme, IP protection is based on well implemented cryptographic primitives, such as 

Triple DES [28] and RSA [8]. The security processing has to be performed into a “se-

cure processing unit” —SPU—, in order to be cryptographically strong. SPU contains 

a CPU, memory, storage for applications and keys and it should be implemented in 

tamper-resistant hardware cryptographic modules. 

Yan [3] proposes a high level model of a DRM system, which can be implemented 

in embedded systems, like a mobile device or a PDA. Yan claims that the system can 

provide DRM protection for downloadable digital content, broadcast contents and per-

sonal content management. The proposed scheme is based on trusted systems notion 

and can be seen in Fig. 1. 

Smith et al. [29] stress the use of secure co-processors as trusted modules that offer 

secure storage space—to store sensitive data—and secure execution of critical software, 

despite any tampering attacks against the module. Such a co-processor comprises of (a) 

a CPU, (b) a bootstrap ROM, (c) a crypto processor—not necessarily—, and (d) secure 

memory, volatile and non-volatile. The module is encapsulated in a tamper-proof shell 

and there is an external I/O interface for communication with the rest of the system, as 

shown in Fig. 8. In case of a tampering attack, the protected content is erased from the 

secure memory. 

Yee [30,31] proposes and demonstrated an implementation of Dyad, a secure co-

processor, which can be used for copy protection of software packages. From its nature, 

such a module can reside into potentially un-trusted environments. The software, or at 

least some critical parts of it, is stored into the secure memory of the co-processor and 

only authenticated users can install or execute it in their systems. The software provider 

encrypts the copy-protected software using a randomly chosen key, which is encrypted 

with the secure co-processor’s public-key and then stored into its non-volatile memory. 

As soon as the user is authenticated as a legitimate one, the secure co-processor can 

decrypt the key, using its own private key, decrypt the software and execute it. 

Figure 7. A simple protocol demonstrating spy operation. 
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Commercial DRM Applications 

Various commercial applications have been implemented to protect Intellectual Prop-

erty in commercial appliances. We briefly describe some of them, since there are no 

technical details for most of them. 

Sony released the MagicGate™ 
8

 (MG) Memory Stick [32] as recording/playback 

media for various Sony commercial appliances, such as walkmans, MP3 players, etc. 

Sony stresses the necessity for copyright protection of music content, especially in such 

devices, and claims that the MG memory stick can be used as a copy-protection system 

which provides (a) authentication between the memory stick and the appliance and 

(b) content encryption and decryption. The drawback is that, both the memory stick and 

the appliance should incorporate MG technology. 

Secure MultiMediaCards (MMCs) [33] provide a means for mobile DRM, inte-

grating the mobile device to a secure multimedia device. As can be seen in Fig. 9, 

MMC is enhanced with an integrated chip that has full smart card functionality and 

which may provide an environment for secure storage and execution of protected con-

tent, as required by a DRM system. 

ARM
9

 has implemented ARM TrustZone™ 
10

 [34,35], an integrated hardware and 

software system, which provides a trusted and safe environment for various security 

8

 MagicGate is a trademark of Sony Corporation. 

9

 See http://www.arm.com. 

10

 TrustZone is a trademark of ARM Limited. 

Figure 8. Generic structure of a secure co-processor. 

Figure 9. Functional view of a secure MMC. 
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functions. Protection of digital rights management in embedded devices is required 

urgently and the proposed platform can be quite helpful in this direction. The architec-

ture is based on the notion of Trusted Platform and it distinguishes two “parallel” exe-

cution environments, one non-secure and one trusted. Critical parts, such as crypto 

hardware, a random number generator module, a boot ROM and key storage, are found 

into the “secure world”. The TrustZone secure kernel can be implemented as a System-

on-Chip module, consisting of the following: 

− an embedded CPU, which executes code for trusted applications like DRM, 

− an on-chip secure ROM, 

− an on-chip non-volatile memory, which stores sensitive data like encryption 

keys, and 

− secure volatile memory for temporary storage of data. 

8. Conclusions 

We presented various approaches for protection of Intellectual Property. Implementing 

them in embedded systems is a challenging task, due to the nature of embedded sys-

tems, with limited storage and processing power, power constraints, low cost require-

ments, etc. Mobile DRM comes to the fore, due to the explosive spread of use of mo-

bile devices in various aspects of human transactions. Cryptography in conjunction 

with fingerprinting techniques can used as means to build efficient Intellectual Property 

protection systems. Tamper-resistant hardware modules like smart cards may be used 

to build trusted architectures, leading to environments that offer secure storage for pro-

tected content. 
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Abstract. Deeply networked systems are formed when embedded computing sys-

tems gain connectivity to each other and to larger enterprise systems. New func-

tionality also brings new survivability challenges, including security across the 

embedded/enterprise interface. Addressing the needs of deeply networked system 

survivability is an open challenge that will require new approaches beyond those 

used for enterprise systems. 

Introduction 

A deeply networked system is formed when embedded computing subsystems are con-

nected to each other and to enterprise systems, often via the Internet [20]. By increas-

ing access to information and computing resources, these systems promise to provide 

new capabilities and opportunities. Unfortunately, deep networking also introduces 

survivability issues that have, thus far, received little attention. 

Consider an automotive control application (such as a road-condition sensor or in-

take air quality sensor, Fig. 1) which is connected via the vehicle’s embedded networks 

to an automotive telematics infrastructure [2]. In this system, external servers could 

optimize performance for a given emissions requirement by reconfiguring the ratio of 

internal combustion to battery power in the car’s engine, based on data from the inter-

nal vehicle sensors and other external sources (such as traffic conditions). However, 

what happens if someone penetrates the servers and commands all hybrid vehicles to 

perform 100% internal combustion on a smoggy day? What happens when a fault in a 

Road

Condition

Sensor

Embedded

Automotive

Network

Enterprise

Network

Driver Information

Telematics System

Figure 1. Example of a coupled embedded + enterprise system. 
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vehicle’s telematics connection disrupts enterprise server operations? Worse, what 

happens when someone uses the enterprise-to-embedded communication channel to 

break into a vehicle and cause it to behave in an unsafe manner? 

Given the proliferation of embedded applications that are increasingly connected 

to the Internet [19,16,15], including automobiles [9] and train control [6], it becomes 

imperative to find strategies that can safely and securely connect the two types of sys-

tems. In particular, deeply networked systems must ensure the survivability of embed-

ded applications [12,10,18] with critical functionality. 

1. Embedded Survivability 

Embedded systems are often used in critical applications, and there is much previous 

work in creating dependable systems for transportation applications, among others. In 

addition to newer security-based approaches, classical approaches have included hard-

ware fault tolerance, software fault tolerance, and techniques to assure high software 

quality for critical systems ([4] are proceedings from a primary conference on these 

topics). 

Classical work in this area assumes closed systems in which external attackers 

cannot gain access to the system. For this reason, most embedded systems have little or 

no native security capabilities. For example, the real-time embedded networks cur-

rently used in mainstream automobiles have no security mechanisms available for net-

work messages. 

1.1. Embedded System Differences 

It seems likely that traditional approaches won’t solve many security problems in typi-

cal embedded systems, because the constraints and application domains differ tremen-

dously from enterprise systems. A description of many of the differences can be found 

in [11]. The following points discuss the differences most relevant to survivability. 

Many embedded systems interact with the external world by reading sensor values 

and changing actuators. Several properties of this real-world interaction that increase 

the difficulty of maintaining essential functions in the face of a failure or attack are: 

• Reactive and real time. Embedded systems often perform periodic computa-

tions to close control loops. Even small timing variations (less than one sec-

ond in many cases) that destabilize a single control loop can cause complete 

system failure. 

• Critical. Embedded systems are often used in life- or mission-critical applica-

tions. This means that even minor disruptions to service can have unaccepta-

bly high cost. 

• Non-recoverable. Because embedded systems have actuators that change the 

physical world, it may be difficult or impossible to “roll back” a state change 

caused by a faulty system as can be done with errant financial transactions. 

• Exceptional. Embedded systems often operate in harsh environments with 

analog inputs, potentially subjecting them to many hardware faults. 

Embedded systems have to remain survivable even though they usually are far 

more constrained than enterprise systems. Common embedded system constraints in-

clude:
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• Small size & weight; battery power. Severe constraints on size, weight, and 

power often limit the amount of memory and computational power available. 

• Low cost. Cost pressure usually results in the least capable CPU possible be-

ing used. Indeed, 8-bit CPUs dominate the market by volume [21]. 

• 24x7 operation of single nodes. Continuous operation, often with a single 

CPU dedicated to a particular function, makes it impracticable to have peri-

odic downtime for applying patches, updates, or other preventive maintenance 

functions. 

• Use of embedded networks. Most embedded systems are too low-cost to per-

mit the use of Ethernet, TCP/IP, or other enterprise communication techniques. 

Instead, they use specialized embedded real-time networks such as CAN and 

TTP/C that don’t support TCP/IP efficiently. 

• Lack of system administrator. While it might be realistic to have a system 

administrator for every personal computer, most embedded systems are not 

designed to be continually patched or require software management. (Who 

should be the sysadmin for an air conditioner?) 

Because of these various issues, it is clear that techniques used in enterprise sys-

tems cannot be expected to work as-is in an embedded environment. 

1.2. Issues at the Embedded/Enterprise Interface 

Most embedded systems aren’t designed to connect to the Internet. Rather, most de-

signs assume that the manufacturer has complete control over the software and network 

interface to every node. Moreover, they are typically built under the assumption that 

the system designer has taken into account all likely failure modes, that there are no 

misbehaving nodes (with misbehavior due possibly to software defects, unforeseen 

hardware defects, or malicious attackers), and that all system inputs conform to system 

requirements. Once a system is connected to the Internet, even indirectly, these as-

sumptions are no longer valid. 

2. Embedded System Design Approach Differences 

Because embedded systems have so many differences in constraints and domain char-

acteristics from typical enterprise systems, it should come as no surprise that their de-

sign approaches are often fundamentally different. These differences affect which ap-

proaches are viable for creating survivable systems. 

2.1. Event-Based vs. Time-Based Operation 

Enterprise systems are typically transactional and event-triggered in nature, which 

means that they usually focus on preserving data and tend to center around end-to-end 

request-response semantics. Usually the emphasis is on statistically good performance 

under various loading conditions, and it is often acceptable to refuse admission to tasks 

during overloads. “Best effort” servicing of aperiodic tasks is often acceptable. 

Embedded systems often focus on interacting with continuous, physical systems 

with hard deadlines. Even minor disruptions to service can have unacceptably high cost. 

Periodic operation of all aspects of the system to makes it easier to ensure that worst 
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case timing properties are acceptable. Such operation is often called “time triggered” 

system design (e.g., as discussed in [13]). 

Time triggered design makes possible optimizations such as leaving time stamps 

(or even message identifiers) off messages and instead relying on the fact that the sys-

tem assures timely message arrival to identify messages. A focus on worst case per-

formance leads, in many cases, to static periodic execution schedules to ensure that 

every task has the computational resources it needs to run at its worst-case highest fre-

quency. (Dynamic scheduling techniques can also be used, but in the end resources 

must still be reserved for worst-case loading conditions.) 

Embedded systems designed for worst-case situations are at first glance more sur-

vivable to overload situations than typical enterprise systems. This is because no matter 

how many events an attacker or fault from the enterprise system throws at it, excessive 

loads applied to one task will not compromise resources used for other tasks. 

2.2. Discrete vs. Continuous Applications 

The interface between event- and time-based portions of deeply embedded systems 

creates additional types of vulnerabilities to faults and attacks. Beyond the usual issues 

of authentication and integrity, there are also timing vulnerabilities in continuous-time 

applications. Assuming that the embedded system has a typical time-triggered design 

approach, only one incoming message of a particular type can be processed per proc-

essing cycle (for example, one message of a particular type every 250 msec). If the data 

is being used for a control application, the system is likely designed to expect a fresh 

value for each and every control cycle. Even small disruptions in timing on the enter-

prise side, whether from congestion, faults, or malicious attacks, force exception han-

dling mechanisms to be developed for the interface to the enterprise side. Exceptions 

that almost certainly must be handled include: missed messages (there may not be time 

for a successful retry on the enterprise side), erratically spaced messages (if two mes-

sages arrive during a single cycle, does the system queue one to let it get stale, combine 

the messages, or just throw one away?), severely clumped messages (if ten messages 

arrive all at once after a long delay, how does the system catch up given only enough 

capacity to process one incoming message per cycle?), duplicated messages, and mes-

sages that arrive too often over an extended period of time. Dealing with many of these 

scenarios will force tradeoffs between spending money on extra resources to deal with 

some fraction of overloads vs. discarding data. 

Message transfer from embedded to enterprise systems requires a low pass filter 

between the periodically generated time-triggered messages and the event-triggered 

processing paradigm of the enterprise system. For example, it may be important to 

transmit the status of an embedded airbag sensor to an enterprise system. In a time-

triggered embedded system, the state of the airbag (deployed or not) might be reported 

ten times per second via a network message to achieve 100 msec latency. But reporting 

ten times per second from millions of vehicles is an unacceptable enterprise server load. 

One job of the embedded/enterprise gateway on each vehicle must be to apply a low-

pass filter to values, and only generate an event-driven enterprise message when an 

airbag is deployed. The gateway must also deal with spurious messages due to sensor 

failures or coordinated attacks. 
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2.3. Fault Handling Approaches 

Enterprise systems typically use a checkpoint-rollback recovery strategy to make their 

significant amounts of state more survivable. Rollback reverts to a consistent, previ-

ously saved state snapshot to facilitate recovery or restart in the event that a failure oc-

curs. 

Embedded systems often use roll-forward recovery, because they cannot roll back 

in dealing with the irreversible physical world. Typically, embedded systems contain 

far less state than their enterprise counterparts. Thus, while enterprise systems focus 

primarily on data-integrity, ordering and state-consistency protocols, embedded sys-

tems tend to focus more on time-sensitive, scheduling protocols where data is extracted 

and processed from the system in real time, often grows stale quickly, and can be dis-

carded. This makes fault recovery for embedded systems very different from enterprise 

recovery approaches. 

2.4. Physical Security & Repair Incentive 

In general, enterprise survivability relies on the assumption that equipment owners 

have a vested interest in keeping their entire system secure and fault-free, so as to ob-

tain full value from their capital equipment investment. Another underlying assumption 

is that it is possible to limit access or turn off machines in a crisis. For example, cen-

tralized service providers often deny individual users access to their equipment (for 

example, cut off network access or shut down the machine) if that equipment has been 

compromised, in order to avoid disruption to other users. 

Embedded system owners may not have incentive to perform repairs and maintain 

physical security. Indeed, there is financial incentive to break into some smart cards 

used to store cash value or keep satellite TV access logs. In other instances, physical 

tampering can remove externally imposed constraints such as increasing vehicle per-

formance at the expense of flouting anti-pollution laws or risking unsafe operating 

conditions. 

Even if such faults or tampering could be detected, simply shutting down an em-

bedded application and/or blocking its communication are likely to be unacceptable. A 

shut-down function would be complicated by the fact that it would have to be owned 

by someone other than the owner of the physical equipment. (Would you want the 

manufacturer of your vehicle or your local police department, for example, to have a 

“kill switch” for your car?) If the embedded system send safety critical information, 

(fire alarms from a dwelling; airbag deployment alarms from a vehicle; medical alert 

alarms from a home security system), termination of communication might be prohib-

ited without a lengthy process of warnings and opportunities for repair. And of course 

an external kill function would likely prove a tempting target for attackers to trip mali-

ciously.

3. Embedded Enterprise Gateway Requirements 

The usual approach for attempting to resolve problems at the embedded/enterprise in-

terface is to use a gateway or “firewall” node to isolate the embedded system from 

faults and attackers originating on the enterprise side (e.g., [1,17,22]). However, there 

is little or no guidance available on the types of services that have to be in such a gate-
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way node to ensure the resulting system is survivable. Typical proposed approaches for 

this interface currently focus on the use of encryption (e.g., [7]) and in industrial appli-

cations often use VPN. But, based on our observations, the following types of addi-

tional services are likely to be needed in at least some systems to ensure survivability 

for a wide variety of deeply networked system applications. 

3.1. Trusted Time Base 

A trusted time base that is shared among all embedded gateways and enterprise servers 

within a deeply networked system could provide a foundation for resolving timing dis-

ruptions and ambiguities. This could improve survivability by: 

• Distinguishing whether a tightly spaced group of messages arriving at a gate-

way were generated at almost the same time, were bunched up due to conges-

tion, or were subject to a man-in-the-middle timing attack. 

• Detecting timing jitter in messages sent between embedded subsystems via an 

enterprise network due to load variation or a control-loop destabilization at-

tack.

• Enabling compensation for message aging in closing inter-subsystem control 

loops. 

In some applications the embedded network will have to make available “freshness” 

data for various values transmitted periodically, because the assumption of end-to-end 

periodic operation doesn’t hold for data that has been exposed to the enterprise side of 

the system. 

3.2.  “Firewall” Protection in Both Directions 

It is just as important to protect the enterprise system against an embedded subsystem 

as the other way around. Thus, we expect enterprise/embedded gateway nodes to be 

composed of a matched pair of gateway functions in opposing directions. Each side of 

the gateway will have opposite notions of whom to trust, complicating gateway man-

agement.

As the embedded-to-enterprise side of the gateway converts periodic time-

triggered data to event-triggered messages, it will have to manage issues such as ensur-

ing delivery via acknowledgements, self-throttling of message loads, filtering of inap-

propriate messages, time stamping messages, and in general ensuring that faults or at-

tacks on the embedded side of the interface don’t propagate to the enterprise side. 

In addition to traditional firewall functions, the enterprise-to-embedded side of the 

gateway will have to manage the conversion of incoming event-based messages to 

time-triggered messages. This will include deciding what values to provide to periodic 

tasks when event-based messages are missed, delayed, clumped, repeated, or sent too 

fast.

3.3. Limiting Damage from Compromised Servers 

A significant potential vulnerability in deeply networked systems comes from enter-

prise servers that are given direct or indirect control authority over embedded system 

actuators. We believe that such control authority will inevitably creep in to most deeply 
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networked systems. As an example, Koopman [12] describes a real-time energy pricing 

scenario in which a malicious failure of an enterprise server can cause an arbitrary 

number of houses to change their power usage, resulting in a potential physical attack 

on the electric power grid. 

Avoiding vulnerabilities due to compromises of enterprise servers might be diffi-

cult. A starting point might be to limit, by design, the number of embedded systems 

that are permitted to take information from any particular enterprise server (even via 

indirect paths), thus limiting the consequences of a fault or compromise of that server. 

4. Related Work 

Firewall designs for enterprise systems are well known, and secure the connection be-

tween internal and external systems by blocking unauthorized traffic [3]. This might be 

achieved by applying filters to the packet level, the application level, or the physical 

port level. Although these enterprise-centric security designs can be effective at block-

ing unauthorized communication, they are inadequate for the attack scenarios that we 

have identified for deeply networked systems. The SCADA community has been active 

in embedded security (e.g., [7,8]). To this point published results have focused on patch 

management and encryption of data sent over physically insecure links. 

The TTP safety-critical embedded network protocol incorporates the concept of a 

“temporal firewall” [14] to isolate time-critical activities, but does not deal with em-

bedded systems connected to the Internet. That refers more to the isolation of time-

sensitive and non-time-sensitive tasks from each other within an embedded system. 

Duri et al., have proposed a framework for automotive telematics applications to 

ensure the privacy and integrity of user-supplied data in the enterprise system [5]. That 

technique uses trusted processors to collect and aggregate user data to be sent to au-

thenticated application. However, it focuses on authorization rather than message tim-

ing attacks. 

5. Conclusions 

Deeply embedded systems combine embedded and enterprise computing, offering tre-

mendous potential but also new survivability challenges. Embedded systems have sig-

nificantly different assumptions and approaches to computing, necessitating different 

approaches to survivability than those used in enterprise systems. Moreover, the inter-

face between time-triggered, real-time embedded computing and event-triggered, 

transaction-oriented enterprise computing presents unique survivability challenges. 
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Multimedia Watermarking 
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Abstract. Watermarking is the insertion of information into a host data, for a vari-

ety of applications, including ownership identification, authentication, and to pro-

vide additional functionalities. We review here some of the recent works on mul-

timedia watermarking, focusing on (1) watermarking binary images, (2) water-

marking curves, and (3) image communication. 

Keywords. Multimedia watermarking, data hiding, image communication

1. Introduction 

Watermarking is the insertion of information into a host multimedia data, usually im-

perceptibly with the help of human perceptual models. The inserted watermark can be 

used for a variety of purposes, including ownership identification, authentication, and 

to provide additional functionalities in the use of the host data [1,2]. Because the wa-

termark is often inserted imperceptibly, watermarking and data hiding are sometimes 

used synonymously. Watermarking for authentication is designed to reveal any altera-

tion of the host multimedia data and also to provide additional information such as 

where alterations have been made. 

A number of approaches have been shown to be effective for watermarking multi-

media data. The detection of the presence of the watermark can be carried out with or 

without using the original host data. Signal processing, either intentional or uninten-

tional, can affect the inserted watermark. Intentional processing includes deliberate 

attempt at removing or obliterate the watermark. Unintentional processing may include 

compression, scanning and printing, etc. 

We review in this paper some of the recent works on multimedia watermarking, 

focusing on watermarking binary images for authentication and annotation. We will 

also discuss briefly two related problems: watermarking curves and watermarking for 

image communication. 

1.1. Two Examples 

A well known watermarking method for images is the spread spectrum approach [3], 

shown in Fig. 1. The largest M of the DCT coefficients, denoted by X, are selected for 

the insertion of watermark. A pseudo random signal (PRS) W is generated as the wa-

termark and added to X with a weighting factor α to form the marked coefficients ac-

cording to (1 + αW) X. The inverse DCT is taken of these marked and those not se-
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lected for watermarking. The result is the watermarked image. That the strength of the 

inserted watermark is related to the size of the DCT coefficients helps to reduce the 

visual distortion introduced by the watermark insertion. 

To detect whether or not a given watermark is present in a test image, DCT is 

taken of the difference of the test image and the watermarked image. The result is cor-

related with W, and then compared with a threshold. The presence of W can be used 

for certain claims, such as ownership. The embedded watermark can also be detected 

without the original, but less reliably. This approach has been shown to be robust when 

the marked image is subject to moderate compression and some other processing. 

Shown in Fig. 2 is an example of watermarking for image authentication, where a 

known pattern (b) is inserted in the host image (a) to produce the marked image, from 

which the inserted watermark (b) can be extracted. The marked image is visually indis-

tinguishable from the original unmarked image. Suppose the marked image is modified 

to produce image (c). Then the watermark extracted from the altered image becomes 

that of (d), which is different from the original watermark, revealing not only that the 

marked image has been modified but also where the modification took place. 

The alterations were made on the image of Fig. 2 where it is relatively easy to in-

sert watermarks without causing visual distortion because of the moderately rich tex-

ture there. There are other regions in the image which are ‘smooth’. The insertion of 

watermark in those regions would be difficult or even impossible, since a slight modi-

fications in those regions can produce noticeable visual distortion. The need for insert-

ing watermark in these regions is to be able to reveal possible alterations there. Fig-

ure 3(a) shows the smooth blocks of Fig. 2(a), and Fig. 3(b) is a histogram showing 

how many coefficients in each block can be modified without producing artifacts. It is 

seen that modifications cannot be made in about 20% of the blocks. 
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Figure 1. Spread Spectrum Watermarking. 
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(a) (c) 

  

(b) (d) 

Figure 2. An example of watermarking to detect alteration. 

  

(a) (b) 

Figure 3. (a) smooth region of Fig. 2(a), (b) histogram of embeddable coefficients in each block. 

1.2. Insertion in Smooth Regions 

It is, however, possible to embed information in the smooth regions [2] by using shuf-

fling, whereby the information to be inserted in a smooth region is actually embedded 

in different parts of the image. The coefficients of all the blocks are concatenated to 

form a single string, as shown in the first line of Fig. 4. Because of smooth regions, 

some of the blocks will have no embeddable coefficients. A random shuffle is then 

performed on the string to form a different string shown on the second line of Fig. 4. 
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This string is then partitioned into blocks. It can be shown [4] that because of the shuf-

fle, all blocks will have embeddable coefficients with probability close to 1. Embed-

ding is then done on this shuffled string, and a reverse shuffle follows the embedding. 

Shuffling also enhances security since the shuffling table or a key for generating the 

table is needed to correctly extract the hidden data. 

2. Watermarking Binary Images 

Most of the previous works on image watermarking have been concerned with color or 

grayscale images, where the pixels may take a wide range of values. In these images, 

the changing of most pixel values by a small amount may not cause visible artifacts 

under normal viewing conditions. This property of human visual system plays a key 

role in watermarking of media data. 

However, an increasing number of images we encounter today are binary, or with a 

very limited number of values the pixels may take. These images include maps, ar-

chived records, signatures, substitute checks [5]. Because of the ease with which im-

ages can be copied and modified, the annotation and authentication of binary images as 

well as the detection of tampering are important problems to be addressed. It is difficult 

to watermark these images because modification of pixel values in these images will 

likely to produce noticeable artifacts. For binary images in particular, the only modifi-

cation on the pixels that can be performed is to “flip” a white pixel to black or vice 

versa. And these changes can only be made on pixels at the boundary. 

To insert a watermark into binary images, one may also modify some features such 

as curvature or thickness of strokes. We shall briefly review one approach to hide data 

in general binary images, including scanned text, figures, and signatures. The hidden 

data can be extracted without using the original unmarked image. The approach can be 

used for detecting whether a binary document has been altered or not, and for hiding 

annotation labels or other side information in binary images. 

 

Figure 4. Shuffling to embed information in smooth regions. 
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2.1. Insertion of Watermark 

An image is partitioned into blocks and one bit is embedded in each block by changing 

one or more pixels in that block. For example, a “0” can be embedded by making the 

number of black pixels in that block an even number. Similarly, making the number of 

black pixels to be odd can embed a “1”.
2

 This method can be extended straightfor-

wardly to embedding more than one bit in each block. 

The question remains as to which pixel or pixels in each block are to be changed. 

While human visual model plays a key role to minimize visual artifacts in watermark-

ing grey scale or color images, visual model for binary images have not received much 

attention. A simple way is introduced in [6] to quantify how noticeable a change will 

be caused by the flipping of a pixel. This is done by examining the pixel and its imme-

diate neighbors to produce a numerical flip score. Changing a pixel with higher scores 

generally introduces less artifacts and a 0 score means no flipping. 

It is not practical to examine exhaustively each pixel and its neighborhood to de-

cide how noticeable a change will be caused by flipping that pixel. However, one can 

determine the flip score by examining a small window centered around that pixel and 

using a smooth measure and a connectivity measure. The smooth measure is derived 

from horizontal, vertical, and diagonal transitions in the local window, and the connec-

tivity measure is derived from the number of the black and white clusters. If the flip of 

a pixel changes the connectivity or significantly changes the smooth measure of the 

neighborhood centered at the pixel, then the pixel has a low flip score. 

Using this approach, all 3x3 patterns can be ranked in terms of how noticeable the 

change of the center pixel will be. The results can be refined by examining a larger 

neighborhood, say 5x5. Special cases are also handled in such large neighborhood so as 

to avoid introducing noise on special patterns such as sharp corners. 

2.2. Embedding in Smooth Regions – Shuffling 

For binary images, no pixel can be flipped in the interior of an all white and all black 

regions. However, the shuffling approach discussed previously can be applied to binary 

images as well. Embedding is done after shuffling, and inverse shuffling is performed 

to get a marked image. 

Figure 5 illustrates an example of using watermarking to detect alteration. A “hid-

den” data of 976 bits are inserted into the original binary image of Fig. 5(a). The hid-

den date contains an 800 bit “PUEE” pattern of Fig. 5(g). The watermarked image is 

shown in Fig. 5(b), which is visually indistinguishable from the original, even by ex-

amining the magnified portion, Figs 5(c) and 5(e). An alteration, Fig. 5(f), is made on 

the marked image of Fig. 5(b). The extracted watermark is then the random pattern, 

Fig. 5(g), rather than the original embedded pattern, thus indicating that alteration has 

taken place. 

The overall system of this approach is shown in the block diagram of Fig. 6.
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 A generalization is to pick a “quantization step size” Q and to make the total number of black pixels in a 

block to be an even multiples of Q in order to embed a “0”, and an odd multiple of Q to embed a “1”. In this 

case, a larger value of Q would make the embedding less sensitive to noise, at the expense of introducing 

more noticeable artifacts. This odd-even embedding can be viewed as a special case of using a lookup table 

for embedding. 
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3. Watermarking Curves 

Curves, including signatures, contour maps, and sketches, form a special class of bi-

nary images. They can be watermarked by inserting a spread spectrum signal in the 

control points of the B-spline for the curve [7]. 

Consider a curve of m+1 points P = (px, py), where px and py are the coordinates. 

Denote its B-spline approximation by p
B

(t) = ∑
=

n

i 0

ci Bik (t), where ci =(cxi, cyi) is the 

i-th control point, and Bik(t) is a kth order blending function. The control points may 

also be written as C = (c
x
, c

y
). A watermark (w

x
, w

y
) is scaled by α and added to the 

control points, so the marked control points becomes (c
x
, + α w

x
, c

y
 + α w

y
). The 

watermarked curve is constructed from the B-spline, by using the marked control 

points. To detect whether or not the watermark has been inserted into a test curve P* = 

 

Figure 5. Detecting alterations in binary image. 
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(p*x , p*y), the control points C* = (c*
x
, c*

y
) is extracted, from which the original con-

trol points are subtracted and the result normalized by α to give the estimated water-

mark (w*
x

, w*
y
). The estimated watermark can be correlated with the inserted water-

mark and the result compared with a threshold. Figure 7 shows an example of water-

marking a curve using this approach, where the number of control points is 100. 

4. Image Communication – Error Concealment and Error Resilience 

In image communication, error concealment refers generally to the recovery of lost 

information. Error resilience refers to reducing the vulnerability to error. There is con-

siderable redundancy present in multimedia data, which can be used to recover lost 

information. If the lost information is isolated, natural looking interpolation can be 

made using information derived from neighboring blocks. The computation typically 

begins with an estimation of some features of the lost information, such as edges, mo-

tion information, etc. These features are then used for interpolation to recover the lost 

information. However, feature estimation may require considerable processing re-

sources at the receiver. Such processing can be performed at the encoder and sent to the 

decoder for concealment. Sending side information can be done using data hiding at the 

expense of slight degradation of image quality, but without increasing the bit rate [8]. 

Using this approach, the receiver saves about 30% computation for concealment, as the 

feature information needed for concealment are pre-computed at the encoder and in-

serted into the data bit stream to be used by the receiver when needed. 

Error resilient approach can be employed in MPEG coded video to improve the 

performance of error concealment at the decoder with minimal increase in bit rate. 

Most of error concealment methods in MPEG are either spatial which is usually applied 

to I frames, or temporal which is usually applied to P and B frames. To isolate the 

damaged blocks, the order with which the blocks are sent can be shuffled [9]. To help 

the recovery of motion information, interframe-wise parity bits of motion vectors in 

successive intraframe are embedded in the video using data hiding. This approach can 

give a reasonable image quality for packet loss up to 25%. 

 

Figure 7. Watermarking curve via B-spline. 
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5. Conclusion 

Watermarking is the insertion of information into a host data, often using understand-

ing of human perception so that the inserted watermark does not cause visual artifacts. 

Watermarking or data hiding are used for a variety of applications, including ownership 

identification, authentication, and to provide additional functionalities. We review here 

some of the recent works on multimedia watermarking, focusing on watermarking bi-

nary images, watermarking curves, and image communication. 
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Abstract. Multimedia systems become increasingly ambient and as such require
compact, lightweight, low power etc. designs that were not major constraints in
earlier desktop-based systems. At the same time, DRM (Digital Rights Manage-
ment) is playing an important role in the multimedia industry and hence requires
copyright protection.

In this paper we introduce our Cypress platform that is tailored to provide so-
lutions to these issues. Specifically, the platform addresses as the first approach
of its kind the combined data/code compression and their encryption in a unified
architecture.

Keywords. media encryption, media compression, embedded systems, micro-
architecture

1. Introduction

Multimedia systems pose stringent constraints on compactness, lightweight, low power
consumption etc. The unique memory demands (large memory size, concurrent mem-
ory accesses, high memory throughput) of a multimedia system make its memory sub-
system a prime target for optimization. The situation is worsened by the fact that systems
featuring embedded multimedia grow increasingly complex as the demand for function-
ality is enhancing from one device generation to the next. An example is a cellular phone
that beyond its core function of a communication device provides multiple embedded
multimedia functions like video (embedded digital camera, sending and receiving video
clips), music player, gaming etc. The demand for increased chip size that comes with
the embedded multimedia features is virtually growing faster than what can be alleviated
through higher integration densities of new silicon technologies. This aspect has to be
seen in the context of a cell phone that is in fact expected to feature smaller size, lighter
weight, lesser power consumption etc., from generation to generation. These contradic-
tory demands and constraints need to be addressed through a portfolio of optimization
strategies.

The proliferation of embedded systems in recent years has boosted interest espe-
cially in code compression [6,7] and there are numerous solutions proposed or imple-
mented in academia and in industry [4]. Apart from compression an important issue in
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embedded multimedia systems is the protection of sensitive (e.g. copyrighted) multime-
dia data (music, video) during transmission or even during the runtime of a multimedia
system. Encryption can solve this problem by allowing unencrypted multimedia data or
code to reside only at levels of memory hierarchy that are very close to the processor
(possibly on-chip only) where it is difficult for a potential adversary to gain access and
reverse-engineer the code or data. An important emerging area of commercial signif-
icance is streaming media that involves rapid, secure transmission of audio and video
packets over the Internet. These packets employ compression and encryption. A client
receiving these packets is expected to decompress and decrypt the stream in real-time
to provide the required QoS (Quality of Service) for video and audio playback. Web
pages also routinely include code (Java applets, Servlets, ActiveX Controls etc.) that is
transported securely over public networks. Browsers decrypt, decompress and execute
the code snippets to provide feature-rich animations and interactivity. However, mobile
device that use these services do not yet provide widespread download and execution
support for these dynamic technologies. Due to projections (e.g. by NEC and others) fu-
ture mobile multimedia devices will embed dedicated hardware that handles combined
compression and encryption of data and code.

We present an encryption methodology using existing encryption standards, which
works as a complement to our compression technology but is integrated in our approach.
The whole work is embedded in our framework that addresses as the first approach of
its kind the combined compression of data and code and their encryption. The frame-
work allows to prototype diverse compression and encryption schemes and it comprises
a parameterizable platform for hardware architecture plus a design flow.

2. Related Work

As far as combined compression/encryption systems are concerned, Shaw et al. [9] pro-
posed a pipelined architecture that combines compression and encryption. Our focus is
to provide a encryption framework that allows to offer random access without compro-
mising security, which works well with our compression/decompression architecture. As
for comp[ression technologies, the state-of-the-art is as follows:

The MXT technology by IBM (Tremaine et al. [2]) was one of the first systems that
incorporates compression and decompression during runtime of a software application.
This work targets servers and has been covered by various patents [8].

Benini et al. [3] proposed a compressed memory system where the focus is on en-
ergy reduction. Kjelso et al. [5] presented a technology called X-match that improves
performance when using memory compression.

Compression has also been used to improve virtual memory management. Douglis
[11] modified the Sprite operating system to compress pages of memory with the LZRW1
algorithm [13]. Cate and Gross [12] proposed using the filesystem to automatically com-
press the least recently used files and decompress them when a user accesses them. Both
these techniques aim to improve virtual memory size, improve bandwidth, and improve
performance.

Taunton describes the use of dictionary compression for a low-cost computer (RISC
iX) using the ARM processor [14]. Compression is used to fit the system software on
a small hard drive. Each page of text and data of the executable image on disk is com-
pressed.
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3. Motivation and Problem

3.1. Problem

Previous work on code compression focused on compressing the instruction segment
(but not the data segment) of the executable file only. Limiting to instruction code eases
the design: Since instructions do not change during execution (with the exception of the
rare case of self-modifying code) as data, it is possible to compress the instruction code
offline (before execution) once and then decompress small portions at runtime as needed.
Secondly, indexing compressed instructions, i.e. locating the same in the compressed
stream is substantially easier than in the case where runtime compression is required (see
below).

However we found that very often and especially in the case of multimedia appli-
cations executables contain large areas of data such as the .bss areas that correspond to
data that are written to and read from during runtime. Leaving out compression for the
data areas of an executable file will under certain circumstances diminish any good re-
sults achieved from the compressed instruction part. As an example, Table 1 shows some
executables of various multimedia applications that we came across that require large
.bss (data) areas. It therefore shows the need for combined data and instruction code
compression.

For the above experiments we used our benchmark set which we describe in more
detail in Section 5. Figure 1 shows the corresponding compression results when com-
pressing the instruction segment (code part) of the executable only.

The first bar corresponds to size reduction of the instruction segment. The second
bar shows the overall executable file reduction. Clearly, while the first bar shows that
code compression does indeed compress instructions well, the second bar shows that due
to large data areas there is no real benefit in many cases.

Data compression introduces the following new challenges:

• Online compression. Data will be read from and written back to memory during
runtime.

• Indexing. It is necessary to provide a means for locating data in the memory.
• Memory management. Online compression introduces gaps (unused memory

space) in the memory layout, as original memory addresses cannot be used to store
data.

Table 1. Break-down of executable files in an instruction code portion and data portion showcasing the need
for combined data/code compression techniques.

Appl. Code [Kb] Data [Kb] Total [Kb]

AES 153 103 256

CRC 91 59 150

DMC 42 1238 1280

KEY 8 504 512

MPEG 97 87 184

SSL 2921 151 3072
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Figure 1. Compression of executable files when instruction code is compressed solely: it diminishes the com-
pression ratio of the whole executable file when not considering the data sections.
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• Unknown memory requirement. Unlike instruction compression, it is not known
before execution how much memory will be required.

These issues indicate a significant performance overhead in data compression/de-
compression such that it is beneficial to carry out compression/decompression at higher
memory hierarchy levels as IBM did between the L3 cache and the main memory [2].

3.2. Our Contribution

Existing system architectures with multiple levels of memory hierarchy have always been
designed with a focus on performance; We, however, need to focus on memory size re-
duction for embedded multimedia applications. The main contributions of our platform:

1) An architecture that provides combined compression/decompression and encryp-
tion/decryption.

2) A parameterizable hardware platform and a design flow that allow us to explore
the design space for this architecture and adapt it to the requirements of a certain
multimedia application. Among others, our design platform comprises a simula-
tor that works with a commercial processor.
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4. Our Platform

4.1. Com/Decompression Enc/Decryption Algorithms

The focus of Cypress is to adapt and architecturally combine compression and encryption
algorithms for implementation in embedded multimedia systems. As a platform, Cypress
can accommodate many standard algorithms as long as the following constraints are
fulfilled:

• Compression/decompression needs to be able to be implemented efficiently in
hardware.

• Prospective algorithms need to provide random access The page size is therfore
crucial for an efficient implementation On the other hand, if the buffer page is too
big, the added hardware is too large to justify the additional gain in compressibility
and/or security.

We experimented in our platform with many com/decompression algorithms includ-
ing Gzip, Bzip2 or DMC [10]. Throughout, efficient implementations were achieved with
page sizes ranging between 1KB to 16KB.

Enc/Decryption needs to be combined with com/decompression. A dilemma with
with many popular encryption standards is the lack of random access to encrypted data.
Most block cipher algorithms, which are typically used in security applications, work in
block chaining mode that inherently prevents random access. The simplest mode that a
block cipher can operate in, and that does not incorporate any chaining, is the Electronic
Codebook mode (ECB mode). In this mode, the data to be encrypted are separated into
blocks and are encoded completely independently. While this method ensures random
access at the block level, it is very insecure: blocks that contain the same code will be
encrypted to the same ciphertext, giving valuable information to a potential adversary.
Other chaining modes that are considered adequately secure, e.g. where the output of
block i is fed to block i + 1, do not allow for random access. One method that is secure
and does allow for random access is counter mode. The main idea is to encrypt a counter
and to exclusive-or the encrypted counter value with the plaintext. Since the counter
value can be made accessible by both the encryption and the decryption hardware, we
found that random access is indeed possible. Figure 3 illustrates counter mode where P

represents the plaintext and C the ciphertext. The counter value for block i can be given
by i + IV(mod264) where IV an initial counter value.

Counter

Encryption

Counter

Decryption

PP
C

Block
cipher

Figure 3. Random access in encryption.
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For that reason, we use the above-described mode throughout the presented results
and applied it exemplary to the Advanced Encryption Standard (AES).

4.2. Cypress Common Com/Decompression, Enc/Decryption Architecture

There are two major problems as far as the architecture in concerned: a) to locate com-
pressed data during read operations, and b) to find a free location to store newly com-
pressed/encrypted data1 during write operations. The dividing of data areas in pages is
important for efficiency. Pages at the size of bytes or words, for example, would result in
large memory requirements in order to be able to allocate these small (since many) pages
afterwards. The Cypress platform allows to vary page size from 1kB to 16kB. Pages
smaller than 1kB would results in too unfavorable compression ratios.

In the rare event where compression cannot yield any size reduction, pages are stored
in their original form.

In the general case, a n KB page will compress to any size less or equal to n KB.
This variable size can complicate indexing compressed pages significantly; therefore,
we chose compressed pages sizes as a multiple of what we call the CFrame size. In the
following for explanatory reasons we will set the CFrame size to 64 bytes, and the page
size to 1kB.

Furthermore, we imposed a rule on block alignment: all CFrames have to be aligned
on a 64-byte boundary. Using these rules we design a table for mapping compressed
pages in memory. Each table entry corresponds to a compressed page and it stores the
locations of 16 CFrames. By allocating space for 16 blocks per page (when page size is
1kB), we ensure that any page can be stored in the table regardless of its compression
ratio. An additional advantage is that the mapping table has fixed size and therefore can
be easily indexed by the first bits of the page pointer. The alternative would be to save
space for pages that compress well and to not allocate the space for 16 CFrames pointers.
However this would complicate the hardware design.

Note that the mapping table is stored in memory along with the compressed data.
Each bit pointer points to a 64-bit boundary (according to the CFrame alignment).

The mapping table described above provides a means for finding a compressed page
in memory. We also need another structure to help us locate free space during writes
when attempting to write a page back to memory. This structure is a set of pointers
pointing to free space. It works as a FIFO and it is blocked in chunks of 64 bytes.

Eventually, all hardware blocks that together comprise the compression/decompres-
sion and encryption/decryption operations are shown in Fig. 4.

Page 1

Page 2

Page k

Buffer

Address
Mapping
Table

Comp.

& Decomp.

Engine
Enc/Decr.

Engine

To cache To main
memory

Figure 4. Hardware blocks of compression/decompression and encryption/decryption.

1Note, that unlike data, code needs only to be decompressed and decrypted since only reads are necessary.
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4.3. Platform Parameters

Cypress allows to customize the following parameters: a) Compression IP: A wide va-
riety of De/compression, algorithms can be implemented and simulated. b) Encryption
IP: same holds for de/encryption IP. c) Separate compression software for code &
data d) CDC Buffer size: The designer can easily modify the buffer size to exploit the
best area/performance trade-off. e) Page size: f) CFrame size: The CFrame parameter
affects mainly memory fragmentation. This parameter, too, can be tuned easily using our
platform. g) Buffer miss policy: Cypress currently supports two different buffer miss
policies: LRU and Round Robin. h) Unified and separate buffers: Code and data ex-
hibit different locality; this can be best exploited by providing two separate buffers. Our
platform permits using a unified buffer as well as two separate buffers. i) CPU indepen-
dency.

4.4. Cypress Design Flow

To evaluate the area overheads and performance of our system we keep track of the
following metrics during the simulation phase: a) the total cycle count, b) the amount
of memory fragmentation, c) the CDC buffer size miss ratio as an indirect measure of
performance, d) the number of page write-backs which refers to the amount of times
compression and encryption of data is performed and e) the number of page reads which
is equal to the number of times decompression and decryption is conducted.

The main steps of our design space exploration algorithm can then be summarized
as follows:

After compilation, the multimedia application (code and data) is initially compressed
and encrypted. An allocation of free memory spaces follows:

Besides the initially compressed code and data areas we need to allocate free space
for data that will be written during the runtime of the application. Our experimental re-
sults show that more than 50% compression is an attainable goal. However, since an
application will show varying compression ratios dependent on the input, the compres-
sion ratio needs to be estimated. Our estimation is based on a conservative measure on
average compression ratio for a large set of differing inputs for a certain application.

After setting initial platform parameters, the tuning part works as shown in Fig. 5. It
is important to understand that the selection of the parameters is application specific, an
acceptable practice in the embedded market arena. As shown in Fig. 5 if our contraints
are not met, a different compression algorithm may be selected. Our platform is largely
compression algorithm independent. The main characteristics a compression algorithm
should have to be feasible are a) fast hardware implementation b) good compressibil-
ity. For this reason, table-driven techniques where replacing compressed codes is done
by table-lookup are typically the most efficient techniques. The topic of this paper is
not the compression algorithm itself; the reader can get more insight into compression
algorithms for embedded systems by reading our previous paper [4].

The order in which parameters are selected and fixed is crucial for the final result:
in the given form it is made sure that parameters with the largest impact on performance
and area are selected first. The parameters with lesser impact are then subsequently used
for fine-tuning. When using this scheme and comparing it with a complete search for
some smaller applications, we were always able to find the pareto-optimum points of the
design space.
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Figure 5. Cypress design flow.

5. Experimental Results using the Cypress platform

We used a set of multimedia-related applications to showcase the usefulness of our Cy-
press technology. The applications are: AES, an implementation of the Advanced En-
cryption Standard, CRC, a telecommunications software package, DMC, a compres-
sion/decompression algorithm, KEY, an image processing application, and MPEG, an
MPEG4 encoder, and SSL, a suite of security algorithms.

According to the design space exploration described earlier, we have determined and
fixed parameters individually for each application. The final parameters are shown in
Table 2 as they represent the best compromise for compression ratio, performance and
hardware overhead. It can be seen that large applications like SSL tend to require a larger
CDC, larger page size, larger buffer line size and a larger CFrame size. However, there is
no linear dependency between the size of these parameters and the size of the respective

Table 2. Best platform parameters for each application according to design space exploration.

Parameter AES CRC DMC KEY MPEG SSL

CDC size 32 Kb 16 Kb 64 Kb 64 Kb 32 Kb 64 Kb

Page size 1 Kb 512 b 2 Kb 2 Kb 1 Kb 32 Kb

CDC line size 1 Kb 512 b 2 Kb 2 Kb 1 Kb 16 Kb

Cframe size 64 b 64 b 128 b 128 b 64 b 256 b

Replacem. policy LRU LRU LRU RR LRU RR

Unified/Split Buffer Unified 25/75 Unified Unified Unified Unified
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application. These parameters are clearly dominated by the application’s size but also
depend on the data/code access characteristics. The replacement policy and split/unified
buffer option, however, are not notably dependent on the size of the application but do
highly depend on the access pattern to memory and on control flow characteristics of
an application. Finding the right combination of these parameters is a search through
a multidimensional search space and it requires, beyond a heuristic search algorithm
(as presented earlier), a platform that allows to rapidly prototype and measure diverse
options.

We achieve effective compression ratios of 50% or more for large applications.
For smaller applications compression ratios are smaller as expected since the compres-
sion/decompression hardware overhead is relatively quite high. The relative contribution
of this part becomes insignificant the larger the application is.

The significant chip area reductions do not come entirely for free, though. In fact,
we observe a performance penalty in the proximity of 10% in average.

Furthermore, our platform offers the incorporation of seamless encryption in case
the application requires that. Due to our technique as described earlier, compression and
encryption are architecturally combined. The most notable benefit is that no further per-
formance degradation incurs compared to the case of compression only. For that reason
we compare the quality of our combined code/data compression and encryption technol-
ogy to one where compression and encryption are decoupled (i.e. serialized) or in other
words where the code/data is first compressed and then encrypted.2 As depicted in Fig. 6
we encounter in most cases performance improvements or only slight degradations over
a system featuring serialized de-/compression decryption. This needs to be seen under
the fact that a serialized system is by far more area consuming since a separate hardware
for both de-/compression and decryption is needed with additional buffer between the
two stages. Again, our technology is optimized for embedded multimedia as pointed out
before.
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Figure 6. Performance improvement over serial decryption system.

2Note that compression would always be followed by encryption and not vice versa since otherwise com-
pression would not be possible according to information theory.
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6. Conclusion

We have presented an overview of the Cypress platform for combined data/code com-
pression and encryption. It decompresses and decrypts code on-the-fly and it both decom-
presses/compresses and decrypts/encrypts data on-the-fly. Processing both compressed
data and code guarantees that the executable file will benefit from compression no mat-
ter whether the code or data section in an executable of an application dominates. In
addition, the seamless integration of encryption provides an efficient, hardware-sharing
with compression solution, for the increasing demand of security. The Cypress platform
features besides the parameterizable hardware architecture a suite of software tools that
allow to evaluate and to optimize a specific multimedia applications.
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Abstract. Let f (x) be a certain cryptographic function and let g, g: Im(f) → {true, 

false}, be an integrity test saying whether a particular value of f (x) fits into prede-

fined integrity boundaries or not. The “Test and Repeat” paradigm is then charac-

terized by the following pseudocode: repeat let y = f (x) until g(y) = true. On a first 

look, it may seem like a kind of best programming practice that can only improve 

overall security of the module. Especially, an architect can see it as a rather strong 

countermeasure against attacks based on computational faults – so called fault at-

tacks. In this article, however, we will show that such a practice can induce par-

ticular cryptographic weaknesses. Therefore, it cannot be regarded as a general se-

curity improvement. Especially, it can even increase a vulnerability to the fault at-

tacks. Its usage in cryptographic modules shall, therefore, undergo a proper crypt-

analysis before being actually deployed. 

Keywords. Fault attack, Side channel, Covert channel, DSA, Vernam cipher, 

RNG, Lattice, Cryptanalysis 

Introduction

In practice, we can meet the “Test and Repeat” (TAR) paradigm in many software and 

hardware applications, including cryptographic modules. Roughly speaking, it is a 

technical construction that encapsulates the following two very basic demands of com-

puting systems architects: 

1. To prevent a propagation of faulty results. 

2. To ensure certain level of robustness of the application being designed. 

The first aim is achieved by using the test part of TAR, while the second one is 

achieved by repeating the computation together with the test part several times before 

giving up the whole operation. Arranged in this way, TAR might also be regarded as a 

rather strong countermeasure against fault attacks [1,2], especially against those ones 

based on an analysis of faulty results of a corrupted computation. 

This paper was written as a tutorial note of a cryptologist to security engineers 

who design the hardware and-or software architecture of cryptographic modules. We 

will see two illustrative examples serving as a proof that TAR shall not be regarded as 

a general countermeasure, since there are realistic attacks that can be even right al-

lowed or, at least, accelerated and hidden by it. The first example in §1 concerns a sub-

liminal covert channel [2] occurring in Vernam’s one-time pad [3] equipped with a 
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random number generator [3] which uses TAR. The second example in §2 discusses a 

fault attack presented in [4]. This attack is focused on DSA and we will see that it can 

pass totally undetected when a “reasonable” TAR is applied. Moreover, TAR actually 

helps an attacker to keep her attack hidden and unrecognized here. 

1. Case 1: TARed RNG 

Let us imagine the following scenario that is based on real situations arising in the 

military area: Alice works with highly secured classified information which Bob wants 

to see. However, despite working for the same company, Bob does not possess the 

required clearance level. So, he seduces Alice and convinces her to cooperate with him 

on the classified data theft. To prevent such attacks, there are often strict technical 

countermeasures applied, so Alice cannot simply copy the clear data on a CD ROM 

and pass them to Bob. She can only do some operations with the clear data within her 

terminal. Any data written to any removable media or sent through a network are en-

crypted. An undesirable way allowing Alice to inconspicuously send the clear data to 

Bob is then referred to as a covert channel or even as a subliminal covert channel 

[2,5,6], depending on a technique used to create the channel. Obviously, a considerable 

effort is made to eliminate all these channels [6]. 

Now, let us assume that for encrypting the networked data from Alice, the system 

uses the Vernam’s one-time pad cipher [3]. Denoting the plaintext data from Alice as 

an N-bit binary vector M = (m
1
, m

2
, …, m

N
), the corresponding ciphertext C = (c

1
,

c
2
, …, c

N
) is computed as: 

C = M ⊕ K,  i.e. c
i
 = m

i
⊕ k

i
,  for 1 ≤ i ≤ N, (1) 

where K = (k
1
, k

2
, …, k

N
) is a keystream of the same length as the message being en-

crypted. The keystream is a-priori unknown for both Alice and Bob. Arranged this 

way, the scheme is close to being unconditionally secure, i.e., for instance, unbreakable 

regardless an attacker computing power. A necessary condition is, however, that the 

keystream bits are independent and uniformly distributed random binary variables. 

Therefore, the scheme needs what is usually called a cryptographically strong random 

number generator (RNG). Note that in practice, such a generator would probably be 

based on a physical source of randomness (diode noise, etc.) which needs to be 

checked periodically for a malfunction (manifesting itself as a statistical irregularity in 

output data). Such a testing shall, however, not be arranged as TAR: If a statistical sin-

gularity occurs, the device must be put out of working order. Note that such a singular-

ity does not imply that the device is really corrupted. Actually, a lot of alarms will be 

false. Therefore, in practice, it may be tempting to design a “cost saving” RNG which 

will automatically restart after the alarm giving the hardware next chance to pass the 

test. Unfortunately, devices with this behavior were already met in practice. 

Provided that a TARed RNG is used for the keystream computation and Bob has 

an access to the ciphertext C, the construction of a subliminal covert channel from Al-

ice to Bob is easy: Let us denote the statistical test applied on each L-bit binary block 

B = (b
1
, b

2
, …, b

L
) produced by this RNG as g: {0, 1}

L → {true, false}. If g(B) = true, 

then the block passed the test. Otherwise, the RNG generates a new block and repeats 

the test. For the sake of simplicity, let L | N and assume the keystream is constructed 

from N/L blocks as K = B
1
|| B

2
|| … || B

N/L
. Then there is no i, 1 ≤ i ≤ N/L, such that 
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g ((k
L(i–1) + 1

, k
L(i–1) + 2

, …, k
Li

)) = false, since all the blocks producing an alarm were fil-

tered out by TAR. If Alice sends a plaintext message M consisting of N zero bits, we 

get C satisfying: 

g ((c
L(i–1) + 1

, c
L(i–1) + 2

, …, c
Li

)) = true, for all 1 ≤ i ≤ N/L, (2) 

since M = 0 implies C = K according to Eq. (1). On the other hand, if Alice encrypts a 

block of N uniformly distributed independent random bits, then for all 1 ≤ i ≤ N/L,

there is a nonzero probability p that g ((c
L(i–1) + 1

, c
L(i–1) + 2

, …, c
Li

)) = false. The value of 

p corresponds with the probability of the false alarm for the particular test being used. 

Therefore, observing C long enough, Bob can distinguish if Alice encrypted a zero 

message or a message of random bits. From here, Bob can gain 1 bit of information. 

He gets another bit from another transmission, and so on. The expected length T of a 

ciphertext needed for 1 bit transmission can be estimated as T = Lp
–1

. For example, let 

the testing function g implement the continuous RNG test defined in §4.9.2 of 

FIPS 140-2 [7] with the block size L = 16 b. This test returns false if and only if the 

two consecutive blocks of 16 bits produced by the tested RNG are the same. Therefore, 

the probability of a false alarm is p = 2
–16

and T = 16*2
16

= 2
20

. So, Bob needs to ob-

serve approx. 1 Mb of ciphertext for gain of 1 bit of secret information from Alice. We 

see, that the channel can be hardly used for a transmission of common data files, never-

theless, it may suffice for revealing a secret password, safe lock combination, etc. 

Moreover, Alice and Bob can use error control codes to increase a reliability of their 

covert channel. We can also observe that for a certain types of messages, the covert 

channel discussed above can spontaneously convert to a side channel allowing an at-

tacker to gain some secret information even without cooperation with the sender. 

1.1. A Cautionary Note 

Although we may reasonably assume that a professional cryptographer should avoid 

designing the aforesaid illustrative scheme, it is worth noting that the problem can be 

more complicated. Let us assume that an RNG is put of working order immediately as 

the test says false. However, the service of a keystream generation must remain avail-

able. To maintain required availability, several backup RNGs may be installed. Each of 

them starts when its ancestor stops. The problem with covert channel might seem to be 

solved, but it is not. If all of these RNGs use the same statistical tests, then we still 

know that M = 0 implies Eq. (2), while for a random M, there can be false alarms de-

tected over the ciphertext C. Therefore, a communication from Alice to Bob is still 

allowed. We see that the problem of reasonable fault detection versus covert channels 

minimization deserves closer attention, which is, however, beyond the scope of this 

paper.

2. Case 2: TARed DSA 

It is well known cryptanalytical result that the security of a DSA [8] private key 

strongly depends on statistical properties of temporary nonces (i.e. Numbers-used-

ONCE; usually denoted as k) used for a particular signature generation. Such a nonce 

must have a uniform distribution on a certain interval and must be kept secret. Other-

wise, an undesirable subliminal side channel is created that enables a consecutive leak-
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age of the private key information in every signature made. Having collected enough 

such signatures, an attacker can recover the whole private key with a trivial complexity 

on a general personal computer or a notebook. In 2002, Nguyen and Shparlinski pre-

sented a theoretically stable and practically very fruitful approach [9] to private key 

recovering which employs a lattice-based solution of Nguyen’s variant of the hidden 

number problem (HNP) introduced in 1996 by Boneh and Venkatesan [10]. They re-

sults show, for instance, that we can recover the whole private key knowing only as 

few as the lowest three bits of each nonce for only 100 signatures made. 

In 2004, the paper of Naccache, Nguyen, Tunstall, and Whelan was made public 

on IACR’s ePrint (eprint.iacr.org) [11]. It connects the results obtained by Nguyen and 

Shparlinski together with a vulnerability to a fault injection observed for a certain kind 

of smartcard. Naccache et al. demonstrated that it was possible to use the fault injection 

to substitute known values for the lowest bytes of each nonce k. Besides the others, it is 

interesting to observe that this is such a kind of fault attack that cannot be prevented 

simply by checking each signature for faults by verifying its validity using a public 

key. Obviously, every signature made in this way is valid. So, despite seeming robust 

on a first look, it turns out that a countermeasure based on TAR is totally useless 

against this attack. The article [4] went further this way. It presented such a lattice-

based fault attack on the DSA scheme that becomes even more dangerous when the 

device under attack behaves according to a “reasonable” TAR scenario: Using the pub-

lic key, the device checks every signature made whether it is valid or not. Only valid 

signatures can be read from the device – this constitutes the test part of TAR. Further-

more, the module restarts the signing procedure automatically, until a valid signature is 

computed or the number of attempts is out of a predefined boundary – this is the repeat 

part of TAR. Since designers of such a module would probably require certain level of 

robustness and independence, we may reasonably assume that the device would allow 

even hundreds of repetitions before it blocks. 

2.1. Implicit Verification of DSA Signatures 

Let (p, q, g) denote DSA public parameters according to [8]: p, q are primes, such that 

2
1023

< p < 2
1024

, 2
159

< q < 2
160

, q | p – 1, and g is a generator of a cyclic multiplicative 

subgroup G of Z
p

*

 of order |G| = q. Furthermore, let x be a private key, x ∈ Z,

0 < x < q, and let y be a public key, y = g
x

 mod p. We assume that a cryptographic 

module employing TAR paradigm (possibly as a countermeasure against fault attacks) 

would behave according to the following algorithm. The notation of input parameters 

respects the fact that, in practice, the public parameters are usually stored independ-

ently with both records of the public and the private key. 

Algorithm 1. Signing a message using DSA with implicit verification. 

Input: Message to be signed m, private key record (p, q, g, x), public key record 

(p, q, g, y), repeat boundary B.

Output: Signature (r, s) or FAILURE. 

Computation: 

1. Let i = 1. 

2. Choose an integer nonce k at random, such that 0 < k < q.

3. Compute r = (g
k

 mod p) mod q.
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4. Compute s = (h(m) + rx)k
–1

mod q, where kk
–1 ≡ 1 (mod q) and h denotes 

the hash function SHA-1[12]. 

5. If r = 0 or s = 0 then go to 2. 

6. Compute u = h(m)s
–1

mod q, where ss
–1 ≡ 1 (mod q).

7. Compute v = rs
–1

mod q.

8. Compute w = (g
u

y
v

 mod p) mod q.

9. If w = r then return (r, s).

10. i ← i + 1 

11. If i > B then return FAILURE. 

12. Go to 2. 

�

As we can see, the algorithm describes formally what a programmer would do 

naturally if she was asked to implicitly verify every signature made whether it is valid 

or not before letting it go out from a cryptographic module. Steps 2 to 4 cover the sig-

nature generation, while steps 5 to 9 do the signature verification. Both parts are writ-

ten according to [8]. Another thing that would the programmer do naturally in such a 

situation is to employ an automatic repeat function which would retry the signing op-

eration several times before the algorithm echoes a failure to a calling process. This 

constitutes the repeat part of TAR which is driven by the boundary denoted as B. Note 

that for a small value of the boundary (circa B ≤ 20), such an algorithm can also origi-

nate due to a user activity: The user, for instance, wants to send a signed e-mail, while 

the device says that there is something wrong about a signing module. We can rea-

sonably expect that she would try to sign her message several times before she gives it 

up. The more eager the user is the higher B we get. 

2.2. Embedding the Fault Side Channel 

On a first glimpse, Algorithm 1 described above can be regarded as being resistant 

against fault attacks, since no faulty signature can leave perhaps the innermost place of 

the cryptographic module. Such a reasoning which could be inspired by typical symp-

toms of fault attacks on RSA (c.f. [1,2,13,14]), can, however, be terribly misleading 

here. An example of fault attack that passes undetected in such a situation can be found 

in [11]. A fault attack that can be even right allowed thanks to relying on such a “fault 

tolerant” algorithm was then presented in [4]. A brief description of the attack follows. 

Let d be an integer, such that d | p – 1 and gcd(d, q) = 1. Furthermore, let β be an 

integer, 1 < β < p, of order ord(β) = d in Z
p

*

. Now, let us suppose that an attacker sub-

stitutes the value of g’ = gβ mod p in place of g in the private key record in Algo-

rithm 1. Such a change can be theoretically possible, since g is a part of non-secret 

public parameters whose protection architects often tend to underestimate. For in-

stance, in the CryptoAPI subsystem of the MS Windows platform, there is a function 

CryptSetKeyParam with the parameter KP_G reserved for such a purpose [15]. It is left 

up to designers of cryptographic modules how to implement this function and whether 

to allow such modifications at all. There is, however, no warning about how dangerous 

this functionality can be. Therefore, we may reasonably assume that at least some ar-

chitects will allow the attacker to freely change the value of g. Several problems with 

integrity of a key material were also identified by Clulow for the PKCS#11 security 

standard platform [13]. There was also a successful attack based on DSA public pa-
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rameters modification described by Klíma and Rosa in [14]. We shall, therefore, fully 

anticipate the possibility of such a modification when we discuss security aspects of a 

particular signing procedure. 

Now, let us denote r’ and s’ the variables from Algorithm 1 computed for a substi-

tuted value of g’ = gβ mod p. We can write: 

r’ = (g
kβ k

 mod p) mod q, (3) 

s’ = (h(m) + r’x)k
–1

mod q, kk
–1 ≡ 1 (mod q). (4) 

Let us assume that in step 8, the module uses the value of the correct generator g.

That means that the attacker will not affect the public key record which is usually 

loaded from an independent storage – possibly from a user’s public key certificate [3]. 

Note that the attack is possible even if the attacker changes the generator in both of the 

public and private key records [4]. Let us denote u’ and v’ the values computed in 

steps 6 and 7, respectively. Using their definitions together with Eq. (4) over GF(q), it 

follows that: 

u’ + v’x ≡ h(m)(s’)
–1

+ r’(s’)
–1

x ≡ (h(m) + r’x)(s’)
–1 ≡ k (mod q). (5) 

Now, let us denote w’ the value computed in step 8. Since the algorithm uses the 

unaffected value of g of order q, we can use Eq. (5) and write: 

w’ = (g
u’

y
v’

 mod p) mod q = (g
u’+v’x

 mod p) mod q = (g
k

 mod p) mod q. (6) 

Basing on Eqs. (3) and (6), we can rewrite the condition the signature (r’, s’) must 

pass in step 9 as: 

w’ = r’ ⇔ (g
k

 mod p) mod q = (g
kβ k

 mod p) mod q. (7) 

Since we can neglect an influence of “inner” collisions in the mapping ϕ(k) = 

(g
kβ k

 mod p) mod q (c.f. [16]), we can claim that with a probability close to 1 the fol-

lowing condition is necessary and sufficient to release the signature (r’, s’) in step 9: 

β k

 mod p = 1, i.e. k ≡ 0 (mod d). (8) 

We see that the attacker gets nontrivial direct information about the nonce k when-

ever Algorithm 1 releases a signature pair (r’, s’), since she knows that whatever the 

nonce is, it must be an integer divisible by a known value d. This creates a vital side 

channel that she can use to recover the whole value of the private key using a slightly 

modified approach from [9]. A detailed description of the computation is given in [4]. 

Here, we present the following table showing certain experimental results. 

Each numbered row of Table 1 corresponds to an experimental fault attack on a 

particular randomly generated DSA instance. The divisor d was chosen automatically 

by the attacking program to be small enough while producing a usable side channel for 

the attack. Small values are desirable, since the probability that step 9 releases a par-

ticular signature can be estimated as d
–1

. The number of TAR iterations follows a geo-

metric distribution, so the expected value and the variance of the number of signatures 

computed before releasing a valid signature is then EX = d and Var(X) = d(d – 1), re-

spectively. Sometimes, there was no suitable divisor found with respect to a realisti-

cally tight boundary of repetitions (several hundreds). The number of signatures in 

Table 1 denotes the number of valid signatures used for a successful private key recon-

struction. The total number of signatures illustrates the number of invalid signatures 
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produced and discarded within TAR. The duration of each experiment shows how ef-

fective the whole attack is, since this time covers the DSA instance generation, the at-

tack preparation, the signatures generation, and the private key reconstruction. The 

platform used for the experiments was a general office notebook with Pentium 

M/1.5 GHz and Windows 2000. The code was written in C++ and supported by the 

Shoup’s NTL library [17]. 

3. Conclusion 

We saw that the “Test and Repeat” paradigm cannot be regarded as a robust counter-

measure against fault attacks, since there are realistic strategies that pass undetected by 

it. We also saw that there are attacks which can be even right allowed thanks to relying 

on the “power” of this approach. Therefore, despite being a bit paradoxical on a first 

glimpse, we shall use it very carefully in a cryptographic modules design. Of course, 

this is not to say that we shall not use it at all. We just shall bear on our minds that we 

must not rely solely on this approach and that we have to design and implement it 

properly. The caution mainly addresses the phase of a design verification in which we 

shall check every possible attack scenario to see whether our implementation can resist 

it or not. Otherwise, the situation about overall cryptanalytical attacks can become even 

worse, since some of them may become hidden and accelerated, some of them even 

right allowed. 
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Table 1. Experimental fault attacks on several randomly chosen DSA instances. 

Exp. No. Divisor d #Signatures #Signatures Total Exp. Duration

1 12 70 880 182 s 

2 12 55 688 66 s 

3 15 61 923 120 s 

4 12 55 649 63 s 

5 2 weak channel N/A N/A

6 14 48 550 44 s 

7 22 46 912 67 s 

8 12 55 832 76 s 

9 2 weak channel N/A N/A

10 12 65 621 118 s 
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Abstract. Many papers and articles attempt to define or even quantify privacy, typi-
cally with a major focus on anonymity. We propose new means of describing (obvi-
ously only observable) characteristics of a system to reflect the role of contexts for
profiling – and linking – users with actions in a system. We believe this approach
should allow for evaluating privacy in large data sets.

1. Introduction

Evidence-based systems work basically with two sets of evidence (data describing inter-
action outcomes). The primary set contains evidence that is delivered (or selected from
locally stored data) according to a given request content. That data is used for reputa-
tion evaluation to grant/reject access requests. Data in this first set may contain informa-
tion from third parties representing evidence about behaviour collected by other nodes –
recommenders.

The secondary set comprises data relevant to a local system. That data is used
for self-assessment of the local system security in various contexts (it may be a non-
deterministic process in a certain sense). This set may be also referenced as derived or
secondary data. Note that there may be an intersection between the two evidence sets
with implications to privacy issues that we are investigating in related projects [2,3].

The approach of reputation systems is rather probabilistic and this feature directly
implies properties of security mechanisms that may be defined on top of such systems.
The essential problem arises with recommendations that may be artificially created by
distributed types of attacks (Sybil attack [5]) based on large number of nodes created just
to gather enough evidence and achieve maximum reputation that would allow them to
launch their attack(s).

1.1. A Note on the Common Criteria and Freiburg Privacy Diamond Models

Our work on the privacy model started with a proposal for formal definitions of existing
Common Criteria concepts/areas of privacy and their comparison with the Freiburg Pri-
vacy Diamond model (FPD) [14]. Recent research in anonymity systems [4,8,11] demon-
strates that it is usually unfeasible to provide perfect anonymity and that implementations
of privacy enhancing systems may provide only a certain level of privacy (anonymity,
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pseudonymity). This lead to definitions of several metrics that can quantify level of pri-
vacy achievable in a system, most often a (remailing) mix.

The Common Criteria class Privacy deals with aspects of privacy as outlined in their
four families. Three of these families have a similar grounding with respect to entities
(i.e., users or processes) whose privacy might be in danger. They are vulnerable to vary-
ing threats, which make them distinct from each other. These families are Unobservabil-
ity, Anonymity, Unlinkability, and Pseudonymity.

1.2. Motivation

While working on related issues [3], we became aware of the need to define the Common
Criteria concepts (called families) dealing with privacy in a bit more precise fashion. As
we were examining definitions of privacy concepts/families as stated in Common Crite-
ria, two negative facts emerged. First, the definitions are given in an existential manner,
and secondly, not all aspects of user interactions relevant to privacy are covered. Both
issues come from research carried out in the areas of side-channel analysis and security
of system implementations, showing that it is not sufficient to take into account only
the idealised principals and messages. It is also very important to consider the context,
in/with which the interactions are undertaken. Information like physical and virtual (IP,
MAC addresses) positions of users and computers, time, type of service invoked, size of
messages, etc. allow to profile typical user behaviour and successfully deteriorate privacy
of users in information systems.

We propose to introduce context information (side/covert channels, like physical and
virtual location of users and computers, time, type of service invoked, size of messages,
etc.) into the CC model and compare it with the FPD model that reflects only one very
specific context information – location.

Our objectives for starting this work are as follows. Firstly, we want to provide a
model that allows one to cover as many aspects of user interactions as is beneficial for
improving quantification/measurement for different aspects of privacy; this model shall
definitely provide for better reasoning/evaluation of privacy than Common Criteria and
Freiburg Privacy Diamond models do. Secondly, and in a close relation to the first ob-
jective, we want to illustrate the deficiency of the Common Criteria treatment of privacy,
and to provide a foundation that would assist in improving this treatment. Thirdly, with
a long-term perspective, we aim to provide basis for partly or fully automated evalua-
tion/measurement of privacy.

This paper does not address all aspects of data collection for privacy models, and
neither does it suggest any means for improving the level of privacy protection.

2. Privacy in the Common Criteria

Since some of the discussions and proposals in this paper are based on the Common
Criteria (CC) concepts, we refer the reader to [13] for a description of the acronyms and
concepts used. In the CC view, the user does not access objects directly but through sub-
jects – internal representation of herself inside TOE/TSC. This indirection is exploited
for definition of pseudonymity as we will see later. Objects represent not only informa-
tion but also services mediating access to TOE’s resources. This abstract model does not
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directly cover communication like in (remailer) mixes as it explicitly describes only re-
lations between users/subjects and resources of target information system. However, it is
not difficult to extend the proposed formal definitions of major privacy concepts based
on this model for communication models.

2.1. Privacy in the Common Criteria

Unobservability: This family ensures that a user may use a resource or service without
others, especially third parties, being able to observe that the resource or service
is being used. The protected asset in this case can be information about other users’
communications, about access to and use of a certain resource or service, etc.

Anonymity: This family ensures that a user may use a resource or service without dis-
closing the user identity. The requirements for Anonymity provide protection of the
user identity. Anonymity is not intended to protect the subject identity. The pro-
tected asset is usually the identity of the requesting entity, but can also include
information on the kind of requested operation (and/or information) and aspects
such as time and mode of use. The relevant threats are: disclosure of identity or
leakage of information leading to disclosure of identity – often described as “usage
profiling”.

Unlinkability: This family ensures that a user may make multiple uses of resources or
services without others being able to link these uses together. The protected as-
sets are the same as in Anonymity. Relevant threats can also be classed as “usage
profiling”.

Pseudonymity: This family ensures that a user may use a resource or service without
disclosing its user identity, but can still be accountable for that use. Possible ap-
plications are usage and charging for phone services without disclosing identity,
“anonymous” use of an electronic payment, etc. In addition to the Anonymity ser-
vices, Pseudonymity provides methods for authorisation without identification (at
all or directly to the resource or service provider).

2.2. Privacy Families Revisited

Common Criteria privacy families are defined in an existential manner and any formal
definition of them has to tackle a number of ambiguities. It is unrealistic to assume per-
fect/absolute privacy as demonstrated by several anonymity metrics, based on anonymity
sets (number of users able to use a given resource/service in a given context) [9] or en-
tropy assigned to a projection between service and user/subject identities (uncertainty
about using a service) [11].

Our proposal for the CC model privacy formalisation is based on the following rep-
resentation. The set S represents observations of uses of services or resources, PID is
equivalent of subjects and ID stands for users as defined in the CC. Sets US and UID are
sets of all possible service use observations and identities, respectively – not only those
relevant for a given system. By stating with probability not significantly greater than in
the following definitions, we mean negligible difference (lower than ε) from a specified
value [1]. Let A be any attacker with unbounded computing power.

Our formal transcription of existential definitions of CC privacy families is as fol-
lows.



94 D. Cvrček et al. / A Privacy Classification Model Based on Linkability Valuation

Unobservability – there is a space of encodings (US) from which some elements are
defined to encode use of service/resource (S). However, A is not able to determine
∀s ∈ S with a probability significantly greater than 1/2 whether a particular s ∈ S

or s ∈ (US − S).
Anonymity – there is a probability mapping mu : S → UID. When

1. A knows the set ID – then ∀ s ∈ S, uID ∈ ID, she can only find mu(s) = uID

with a probability not significantly greater than 1/|ID|.
2. A does not know anything about ID (particular elements or size) – then for

∀ uID ∈ UID, she cannot even guess whether uID ∈ ID with a probability
significantly greater than 1/2. (The probability of finding mu(s) = uID would
not be significantly greater than 0.)

Unlinkability – let us assume there is a function δ : m × S × S → [no, yes]. This
function determines whether two service uses were invoked by the same uID ∈ UID

or not. Parameter m stands for a function that maps service uses (S) into a set of
identities UID (e.g., mu).
It is infeasible for A with any δ and any s1, s2 ∈ S, s1 �= s2 to determine whether
m(s1) = m(s2) with a probability significantly greater than 1/2.

Pseudonymity – there exists and is known to A an unambiguous mapping mu(s) = u,
∀ s ∈ S, u ∈ PID. There also exists a mapping mi(u) = uID, ∀ u ∈ PID, uID ∈ ID,
but is subject to strict conditions and not known to A. When A
1. knows ID, she cannot determine correct uID with a probability significantly

greater than 1/|ID|;
2. does not know ID, she can only guess with a probability not significantly greater

than 1/2 whether uID ∈ ID.

These existential expressions can then be easily turned into probabilistic ones that
allow for expressing different qualitative levels of all these privacy concepts/families.
This can be done simply by changing the “not significantly greater than” expression to
“not greater than �”, where � is the given probability threshold.

3. Freiburg Privacy Diamond

FPD is a semiformal anonymity (and partly also unlinkability) model by A. Zugenmaier
et al. [14,15]. The model originated from their research in the area of security in mobile
environments. The model is graphically represented as a diamond with vertices User,
Action, Device (alternatives for CC’s user, service, and subject), and Location. The main
reason for introducing location as a category here is probably due to the overall focus of
this model on mobile computing.

Anonymity of a user u performing an action a is breached when there exists a con-
nection between a and u. This may be achieved through any path in the diamond model.
Let us recap basic definitions of the FPD model:

1. Any element x has got a type type(x) ∈ {User, Action, Device, Location}. Any
two elements, such as x, y ∈ {e|type(e) = User ∨ Action ∨ Device ∨ Location},
type(x) �= type(y) are in a relation R if the attacker has evidence connecting x

and y.
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2. An action is anonymous if UR = {u | type(u) = User ∧ (u, a) ∈ R} is either
empty or |UR| > t > 1, where t is an anonymity threshold defining minimum
acceptable size of anonymity set.

3. There is the transitivity rule saying that if (x, y) ∈ R and (y, z) ∈ R, and
type(x) �= type(z), then x, z ∈ R.

4. The union of all initial relations known to an attacker A defines his initial view
ViewA.

5. The transitive closure ViewA of ViewA defines all the information an attacker A
may infer from her initial view.

The book [14] also introduces three types of attacks with context information. Finally, the
model assigns probabilities to edges in order to express attacker’s certainty about exis-
tence of particular relations with some simple rules how to derive certainty for transitive
relations.

4. Contexts in the Two Models

Contexts may be assigned to any element of the model. ID represents physical entities
and we may know their mobile phone locations, addresses, patterns of network usage,
etc. PID – virtual IDs – can be characterised by previous transactions and possibly virtual
locations (a virtual location may be in some cases very effectively mapped on a physical
location). Elements of S may be further characterised by type, provider, etc.

The edges between sets (their elements) represent sessions taking place in the sys-
tem. The information we may gather about them are highly dependent on actual imple-
mentation of the system and may comprise contextual information such as time, length,
routing path, content, etc.

The FPD model only briefly mentions context information but does not introduce
any definition of it. The attacks based on context information do not say how to perform
them but only defines changes in ViewA when an attack is completed.

Since the FPD model newly addressed the mobile computing environment, as op-
posed to the old-fashioned “static” environment, location had a very prominent role, as
did the device to some extent. We have decided to treat these as “ordinary” context in-
formation, i.e. as any other additional information about the system that can link a user
and an action (or more precisely, their identifiers).

5. Context Revisited – Basics of the PATS (Privacy Across-The-Street1) Model

We propose the following approach, inspired by the way location and device (descrip-
tors) are represented in FPD. We suggest all context information available to an attacker
to be represented as vertices in a graph, where edges are weighed with the probabil-
ity of the two incident vertices (contextual information, user and service IDs) to be re-
lated/connected. Those connections may be between any two vertices, and a path con-
necting a user ID and a service ID with a certain probability value of the path suggests a
link between the service use and the user ID exists.

1Main authors of this proposal worked for different institutions located across the street.
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The graph reflects all knowledge of an attacker at a given time. Attackers with differ-
ent knowledge will build different graphs for a system as will likely do the same attacker
over some time.

What is not clear to us at the moment is the question whether pseudonyms should
be treated differently from other contexts or not. Clearly they are more important in the
model since their connection to users and actions defines level of pseudonymity achieved
in the system. Yet at the moment we suggest all vertices to be treated equally, although
we suspect that some of them might be more equal than others. :-)

5.1. Outline of the Graph Model

We denote the set of all vertices by V , the set of all identifiers of service instances by
S, and the set of all user IDs by ID. There are no edges between any pair of elements
of ID, only indirect paths through a linking context, and the same applies to elements
of S. There is also a function Wmax calculating overall probability weight for a path in the
graph, and therefore also a way to determine the highest value Wmax(va, vb) for a path
between va and vb. The value of any path is calculated as a multiplication of the weights
(w) of all its individual edges, e.g. for the path P = v1, v2, . . . , vi of i vertices of the
graph, the value of the path P is W(v1, vi) = w(v1, v2) × w(v2, v3) × . . . w(vi−1, vi).

Unobservability (of service si) – a graph that A can build after observing a system at a
given time does not include si at all.

Unlinkability (between two nodes v1, v2, at the level �) – a graph that A can build
when observing the system at a given time has no path connecting v1 with v2 with
the overall probability greater than �, i.e. provides W(v1, v2) ≤ 1/|V |+�, where
v1, v2 ∈ V .

Anonymity (of a user uID ∈ ID, at the level �) – then ∀ v ∈ V , when A
1. knows the set ID, she can only find a path from v to uID with the weight not

greater than 1/|ID| + �, such that Wmax(v, uID) ≤ 1/|ID| + �;
2. does not know anything about ID (particular elements or size), she can only find

a path from v to uID with the weight not greater than �, i.e. Wmax(v, uID) ≤ �.

Pseudonymity (of a subject/pseudonym u ∈ PID, at the level �) – there exists a path
known to A from any s ∈ S to u with a satisfactory value of Wmax(s, u), but for A
there is no knowledge of an edge from u to any uID ∈ ID such that when A
1. knows ID, the path from u to any uID has weight not greater than 1/|ID| + �,

i.e. Wmax(u, uID) ≤ 1/|ID| + �;
2. does not know anything about ID (particular elements or size), the path from u

to uID has weight not greater than �, i.e. Wmax(u, uID) ≤ �.

There are several proposals for formal frameworks for anonymity [6,7] and unlink-
ability [12]. Frameworks introduced in these papers define typed systems with several
defined categories like agents, type of agents, messages [7] or an inductive system based
on modal logic of knowledge [6]. We believe that our proposal would be more flexi-
ble and would cover context information as an inherent part of the model thus opening
interesting questions.
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6. Conclusions and Open Issues

This paper points out that contexts provide side-channels that are not covered neither
by the Common Criteria Privacy Class, nor by the Freiburg Privacy Diamond model.
We also believe that contexts in general are not well reflected in other current research
attempts to quantify the levels (and deterioration) of privacy. A simplistic introduction
of pseudonyms will not guarantee perfect privacy, and we need to have some means to
quantify what levels of privacy is needed and/or achievable for specific scenarios.

One particularly interesting issue relates to the Common Criteria definition of un-
linkability, as empirically reviewed by Rannenberg and Iachello [10] and more formally
specified by us in a full version of this paper, is whether the unlinkable “items” in ques-
tion should only be operations (service invocations) or whether other kinds of unlinkabil-
ity should also be considered. We have provided a supporting evidence for a substantial
revision of unlinkability specifications, while leaving the actual revision as an item for
the future research.

We also provide our basic PATS model that is not so limited in the coverage
of selected aspects of user interactions and therefore allows for better quantifica-
tion/measurement of different aspects of privacy. This proposal, unlike the CC or FPD
models, introduces a computational model (based on graph theory). One of the problems
we are currently examining is atomicity for the vertices, i.e. contextual information. We
currently review various approaches to this problem, being aware that the issue of atom-
icity has a critical impact on the possibility of graph normalisation and therefore also
for the provision of the critical properties of completeness and soundness. This work
in progress includes the issue of edge dependence, for it is clear that the edges are not
completely independent. We can mark sets of nodes from distinct kinds of context (e.g.,
pseudonyms, IP addresses used in connections from the same provider) – let us call them
domains. Then we can address additional graph properties, e.g., such that for all pairs of
domains D1,D2, all sums of probabilities from any node in D1 to all nodes in D2 are
not higher then a given value, typically 1.

The PATS approach allows for two definitions of anonymity, a weaker one consid-
ering a weight of the entire path from uID to si can be added to the stronger one above
that considers the intermediate edges from uID only (to any other vertex – contextual
information – that would then be identifiable).

Another interesting issue is the role of time that has a two-fold role – firstly, it can be
a contextual information (time of an action invoked by a certain subject, i.e. three mutu-
ally connected vertices). Secondly, the probabilistic weights of edges in a graph change
with time, as do the sets of vertices and edges as such. Obviously, the contextual role of
time may be reflected by the latter view – time of an action invoked by a certain subject
is denoted by existence of vertices describing action and subject identifiers, connected
by an edge with weight 1, at the given time.
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A Run-Time Reconfigurable Architecture
for Embedded Program Flow Verification
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Abstract. Poorly written software can pose a serious security risk. Applications de-
signed for embedded processors are especially vulnerable, as they tend to be written
in lower-level languages for which security features such as runtime array bounds
checking are typically not included. The problem is exacerbated by the fact that
these potentially insecure embedded applications are widely deployed in a variety
of high-risk systems such as medical devices, military equipment, and aerospace
systems. These observations motivate additional research into embedded software
security. In this paper, we present a compiler module and reconfigurable architec-
ture for verifying the integrity of embedded programs. Our architecture prevents
several classes of program flow attacks, as opposed to many current approaches
which tend to address very specific software vulnerabilities. We demonstrate the
correctness and feasibility of our approach with an FPGA-based prototype imple-
mentation that is effective in protecting applications with minimal performance
overhead.

Keywords. Security, software protection, buffer overflows, reconfigurable architec-
tures

Introduction

Embedded applications are typically not the main focus of secure solutions providers, as
the personal and business computing world has been the traditional target for wide-scale
attacks. This is a cause for concern for two reasons. Firstly, embedded software tends
to be written in low-level languages, especially when meeting real-time constraints is a
concern. These languages tend to not have facilities for runtime maintenance which can
often cover programming errors leading to security holes. Secondly, embedded systems
are used in a variety of high-risk situations, for which a malicious attack could have
devastating consequences.

Many current approaches merely apply stopgap measures – either by patching spe-
cific vulnerabilities or disallowing behavior that is representative of the attacks consid-
ered. While effective at preventing the most popular exploits, these approaches are not
able to handle an unexpected weakness or an unknown class of attacks. Clearly, addi-
tional research is needed to find a more general solution.

1Corresponding Author: Alok Choudhary, Department of Electrical and Computer Engineering,
Northwestern University, 2145 Sheridan Road, Evanston, IL 60208 USA; Tel.: +1 847 467 4129; Fax: +1 847
467 4144; E-mail: choudhar@ece.northwestern.edu.
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In this paper, we present an architecture and compiler module that can prevent a more
general class of attacks. The input program is first analyzed by our compiler to generate
program flow metadata. When the application is loaded onto the processor, this data is
then stored in the custom memories on our architecture. Since this approach requires
only a passive monitoring of the instruction fetch path, we are able to continually verify
the program’s execution with a minimal performance penalty.

To demonstrate the correctness of our architecture, we implemented a prototype on
a Xilinx ML310 FPGA development board. The results presented here detail the perfor-
mance of the protected applications given various architectural configurations. The feasi-
bility of the total approach is also considered, with experimental results on both the area
consumption of our architecture and the increase in application size due to the inclusion
of the program flow metadata.

The remainder of this paper is organized as follows. We start with an explanation of
unchecked buffer vulnerabilities alongside their commonly-found exploits. In Section 2,
we discuss several of the current approaches to addressing this problem. We then present
our proposed solution in Section 3, followed by a description of the prototype we de-
veloped on the FPGA board. Finally, we conclude the paper in Section 5 with a brief
overview of future efforts that are planned for this project.

1. Vulnerabilities and Attacks

Consider the simple application depicted in Fig. 1. In this C-style pseudo-code, function
bar is called with an array of pointers to character arrays as its input. These input ar-
rays are copied to a local array using the standard C library strcpy call before further
processing is applied.

In this code example, since the strcpy call does not check to ensure that there
is sufficient space in the destination array to fit the contents of the source string, it is

6 bar(int numS, char *Strs[]) {
7   char cmd[100];
8   int i;
9

10   for (i = 1; i < numS; i++) {
11      strcpy(cmd, Strs[i]);
12      /* ... */
13   }
14   /* ... */
15   return;
16 }

6 bar(int numS, char *Strs[]) {
7   char cmd[100];
8   int i;
9

10   for (i = 1; i < numS; i++) {
11      strcpy(cmd, Strs[i]);
12      /* ... */
13   }
14   /* ... */
15   return;
16 }
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1 foo() {
2   /* ... */
3   bar(numS, Strs);
4   return;
5 }

1 foo() {
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5 }

C
o

d
e (text)

S
eg

m
en

t
D

ata
S

eg
m

en
t

S
tack S

eg
m

en
t

.

.

.

foo’s local static 
variables

frame pointer
return address
char cmd[100]
bar’s other local 
static variables

frame pointer
return address

Figure 1. Process memory layout of an application with a potentially exploitable buffer overflow.
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possible to write enough data to “overflow” the local array. In this example’s process
memory layout, the local variables for function bar are placed in the stack segment, just
on top of run-time variables that are used to ensure proper program flow. The common
convention is for the stack to grow backwards in memory, with the top of the stack being
placed at lower physical addresses and local arrays growing upwards in memory.

When user input is placed into overflowable buffers, the application is vulnerable to
the stack smashing attack [1]. Widespread exploits including the Code Red and SQL-
Slammer worms have convincingly demonstrated that it is possible for an attacker to
insert arbitrary executable code on the stack. The stack smashing attack works as fol-
lows:

• The attacker first fills the buffer with machine instructions, often called the shell-
code since typical exploit demonstrations attempt to open a command-shell on the
target machine.

• The remainder of the stack frame is filled until the return address is overwritten
with a pointer back to the start of the shellcode region.

• When the vulnerable function attempts to return to its calling parent, it uses the
return address that has been stored on the stack. Since this value has been over-
written to point to the start of the attacker-inserted code, this is where the program
will continue.

The widespread notoriety of stack smashing exploits have led to a considerable
amount of focus on their detection and prevention. In the future, it is likely that more
complex attacks involving buffer overflows (see [2] for a description of arc injection and
pointer subterfuge) will gain in popularity. Note that any arbitrary program flow modifi-
cation can be potentially malicious, not just those involving unprotected buffers.

2. Current Approaches

Several compiler-based solutions currently exist for buffer overflow vulnerabilities.
StackGuard [3] is a compiler modification that inserts a unique data value above the
return address on the stack. The code is then instrumented such that this value is then
checked before returning to the caller function. This check will fail if an overflowing
buffer modifies this value. StackShield is a similar compiler extension that complicates
the attack by copying the return addresses to a separate stack placed in a different and
presumably safer location in memory. While they are effective, it should be noted that
these protections can be bypassed in certain situations [4].

Other similar approaches include obfuscation-driven compiler transformations [5],
where the goal is to limit code understanding through the deliberate mangling of program
structure. In [6] a tamper-proofing approach is proposed where application integrity is
asserted through the insertion instructions that perform code checksums during program
execution. The modified applications are vulnerable to discovery using tools that can be
built to automatically look for obfuscations or checksum instructions. Accordingly, these
protections are only able to delay an eventual attack.

Designating memory locations as non-executable using special hardware tags is be-
coming a popular method for deterring buffer overflow attacks. Although available on a
variety of older processors, most recently AMD has released hardware with their NX (No
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eXecute) technology and Intel has followed suit with a differently named yet functionally
equivalent XD (eXecute Disable) bit. Software emulation of non-executable memory is
a less secure option for processors that do not include functionality similar to the NX
bit. These approaches are being widely adopted for general-purpose processors, however
they do not address any type of program flow attack that doesn’t involve instructions
being written to and later fetched and executed from data memory.

There have been several hardware-based approaches to protecting software. The au-
thors in [7] utilize their DISE architecture to implement a concept similar to StackShield
in hardware. The SPEF framework proposed in [8] provides options for both obfuscating
and introducing integrity checks to the input application, which are verified at run-time
by custom hardware. The XOM architecture proposed in [9] attempts to ensure that in-
structions stored in memory cannot be modified, with specialized hardware being used
to accelerate cryptographic functionality. The latency overhead introduced by encrypting
the instruction fetch path can be considerable and may not be acceptable in real-time
embedded systems; this problem is currently being examined by the computer architec-
ture community [10,11]. Industry support for secure processors include the companies in
the Trusted Computing Group (TCG) [12], which define the Trusted Platform Module,
a hardware component that provides digital signature and key management functionality
for software protection and Digital Rights Management (DRM).

3. Our Approach

When considering a static view of an application (Fig. 2), a basic block is defined as a
subsequence of instructions for which there is only one entry point and one exit point.
Basic block boundaries are typically found at jumps and branch targets, function entry
and exit points, and conditionally executed instructions. The various types of program
flow attacks can all be generalized as invalid edges in a flow graph at the basic block
granularity:

Figure 2. (a) Static view of an application’s instructions. (b) Program-flow graph. (c) Runtime execution
information added to the application via the PFencode compiler module.
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• Flow passing between non-consecutive instructions in the same basic block.
• Flow passing between between two blocks with no originally intended relation.
• Flow passing between any two instructions that are not both at basic block bound-

aries.
• Flow passing from an instruction back to that same instruction, when that instruc-

tion is not both the entry and exit point of a single basic block.

Our approach operates at the basic block level. In the example of Fig. 2, flow passes
unconditionally from block L1 into L2, where it may either loop back into L1 or pass
conditionally into L3. This information is statically knowable by the compiler, which is
typically able to break the input program into basic blocks for analysis. It is also possi-
ble to include a profiling pass to determine more complex program flows. Our compiler
module, which we call PFencode, assigns identification labels to the basic blocks. These
“IDs” are given a one-hot encoding, for reasons that will become apparent. For this ex-
ample, block L1 is encoded as 00010, L2 is encoded as 00100, and L3 is encoded as
01000.

Next, the compiler generates a table of predecessors for each basic block. Since the
blocks are already encoded with a unique bit, we can create this “prevID” table by just
ORing the IDs or all the blocks that are valid predecessors for each block. As an example,
since since block L2 and the prefix code segment (with an ID of 00001) are both valid
predecessors of L1, the prevID value for L1 is defined as 00101. The compiler also
generates a value representing the length of each basic block.

Figure 3 shows a high level view of how our program flow checking architecture
can be inserted into a standard CPU architecture. Our hardware component, which we
call PFcheck, uses a snooping mechanism to analyze instructions being fetched directly
between the processor core and the lowest level of instruction cache. Since the PFcheck
architecture does not delay the instruction fetch path, it is not expected to incur the same
negative performance impact as other approaches.

The architecture contains several customized memories which it uses to hold the
program flow metadata values. The basic block base addresses are stored in a Content-
Addressable Memory (CAM). Typically on a CAM lookup operation, the output is a
unencoded value of the lines in the memory that match the target address. When an
instruction is being fetched, the PFcheck component sends this address to the CAM. If
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104 J. Zambreno et al. / A Run-Time Reconfigurable Architecture

there is a match, this means that the instruction is an entry point for a basic block – the
ID of that block is given as the output of the CAM.

The basic block lengths and prevID table are stored in a standard RAM. The only
output required by the component is an interrupt signal, which is used to notify the sys-
tem that an invalid flow has been detected. A more detailed description of a PFcheck
implementation is given in the following section.

4. Implementation and Results

We implemented our prototype system on a Xilinx ML310 FPGA development board
(Fig. 4), using version 7.1 of their Embedded Development Kit (EDK) for the design en-
try, simulation, and synthesis. The ML310 contains a XC2VP30 FPGA that has two PPC
405 processors, 13696 reconfigurable CLB slices, and 136 Block SelectRAM modules.
The board and FPGA can act as a fully-fledged PC, with 256 MB on-board memory,
some solid-state storage, and several standard peripherals.

We implemented our PFencode compiler as a post-pass of the GCC compiler target-
ing the Xilinx MicroBlaze soft processor [13]. We chose the MicroBlaze over the PPC
for its simplicity and flexibility. Table 1 shows the results when we ran PFencode on a
number of benchmarks customized to support MicroBlaze software libraries. For these
relatively small applications, we found that the size of the metadata increased exponen-
tially with the number of basic blocks. This is due to the fact that for an application
with N basic blocks, our one-hot encoding approach requires an N × N memory to hold
the entire prevID table. For the benchmarks that have relatively short basic blocks, this
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Figure 4. Architectural view of the Xilinx ML310 development platform.

Table 1. PFencode results for a variety of benchmarks.

Benchmark App Size Num Basic Block Metadata Size Percentage Increase

adpcm 15.8 kB 75 1.30 kB 8.2%

dijkstra 23.3 kB 257 10.3 kB 44.2%

laplace 15.6 kB 32 0.38 kB 2.4%

fir 22.8 kB 240 9.12 kB 40.0%

susan 90.8 kB 1253 206 kB 226.9%
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increase in application size can be drastic (see susan which is 5.8 times the size of
laplace but requires 542 times the amount of metadata).

Figure 5 shows the internals of our implementation of the PFcheck architecture. The
instruction addresses (M bits wide) is sent into the CAM module which has M-bit wide
entries for each of the N basic blocks. If there is a match, that means that this instruction
address is a basic block base address – the one-hot ID value for that basic block is the
output of the CAM on a match. Otherwise, the output of the CAM is all zeros indicating
that the current instruction is inside a basic block. The output of the CAM is sent to an
encoder that creates a log(N) wide signal that drives the address of the RAM module
to get the prevID value for the current block. The entry in the prevID table is checked
with the previously fetched ID that is stored in a register. If the bits do not match up, an
interrupt signal is sent to the processor. In the case where the current instruction is not a
basic block entry point, an interrupt will be also be generated if the current instruction
does not directly proceed the previous instruction. This is equivalent to checking that PC
does not equal PC + 4.

Table 2 shows how the area consumption and performance of the PFcheck architec-
ture is depends on the configuration. For our experiments, we synthesized designs with
varying amounts of basic block support and address bus width. Each design is labeled
N × M . Several trends are readily apparent. The BlockRAM and slice usage increase
linearly with N . Decreasing the address bus width has less of an impact on area usage,
and no impact on clock frequency. The limiting factor for this medium-sized FPGA was
the number of BlockRAMs; we were not able to fit the 1024x32 on the device.

To test for correctness, we used PFencode to compile an application that contained
a buffer overflow vulnerability. We attempted to write attack code on the stack and to
overwrite the return address to point back to this buffer. While the architecture did not
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Table 2. PFcheck implementation results for a Xilinx XC2VP30 FPGA.

Config (N × M) 64x16 64x32 128x32 256x32 512x32

Num Slices 450 (3.2%) 510 (3.7%) 840 (6.1%) 1615 (11.8%) 3031 (22.1%)

Num BRAMs 5 (3.7%) 9 (6.6%) 18 (13.2%) 36 (26.5%) 80 (58.9%)

Clock Freq 71.3 MHz 71.3 MHz 64.9 MHz 56.0 MHz 59.32 MHz
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protect values on the stack from being overwritten, when the program attempted to return
to this malicious region an interrupt was triggered.

5. Conclusions and Future Work

In this paper we proposed and evaluated a reconfigurable architecture for verifying pro-
gram flow integrity. We demonstrated the effectiveness of our approach with a imple-
mentation protecting a MicroBlaze processor running on a Xilinx ML310 FPGA board.

Further improvements are being made to the PFcheck architecture. We are currently
analyzing the performance overhead of writing the program flow metadata values to the
CAM and RAM. Also, we are investigating a paging architecture that will be able to
protect larger applications (in terms of number of basic blocks) without a loss in the
amount of security provided.
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1. Introduction 

… IS buyers are mired in tuning technology 

knobs that bear little, if any, relationship to the 

business policies and procedures employed by the 

enterprise. 

“Security Policy Automation in the 

Enterprise,” Aberdeen Report, 2002 

Consider managing security in an enterprise like HP. The HP network has thousands of 

switches, routers, applications and managed databases and hundreds of thousands of 

managed desktops, and many hundreds of terabytes of managed storage systems. This 

is the complex world into which new systems such as personal digital assistants, mo-

bile phones with embedded servers have to interact with. These new systems are in-

creasingly likely to have embedded java virtual machines, web servers, application 

servers, and databases, services which previously only used to reside on enterprise 

servers. An army of administrators is needed to manage the configurations of such an 

enterprise. Additional complications are introduced by the distributed geographic na-

ture of the enterprise. End users in these enterprise systems participate in business 

processes that access resources across the entire enterprise. 

Plenty of mechanisms for ensuring security exist at each layer of the enterprise. 

The network is protected by filters such as rules on firewalls, Access Control Lists 

(ACLs) on routers, Filters on Virtual Private Networks (VPNs). The server infrastruc-

ture is served by DNS, File Systems, and Directories all with their own ACLs. At the 

application layer web servers with their access control configuration files, application 

servers with their security policies and database servers with their grants tables attempt 

to enforce security. In short, each mechanism has its own concept of security – it con-

trols access by different client to different resources possibly in different namespaces. 

Each such mechanism is also managed by a human administrator who has to set values 

for the appropriate filters to govern access to these resources. The natural question is 

how does an administrator configure these filters to achieve the desired security? Even 

1
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if an administrator configures one such mechanism to the best of his knowledge, how 

does he know that the net effect of all these configured mechanisms is the desired one? 

To put it more precisely, the central question we address is: How do we coordinate 

the security configurations of all of these components to comply with high-level intent? 

Current practice leaves much to be desired: IT departments write high level policy 

documents. Local administrators configure local systems in best faith attempt to con-

form to such policies. There exist few tools to verify the system as a whole works as 

intended by the IT department. Administrators resort to techniques such as penetration 

testing to attempt to discover policy violations. Unfortunately, these brute force mecha-

nisms yield little or no business agility when it comes to change. Changes in policy 

take time to propagate to local level as manual processes are involved. As a result when 

new business alliances and mergers happen it is nearly impossible to know quickly and 

with certainty whether new security gaps have been created. Compliance checking is 

difficult because subtle interactions can lead to security vulnerabilities. As a result, 

frequently we only learn of security gaps caused by the combination of component 

configurations after they have been exploited. Manual processes also make it difficult 

to know if the enterprise is really as secure as it needs to be. Quite often we spend a lot 

of time and money on security measures, only to learn later and at great cost that the 

adversary was able to bypass these measures anyway. There is a need to make security 

operations more rigorous, less labor-intensive, and at the same time responsive to 

changing needs of business. 

2. Vision and Approach 

We address these issues in the vision presented in this paper. Firstly, we link business 

requirements to IT security by defining high-level security policies in terms of business 

goals. We use this notion of security policy to validate system configurations. 

Secondly, we are building tools for system wide security. These tools assist enter-

prise planning by checking the system for policy violations before deploying. They 

facilitate management by pointing out gaps in security in the system as they occur. 

Our approach is centered on modeling components (network, infrastructure, appli-

cation) to capture input/output behavior with respect to configuration. These models 

focus on security aspects. In the analysis phase we compose components to reason 

about global behavior in order to compare global behavior to policy. We use the results 

of this analysis to report policy violations. Finally, we suggest configuration changes to 

bring system into compliance if necessary. 

The conceptual architecture of our system is shown in Fig. 1. 

3. Technical Details 

In this section we introduce Datalog upon which we base our modeling language. Then 

we present a sketch of our approach to writing models, our policy language and valida-

tion. Space restrictions force us to be brief. 
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3.1. Models 

Our modeling language is based on a subset of prolog known as Datalog. We will in-

troduce datalog very briefly here – but this introduction will neither be formal nor 

complete. Datalog is a language of facts and rules. Datalog provides a logic based 

query language for the relational model. The complexity of answering a datalog query
2

runs in polynomial time. 

Informally a Datalog predicate p(a1, ..., an), represents a relation p that 

maps the n-tuple (a1,...,an) into {true, false} depending on whether the 

tuple belongs to the relation. For example, a database relation is represented as 

Additionally, a rule such as, 

rhead :- r1, ..., rn.

states that the predicate represented by the head is true, if each of the predicates in the 

body is true. 

Using Datalog, we model an enterprise as a set of components, each of which is a 

configured server, S1 ... Sn. For our purposes such configured servers include net-

work devices, infrastructure, applications, etc. A model of a server consists of a predi-

cate

allows(Server, Client, Op, Args) 

The intuitive meaning is that when Client makes a request to Server of the form 

Op(Args) it will succeed. In our models, allows predicates can depend on other al-

lows predicates. Following Datalog, in our models allows succeed if all the dependent 

allows succeed. 

2
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3.2. Policy 

Our policies are essentially on access control. First, let’s consider policies that capture 

permitted actions 

permit(Client, Server, Op, Args) 

Permitted actions correspond to the set of services for which clients should have 

direct access. E.g. making sure employees have access to the services they need to do 

their job. 

To be conservative, policies that capture prohibited actions, namely denys, have to 

be handled differently The set of allowed actions should be necessary and sufficient to 

support the permit policies – absolutely nothing else should be allowed. However, in 

order to create exceptions for an allow policy it is often necessary to have an explicit 

deny policy. Denies are specified using the same syntax permits 

deny(Client, Server, Op, Args) 

Denied actions correspond to the set of services for which clients should not have 

direct or indirect access, e.g. non-HR staff should not have access to salary informa-

tion. There should be no sequence of actions starting from Client which ends with 

Op and Args being invoked on Server.

We use graph-theoretic transitive closure based mechanisms in order to compute 

policy compliance. Due to space restrictions, the details of these techniques are omitted 

here. 

4. Related Work 

There is a wide body of recent work that is related to this project from various aspects. 

We mention some of these below. 

The “Smart Firewalls” prototype [SFW] developed previously by some of the au-

thors, developed closed-loop, policy-based security management for the network layer, 

and provided the early motivation for the current work. The main distinction is that 

models for network layer access control devices are particularly simple – incoming 

packets either flow through without modification, or are blocked depending on the con-

figured rules. Application models are more complex since they must capture message 

types and transformations. 

The notion of policy based management has been around for some time. The most 

recent project that has the goal of policy-based management is the Ponder project 

[PON]. Policies in Ponder can be complex quantified statements on the attributes and 

methods of objects. In particular, security policies are typically restrictions on access to 

individual methods on objects. Ponder however does not address the ability to compose 

or end-to-end reasoning on the objects under consideration. As a result there is no con-

cept of high-level policy and policy-based management is seen as a means largely to 

specify constraints on classes of objects rather than constraints on the behavior of the 

system as a whole. 

Filtering Postures [FPOS] proposes using logic-based specifications of the re-

quirements and binary decision diagrams to validate whether network layer devices 

such as firewalls, router ACLs and static routes are configured consistently. 



S. Bhatt et al./ Model-Based Validation of Enterprise Access Policies 111 

Firmato [FRM] was the first analysis engine to generate rules for multiple firewalls 

that comply with high-level policy. Firmato generates firewall configurations given 

policies and topology but does not validate a given set of configurations. 

The MulVal system [MVL] uses Datalog models to solve the problem of analyzing 

vulnerability reports to infer privilege escalations in a system. MulVal operates in two 

phases. In the first phase, a scanner consumes reports of vulnerabilities in common 

components (hosts, operating systems, network devices, applications) in a standardized 

XML format and searches the given network to find any components that are affected 

by these reports. In the second phase, MulVal logically deduces the privilege escala-

tions (e.g. normal user becoming “root”) that are possible due to these vulnerabilities 

using Datalog descriptions of the relationships between the components in question. 

Although MulVal addresses a complementary problem using similar ideas, they do not 

propose a formal modeling methodology. 

Attack Graphs [JAJ, SHY] also model the cascading of attacks through a network 

but they do not have formal modeling methods. Unlike MulVal they do not deal with 

phenomena such as privilege escalation. Attack graphs analyze the potential impact of 

vulnerabilities on an environment without the accompanying context of enterprise se-

curity policies. 

Transitive Closure-based reasoning: [NetKuang] which is based on [Kuang] pro-

posed to find transitive vulnerabilities on networked computer systems created by poor 

system configuration using a rule-based approach. They use a backward-chained, goal-

based expert system search on rules describing access structure as well as vulnerabili-

ties. While Kuang is limited to analyzing a single host, NetKuang can analyze a LAN: 

the analyzer accesses hosts on the LAN using a customized network search algorithm. 

These works do not suggest a rigorous and general methodology that goes beyond vul-

nerability exploitation on hosts. To map the Kuang and NetKuang approaches to our 

terminology, these works are not based on policy and they make no attempts to validate 

permit policies – rather the approach is to find privilege escalations that constitute vio-

lations of deny policies. 

Operating system vulnerabilities modeling [OSV]: This paper deals with the prob-

lem of modeling the transitive effects of bugs in operating system routines such as 

buffer overflow. This work has the ability to deal with sophisticated attacks such as 

phased attacks but at the cost of stateful modeling that makes the complexity of the 

logic exponential. The paper does not address networked environments. 

In the commercial arena, SolSoft’s policy manager [SOL] allows users to specify 

high-level network layer policies that are used to automatically generate configurations 

for firewalls, routers and switches for any desired topology. 

TruSecure [TRU] offers an application layer security solution that claims to solve 

the problem of transitive access, but their solution uses best practices rather than formal 

methods. 

5. Conclusions 

In this paper we have presented a new vision for security management that is currently 

being researched and prototyped in HP Labs. This new vision will enable enterprise 

administrators and CIOs to directly execute their high-level security requirements on 

the enterprise environment and be assured that only required access to services is avail-

able. Our vision allows us to build tools that help validate existing security configura-
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tions against high-level requirements as well as plan configurations of environments so 

that we know that they are secure before they are deployed. This will take big step from 

the current manual and error-prone processes of security management. Our vision will 

also enable businesses to reduce the costs of security operations by making IT security 

more agile and responsive to changing business requirements. 
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Abstract. The diverse nature of European border defence is challenged by an 

equally diverse array of threats ranging from terrorists to drug smugglers, arms 

dealers, illegal explosives, and human traffickers. Moreover, political and societal 

developments have created a fluid security environment, where risks and vulner-

abilities are more diverse and less visible. In this paper, we address the main Re-

search & Technology initiatives at International and European Level and identify a 

number of research areas where innovative, technology-driven developments may 

provide short-term solutions. Aiming to enhance security of Greek and European 

citizens, HAI actively participates in a number of international forums, and invests 

in research activities. However, the only guaranteed way to preserve homeland se-

curity is to apply a universal, inspired, political, societal and educational pro-

gramme, that will reduce the gap between countries, nations and closed, ideologi-

cal groups. 

Keywords. Surveillance, Security, WEAO, European Defence Agency 

Introduction 

Security has always been an important issue for Europe. In recent years however, there 

has been a growing awareness that security is not a permanent attribute [1]. As the gap 

between the developing and the developed countries continues to grow, there are mil-

lions of people searching for a better life in the USA, Canada, Australia and of course 

in Europe. The recent enlargement to the Europe Union to 25 countries has increased 

the external boarders to about 5000km of new sea borders and 4000 km of new land 

borders and brought about new challenges. Borders are monitored and protected by 

border patrol agents, video cameras, ground sensors, physical barriers, land vehicles 

and manned aircraft. However, the diverse nature of European border defence is chal-

lenged by an equally diverse array of threats ranging from terrorists to drug smugglers, 

illegal migrations, arms dealers, illegal explosives, and human traffickers. This is why 

border control has become a critical part of the security challenges and demands extra 

efforts to ensure a consistent high level of homeland security. 

In addition, political and societal developments have created a fluid security envi-

ronment, where risks and vulnerabilities are more diverse and less visible. New threats 

have emerged, which target European citizens life and interests. Terrorists’ attacks, 

such as the ones of 9/11 in the USA, the Madrid railway attacks of March 2004 and 

especially the recent attacks in London’s centre this July, underline that the major dan-

ger is not imported, but it is generated by citizens with wrong or misconceived ideo-

logical and political positioning, who were born and live inside the European Union 

boarders. 
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The only guaranteed way to preserve homeland security and prevent such terror-

ists’ attacks is to face the generative causes that initiated them. However, this is a very 

long-term approach that incorporates brave political willingness, universal societal ac-

tions, intelligent promotion and more than everything inspired educational methodol-

ogy. Looking for short-term, technology-driven solutions to enhance the European 

homeland security, there is an emerging need to coordinate the research community in 

order to address effectively and innovatively existing and future security challenges. 

Aiming to enhance the protection of the Greek and European citizens and to play 

an important and efficient role in peace-keeping activities, Hellenic Aerospace Industry 

(HAI), as the largest Defence company in Greece, actively participates in a number of 

international forums, standardization bodies and research activities. In addition, follow-

ing a developing strategic plan, HAI has endorsed a number of national and interna-

tional strategic alliances and has established bilateral partnerships with prominent 

manufactures in Europe and USA. 

In this paper, initially we address the main objectives and Research & Technology 

initiatives at International and European Level. Then, we present major research chal-

lenges in homeland security and we propose an Intelligent Surveillance System Archi-

tecture.

1. Security Objectives at European Level 

Security is an evolving concept and presents many challenges that impact on a wide 

range of existing and emerging European policies and citizens’ concerns, including the 

protection against terrorist threats. A white paper by the General Secretary Mr. Solana 

in Dec 2003 [2], proposes three strategic objectives for the European Union. These are: 

a) Addressing the new threats: The Union needs to use a range of instruments to 

deal with the current threats such as terrorism, proliferation of weapons of 

mass destruction, failed states, regional conflicts and organized crime. 

b) Building security in Europe’s neighbourhood: The enlargement process re-

sulted in a territorial increase of 34% and has to ensure that a consistently 

high level of security is established across its new, more diverse territory. 

c) Effective multinational co-operations: In a world of global threats, no single 

European country will be able to tackle present or future complex security 

problems entirely on its own. The EU needs to have the most technologically 

advanced instruments for anticipating new security threats and dealing with 

them in a way that serves its interests and respects its values. 

2. Security Research & Technology Initiatives 

In addressing the new security challenges, innovative technology will play a key role. 

The European expertise and potential to research, develop and deploy a wide range of 

security technologies exists. However, in facing the complexity and diversity of the 

new threats, Europe should: a) increase cooperation between companies and countries, 

b) reduce duplication of effort, and c) achieve standardization and interoperability. In 

this respect, the following research organizations and activities in European level have 

been initiated. 
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2.1. Research Within the European Commission 

In order to face the increasing need for security, the European Commission launched a 

Preparatory Action on “The enhancement of the European industrial potential in the 

field of Security Research,” (PASR2005). The Preparatory Action provides an oppor-

tunity to undertake activities to identify and address critical issues in order to prepare 

the foundations for a comprehensive European Security Research Programme from 

2007 onwards. 

The aim of the PASR2005 activities have been [3]: 

• Improving situation awareness. The aim of this activity has been to identify 

the main threats that could affect Europe, particularly borders and assets of 

global interest, by appropriate information gathering, interpretation, integra-

tion and dissemination leading to the sharing of intelligence.  

• Optimising security and protection of networked systems. The aim of this ac-

tivity has been to analyse networked systems, such as communications sys-

tems, utility systems, transportation facilities, or networks for (e-)business, 

and to show how to implement protective security measures against both elec-

tronic and physical threats. 

• Protecting against terrorism (including bio-terrorism and incidents with bio-

logical, chemical and other substances). The aim of this activity has been to 

identify and prioritise the material and information requirements of govern-

ments, agencies and public authorities in combating and protecting against ter-

rorism and to deliver technology solutions for threat detection, identification, 

protection and neutralisation as well as containment and disposal of threaten-

ing substances including biological, chemical and nuclear ones and weapons 

of mass destruction. 

• Enhancing Crisis Management (including evacuation, search and rescue op-

erations, active agents control and remediation). The aim of this activity has 

been to address the operational and technological issues that need to be con-

sidered from three perspectives: crisis prevention, operational preparedness 

and management of declared crisis. 

• Achieving interoperability and integrated systems for information and com-

munication. The aim of this activity was to develop and demonstrate interop-

erability concepts for (legacy) information systems in the domain of security, 

enabling the linking of existing and new assets in clusters to offer improved 

performance and enhanced adaptive functionality. To support interoperability, 

system providers need to involve end-users and standardization. 

The Preparatory Action is expected to lead to a European Security Research Pro-

gramme starting in 2007. Experience and knowledge gained from this phase will help 

to ensure that the future Research Programme will be optimally designed, and that it 

will contribute to the technological excellence and capabilities for the European Union. 

2.2. Western European Armaments Organization (WEAO) 

The WEAO was created in 1996 by countries-members of the Western European Ar-

maments Group (WEAG). The broad umbrella of the WEAG Defence Research and 

Technology (R&T) activities cover sea, land, air and space platforms, going from com-

ponents to the systems level, screening through electro-optics, modelling and simula-
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tion, radar and weapon systems. Specific requirements are addressed to adapt commer-

cial applications and Commercial Off The Self (COTS) to Defence demands. All de-

fence needs are considered under 13 Common European Priority Areas (CEPA) organ-

ized as follows: 

• CEPA 1: Modern Radar Technology (inc. Electronic combat RF technology)

CEPA 2: Microelectronics addressing dedicated military technologies. 

• CEPA 3: Advanced Materials and Structures for specific military purposes 

and ensure their availability and cost-effectiveness. 

• CEPA 6: Advanced Information Processing and Communications between 

European Industries and government institutions, for the fulfilment of De-

fence requirements. 

• CEPA 8: Advanced Electro-Optical systems and technologies covering a 

broad area, from land to space applications, with a spectral range from UV to 

the far IR. 

• CEPA 9: Satellite Surveillance & Military Space technology targeting areas 

such as: satellite on-board processing, antennas optimised for use in space, 

satellite clusters, data fusion, ballistic missile Defence etc. 

• CEPA 10: Underwater technology and naval hydrodynamics addressing all 

aspects of underwater-applied science and hydrodynamics studies. 

• CEPA 11: Defence Modeling & Simulation technologies allowing the armed 

forces to be prepared in a timely, cost-effective manner for any multinational 

operation, without having to resort to high-risk type of exercises under war-

like conditions. 

• CEPA 13: Radiological, Chemical and Biological Defence, initiating feasi-

bility studies and providing technology demonstrators for new devices and 

equipment.  

• CEPA 14: Energetic Materials. Covers all aspects of Energetic Materials in-

cluding synthesis, characterization performance vulnerability, warheads and 

survivability. 

• CEPA 15: Missile, UAV and Robotic technology covering all aspects, from 

seeker technologies through mission strategy, to control and actuation systems. 

• CEPA 16: Electrical Engineering. Fulfilling military needs that are to be ex-

pected in view of operational requirements and sensor developments. 

Hellenic Aerospace Industry participates in the most important CEPA steering 

committees namely CEPA 1, 2, 3, 6, 9, 11, 13 and 15. 

2.3. European Defence Agency 

The European Defence Agency (EDA) is a new organization, established by a Joint 

Action of the Council of Ministers on the 12
th

 July, 2004, “to support the Member 

States in their effort to improve European defence capabilities in the field of crisis 

management and to sustain the European Security and Defence Policy (ESDP)” [4]. 

EDA aims to develop close working relations with existing arrangements, group-

ings and organisations such as the LoI (Letter of Intent) grouping, the OCCAR and the 

WEAG, targeting incorporation of relevant principles [5]. In practice however, this will 

result in incorporating and substituting their activities. 

In the R&T direction, EDA aims to lead or manage initiatives in the following ar-

eas:
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• UAVs/ISTAR. Technology demonstration work on long-endurance Un-

manned Aerial Vehicles (UAVs), in the context of development of a wider 

ISTAR (Intelligence Surveillance, Target Acquisition and Reconnaissance) 

architecture. 

• Advanced European Jet Pilot Training. Assuming leadership of the current 

collaborative effort involving 11 Participating Member States (plus Switzer-

land) to develop a common European system. 

• Command, Control and Communication. Work to find solutions to current 

ESDP operational shortfalls, and to develop capacity and interoperability for 

the future. 

• Defence Test and Evaluation Base Rationalisation. Development of propos-

als for budgetary savings by elimination of duplication of facilities in Europe. 

• Armoured Fighting Vehicles. Collaborative technology development and/or 

procurement programmes, potentially facilitating industrial restructuring. 

• Commercial/Military Off-the-Shelf equipment. Work to develop proposals 

for a European market in Commercial/Military Off-the-Shelf (COTS/MOTS) 

equipment, including feasibility study of an “electronic market place”. 

Moreover, EDA considers the following activities, as potential future areas of in-

terest:

• Naval Defence Technological and Industrial Base (DTIB). Review of an-

ticipated future demand and capacity, and current national strategies. 

• Air-to-Air Refuelling. Review of European capability needs, national re-

quirements and programmes, interoperability issues and potential for collabo-

ration. 

• Chemical, Biological, Radiological and Nuclear (CBRN). Review of all re-

search activity in the CBRN direction. 

• Maritime surveillance. Review of all activity underway in defence and secu-

rity fora, with particular reference to the contribution of defence assets. 

3. Challenges in Homeland Security 

Homeland Security has completely changed, the last few years. Surveillance along with 

protection from all new methods and forms of terrorist attacks have dramatically com-

plicated security and generated new research and technological challenges. Following 

the information chain, we may categorize them in the following groups. 

3.1. Sensors & Information Gathering 

The first step in effective homeland security is to gather and filter valuable information. 

There are already a number of sensor technologies including acoustics, electromagnetic, 

electro-optical, and infrared. Moreover, information may be captured by intelligent 

defence and surveillance systems, including the Vessel Traffic Service (VTS), de-

ployed for traffic management, the “Automated Identification System” (AIS), largely 

used to display the picture of surrounding traffic, the military surveillance systems and 

patrol boats equipped with X-band coherent surface search radars, Interrogation Friend 

or Foe (IFF) secondary radar and target indication system and infrared/electro-optical 
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sensors. These sensors and systems have dramatically evolved the last decades. Never-

theless, new innovative systems or products are still frequently announced, showing 

that research is underway. Moreover, two areas that create a centre of attention are: 

• Biometric Sensors. Human identification (e.g. travellers, staff, drivers, pilots, 

skippers, passengers) based on biometrics is considered among the hottest ar-

eas in sensor research. Biometrics technologies including fingerprint, iris, face, 

voice recognition and abnormal behaviour attract a lot of research activities. 

• Unmanned Aerial Vehicles (UAVs). UAVs are defined as powered aerial ve-

hicles that do not carry a human operator, use aerodynamic forces to provide 

lift, can be expendable or recoverable, and can carry lethal or non-lethal pay-

loads. Areas of research in UAVs/ ISTAR include remote control, Electro-

Optical (EO) sensors, speed and loiter capabilities. 

3.2. Secure Communications 

Secure Communications is a very important area in Homeland Security. There are a 

number of wired (Leased Line, Optical, Ethernet) and wireless (HF, VHF, UHF, satel-

lite) communication technologies. However, extended research is underway in areas 

like:

• Software Defined Radio (SDR) is being actively researched due to its poten-

tial to help realise reconfigurable radio systems whilst retaining common 

hardware platforms. SDR future systems will offer increased capability and 

flexibility and allow a single radio terminal to switch between different modes, 

bands, services and applications; that is a single device for ubiquitous infor-

mation interaction.

• Secure Tactical Ad-hoc Communications. Ranging from still measuring sen-

sors to groups of fighting supersonic aircrafts, secure tactical ad-hoc commu-

nications introduce a number of research issues like efficient routing, trans-

mission with Quality of Service guarantees, power and energy savings.  

• Satellite Communications. Bi-direction satellite communications utilising the 

DVB-RCS (Digital Video Broadcasting – Return Channel Service) will be 

one of the major alternatives for secure future communications. Research on 

tracking antennas, military satellite terminals, along with signal processing on 

the satellite are among the major efforts. 

3.3. Interoperability 

One of the main problems that current remote Surveillance systems face is Interopera-

bility. Today there is not a single open standard to define how data should be repre-

sented, transmitted, delivered, handled, stored. Moreover, there is no standard commu-

nication interface and Application Programming Interface (API) to specify the data 

received by multiple sensors or generally from multiple information sources. The result 

is to have a number of isolated surveillance systems, with proprietary internal represen-

tations, which present their data in multiple different TV displays. Interoperability be-

tween surveillance systems from different manufacturers requires extended research 

and development, while even enhancement of a system with new state-of-the art sen-

sors (radars, cameras, biometrics) from the same manufacturer may be quite resource 

consuming, if feasible at all. 
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3.4. Data Fusion and Classification 

The target-tracking function has to collect data from sensors located in different places, 

both fixed and mobile, and combine them with stored in historic databases. Research is 

required in the Data Fusion function, which has to align all on-line data in space and 

time, in order to produce the Tactical Picture. Images and videos should be associated 

to the target they belong to, while algorithms have to be adapted to the scenario. The 

Pattern Recognition/ Classification/ Identification and the Situation Awareness func-

tions have to establish the standard identity, the environment and other attributes for 

each target detected by the sensors. Moreover, research is required in the Scenario 

Modelling, Simulation and Decision Making elements of the system in order to iden-

tify the threats, propose the action plans and in-time crisis management, and avoid both 

delays and/or overreactions. 

4. Proposed Surveillance System Architecture 

Based on the above research issues, the proposed surveillance and crisis management 

system is shown in Fig. 1. 

As it is shown, multiple surveillance sensors/systems are adapted to a common 

Southbound Applications Programming Interface (API), while environmental, surveil-

lance/security data in the form of GIS, Rules, historic and biometrics data are provided 

as input to the system. On the other hand, a number of intelligent modules, i.e. Pattern 

Recognition, Data Correlation and Track Fusion identify the targets, threats and situa-

tion, while alarm systems initiate the crisis management plans. 

5. Conclusions 

The long and diverse European boarders along with political and societal developments 

have created a fluid security environment, where risks and vulnerabilities are more di-
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verse and less visible. Recent terrorists’ attacks underline that the major danger is not 

imported, but it is generated by citizens, who were born and live inside the European 

Union boarders. 

In this paper, we have identified a number of research issues, where innovative, 

technology-driven developments may provide short-term suppression of the problem. 

Aiming to enhance the protection of Greek and European citizens and to play an key 

role in peace-keeping activities, Hellenic Aerospace Industry actively participates in a 

number of international forums, standardization bodies, research and development ac-

tivities. However, the only guaranteed way to preserve homeland security is to apply a 

universal, inspired, political, societal and educational long-term programme, that will 

reduce the gap between countries, nations and closed, ideological groups. 
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Abstract. Advancement in computer and communication technologies have re-
sulted in an explosive growth in embedded systems. The market and users require-
ments have been rapidly changing and diversified. Under these evolving situations,
the assurance to keep the continuous system operation of embedded systems is be-
coming more and more important. The Autonomous Decentralized System (ADS)
has been proposed for resolving the on-line property to achieve the step-by-step
expansion, maintenance and fault-propagation prevention for high-assurance. This
architecture is effective to improve the reliability and reduce the development cost
and product cycle time to market by data-driven mechanism. Moreover, the tech-
nologies have been applied in the IC card system for train fare-collection and the
mobile network platform for intelligent transport service system.

Keywords. Embedded system, ADS(Autonomous Decentralized System), assur-
ance, fault-tolerance, expansion, maintenance

1. Introduction

Distributed embedded systems with multiple processing elements are becoming com-
mon in various application areas ranging from multimedia to robotics, industrial con-
trol, and automotive electronics. Heterogeneous distributed architecture are required for
such systems, where several processors, application-specific integrated circuits (ASIC),
and field-programmable gate arrays (FPGA) are interconnected by various types of com-
munication links, and multiple tasks are concurrently run on the system. Each task can
be executed on a variety of software and hardware platforms with different costs [1,2].
In addition, the markets have been expanding rapidly and users requirements have been
diversified and varied. However, the conventional architecture is either overdesigned or
fails to meet the specified constraints. Therefore, finding an effective architecture to meet
the heterogeneous requirements of hardware and software under this dynamic changing
environment to achieve all realtime constraints are necessary.

As the breakthrough over the conventional systems, Autonomous Decentralized Sys-
tem (ADS) has been proposed in 1977 [3]. An autonomous decentralized system is de-
fined as such a living thing which is composed of largely autonomous and decentral-

1Corresponding Author: Kinji Mori, Department of Computer Science, Tokyo Institute of Technology,
2-12-1 Ookayama, Meguro, Tokyo 152-8552, Japan. Tel: +81-3-5734-2664; Fax: +81-3-5734-2510; E-mail:
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ized components (subsystems). Their technologies have been developed in the various
fields of transportation, factory automation, utility management, satellite on-board con-
trol, newspaper printing factory, information services, e-commerce, community service,
and so on.

In this paper, the ADS concept and technologies are discussed and their applications
to the IC card system for train fare collection: Suica and the mobile network platform for
intelligent transport service system are shown to be effectively operated.

2. Background and Requirements

In the following years, the information technology will be strongly marked by the pres-
ence of embedded systems. Such systems are typically application specific systems con-
taining software, hardware and communications channels tailored for a particular task.
Nowadays, embedded systems are presented in almost all electronic devices even they
are hardly noticeable. There exists a large variety of applications and functionality in
which they are applied. In control systems, Program Logic Controllers (PLC) have been
used for controlling processes such as temperature, mixture, position and velocity in a
critical industrial systems. In consumer products, many further enhancements and nu-
merous new home control, kitchen appliances and white-good products have been de-
signed based on sensor/actuator signal processing by embedded systems. Mobile phones
depends heavily on the use of standards implemented in embedded systems. In other
professional areas like traffic control, car navigation, train control, plant control, etc.,
embedded systems may overpass the functionality that can not be provided by human
beings [4].

In a beginning, embedded systems had been designed for satisfying an specific task
or functionality in a single device. However, with the constant advance in the IT and
the solution they provide while meeting a lot of constraints, the pervasion of embedded
systems was derived. The possibility to share an embedded systems platform over many
different applications in a domain makes them very attractive. For example, in home
automation, a large extent specific hardware and/or software components, even for high-
volume consumer-electronics applications, are connected in a network system in order to
provide the functionality for living that each person is demanding. In this sense, gradually
our society is becoming dependent on the proper functioning of embedded systems [5].

2.1. General Trends and User Needs

The embedded systems are characterized by the following properties:

Heterogeneous (software, hardware, mechanical components, optics, etc.) Embed-
ded systems of various technological areas are designed under different hardware
and software (Linux, Windows, Tron, etc.) platforms.

Complex (real-time requirements, low power, low cost, reliable, etc.) Embedded sys-
tems are mostly reactive systems, which means they react continuously to their
environment at a speed imposed by the environment which lead often real-time
capabilities. Low power and low cost are an inherent requirements for embedded
systems. Reliability, robustness and safety constraints derive from situations where
service continuation is impossible.
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Flexible (time-to-market, personalized, online maintenance, online testing, etc.)
The time for the design and commercialization of an embedded system have to be
done considering that the users requirements that derive from general trends in so-
ciety related to aspects like individualization, globalization, mobility, fashion, etc.,
are always changing. Increasing individualization leads to more diversity in prod-
ucts and services, and therefore to the need for more flexibility in design. Grow-
ing needs for continuous service utilization and provision leads to online mainte-
nance and testing. Moreover, exponential size increase continues in the embedded
systems.

Communicative (networked, connected, sensors and actuators, etc.) Most of the cur-
rent embedded systems are connected through a network and it is expected that
in the future Internet plays also an important role. Sensors and actuators are also
inherent components of embedded systems.

2.2. Technology Requirements

The increasing heterogeneity in software and hardware will require to shift to open stan-
dards. For example, Linux, an open-source operating system is garnering acceptance in
the embedded world, multipurpose microprocessors are more likely to be used, etc.

In contrast with interactive systems that respond to external stimuli when they are
ready with calculating their response at their own pace, embedded systems reactivity
imposes often real-time capabilities. This results in special requirements for the hard-
ware and software architecture of the platform to be used in which more decentralized
control is required. Reliability, robustness and safety constraints derive from situations
where service continuation is impossible and a certain degree of adaptive behavior, self-
configuring and self-restoring should be possible.

The time-to-market (TIT) is one of the major requirements that embedding systems
have to override by shortening it. Current hardware/software design and integration tech-
nologies must be developed in order to cope with such challenges. The individualization
in the users preferences will force that the new embedded systems must be designed un-
der the metrics of collaborative adaptive systems. The non-stop service utilization and
provision will impose constraints on the design and implementation of embedded sys-
tems for supporting online maintenance and testing. Moreover, due to the gigantic size
of the future systems, the design and implementation will be done on a step by step
development considerations.

Since devices will become more and more connected in some kind of network, infor-
mation management in the network will become a serious issue. Closely related to net-
working devices, they need to access information available in the network to do their job.
While embedded systems nowadays access local data, in the future this data might be re-
trieved from elsewhere. Therefore, some technology that can envision Web-connectivity
is required. Distributed and networked sensors and actuators will start to behave as in-
telligent agents. The complexity of these systems will increase and they will require in-
creasing bandwidth for audio, video and wireless communication. Novel communication
architectures and technologies will also be required.
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3. Autonomous Decentralized System

3.1. ADS Concept

Autonomous Decentralized System (ADS) has been proposed to resolve the on-line prop-
erty of on-line expansion, on-line maintenance and fault tolerance in a system, which
means that the system can continue operation during partial expansion, maintenance
and at the time of a partial fault [6]. The ADS is defined as the characteristics that
each subsystem can control itself and coordinate with all of the other operating sub-
systems. Therefore the following two properties must be satisfied by each subsystem:
Autonomous Controllability and Autonomous Coordinability.

3.2. ADS Architecture

Each subsystem has its own management system, the Autonomous Control Processor
(ACP) to manage itself and coordinate with the others. The subsystem including its ap-
plication software modules and ACP is an autonomous unit called “Atom”. The self-
contained subsystems including their respective ACPs are integrated into a system. In
the ADS, all of the subsystems are connected only through the Data Field (DF); all data
is broadcasted into the DF and the data itself logically circulates in the DF (see Fig. 1).
The data moves around the application modules in the Atom and the DF in the Atom
is called the Atom Data Field (ADF). In the DF, each data is attached with its “content
code” which is uniquely defined with respect to the content of the data. To protect the
operation of the subsystems from variation in the system, each subsystem broadcasts a
message containing the content code instead of the receivers address. The application
module is specified only by input and output content codes, and it is executed by the
ACP only when all of the necessary data with the proper input content codes is received
from the DF (Data-Driven Mechanism). The necessary content codes for the Atom are
determined dependently on the application functions within it.

Data Field

ADF

Message

ACP ACP ACP

CC DATA

Atom Application 
Module

Data FieldData Field

ADF

Message

ACP ACP ACP

CC DATACC DATA

Atom Application 
Module

Figure 1. ADS Architecture.
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4. Applications

4.1. SUICA

An embedded system which has successfully been developed and implemented utilizing
ADS concept and architecture is the IC Card fare collection system (SUICA automatic
fare collection gate systems), introduced by East Japan Railway Company in Novem-
ber 2001. This system is an integrated combination of fixed-line and wireless systems,
where a contac/less IC card communicates by wireless with automatic fare collection de-
vices (terminals) such as automatic fare collection gates machines (AFC gate machines),
and the terminals communicate by fixed/line with center servers. The current number
of card holders is approximately about 13 million and the number of transactions that
are processed daily is in the order of 8 million which is expected to grow up to 30 mil-
lion in a close future. In addition, the terminals and center servers are configured in au-
tonomous decentralized architecture, so if trouble occurs, the trouble does not expand
into the whole system. It is necessary for terminal AFC devices to provide high-speed
processing and high-reliability because of the nature of railway transportation service.
For these reasons, technologies and applications that can meet these requirements have
been introduced.

4.1.1. Autonomous Decentralized IC Card System

In an IC card ticket system, the passengers go through gates with their IC cards in
their hands. The transaction between and IC card and a terminal always depends on
manual operations. At terminals each automatic fare collection device can execute au-
tonomous high-speed processing communicating with IC cards in about 200ms. Also the
data processed by terminals can be stored for a specific period, being connected in au-
tonomous distribution architecture with center systems. Besides, the center system exe-
cutes data processing autonomously to deal with the data from terminals that have been
accumulated for a certain period of time. Moreover, the operation data for the terminals
are received by the center server, so that any necessary measures can be taken on the
center side. To enhance the reliability of the networked system as a whole, a style of
accumulating a certain amount of data processed by terminal at each level was adopted.
Finally, in order to secure the system expendability, the devices are configured in au-
tonomous architecture so that it is easy to add different types of terminals, to connect
with each other. See Fig. 2.

4.1.2. High Speed Data Processing Technology

When using IC cards, it is necessary to secure the security of their unique data, main-
taining high speed processing. Suica cards are provided with respective keys for respec-
tive files, and R/Ws are provided with keys that enables simultaneous access to multiple
files. Figure 3 shows the outline of the technology to process data at high-speed at the
automatic fare gate for railway fare calculation. The passenger with a Suica commuter
pass has to do is to pass this Suica card over the R/W at the ticket gate, and the necessary
fare adjustment is automatically carried out. Since long time is necessary for complicated
calculations, a technology that adapt to the particular users situation by a “before” and
“after” calculation is proposed.
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Figure 2. Autonomous decentralized IC card system.

Figure 3. High speed data processing.

4.1.3. Autonomous Decentralized Processing Consistency Technology

The Suica system is composed of different kind of devices. Suica cards can be purchased
from Suica automatic ticket vending machines. Stored fare (SF) value can be added to
the Suica card with the fare-charging machine. Magnetized cards and tickets can be used
at stations equipped with AFC gates in the same way as with the Suica card. Simplified
AFC machines accepting only the Suica cards are installed at stations having no AFC
gates. A technology is introduced with which each of the Suica cards is assigned a unique
ID number, and all usage records are compiled in the Suica center server using the ID
numbers through the installed network for control when the Suica cards are used. With
the introduction of the technology, information for all IC cards can be consolidated into
one information source for reliable and unified control of the IC card usage data by each
card and for monitoring the unauthorized use of the IC cards.
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4.2. Mobile Network Platform for ITS

The services of Intelligent Transport System (ITS), such as vehicle information and com-
munication systems (VICS) and electronic toll collection (ETC), are typical applications
of distributed embedded systems. The rapid growth of the Internet in recent years is
driving the development of network services on a global scale. Amid these trends, the
future progress of the vehicular society depends on further enhancing the ease-of-use
of motor vehicles by providing Internet services to the people in the cars. The key to
realizing these ends is the establishment of an ITS mobile network capable of handling
motor vehicles as mobile terminals. The development is underway as a national project
of Japan called the “Smart Gateway”.

4.2.1. System Structure

The Smart Gateway system delivers information to the terminals in cars through radio
base stations installed on the roadside (see Fig. 4). The Dedicated Short Range Commu-
nication (DSRC) method is used to deliver information to cars that are moving quickly
through service areas consisting of microcells each having a 30m communication zone.
The information delivered includes information to support safe driving such as traffic
conditions as well as a variety of content-rich multimedia including Internet images and
video [8].

The mobile network platform consists of a number of autonomous base stations
(ABS). Based on the ADS architecture, each ABS is equipped with a Datafield Manager
(DM), which handles message transmission to and from other ABSs via the network.

4.2.2. Autonomous Community Technology

Each ABS autonomously and dynamically forms a local community with other ABSs
based on their physical locations and the kind of service to be provided to a mobile ter-
minal (MT) without relying on the direction of others. For example, when an accident
happened, the nearest ABS will dynamically form a community to forward this informa-
tion to other ABSs. The size of the community is autonomously decided by each ABS
according to the serious level of the accident.

Each ABS in a community shares the service progress and caches service content
for an MT, and then autonomously provide services to an MT by recognizing its iden-
tifier and judging what kind of services to provide. This architecture ensures flexibility
and high operating performance. The ABSs can be added and replaced gradually while
the system is in operation. And when an ABS cannot transmit effectively to an MT be-

Figure 4. Mobile Network Platform for ITS.
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cause of a communication failure, other ABSs can be able to continue the service. More-
over, the autonomous community technology ensures high-quality delivery and provides
priority control among services. If some ABSs belong to several groups, they dynami-
cally control the priority levels of services and deliver services to an MT based on these
priority levels.

This model has been implemented in the DSRC base stations set up along a road
and experimental trials are underway. Each base station consists of a DSRC board, and a
compact PCI bus, and connects to the MT of a vehicle through DSRC wireless commu-
nication. A target board is also connected to an IEEE 802.3 network that is used to repre-
sent the roadside network. The CPU of the target board is an SH4 (200 MHz) processor
and the real-time operating system (OS) is VxWorks 5.1.3.

5. Conclusions

Under the recent severe economic situation, the business in the various fields has been
changing to produce new products and to supply new services. Moreover the life-cycle
of these products and services have been getting short. As the technological trends, the
openness and the down-sizing phenomena have been in progress, and the system is con-
structed by the multi-vender’s machines.

The ADS concept is explained under the backgrounds not for the resource utiliza-
tion, but for the easy-to-use and the easy-to-construct of the computing and controlling
systems. This architecture shows that there exists no master and no direction among sub-
systems, and then the software productivity is much improved by building block manner
of autonomous software modules. Moreover the applications in the distributed embedded
systems of the ADS is described and its validity has been verified.
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Abstract. In this paper, we presented vulnerabilities and countermeasures for em-

bedded processors. Among all kinds of vulnerabilities and external attacks, we are 

most interested in power attacks, which infer program behavior from observing 

power supply current into an embedded processor core, are important forms of se-

curity attacks. In this work, we addressed a novel approach against the power at-

tacks, i.e., Dynamic Voltage and Frequency Switching (DVFS). Results showed 

that this method hides processor state with 27% energy reduction and 16% time 

overhead for DES encryption and decryption algorithms. Furthermore, system 

leakage power, as an obstacle to power attacks in the future technology, was stud-

ied. Results showed that leakage power scaling makes the power analysis really 

difficult to be carried out and leaves crypto embedded processors secure without 

any kind of overheads. 

1. Introduction 

Computer system security is widely viewed as an important problem. Because com-

puters are used to control infrastructure — electrical generation and transmission, 

transportation, etc. — and safety-critical equipment, many calls have been made to 

improve the security of computer systems built as part of these larger systems. But does 

embedded system security merely mean applying standard computer security measures 

to embedded processors? 

In fact, embedded computers perform different tasks than general-purpose hard-

ware and software are called upon to perform. As a result, embedded processors are 

exposed to new, different security risks and we must develop new techniques to guard 

against the threats that can be raised against embedded computers. While we may need 

to use most or all of the security techniques developed for general-purpose computing 

in order to safeguard embedded processors, embedded computers also need new secu-

rity measures. 

Embedded computers almost always perform real-time tasks. Real-time computing 

requires meeting deadlines — if a computation is not finished by the deadline, then the 

system fails. Not all real-time systems are safety-critical — a digital television, for ex-

ample, must repaint the screen to meet the frame deadline. But the imposition of an 

external deadline makes embedded computing very different from traditional comput-

ing. Embedded computers must also operate on strict power budgets. All branches of 

computing must now pay attention to energy consumption, but embedded computers 
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often operate under particularly strict energy and power consumption constraints. Fi-

nally, the hardware and software in embedded computing systems must be designed to 

simultaneously satisfy real-time, energy, and cost constraints, as well as the functional 

requirements. Traditional software design methodologies try to separate functional and 

non-functional requirements as much as possible, but embedded computing designers 

do not have that luxury. 

There are, in fact, many systems that straddle the boundary between embedded and 

non-embedded computing. The personal digital assistant (PDA) provides a simple ex-

ample: its user interface requires strict real-time programming, but its calendar and 

address applications are simple, 1960’s-style databases. Industrial computers often per-

form real-time control when they interface to equipment, but also perform traditional 

client-server operations like inventory database management. As a result, embedded 

computers face some of the security problems of client-server systems, but client-

server systems may also be infected with some of the vulnerabilities of real-time em-

bedded systems. 

As we will see in the remainder of this chapter, embedded computers are vulner-

able to many types of threats relating to real-time operation and power consumption. 

These threats exist in isolated, non-networked systems. But connections to the Internet 

or dial-up connections make embedded computers much more vulnerable because they 

can be threatened by someone who does not have physical access to the equipment. 

Many computers that control infrastructure are already connected to the Internet or to 

dial-up connections. An increasing number of personal infrastructure items — cars, 

home appliances, etc. — also sport Internet connections. Network interfaces provide 

valuable features and services, but they also pose new threats and allow for coordinated 

attacks that greatly raise the stakes of embedded systems security. 

2. Type of Threads 

Wood and Stankovic [1] identified a number of possible attacks against sensor net-

works. They noted that some attacks are similar to those used in general-purpose net-

works while other attacks take advantage of the unique characteristics of sensor net-

works. They identified attacks at the major levels of network behavior: physical, link, 

network and routing, and transport. We cannot do justice to their analysis here, but we 

can give a few examples. 

Radio networks are vulnerable to jamming attacks. It is relatively easy for an at-

tacker to emit a jamming signal, but modern modulation methods like spread spectrum 

are less vulnerable to jamming. At the link layer, malicious collisions can be used to 

slow down a network. Attackers can also exhaust available bandwidth, which can be 

countered by rate limitations and reservations. At the network layer, geographically-

biased routing and allocation schemes are vulnerable to homing attacks. Many sensor 

network systems take advantage of geographic knowledge to guide routing and distrib-

ute resources around the network. An attacker can watch traffic to learn the location of 

critical resources, then attack those critical nodes. Cryptography helps to hide the in-

formation needed for an attacker to home into critical resources. 

Given that embedded computing systems operate in real-time and at low power 

levels, we expect two categories of attacks to be particularly important: time-based 

attacks and energy-based attacks. 
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In addition, we can expect new types of physical proximity attacks based on the 

adversary’s ability to physically manipulate the computer. 

We can identify several examples of each category of attack. 

Time-based attacks on embedded computing systems can exploit the fact that the 

systems are sensitive to missed deadlines. A denial-of-service attack in a general-

purpose system seeks to totally consume the target machine’s computational capabili-

ties. In a real-time embedded system, in contrast, we only have to disturb the timing 

enough to cause the system to miss a deadline. We call such an attack a quality-of-

service (QoS) attack. 

A QoS attack can aim at either the processor or at the network. As an example, 

consider automobile engine controllers. Automobiles have used embedded microproc-

essors to control their engines since 1980. Engine controllers perform sophisticated 

computations, such as Kalman filtering, to control the engine’s spark and fuel. Without 

embedded engine controllers, automobiles could not meet today’s fuel-efficiency and 

emissions requirements. In an automobile, for example, a network connects most of the 

electronic components; typical automobile networks have at least 50 nodes and some 

may have well over 100. 

An engine controller could be attacked to cause it to miss deadlines for the spark or 

fuel control. Alternatively, one node on the car’s network could be hijacked to either 

disturb the network timing itself or to attack another node on the network. 

Automobile enthusiasts have hacked engine controller software since the earliest 

days of embedded engine controllers. These enthusiasts are primarily interested in im-

proving the performance of their cars, usually at the expense of emissions standards. 

Such hacking may be illegal, since it violates emission standards, but it does not pose a 

serious safety threat to large numbers of people. 

However, once cars are accessible from the Internet, engine controller hacking 

poses a serious threat. The hacker no longer is threatened by physical harm due to the 

consequences of the hack; the hacker may in fact want to inflict harm on others. Con-

sider, for example, an engine controller virus that shut down all infected cars at the 

same time, such as rush hour. Such a virus would cause a huge number of accidents; it 

is arguably more dangerous if not all of the cars on the road suffer from the virus. Even 

the random hacking of cars by teenagers poses a serious threat to safety. 

Energy-related attacks can take several forms. As Phil Koopman of CMU points 

out, many devices have batteries that operate certain portions of the electronics. Those 

batteries are designed to last for long periods of infrequent use, but an attacker could 

drain the battery prematurely. 

Energy attacks can also manipulate power management utilities. Power manage-

ment layers like ACPI provide software hooks to manage CPU and system power con-

sumption. Power consumption is controlled by slowing down or turning off parts of the 

system. Power management can be used to attack the real-time characteristics of a sys-

tem. Power management interfaces can also be used to burn excess energy by repeat-

edly turning components on and off. 

Physical proximity attacks are not unknown in general-purpose computing, but 

servers generally rely on physical security as part of their protection. Embedded com-

puters, unfortunately, cannot be totally isolated from their users. Steps can be taken to 

make it difficult for an adversary to obtain access to an embedded computer, but we 

cannot rely on such steps being totally effective. 

A proximity attack can observe the computer, manipulate the computer, or both. 

Observing the computer may be sufficient to obtain cryptographic keys or simply to 
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find vulnerable spots in the computer system’s design. The attacker may not need 

physical proximity to make use of the information gleaned during observations. Ma-

nipulating the computer may cause it to use new data, run new programs, or to commu-

nicate with other computers in malicious ways. 

A proximity attack may be aimed at the computer being observed. But the goal of 

an attacker may be to obtain design information that he/she can use to attack other 

nodes. These reverse-engineering attacks are common, for example, in satellite TV 

systems and we can expect them to occur in other industries as well. 

In this work, we are most interested in protection of embedded processors against 

one popular and powerful attack, i.e., power attacks [2], which are considered as a fun-

damental class of attacks that are practically quite difficult to defend against. Simple 

Power Analysis (SPA) is based on measuring and analyzing power traces during cryp-

tographic computations. Basically by using inspection, the attacker analyzes the trace 

and identifies executed instructions. Differential Power Analysis (DPA) is currently the 

most popular high order power analysis. This scheme utilizes power traces gathered 

from several runs and relies on the power consumption variation due to data depend-

ency to break the key. 

Various countermeasures against power attacks have been proposed to remove the 

symptoms that make a cryptoprocessor vulnerable to monitoring and analysis of side-

channel information. The proposed defenses, for example, reduction of signal sizes [2] 

and introduction of noise to signals [3], mainly try to make it more difficult to measure. 

These techniques either make the sample size for the analysis significantly large, or try 

to break the ability of the attacker to correlate information which is used for statistical 

analysis to work. Most of the previously proposed circuit techniques impose signifi-

cantly energy and hardware area costs. For instance, Ratanpal et al. [4] hide processor 

behavior by burning excess power. 

In this work, we propose using Dynamic Voltage and Frequency Switching 

(DVFS) against all kinds of power attacks. Furthermore, leakage power consumption of 

a system as an obstacle for power attacks is studied as shown in Section 3. 

3. Countermeasures Against Power Attacks 

3.1. DVFS Against Power Attacks 

Our novel power attack resistant DVFS cryptosystem, as shown in Fig. 1, is composed 

of processor core, DVFS feedback loop, and DVFS scheduler. The DVFS feedback 

loop [5] takes the value of desired Voltage/Frequency (V/F) as an object, which is 

stored in an internal register by the DVFS scheduler. DVFS feedback loop physically 

implements the desired supply voltage and operating frequency by using circuits such 

as ring oscillator, phase locked loop, etc, and finally outputs the supply voltage to the 

cryptoprocessor core. The DVFS scheduler unit randomly generates a voltage or fre-

quency (V/F) value under certain limits and stores it in the register. This unit requires 

some timing information about the application program from the Operating Sys-

tem (OS), for example, the desired running time. In this work, we focus our attention 

on the microarchitecture of the DVFS scheduler unit. 

In order to quantitatively measure the efficiency of our DVFS technique against 

power attacks, we define three metrics: Signal Trace Entropy (STE), Energy Overhead 

(EO) and Time Overhead (TO). STE measures the uncertainty of the signal trace moni-
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tored by the attacker over time. To calculate STE, we bin the signal values in a signal 

trace into equally N spaced containers, and count the number of signal values in each 

container, 
i

n . Then STE can be expressed as Eq. (1). Specifically in this work, we use 

Power Trace Entropy (PTE) and Time Trace Entropy (TTE) to represent the uncer-

tainty of the power traces and the clock period traces, respectively. The power trace 

measures the power consumption for each clock cycle during the algorithm execution; 

while time trace gives the clock period for each clock cycle. For EO and TO, they 

measure the energy overhead and time overhead caused by using DVFS. We define

Vdd_normal and Fnormal as the normal supply voltage and the normal operating fre-

quency for the cryptoprocessor without DVFS. In general, they are the highest supply 

voltage and frequency. When the supply voltage is switched to a lower value vdd_scale, 

the operating frequency fscale is scaled according to Eq. (2) where vth represents 

threshold voltage. Finally, EO and TO can be expressed as Eqs. (3) and (4), respec-

tively, where TNCC is the total number of clock cycles, and Ci is the capacitive load 

for ith clock cycle. For this work, we implement the DES encryption and decryption 

algorithms in software as benchmarks, and capture their energy consumption at each 

clock cycle when running on the processor core by using a customized version of the 

publicly available SimplePower [6]. 
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Figure 1. DVFS cryptosystem. 
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The algorithm of the DVFS scheduler unit is shown in Fig. 2 [7]. The procedure 

takes Vdd_normal, Fnormal, Signal_Done and RW_Enable as inputs; the first two signals 

come from the OS and give initial values for the DVFS scheduler; the third signal is 

from the processor core which indicates whether the encryption/decryption finishes; 

and the fourth signal is sent out from DVFS feedback loop to reveal the status of the 

internal register which stores the desired voltage/frequency value. TB and ETCC, are 

input to the DVFS scheduler unit from the OS. Signals TB and ETCC are estimations of 

the timing budget and the total clock cycles for the application program when running 

on the processor core. Both of them can be generated by the OS after the application 

program is compiled. 

For the DVFS scheduler unit, it first generates a random vdd_scale or fscale and 

stores it in the register for the processor core using it to run the program. After that, it 

initializes and determines the High_limit_WT, which represents the high limit of the 

waiting time. This limit prevents the DVFS scheduler unit from a long random waiting 

time. For convenience, this waiting time limit can be calculated by the OS and input to 

the DVFS scheduler unit. Here we assign it a constant number. During the program 

running in the processor core, the DVFS scheduler unit iteratively generates random 

voltage/frequency values. In each iteration, it firstly waits a random time limited by 

High_limit_WT, then calculates some timing information, determines the lowest value 

(LV) for the next voltage/frequency generation, and produces a random volt-

age/frequency which is not lower than the LV. As a final step, it outputs the volt-

age/frequency value to the register. Variables timing and timing_space count the total 

elapsed time and the time elapsed for one iteration, respectively. They are used to cal-

culate the LV. 

Input          : Vdd_normal , Fnormal , TB, ETCC,

                      Signal_Done,  RW_Enable

Output       : vdd_scale/fscale

Algorithm :

1:  time_1= clock()

2:  generate random vdd_scale /fscale by using Vdd_normal , Fnormal

3:  assign vdd_scale/fscale  to register in DVFSFL

4:  initialize timing, timing_space to zero

5:  determine High_limit_WT

6:  While  Signal_Done != 1 Do

7:    time_3=clock()

8:    generate a random number NCC < High_limit_WT

9:    for i=1:1:NCC

10:      NOP

11:  end for

12:  time_2= clock();

13:  timing= (time_2-time_1)/clocks_per_second_DVFSS

14:  timing_space += timing_space

15:  use timing, timing_space, TB, ETCC to determine the

       lowest value of  vdd_scale/f scale,

16:  generate random vdd_scale/ fscale > the lowest value

17:  if RW_Enable==1

18:      assign vdd_scale/ fscale  to register in DVFSFL

19:  end if

20:  time_4=clock()

21:  timing_space=(time_4-time_3)

22:End While

DVFS scheduler algorithm

 

Figure 2. Implementation of DVFS scheduler unit. [7] (© [2005] IEEE). 
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The primary goal of our DVFS-based scheme is hiding information. As a side 

benefit, our method consumes negligible amounts of energy. It does, however, intro-

duce a modest performance penalty because it scales the operation frequency down at 

some time period. In order to reduce it, the DVFS scheduler unit first calculate the 

lower bound, i.e. LV, and then generates the suitable voltage/frequency. Eq. (5) shows 

how to calculate the lower bound for the scaled frequency. And the corresponding 

scaled supply voltage can be calculated by Eq. (2). 

)min(

))1(/_min(

Δ+−
−−

= ∑

gtiTB

ifspacegtiETCC

LV
i

scale

 (5) 

where fscale(i–1) represents the scaled frequency randomly generated in the (i–1)th itera-

tion. The summation is done over the number of iterations and calculates the total time 

elapsed. Δ is an estimation of the time spent for steps from 16 to 21. The numerator 

gives the total clock cycles needed to finish the remainder workload, while the de-

nominator gives the total time left for the application program to meet its deadline ac-

cording to the time budget. Finally, this equation gives the lowest frequency for the 

processor to finish the application. The DVFS scheduler unit uses this number as a 

lower bound and generates a random frequency number which is higher than the bound. 

Figure 3 compares two differential power traces generated by using two different 

keys and the same plaintext before using DVFS (Fig. 3 (a)) and after using DVFS 

(a) (b)

(c)
(d)

 

Figure 3. Difference between power traces generated using two different keys (vary in the first bit of the 

key) before using DVFS (a) and after using DVFS scheduler (b); Difference between power traces generated 

using two different plaintext (vary in the 10th bit of the plaintext) before using DVFS (c) and after using 

DVFS scheduler (d). [7] (© [2005] IEEE). 
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scheduler (Fig. 3 (b)). And it illustrates the difference between two differential power 

traces generated by using two different plaintexts and the same key before using DVFS 

(Fig. 3 (c)) and after using our DVFS scheduler (Fig. 3 (d)). For Figs 3 (a) and (b), the 

secret keys vary in the first bit; while for Figs 3 (c) and (d) the Plaintexts vary in the 

tenth bit. These bit variations are randomly selected, and same profiles can be observed 

for other choices. Figures 3 (a) and (c) demonstrate that without DVFS significant in-

formation is leaked by using different key bits or different plaintext bits to run the algo-

rithms and doing time correlation. When the DVFS scheduler is used, this information 

leakage is prevented as shown in Figs 3 (b) and (d). 

Two factors contribute to this desirable property of our cryptosystem. (1) When the 

encryption/decryption program runs in our cryptosystem for the first time, operation A 

is executed at time t; while it is executed at time (t+∆t) when the program runs again. 

∆t represents a time shift with positive or negative value. With high probability, it is 

not equal to zero. As a result, at a fixed time point for many power traces which are 

achieved by using different plaintexts or keys, different operations are carried out in the 

processor core. This makes time correlation, which is a very important step in power 

attacks, impossible. (2) Even if the same operation is executed at time t, the supply 

voltages for different runs may be different with much probability. This makes the 

power values at time t for different traces unequal and results in a random number for 

DPA bias signals. All the two aspects efficiently prevent the cryptosystem from the 

power attacks, such as SPA and DPA. 

To test and quantify the efficiency of our cryptosystem against power attacks, DES 

encryption and decryption algorithms were run in this cryptosystem for one thousand 

times. Table 1 shows the energy overhead, time overhead, power trace entropy and 

time trace entropy for DES encryption and decryption algorithms. By adjusting the 

lowest value for vdd_scale/fscale in the algorithm to be a higher value, we can further 

reduce the time overhead. Experiments show that the TO range for encryption and de-

cryption is about 17% to 5%. 

Finally, we compare the performance of our DVFS cryptosystem and the crypto-

system without DVFS by using DES algorithm as a benchmark and summarize it in 

Table 2. As we can see, our novel cryptosystem obtains 27% energy reduction, 7.5% 

increase in power trace entroy, and ∞% increase in time trace entroy, with a timing 

overhead of 16%, compared with the cryptosystem without DVFS. 

3.2. A Further Understanding of Chip Power 

The power consumed by a silicon chip consists of not only dynamic power but also 

leakage power. Leakage power consumption is becoming more and more significant 

and comparable to dynamic power in the future technologies. However, dynamic power 

Table 1. Achieved performance for DES encryption and decryption by using DVFS scheduler. 

DES EO TO PTE TTE 

Encryption –27.32% 16.15% 5.42% 6.02% 

Decryption –26.89% 16.01% 5.44% 6.05% 

Table 2. Performance gain of DVFS cryptosystem over normal cryptosystem without DVFS. 

Normal Cryptosystem Energy Time PTE TTE 

DVFS Cryptosystem –27% 16% 7.5% ∞% 
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is the only useful information for a power attacker in order to guess which operation is 

executed in the processor core. When the power attacker measures the power traces, it 

is impossible to separate the dynamic power from the leakage power which holds an 

almost random pattern and is really difficult to be filtered out by doing differential 

analysis because of its strong dependence not only on processor operation, but on exe-

cution environment, like temperature. As a result, whenever the leakage power, which 

can be viewed as a random big noise to the power traces, is comparable to the dynamic 

power, the information carried and revealed only by dynamic power might be lost be-

cause of the overwhelming leakage power noise. According to predictions by Yang 

et al. [8,9], this scenario will appear around and under 65nm technologies in which 

leakage power is comparable to dynamic power. 

Figure 4 illustrates the power traces for the cryptoprocessor using 90nm technol-

ogy Fig. 4 (a) and 25nm technology Fig. 4 (c). Both traces are measured under 353K, 

considering both dynamic power and all significant leakage components. Partial power 

traces for the 4th DES encryption round are shown in Fig. 4 (b) for 90nm technology 

and Fig. 4 (d) for 25nm technology. Under 90nm technology, the information of DES 

rounds is clearly revealed by tracing the power consumption which is dominated by 

dynamic power, as shown in Figs 4 (a) and (b). In contrast, this information is effi-

ciently masked under 25nm technology because of the dominance of leakage power 

consumption which makes the dynamic power immeasurable, as shown in Figs 4 (c) 

and (d). 

In the sense of power attack prevention, a big leakage power consumption, which 

always should be reduced from the viewpoint of low power design, is not too bad for it 

hides some side-channel information. 

 

(a) (b) 

 
(c) (d) 

Figure 4. Power traces for embedded cryptoprocessor under 90nm (a) (b) and 25nm technologies (c) (d). 

(b) and (d) are partial power traces of the 4th DES encryption round.
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4. Conclusion 

In this paper, we analyzed the vulnerabilities and countermeasures for embedded proc-

essors and specifically we presented a design of novel power attack resistant cryptosys-

tem, which uses dynamic voltage and frequency switching to make the power traces 

show random property and prevent the power attackers from doing time correlation 

between different power traces. In the final section, we pointed out that the increasing 

chip leakage power consumption can become a very good obstacle to power attackers. 
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Abstract. The paper analyses state of the art in modeling and simulation of attacks 

against computer networks and presents authors’ experience in applying multi-

agent technology for attack simulation. The suggested approach for attack simula-

tion is realized via automatic imitation of distributed computer network attacks on 

different levels of detail. The paper describes three attack simulation tools: Agent-

Based Attack Simulator, Active Vulnerability Assessment System and Agent-

Based Simulator of Distributed Denial of Service (DDoS) Attacks. 

Keywords. Agent-based modeling and simulation, active vulnerability assessment, 

computer network attacks, penetration testing 

Introduction 

The necessity of attack modeling and simulation has arisen since the moment of ap-

pearance of the first incidents of penetration of computers and computer networks. Us-

ing the knowledge obtained from the generalization and formalization of computer sys-

tems’ vulnerabilities and cases of attacks could considerably improve the efficiency of 

existent protection mechanisms. This is a strong argument in favour of serious study 

and research of the essence and the particular features of malefactors’ attacks against 

computer networks. 

This research cannot only be restricted by the generalization of the experience; it 

also has to be based on formal models of attacks and attack simulation tools. These 

models and tools could be very valuable in the design of security systems which are 

capable of operating with high-level notions like “identification of an attack scenario”, 

“attack development forecast”, etc. Such capabilities could enable the system to sup-

press the development of an attack on-line before the irreversible consequences occur. 

Attack simulation tools could also play an important role in the validation of security 

systems and policies. Such tools could be used as testing equipment, thus cutting the 

costs of and decreasing the time necessary for security policy validation. 

The goal of research described in the paper consists in analysis and development of 

a general approach, mathematical models, ontologies and software tools intended for 

agent-based modeling and simulation of attacks and active analysis of computer net-

work vulnerabilities. We developed formal models and techniques for attack modeling 
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and simulation taking into account the malefactor’s intentions, the level of their knowl-

edge and experience, and scenarios of network attacks specified on the macro and mi-

cro levels. 

The rest of the paper is structured as follows. Section 1 reviews relevant works and

outlines suggested common approach for modeling and simulation of attacks. Section 2 

describes the models and architecture implemented in Agent-Based Attack Simulator 

(ABAS). Section 3 outlines the peculiarities of Active Vulnerability Assessment Sys-

tem (AVAS) based on main decisions realized in ABAS. Section 4 presents the archi-

tecture of and experiments fulfilled with Agent-Based Simulator of DDoS Attacks 

(ABSDA). Section 5 outlines the main results of the paper and future work directions.  

1. State of the Art in Modeling and Simulation of Attacks 

The research papers relevant to attack modeling and simulation can be divided into the 

following groups: (1) Attacks and attack taxonomies; (2) Attack languages; (3) Re-

search immediately coupled with network attack modeling and simulation; (4) Evaluat-

ing security systems and policies, vulnerability assessment tools (scanners), signature 

and traffic generation tools, security metrics, etc. This list is not exhaustive. Main di-

rections and contents of relevant works are depicted in Table 1. 

We think that an adequate approach for the investigation of remote distributed at-

tacks on computer networks that has not been analyzed in depth is agent-based model-

ing and simulation. Our approach has applied the results of reviewed relevant works, 

but is evolving own theoretical and practical ideas about using formal models and 

Table 1. Main directions and contents of relevant works. 

Research

directions

Main works 

(1) Attacks 

and attack 

taxonomies 

Lists of attack terms [5,18]; Lists of attack categories [44]; Attack results categories [5]; 

Empirical lists of attack types [28]; Vulnerabilities matrices [27]; Security flaws or 

vulnerabilities taxonomies [25]; Taxonomies of intrusions based on the signatures [26]; 

Incident taxonomies [18], etc. 

(2) Attack 

languages

CASL [2], NASL [10], CISL [13], IDMEF [8], BRO [42], Snort [46], SNP-L [55], 

STATL [12], GasSATA [34], LAMBDA [7], AdeLe [35], Alert correlation [40], etc. 

(3)

Network

attack

modeling 

and

simulation 

State transition analysis technique [19,21]; Simulating intrusions in sequential and 

parallelized forms [4]; Cause-effect model [6]; Conceptual models of computer 

penetration [52]; Descriptive models of the network and the attackers [56]; Structured 

“tree”-based description [36,48]; Modeling survivability of networked systems [37]; 

Contingency analysis based on variations in intruder attack-potential [32]; Object-oriented 

Discrete Event Simulation [3]; Requires/provides model for computer attacks [54]; 

Situation calculus and goal-directed procedure invocation [14]; Game-theoretic 

approaches [31]; Models of attack propagation in networks [39]; Attack graphs for 

vulnerability analysis [20,50,53]; Modeling and inference of attacker intent, objectives, and 

strategies [30]; Multi-stage attack analysis [9], etc. 

(4)

Evaluating

security

systems 

Methodology and software tools for testing [1,33,43]; Evaluations of intrusion detection 

systems [29]; Real-time test bed [11]; Dependability models for evaluation security [38]; 

Penetration testing of formal models of networks for estimating security metrics [51]; 

Global metrics for analyzing the effects of complex network faults and attacks [17]; 

Knowledge-based approach to network risk assessment [49]; Model checking for analysis 

of network vulnerabilities [45]; Natural-deduction for automatic generation and analysis of 

attacks against intrusion detection systems [47], etc. 
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multi-agent technology. We try to apply the idea that particular components of attack 

simulation system must be represented as a distributed system of autonomous adaptive 

software entities interacting via message exchange and making decisions in a coopera-

tive and coordinated manner [22]. So, from implementation issue, a computer network 

attack can be considered as a sequence of coordinated actions of the spatially distrib-

uted malefactors. Each malefactor is mapped as an intelligent agent of the same archi-

tecture possessing the similar functionality. We use the teamwork interpretation of the 

malefactors’ activity performing distributed attacks on the basis of combination of the 

joint intention and shared plans theories [22,24]. 

The attack simulation system should be based on mechanism of automatic con-

struction and replaying of distributed attacks scripts by combining known attacks frag-

ments, taking into account the malefactor’s intentions, his level of experience, and 

knowledge of computer network attacked. Functioning of the attack simulation system 

is specified by the attack model defined as hierarchical structure that consists of several 

levels. While describing the developed model of attacks, we defined main notions of 

attack generation that are formalized in the problem domain ontology “Computer net-

work attacks” [16]. In the developed formal model, the basic notions of the domain 

correspond to malefactor’s intentions and all other notions are structured according to 

the structure of intentions. This is a reason why the developed approach is referred to 

as “intention-centric approach”. Three higher levels of the attack model correspond to 

an attacks scriptset, a particular script and script stages. The attack scenarios level de-

fines a set of general malefactor’s intentions (high level intentions or goals). This level 

corresponds to realization of series of scenarios which can be implemented by a group 

of malefactors. The script level defines only one malefactor’s intention. The set of 

script stages can contain the following elements: reconnaissance, implantation (initial 

access to a host), gaining privileges, threat realization, covering tracks, and backdoors 

creation. Lower levels serve for malefactor subgoals refinement. The lowest level de-

scribes the malefactor’s low level actions directly executing different exploits. 

At the design stage, the attack simulation system operates with the model of ana-

lyzed computer network. This model is based on design specifications. At the mainte-

nance stage, the attack simulation system interacts with a real computer network. This 

approach can be used at different stages of computer network life cycle, including de-

sign and exploitation stages. 

2. Agent-Based Attack Simulator 

The Agent-Based Attack Simulator (ABAS) [16] is built as a multi-agent system that 

uses two classes of agents: the agent of the first class (“Network Agent”) simulates an 

attacked computer network and the second one (“Hacker Agent”) – a hacker perform-

ing attacks against the computer network. 

The agents are implemented on the basis of the technology supported by Multi-

Agent System Development Kit (MASDK) [15]. The agents use different parts of the 

application ontology that is designed by use of the MASDK editor. The interaction 

between agents is supported by the communication component. While simulating an 

attack Hacker Agent sends a certain message to Network Agent. Network Agent ana-

lyzes the received message and forms a responsive message. This message is formed 

based on the Network Agent’s knowledge base that represents the network configura-

tion, information about possible existing attacks and reaction of the network on them. 
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The behaviors of the agents specified on the basis of state-machine models, which are 

interpretations of behavior specified formally by use of formal grammar framework. 

Hacker Agent acts on the basis of nested state machines. The state machine model of 

Network Agent is represented by a single state machine. 

The main objective of the experiments with the prototype of ABAS was to evaluate 

the tool’s efficiency for simulation of different attacks. We have investigated the proto-

types possibilities for realization of two tasks: (1) checking a security policy at stages 

of design of network security system. This task is solved by simulation of attacks at a 

macro-level and research of responding a network model being designed; (2) checking 

security policy (including vulnerabilities recognition) of a real-life computer network. 

This task is fulfilled by means of simulation of attacks at a micro-level, i.e. by generat-

ing a network traffic corresponding to real activity of malefactors. These experiments 

were carried out for various parameters of the attack task specification and an attacked 

computer network configuration. 

3. Active Vulnerability Assessment System 

The main objective of the Active Vulnerability Assessment System (AVAS) consists in 

finding the vulnerabilities, calculating the security metrics and determining the security 

level of computer network and its components [23]. The architecture of each vulner-

ability assessment component of AVAS contains the following modules: user interface; 

module of malefactor’s model implementation; module of attack scenarios generation; 

module of scenario execution; data and knowledge repository; module of data and 

knowledge repository updating; module of security level assessment; report generation 

module; network interface. 

The module of malefactor’s model realization determines a malefactor’s skill level, 

a mode of actions and an attack goal. The data and knowledge repository consists of a 

knowledge base (KB) about analyzed system, a KB of operation rules, and a database 

(DB) of attack tools (exploits). This repository contains data and knowledge which are 

as a rule used by malefactor when he is planning and realizing attacks. The knowledge 

base about analyzed system includes data about the architecture and particular parame-

ters of computer network (for example, a type and a version of OS, a list of opened 

ports, etc) which are needed for scripts generation and attack execution. This data usu-

ally can be received by malefactor using reconnaissance actions and methods of social 

engineering. The database of operation rules contains meta- and low- level rules of 

“IF-THEN” type determining AVAS operation on different levels of detail. Meta-level 

rules define attack scenarios on higher levels. Low level rules specify attack actions 

based on external vulnerability database. IF-part of each rule contains (meta-) action 

goal and (or) condition parts. The goal is chosen in accordance with a scenario type, an 

attack intention and a higher level goal (specified in a meta-rule of higher level). The 

condition is compared with the data from database about analyzed system. THEN-part 

contains the name of attack action which can be applied and (or) the link on exploit. 

Each rule is marked with an identifier which allows us to determine the achieved male-

factor’s goal. The DB of attack tools (exploits) contains exploits and parameters of their 

execution. A choice of a parameter is determined by the data in KB about analyzed 

system. For example, the program of ftp brute force password cracking needs to know 

the ftp server port which can be determined by port scanning. 
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The module of attack scenarios generation selects the data about analyzed system 

from the data and knowledge repository, generates attack scriptset based on using op-

eration (functionality) rules, monitors scriptset execution and scriptset updating at run-

time, updates data about analyzed system. The module of scenario execution selects an 

attack action and exploits, prognoses a possible feedback from analyzed computer net-

work, launches the exploit and recognizes a response of analyzed computer network. 

Network interface provides: (1) in case of operation with the model of analyzed 

system − transferring identifiers and parameters of attacks (or network packets under 

more detailed modeling and simulation), and also receiving attacks results and system 

reactions; (2) in case of interaction with a computer network − transferring, capturing 

and the preliminary analysis of network traffic. The preliminary analysis includes: 

(1) parsing of packets according to connections and delivery of information about pack-

ets (including data on exposed flags, payload, etc.) and connections; (2) acquisition of 

data about attack results and system reactions, and also values of some statistics reflect-

ing actions of AVAS at the level of network packets and connections. 

The module of security level assessment is based on developed taxonomy of secu-

rity metrics. It is a main module which calculates security metrics based on results of 

attack actions. Examples of security metrics are number of total and successful attack 

scenarios, number of total and successful malefactor attacks on the certain level of tax-

onomy hierarchy, number of attacks blocked by existing security facilities, number of 

discovered and used vulnerabilities, number of successful scenario implementation 

steps, total score of confidentiality and criticality of assets that have been successfully 

attacked, number of confidential and critical assets that have been successfully attacked, 

etc. 

The module of database and knowledge repository update downloads the open 

vulnerability databases and translates them into KB of operation rules of low level. 

The AVAS prototype was implemented and the experiments were held based on 

the case-study developed. 

4. Agent-Based Simulator of DDoS Attacks 

The Agent-Based Simulator of DDoS Attacks (ABSDA) [22,24] is developed for mod-

eling and simulation of a wide spectrum of DDoS attacks and defense mechanisms 

based on agents’ teamwork formalism. In our approach it is offered that the agents’ 

teamwork is organized by the team plan of the agents’ actions. The mechanisms of the 

agents’ interaction and coordination are based on three groups of procedures: (1) Coor-

dination of the agents’ actions (for coordinated initialization and termination of a 

common scenario); (2) Monitoring and restoring the agents’ functionality; (3) Commu-

nication selectivity support (for choice of the most “useful” communications). 

The prototype of ABSDA was developed by using the OmnetPP INET Frame-

work [41] and C++. One of network fragments used for simulation is depicted in Fig. 1. 

On the initial phase of simulation the attack and defense teams are created. The at-

tack team contains several agents of class “daemon” and one agent of class “master”. 

The defense team consists of four agents (“sensor”, “detector”, “filter” and “investiga-

tor”). The host under defense is “d_srv”. Attack team tries to fulfill the DDoS attack, 

and defense team protects the attacked host. ABSDA allows imitating different classes 

of DDoS attacks and defense mechanisms. Experiments with the prototype have been 
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conducted, including the investigation of attack scenarios against networks with differ-

ent structures and security policies. 

5. Conclusion 

In the paper we described basic ideas of the agent-based modeling and simulation of 

network attacks. We developed the approach to be used for conducting experiments to 

analyze the efficiency and effectiveness of security policy against different network 

attacks. Software prototypes were developed. They allow imitating a wide spectrum of 

real life attacks. Experiments with the prototypes ware conducted, including the inves-

tigation of attack scenarios against networks with different security policies. 

The further development of our modeling and simulation framework and software 

tools will consist of improving capabilities of the attack agents by expansion of the 

attack classes, implementing more sophisticated attack scenarios, and providing com-

prehensive experimental assessment of offered approach. Our future theoretical work is 

directed on development of formal basis for agent-based modeling and simulation of 

counteraction between attack and defense teams in the Internet.  
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Abstract. This paper describes solution of practical problem how to change CADS 

(Data network of Army of Czech Republic) to be utilizable for own secure video-

conferencing system. The entire configuration for intranet VPNs was practically 

tested.
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Introduction 

Not more month ago Michael Lynn, a former employee with Internet Security Systems, 

spoke at the Black Hat conference about Cisco IOS vulnerabilities, be caused of stack 

and heap overflows. Vulnerabilities are in large software products something normal 

and also router operating systems grow into really large products. Of course, we use 

patches, ACLs and IDSs, we turn off any necessary processes and protocols etc., but 

there are everyday’s obviosities. We do it but do not rely only upon it. The main for us 

is well-designed application and network. 

In [1] we described first version of our solution is a modification of existing au-

dio/video-conferencing software, which makes communication possible by secure con-

nection without any other support from the operating system or network software. The 

suggested software is based on the multicast product Robust Audio Tool, which is used 

for voice transmission, and Videoconferencing Tool, which is used for picture trans-

mission. We use also own modular crypto-library, which is easy to use and provides 

basic cryptographic functions such as various ciphers, hash functions, and random 

number generators. 

We had several possibilities to solve it: 

Authentication module: 

• into client and server code, 

• only into client code, 

• only into server code, 

• separate module on both sides.

Encryption module: 

• into client code, 

• separate module on client side, 

• separate module on client and server side. 
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Finally we decided to fix authentication and encryption module on client side in 

separate daemon; on server side we locate only authentication module and it was inte-

grated directly in server code. This solution was chosen because client software is un-

der development contrary to server side with finished development. We pay for our 

solution with separate configuration in client side (multimedia data and all concerning 

encryption and authentication. 

After finish our work programming work started measurement on network. When 

we made our experiments, we had not any problem because server was connected on 

backbone gigabit network and clients had connection 100 Mbps. But in our military 

network our video-conferencing system did not work properly and we started speculate 

how to change it. The next reason why to change our network was security reasons – 

we need to isolate packet streams, we asked for own IP address space, logical topology 

and network management. Solution for us was MPLS/VPN – disadvantaged of this 

technology was not for us any problem: MPLS VPNs do not use encryption – we have 

own encryption, multicasting is in MPLS complicated (see f.e. [6]) – we use unicast 

system based on mirror. 

Using MPLS make possible to hide addressing structure of our MPLS core to the 

users. The address spaces between two VPNs are entirely independent (separation of 

addressing and routing). Of cause, customer’s equipment (CE) needs to know address 

of the provider’s equipment (PE); if we want to glue up this security hole, it is suffi-

cient to deny telnet on the CE and PE router. On PE router we also can take another 

useful security measures: in ACL (Access Control List) allow routing protocol infor-

mation only from CE router and configure MD-5 authentication for routing protocols. 

To have a global on ACLs we started our work on ACL Generator, ACL Checker 

and Optimizer, and ACL Duplicities and Location Tester. 

1. MPLS/VPN for the Czech Army 

1.1. Overlapping Virtual Private Networks 

Our military Network needs to extend its services with a videoconferencing service 

with will be provided by one gateway connected to the PE1 router, as shown in Fig. 1. 

The videoconference gateway is placed in a separate VPN to enhance the security of 

the newly created service. 

 

Figure 1.Videoconferencing Gateway in example network. 
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Both RLP (Air Navigation Services) and Army decided to use the service, but only 

central sites can use it, this means Army Company 2 and RLP center in. This require-

ment leads to an interesting problem: These two sites need to be in two VPNs: the cor-

porate VPN to reach their remote sites and the Videoconference VPN to reach the Vid-

eoconferencing gateway. The connectivity requirements are illustrated in Fig. 2. 

To support connectivity requirements similar to those in Fig. 2, the MPLS/VPN 

architecture supports the concept of sites, where a VPN is made up of one or multiple 

sites. A VPN is essentially a collection of sites sharing common routing information, 

which means that a site may belong to more than one VPN if it holds routes from sepa-

rate VPNs. This provides the capability to build intranets and extranets, as well as any 

other topology. 

The combination of the VPN IP routing table and associated VPN IP forwarding 

table is called VPN routing and forwarding instance (VRF). The relationship between 

the VPNs, sites, and VRFs can be summarized in the following rule, which should be 

used as the basis for any VRF definition in an MPLS/VPN network. All sites that share 

the same routing information (usually this means that they belong to the same set of 

VPNs), that are allowed to communicate directly with each other, and that are con-

nected to the same PE-router can be placed in a common VRF. Using this rule, the 

minimum set of VRFs in the example network is outlined in Table 1. 

To illustrate the interaction of per-VPN routing protocols with the MP-BGP used 

in the network core, consider the case of the Army VPN in the example network. Let’s 

assume that the Company 2 and Company 8 sites are using OSPF to interact with the 

backbone, the Company 1 sites is using RIP, and the Company 7 site is using no rout-

ing protocol, there is a static route configured on the PE2 PE-router and the default 

route configured on the Company 7 router. The routing protocols used in Army VPN 

are shown in Fig. 3. 

1.2. Route Targets 

How does the router know which routes need to be inserted into which VRF? This di-

lemma is solved by the introduction of another concept in the MPLS/VPN architecture; 

 

Figure 2. VPN Connectivity Requirements in example network. 
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the route target. Every VPN route is tagged with one or more route targets when it is 

exported from a VRF (to be offered to other VRFs). We can also associate a set of 

route targets with a VRF, and all routes tagged with at least one of those route targets 

will be inserted into the VRF. The route target is the closest approximation to a VPN 

identifier in the MPLS/VPN architecture. 

The example network contains three VPNs and thus requires three route targets. 

The association between route targets and VRFs is outlined in Table 2. 

1.3. Propagation of VPN Routing Information 

The PE1 PE-router collects routing information from the Company 2 site using a per-

VPN OSPF process. Similarly, the information from the Company 1 site is collected 

using a per-VPN RIP process. 

The information gathered by various routing protocols in the PE1 PE-router is re-

distributed into MP-BGP (PE2 PE-router is doing the same with information gathered 

from OSPF process as well as with static route). VPN addresses are expended with the 

route distinguishers at the moment of redistribution. The route export route target 

specified in the originating VRF is also attached to the route. The resulting 96-bit rout-

ing information is propagated by MP-BGP to the PE2 router. The redistribution of the 

Table 1. VRFs in the PE-routers in the example Network 

PE-

router

VRF Sites in the VRF VRF Belongs to VPNs 

Army_central Company 2 Army, Videoconference 

RLP_central Company 3 RLP, Videoconference 

RLP Company 4 RLP 

Army Company 1 Army 

P
E

 
1

 

Videoconference Videoconference gateway Videoconference 

Company 5 

RLP

Company 6 

RLP

Company 7 

P
E

 
2

 

Army 

Company 8 

Army 

 

Figure 3. Routing Protocols Used in Army VPN.
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per-VPN routing information into MP-BGP is not automatic and must be manually 

configured on the router for each VRF unless this information was learned from the 

customer via BGP. 

The PE2 router, after receiving MP-BGP routes, inserts the received routes into 

various VRF tables based on the route target attribute attached to each individual route. 

The route distinguisher is dropped from the 96-bit route when the route is inserted into 

the VRF, resulting yet again in a traditional IP route. Finally, the routing information 

received through BGP is redistributed into the OSPF process and is passed on to the 

Company 6 site. 

1.4. VPN Packet Forwarding 

Each VPN packet is labeled by the ingress PE-router with a label uniquely identifying 

the egress PE-router, and is sent across the network. All the routers in the network sub-

sequently switch labels without having to look into the packet itself. The preparatory 

steps for this process are illustrated in Fig. 4. 

Each PE-router needs a unique identifier (a host route – usually the loopback IP 

address is used), which is then propagated throughout the P-network using the usual 

IGP (Step 1). This IP address is also used as the BGP next-hop attribute of all VPN 

routes announced by the PE-router. A label is assigned in each P-router for that host 

Table 2. Correspondence Between VRFs and Route Targets in example network 

PE-

router

VRF Route Target Attached to 

Exported Routes 

Import Route Targets 

Army_central Army, Videoconference Army, Videoconference 

RLP_central RLP, Videoconference RLP, Videoconference 

RLP RLP RLP 

Army Army Army 

P
E

1

Videoconference Videoconference Videoconference 

RLP RLP RLP 

P
E

2

Army Army Army 

 

Figure 4. VPN Packet Forwarding – Preparatory Steps.
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route and is propagated to each of its neighbors (Step 2). Finally, all other PE-routers 

receive a label associated with the egress PE-router through an MPLS label distribution 

process (Step 3). After the label for the egress PE-router is received by the ingress PE-

router, the VPN packet exchange can start. 

However, when the egress PE-router receives the VPN packet, it has no informa-

tion to tell it which VPN the packet is destined for. To make the communication be-

tween VPN sites unique, a second set of labels is introduced. Each PE-router allocates 

a unique label for each route in each VPN routing and forwarding (VRF) instance. 

These labels are propagated together with the corresponding routes through MP-BGP 

to all other PE-routers. The PE-routers receiving the MP-BGP update and installing the 

received routes in their VRF tables and also installs the label assigned by the egress 

router in their VRF tables. The MPLS/VPN network is now ready to forward VPN 

packets. 

When a VPN packet is received by the ingress PE-router, the corresponding VRF 

is examined, and the label associated with the destination address by the egress 

PE-router is selected. Another label, pointing toward the egress PE-router, is obtained 

from the global forwarding table. Both labels are combined into an MPLS label stack, 

are attached in front of the VPN packet, and are sent toward the egress PE-router. 

All the P-routers in the network switch the VPN packet based only on the top label 

in the stack, which points toward the egress PE-router. Because of the normal MPLS 

forwarding rules, the P-routers never look beyond the first label and are thus com-

pletely unaware of the second label or the VPN packet carried across the network. 

The egress PE-router receives the labeled packet, drops the first label, and per-

forms a lookup on the second label, which uniquely identifies the target VRF and 

sometimes even the outgoing interface on the PE-router. A lookup is performed in the 

target VRF, and the packet is sent toward the proper CE-router. 

1.5. Backbone for CADS MPLS Network 

During the design of Multiprotocol Label Switching (MPLS) network for CADS (Data 

network of Army of Czech Republic) the current architecture of CADS was used and 

the real backbone was changed just a little to better support MPLS technology and to 

minimize the budget needed to transform the old CADS network. Figure 5 shows sug-

 

Figure 5. MPLS Backbone of CADS Network. 
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gested MPLS core network for CADS. In this network there is no real P-router because 

all of the routers actually work also as PE-routers. 

For the backbone routers I suggest that at least Cisco 7500 series routers be used. 

For the customer site routers, it is possible to use a lower series of Cisco routers such as 

the 3640 series. 

1.6. MPLS/VPN Intranet Topology in CADS Network 

One of the most important VPN topologies for the Army of Czech Republic that can be 

provisioned using the MPLS/VPN architecture is an Intranet between multiple sites that 

belong to the same sector or that belong to the same information system. This topology 

is the basic VPN network structure that provides any-to-any connectivity between sites 

using the peer-to-peer model. Using the same mechanisms you use to build the Intranet 

topology, you can add more advanced services and connectivity requirements such as 

adding videoconferencing service only for some parts of CADS. 

Figure 6 shows an example of this type of topology. This is actually part of CADS 

network and configurations described further are patterns for configuring routers in the 

rest of CADS. 

Example CADS MPLS/VPN backbone contains two VPNs: one for Army and one 

for Air Navigation Services (RLP). The Army VPN has sites in Company 1 and 

2 (Cmp1 and Cmp2). The RLP VPN has sites in Company 3 and 4 (Cmp3 and Cmp4). 

Both VPNs provides any-to-any connectivity for their sites. 

To provision this VPN service across the MPLS/VPN backbone it is mandatory to 

follow these steps: 

1. Define and configure the VRFs. 

2. Define and configure the route distinguishers. 

3. Define and configure the import and export policies. 

4. Configure the PE-to-CE links. 

5. Associate the CE-interfaces to the previously defined VRFs. 

6. Configure the Multiprotocol BGP. 

1.7. Configuration of VRFs 

The first step in provisioning a VPN service based on the MPLS architecture is to de-

fine and configure the Virtual Routing and Forwarding Instances (VRFs). 

 

Figure 6. Example Intranet Topology in CADS. 



154 J. Dočkal and P. Pokorný / Current Problems in Security of Military Networks

Each PE-router in the MPLS/VPN backbone is attached to a site that wants to re-

ceive routes from a specific VPN, so the PE-router must have the relevant VRF con-

figuration for that VPN. Because in our example CADS network Router1 and 

Router2 PE-routers are both attached to both Army and RLP sites, the VRF configura-

tion for these specific VPN customers must exist on both PE-routers. 

We created the relevant VRFs and unique CEF forwarding and routing tables. 

However, the VRFs are not fully provisioned yet and do not contain any routes. It is 

necessary to configure the VRFs further to provide routes for the tables and to create 

associated MPLS labels. When entering the ip vrf vrf-name command, the router 

moves into the vrf configuration sub-mode. In this mode it is possible to configure the 

variables associated with this VRF, such as the route distinguisher and the import and 

export policies. 

1.8. Configuring Route Distinguishers

Each VRF within the PE-router configuration needs to have an associated route distin-

guisher, which might or might not be related to a particular site or VPN membership of 

that site. In the most common case, where a site belongs only to one intranet VPN, it is 

technically possible, and recommended, to use a unique route distinguisher for the 

VPN. 

Because in real life scenarios the customers who use the routes contained within 

the VRF also can attach to other MPLS/VPN service providers, it is important to use 

the ASN (Autonomous System Number) of the service provider as the first two bytes 

of the route distinguisher format to avoid using the same VPN-IPv4 addresses in sepa-

rate MPLS/VPN domains; in our example it is number 100. Separate route distinguish-

ers are not necessary for Intranet type of topology; therefore, in our CADS example the 

value of the route distinguisher is the same for each VRF that belongs to a particular 

intranet VPN. Table 3 shows the assigned values for each CADS VPN. 

The same configuration is necessary for the CADS Router2 PE-router. 

1.9. Configuration of Import and Export Policies 

The last step in the configuration of each VRF is the addition of import and export 

policies for the VRF to use. These policies are used to populate routes into the VRF 

and to advertise routes out of the VRF. 

If it is necessary to add more than one route target to any routes that are exported 

from or imported into the VRF, use the route-target export or route-target import com-

mand multiple times within the VRF configuration (Later will be used for adding Vid-

eoconferencing service). 

Table 3. Route Distinguisher Definitions.

VPN Static ASN number Unique Value 

Route

Distinguisher

Army 100 10 100:10 

RLP 100 20 100:20 
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1.10. PE to CE Link Configuration

There are currently four separate ways that an MPLS/VPN backbone can receive routes 

from a VPN customer CE-router: BGP-4, RIP Version 2, OSPF, and static routing. 

For the PE-CE configuration in CADS I selected Open Shortest Path First (OSPF) 

protocol option, because CADS already runs OSPF within each of their sites so it will 

not be necessary to redistribute OSPF information into other protocols such as 

BGP-4 or RIP Version 2. 

Traditionally OSPF network consists of a backbone area (area 0) and a number of 

areas connected to this backbone through an Area Border Router (ABR). MPLS back-

bone for VPN with OSPF on the customer’s site introduces a third level in the hierar-

chy of the OSPF model. This third level is called the MPLS VPN Super Backbone. The 

MPLS VPN Super Backbone also enables customers to use multiple area 0 backbones 

on their sites. Each site can have a separate area 0 as long as it is connected to the 

MPLS VPN Super Backbone. The result is the same as a partitioned area 0 backbone. 

With this type of connectivity, the PE-router becomes an Autonomous System 

Boundary Router (ASBR) for the OSPF-MPLS/VPN backbone, although from the 

CE-router’s perspective, it acts as an ABR when propagating inter-area routes between 

sites and the CE routers are ABR routers. Illustration of this architecture is shown in 

Fig. 7. 

1.11. Association of Interfaces to VRFs 

After defining all relevant VRFs on the PE-router, the PE-router has to know which 

interfaces belong to which VRF and, therefore, should populate the VRF with routes 

from connected sites. More than one interface can belong to the same VRF. 

When the interface is associated with a particular VRF, its IP address is removed 

from the global routing table and from the interface and should be reconfigured after 

the interface is given membership to a VRF. 

1.12. Configuration of Multiprotocol BGP 

The final configuration step is to redistribute any routes that are contained within a 

particular VRF and that have been learned via MP-iBGP to other members of the VPN. 

 

Figure 7. OSPF PE-to-CE with Area 0 and MPLS Super Backbone. 
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This is achieved through the redistribution of routes from BGP into the relevant OSPF 

process. 

The configuration of BGP requires several steps, and various configuration com-

mands. It has to be configured for any PE-to-PE MP-iBGP sessions across the 

MPLS/VPN backbone. We need also to define and activate the BGP sessions between 

PE-routers. 

The entire configuration for intranet VPNs was practically tested, on Fig. 8 you 

can see address schema of this topology. 

2. Videoconferencing Service 

On the router Router1 is created additional VRF for videoconference (VC) gateway: 

! 

ip vrf Video 

rd 100:5 

route-target export 100:5 

route-target import 100:5 

route-target import 100:6 

route-target import 100:7 

! 

Only selected companies (commanding companies) have Access to the gateway 

and these are either in the VRF RLP_Commanders or in the VRF Army_Commanders. 

This means that separated VRFs for commanding companies also has to be created. 

The next configuration fragment (Army_Commanders on the PE-router Router1) 

shows VRF for Company with Access to VC Gateway created. 

! 

ip vrf Army_Commanders 

rd 100:10 

route-target export 100:10 

route-target export 100:6 

 

Figure 8. Address Schema of Tested Network. 
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route-target import 100:10 

route-target import 100:5 

! 

To select which computer from the commanding company site will have an access 

to videoconference gateway, use extended Access Control Lists (ACL) on the com-

pany’s CE-router. Import and export policies on both PE-routers have to be configured 

properly so commanding companies can see only sites from its own VPN and video-

conference gateway but cannot see the commanding companies from another VPN. 

Conclusion 

A scenario for our videoconference service was designed and implementation of these 

scenarios was described. Suggested videoconference service implementation will allow 

connecting selected sites through videoconferencing gateway but these sites will be still 

separated within the meaning of IP connectivity. Results of testing our videoconferenc-

ing system approved advantage of MPLS/VPN system. 

We also as a “side effect” designed the new backbone for CADS. This architecture 

will provide secure and very scalable solution for private networks for different parts of 

Army of Czech Republic. What the next? We discuss two possibilities: CoS-based TE 

selection and fast OSPF (this solution is much simpler but we plan to test if rerouting 

time is sufficient.  

Suggested solution simplifies the administrative work of administrators of CADS 

that is needed to manage all VPNs and also adding and removing sites from VPNs. 

MPLS technology is very scalable and this attribute makes MPLS the best choice for 

routing protocol in backbone of CADS network of the Czech Army. 
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Abstract. This paper presents multi-agent intrusion detection system (IDS) op-

erating based on asynchronous data streams arriving from multiple heterogene-

ous sources. IDS is composed of many structured specialized classifiers each 

trained to detect attacks of a fixed class. Alerts produced by classifiers having 

the same specialization and operating in different feature representation spaces 

are correlated at the upper layer. The top-layer classifier solves intrusion detec-

tion task: it combines heterogeneous alerts produced at a previous layer. The pa-

per describes IDS architecture and emphasizes the reusability of some solutions 

used in the developed IDS. The implemented multi-agent IDS is capable to de-

tect three classes of attacks, DoS, Probe and U2R using input traffic. 

1. Introduction 

Since recently, intrusion detection task is of great concern and the subject of intensive 

research and development. The common opinion is that this task solution requires as 

much available information as possible to be used. Multiplicity and heterogeneity of 

potential data sources, high-frequency dynamics and asynchronous nature of inputs 

arriving from various sources make intrusion detection task very specific, complicated 

and computationally intensive. Information ageing resulting from variety of frequen-

cies of input data streams arriving from various sources is an important issue of real-

time Intrusion Detection System (IDS), practically ignored by the most of current re-

search. 

The IDS architecture is one more important aspect. This paper considers Multi-

Agent System (MAS) framework as a basis for IDS engineering. Indeed, this frame-

work is specifically designed for intelligent distributed data processing (decision mak-

ing, in particular) provides modularity and easy modifiability of MAS applications. A 

strong argument in favor of the multi-agent framework is a maturity of the multi-agent 

technology supported by a number of well grounded methodologies and software tools. 

An attractive property of MAS technology is a potential reusability of the problem-

oriented solutions, proposed for decision making MAS at analysis, design, implementa-

tion and deployment stages and therefore may be used in multi-agent IDS. 

The main subjects of this paper concern two above discussed issues, (1) asynchro-

nous nature of data streams arriving to IDS from multiple heterogeneous sources and 

(2) multi-agent architecture and technology of IDS. The rest of the paper is organized 

as follows. Section 2 presents the IDS input data model, proposed structure of the in-
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teracting classifiers designed for heterogeneous alert correlation and outlines dynamics 

of the IDS operation. Section 3 describes the proposed model of data ageing allowing 

on-line updating of the computer security status if IDS input is composed of asynchro-

nous data streams. Section 4 provides a specification of the multi-agent IDS architec-

ture described in terms of Gaia methodology [1] used for development of the multi-

agent IDS prototype. Section 5 dwells upon results of the developed multi-agent IDS 

prototype testing using DARPA data [2]. Conclusion summarizes the paper contribu-

tions. 

2. Data Model and Data Processing Structure in IDS  

2.1. Input Data Model 

Heterogeneity, high-frequency dynamics and asynchronous character of data captured 

by sensors of IDS are determinative for modeling its input data. In the below model the 

data streams resulting from preprocessing of the network traffic recoded in TCP dump 

are considered. Figure 1 illustrates the model of data and event streams accounted in 

the implemented IDS prototype. In this model, TCP dump of the network traffic is cap-

tured by the sensor, Raw Data Sensor. The latter produces primary events of two types: 

(1) PacketEvent triggered by incoming IP packet and obtaining Packet data, and 

(2) ConnectionEvent indicating completion of a connection and obtaining Connection 

data. These events and data arrive to NetworkFeatureExtractor intended for feature 

extraction from raw traffic data. NetworkFeatureExtractor, in turn, generates the sec-

ondary events, that are (3) ConnectionWindowEvent indicating completion of a time 

window containing a fixed number of connections; and (4) TimeWindowEvent indicat-

ing completion of the time window of a predefined duration. The latter events super-

vise operation of the feature extractors generating the following secondary data: 

Legend: 

 

Figure 1. Raw data streams and preprocessing procedures forming secondary IDS data sources. 
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(1) Connection-related information used further for extraction of particular fea-

tures specifying a connection. This information is stored in two files inter-

preted as two data sources, i.e. ConnectionBased and ContentBased. 

(2) Time window-related information representing certain statistics averaging cer-

tain traffic data within sliding time window of predefined length and shift (in 

our case, within time window of 5 sec length sliding with 1 sec sift). This in-

formation is used to extract the features composing two secondary data 

sources, TimeWindowFeatures, and TimeWindowTrafficFeatures. 

(3) Connection window-related information representing certain statistics averag-

ing traffic data within sliding window containing a predefined number of con-

nections (in our case, containing 100 connections with 1 connection shift). 

This information is used to extract the features composing two other secon-

dary data sources, ConnectionWindowFeatures, and ConnectionWindowTraf-

ficFeatures. 

Thus, traffic preprocessing procedures generate six secondary data sources contain-

ing over 100 features
1

 generated based on DARPA data [2] containing mixture of nor-

mal and abnormal traffic caused by attacks of DoS, Probe, U2R classes. 

2.1. Heterogeneous Alert Correlation Structure 

Let us consider IDS correlating heterogeneous alerts, i.e. alerts notifying about various 

classes of attacks. Such IDS is composed of a structure of specialized classifiers trained 

for detection of attacks of particular classes, e.g., either DoS, or Probe, or U2R. In this 

IDS, at the first layer, several classifiers are trained to detect the same attack class 

based on data of various sources and/or various feature representation spaces. Each of 

these specialized classifiers produces “Alert” if it detects an attack of its “own” class, 

(e.g., “DoS alert”). At the second layer, alerts of the same type produced by source-

based classifiers are correlated and the result is sent to the top layer. The top-layer clas-

sifier solves intrusion detection task: it combines decisions of specialized alert correla-

tion classifiers and produces decision in terms of a particular attack class if any. 

The primary factor influencing on the IDS architecture is the structure of interac-

tion of the source-based classifiers and meta-classifiers. Figure 2 presents an example 

of such a structure. In it every data source is attached several classifiers trained to de-

tect various attack classes and generate alerts in response to the “own” attack class. 

Therefore alerts corresponding to various classes of attacks arrive to the meta-level. 

Connection-based data source is attached three specialized classifiers, DNS CB, 

R2U CB and Probe CB (Fig. 2). The first of them is trained to detect attacks of the 

“DoS” class, the second one is trained to detect attacks of the R2U class and the latter 

one is specialized to detect attacks of the Probe class. Let us emphasize that the above 

mentioned classifiers of various specialization transmit alerts to various meta-

classifiers. 

ConnectionWindowFeatures data source is attached two specialized classifiers, 

R2U CW and Probe CW trained to detect the R2U and Probe attack classes respec-

tively. They also send alerts to various classifiers of the meta-level. 

ConnectionWindowTrafficFeatures data source is attached three specialized classi-

fiers, R2U CWT, Probe CWT and NormalCWT trained to detect the R2U, Probe attack 

                                                           

1

 Preprocessing software and feature extractors were developed by the authors. 
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classes and identify Normal activity respectively. They send their alerts to different 

meta-level classifiers. Time WindowFeatures data source is attached three specialized 

classifiers, DNS TW, R2U TW, and NormalTW trained to detect the DoS, R2U attack 

classes and identify Normal activity respectively. 

Time WindowTrafficFeatures source is attached DNS TWT, R2U TWT, and

ProbeTWT classifiers trained to detect the DoS, R2U and Probe attack classes respec-

tively. 

At the meta-level, three specialized meta-classifiers are introduced. Each of them 

is responsible for combining decisions received from source-based classifiers trained 

for detection of a predefined type of attack. They operate in asynchronous mode mak-

ing decision each time when an event and data from at least one source-based classifier 

arrive. A peculiarity of the decision making structure given in Fig. 2 is that one more 

decision combining layer, a top layer, is used in it. It combines the inputs arriving from 

specialized meta-classifiers thus solving the intrusion detection task. 

3. Models of Data Ageing 

Due to the fact that averaged frequencies of various data streams may be noticeably 

different, the data arriving to meta-level possess finite life time: after certain time pe-

riod elapsing from the moment when the data are produced these data become less use-

ful or completely useless for assessment of the current computer security status. 

According to alert correlation strategy used in IDS, decision of each meta-

classifier is updated at any time instant when new input (“event”) produced by a 

 

Figure 2. The structure of decision making and combining implemented in multi-agent IDS. 
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source-based classifier arrives and, therefore, the meta-classifier updates its decision 

based on the newly and previously received decisions of the specialized classifiers i.e. 

based on the data having different ages and therefore different relevancies to the cur-

rent computer security status. Thus, data ageing is one of the important peculiarities of 

the alert correlation system in question. Let us discuss the models of data ageing.  

Two data ageing models were explored. The first of them assumes that each data 

item is assigned a certain “age” at the moment of the computer security status update 

and if this data “age” is less than a fixed threshold (individual for each data source) 

then these data are used “as they are”. Otherwise, these data are assumed missing: 
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This model was experimentally investigated, and the results were fully described 

in [3]. An advantage of this model is that it is rather simple. An approach to solution of 

such task and sound algorithm of decision making if some data are missing are de-

scribed in [4]. A drawback of this model is that it can found out too rough. 

The second model assumes that the learning mechanism has to automatically de-

termine dependence of informative power of a decision produced by a source classifier 

on its “age”. In other words, this model assumes that each input of an alert correlation 

classifier is assigned an additional numerical attribute ),(
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The last model of data ageing is used in IDS considered below. Let us note that for 

this model no specific learning technique for decision combining is necessary. 

4. IDS MAS Technology and Reusable Solutions 

4.1. MASDK Software Tool 

MAS technology that is specifically designed for large scale distributed intelligent sys-

tems. Currently it is about its industrial maturity, while providing designers with a 

range of well grounded methodologies and software tools proposing reusable solutions 

at analysis, design, implementation and deployment of MAS applications. For multi-

agent IDS, these reusable solutions can support a fair part of development activity, 

thus, noticeably decreasing the development time and cost. Other group of reusable 

solutions is appropriate specifically for IDS as common for many such applications. 

Figure 3 illustrates particular development activities based on Gaia methodology [1]. 
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According to it, MAS development is divided in four stages:
2

 (1) analysis, (2) design, 

(3) implementation and (4) deployment. 

Analysis assumes development of MAS application meta-model of high level of 

abstraction, i.e. engineering of ontology, discovery of MAS tasks, roles and their func-

tionalities, description of services provided by the roles and high-level scheme of role 

interactions in particular task’ solving [1]. Design stage addresses the formal specifica-

tion of the analysis stage solutions and specification of particular MAS agents’ classes. 

Implementation is intended for a development of the software code while deployment is 

aimed at determining the locations of MAS components within computer network. 

Let us outline the software means of particular MAS software tool, MASDK 

3.0 [5] based on the Gaia methodology. MASDK 3.0 software tool consists of the fol-

lowing components (Fig. 4): (1) system kernel that is a data structure for XML-based 

representation and storing of formal specification of MAS application; (2) integrated 

multitude of the graphical editors supporting user’s activity aimed at formal specifica-

tion of MAS application; (3) library of C++ classes constituting what is usually called 

Generic agent implementing common reusable components of agents; (4) communica-

                                                           

2

 Gaia methodology considers only two stages of MAS development that are analysis and design. 

 

Figure 3. Layers of MAS development in Gaia methodology and classes of reusable solutions of each layer. 
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Figure 4. MASDK 3.0 components and their interaction.
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tion platform to be installed in computers network where MAS should be deployed, 

and (5) builder of software agent instances, generating source C++ code and executable 

code of software agents as well as deploying software agents within previously in-

stalled communication platform. 

The technology of MAS specification in System Kernel is supported by graphical 

editors structured in three levels. Editors of the first level support description of MAS 

application at the meta-level realizing the analysis stage of Gaia methodology. This set 

of editors includes (1) application ontology editor, (2) editor for conceptual description 

of roles, agent services, names of agent classes, and schemes of roles’ interactions, 

(3) editor of roles interaction protocols. Editors of the second level support design 

stage of Gaia methodology aimed at specification of agent classes: (1) editor for speci-

fication of behavior meta-models of agent classes; (2) editor for state machine-based 

specification of agent functions and behavior scenarios; (3) editor for specification of 

software agents’ private components of the ontology inheriting the notions of shared 

application ontology. Editors of the third level support MAS implementation stage and 

aimed at: (1) C++ implementation of the set of application-specific components and

functions specified at design stage; (2) specification of configuration of the computer 

network where the designed MAS is to be deployed; (3) specification of instances of 

agent classes and their addresses within the network, and (4) specification of initial 

states of mental models of agent instances. The designed XML specification together 

with the application-specific components coded in C++ and reusable components of 

Generic Agent are automatically compiled into executable code via use of XSLT tech-

nology. 

Thus, MASDK 3.0 provides the developer with a number of reusable solutions 

common for practically any MAS. Analysis of reusable solutions of this type is omitted 

in the paper because this is beyond the paper scope. Generally speaking, MASDK 

3.0 software tool provides the developer with a number of standard templates stored in 

Generic agent and graphical means to fill these templates out in user friendly style.  

Some of these templates partially filled out at design of multi-agent IDS appeared 

to be common for various IDS and that is why such at least partially filled out tem-

plates can be reused in other IDS as ready solutions. They are described in the follow-

ing subsection. 

4.2. IDS Architecture and Reusable Solutions 

Although several reusable solutions were developed for multi-agent IDS, due to limited 

paper space only two of them are discussed below: meta-model of multi-agent IDS and 

the solution supporting the asynchronous inputs handling of IDS in heterogeneous alert 

correlation. Other solutions are partially described in [6]. 

Analysis stage of a multi-agent IDS development assumes roles discovering, roles’ 

interaction protocols and allocation of the discovered roles to the agent classes. Based 

on the analysis of the roles and the protocols common for many IDS, the following IDS 

application independent roles and atomic protocols are discovered (Fig. 5): 

Roles 

• DataSensor – source of raw data; performs raw data preprocessing, feature 

extraction, transmission of the primary events and generation of the secondary 

events (see Section 2); 

• ObjectDataReceiver – acceptor of the classification object features; 
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• DecisionProvider – source of decisions produced upon the security status; 

• DecisionReceiver – receiver of the decisions produced by DecisionProviders; 

• ObjectMonitor – receiver of information presenting an object to be classified. 

Protocols 

• DataTransmission – the protocol transmitting the features-related information; 

• DecisionTransmission – the protocol transmitting the decisions produced 

upon the computer security status; 

• UpdateObjectInformation – the protocol performing updating of the informa-

tion concerning the computer security status. 

The aforementioned protocols are basic ones. Let us list the auxiliary ones. 

• AttackLogTransmission – the protocol performing transmission of the attack 

log (the true labels of the attacks needed for the designed system testing); 

• OptionsProtocol – the protocol performing adjusting of initial options deter-

mining the regime of the system operation. 

Agent classes and roles allocated to them 

The agent classes are allocated the roles they have to perform. The following agent 

classes are generic for many multi-agent IDS: 

• NetLevelAgent – an agent class performing the DataSensor role (raw data pre-

processing and extraction of the events and secondary features); 

• BaseClassifiers – an agent class assigned the DecisionProvider role responsi-

ble for source-based alerts; it assesses the security status when it receives an 

event from the source it is attached to. In particular the IDS application con-

sidered here, this agent class is replicated into the following instances of soft-

ware agents: 

○ DOS_CB: produces decisions using ConnectionBased features when it re-

ceives the event ConnectionEvent; trained to detect the DoS attack class; 

○ DOS_TW: produces decisions using TimeWindowFeatures features when 

it receives the event TimeWindowEvent; trained to detect DoS attack 

class; 

○ DOS_TWT: produces decisions using TimeWindowTraficFeatures fea-

tures when it receives the event TimeWindowEvent; trained to detect DoS 

attack class; 

 

Figure 5. Reusable Roles and Protocols.
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○ Prob_CB: produces decisions using ConnectionBased features when it 

receives the event ConnectionEvent; trained to detect the attacks of the 

class Probes; 

○ Prob_CW: produces decisions using ConnectionWindowFeatures features 

when receives ConnectionWindowEvent event; trained to detect Probes 

attacks; 

○ Prob_TWT: produces decisions using TimeWindowTraficFeatures fea-

tures when it receives the event TimeWindowEvent; trained to detect 

Probes attacks; 

○ R2U_CB: produces decisions using ConnectionBased features when it re-

ceives the event ConnectionEvent; trained to detect the attacks of the class 

R2U; 

○ R2U_CW: produces decisions using ConnectionWindowFeatures features 

when it receives the ConnectionWindowEvent event; trained to detect 

R2U attacks; 

○ R2U_CWT: produces decisions using ConnectionWindowTraficFeatures 

features when it receives the ConnectionWindowEvent event; trained to 

detect R2U attacks; 

○ R2U_TWT: produces decisions using TimeWindowTraficFeatures fea-

tures when it receives the event TimeWindowEvent; trained to detect the 

R2U attacks. 

• Metaclassifiers: an agent class performing the roles DecisionReceiver and De-

cisionProvider; it is responsible for combining decisions produced by its child 

classifiers (Fig. 2). This class of agents is replicated into the following in-

stances: 

○ DOS_MC: an agent instance correlating alerts of the source-based classi-

fiers trained to detect the DoS attack class; 

○ Prob_MC: an agent correlating alerts of the source-based classifiers 

trained to detect the Probes attack class; 

○ R2U_MC: an agent instance correlating alerts of the source-based classi-

fiers trained to detect the R2U attack class; 

○ Normal MC: an agent instance analyzing alerts arriving from the meta-

classifiers (if any) and correlating heterogeneous alerts. 

• SystemMontor – an agent class assigned the role ObjectMonitor; it provides 

visualization of the information about security status of the host depending on 

time. 

The above represented roles, protocols and agent classes (NetLevelAgent, Base-

Classifiers, Metaclassifiers and SystemMontor) are the instances of reusable solutions 

of multi-agent IDS. The roles are specified in terms of services
3

 they have to provide. 

The services, in turn, are delivered in terms of state machines. Behavior of each agent 

class determined by the roles assigned to it is specified in two layers. At the upper layer 

the interaction structure of the state machines representing particular services of agent 

class roles is specified. At the lower layer each above mentioned state machine speci-

                                                           

3

 Term “agent service” was introduced in Gaia methodology. It is understood as agent class behavior either 

within a certain protocol, or in reply to the user commands, or as a result of agent class proactive behavior, or 

in monitoring of external environment. 
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fies a certain service in details. Such specifications developed for the above mentioned 

agent classes are the representatives of reusable solutions for multi-agent IDS. 

An example of agent class behavior specification for Metaclassifiers agent class is 

given in Fig. 6. This example is selected due to the fact that this agent class implements 

one of specific IDS procedures, processing of the asynchronous alerts arriving from the 

source-based classifier. Figure 6 illustrates the upper level of this agent class specifica-

tion. It presents the services this agent class delivers and their interactions. 

Various meta-classifiers (see Fig. 2) differ (1) in their rule bases used for alert cor-

relation, (2) in the lists of the source-based classifiers forming their inputs and also 

(3) in the lists of the receivers of the decisions produced by different alert correlation 

agents. The basic services of these agents are reusable. Detailed specification of the 

state machines implementing the aforementioned services is omitted due to the paper 

space limits. 

5. Experimental Results 

The heterogeneous alert correlation IDS MAS designed according to the above de-

scribed principles and architecture was implemented using MASDK 3.0 [5]. All classi-

fiers composing the proposed homogeneous alert correlation structure were trained 

using VAM [7] and GK2 [4] algorithms and tested using DARPA data [2]. 

Some testing results are illustrated in Fig. 7. This figure presents information about 

performance quality (probabilities of correct classifications, false alarms and signal 

 

Figure 6. Services of the agent classes responsible for meta-classification. 

 

Figure 7. Evaluation of the performance quality of the DOS_MC meta-classifier. 
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missing) of the alert correlation classifiers received from the classifiers trained to detect 

the attacks of particular classes. Data used in training procedures as “counter class” 

include basically normal traffic. The situation when the meta-classifier refuses to clas-

sify input data occurs when the difference between the sums of the weights of rules 

voting in favor of Alert and Normal decision is less than the experimentally selected 

threshold. Analysis showed that, as a rule, such kind of situation actually corresponds 

to some other class of attacks. Figure 7 illustrates the performance quality of the alert 

correlation meta-classifier destined for detection of the DoS class of attacks. An impor-

tant observation is that even if the source-based classifiers operate not too precisely, at 

the meta-layer, where the decisions of the specialized classifiers are combined, the 

quality of the DoS attack detection as a rule increases. 

6. Conclusion 

The paper contribution is twofold. The first of them is the proposed input data model 

accounting for high-frequency dynamics and asynchronous nature of input, i.e. the data 

properties of the primary importance. For such a model of IDS input, the paper pro-

poses heterogeneous alert correlation scheme which in some sense has analogy in bio-

logical immune systems: specialized classifier�immune cell, attack class�antigen. 

The major idea of the approach is to organize IDS system as a structured set of classifi-

ers trained to detect the attacks of a fixed class and thus produce alerts if “own” attack 

class is detected. These decisions asynchronously arrive to the second layer responsible 

for correlation of the alerts of the same type. The top-layer classifier solves intrusion 

detection task: it combines heterogeneous alerts of specialized alert correlation classifi-

ers while producing decision it terms of particular attack class. The proposed model of 

data ageing allows combining alerts arriving asynchronously. The second paper contri-

bution concerns the proposed multi-agent architecture and a number of reusable solu-

tions making IDS MAS development process easier and faster. 
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Abstract. Home and building automation systems are becoming mainstream. 

Homeowners and building managers can now orchestrate and monitor applications 

and services. These systems are based on embedded systems distributed in the 

building and in all the controlled devices. However, embedded systems and their 

interconnection infrastructure, plus the ability to communicate with these systems 

remotely pose a serious security threat. While viruses in a PC or cellular phone can 

be inconvenient, a virus or Trojan horse in building functions can become a seri-

ous problem, and even prove fatal. This paper models and analyses these systems 

and proposes security model and measures, based on the security components from 

what we term as the zPnP approach [11], to make home and building automation 

systems safer. 

Introduction 

Intelligent building is based on a concept according to which building components and 

functions, utilities, electrical circuits, HVAC (heating, ventilating, and air-

conditioning), lights, communications, audio and video are all controlled and moni-

tored by a computerized system. We term this system Home and Building Automation 

System (H&BAS). With these systems one can achieve security, energy saving, and a 

comfortable environment to the building’s inhabitants. H&BAS research and commer-

cialization is an emerging trend. Although much research has been invested in H&BAS 

as well as numerous industrial projects, neither common practice, nor standardization 

effort was emerged. H&BAS uses special purpose networks that contain their own enti-

ties, protocols, and functions. Currently there are hundreds of controlled network stan-

dards and implementations that are used for H&BAS, some being more widespread 

than others. H&BAS networks can have either a centralized or a distributed architec-

ture. Distributed networks are based on autonomous entities, embedded systems, and in 

general are more robust than centralized networks. Most widespread commercial sys-

tems are based on distributed networks, and in this paper we focus on these kinds of 

systems. 

When discussing H&BAS, one has to pay particular attention to pervasive and 

ubiquitous computing, which are the underlying computing infrastructure behind home 

automation. Much research has been invested on pervasive, ubiquitous and intelligent 

building computing. Security issues, however, have not been explored in depth [3], 

especially not in the context of H&BAS. Several researchers and practitioners have 

noted that security in this new computing paradigm is a real problem. Stajano [18], for 

example, points to cyber-criminals and computer villains who exploit new, ingenious 
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attacks that are otherwise impossible to implement in traditional computing environ-

ments. 

The benefits and the hazards in H&BAS can be illustrated by the following sce-

nario, inspired by SUN’s introduction to the Jini home automation project [7]: Your 

alarm clock which set itself automatically based on your work schedule and rings to 

wake you up. Obviously, it will let you sleep if you marked your PC calendar for a day 

off. While drinking your morning’s coffee (it was hot and ready right on time) the TV 

broadcasts your most important messages (e-mails, SMS, etc.) and other filtered, inter-

esting, newscasts from last evening, pausing when you walk away from the TV. Later, 

when entering your office, you are automatically authorized to enter the floor, and your 

office and PC wake up. If anyone else enters your room or touches your PC without 

your explicit permission, the PC and the door automatically lock themselves and notify 

security. While working, you might get an SMS message, asking you to approve a gro-

cery purchase that your home generated; the detailed generated grocery list is in your 

e-mail. 

This is not fiction, and more extraordinary scenarios exist in environments such as 

health care, entertainment, surveillance, and other services. However, a contrary situa-

tion might also be possible, one which not has yet been described (except perhaps in 

some nightmarish science fiction movie or an episode from X-Files): Just as you left 

home for work, an SMS was sent to a burglar, telling him that the house is at rest, no 

activities are taking place, apart from these indicating a “clear” space for him. He 

sends an SMS message back, deactivating the alarm, opens the back-door blind and 

enters the house. From previous pictures he took from your surveillance video camera 

he knows precisely where to find what he is looking for, not before letting these video 

cameras transmit some phantom pictures, just in case you’ll feel like watching your 

living room. 

This is also not fiction, and other even more frightening scenarios can be envi-

sioned, such as someone being locked inside a room, toying with your heating or light-

ing systems, or any other activities that could put you even in physical danger. A virus 

in your PC or cellular phone is at most annoying, but a virus in your home infrastruc-

ture can be a material danger. Threats can result not just from a virus, or a Trojan horse, 

but from any other malicious code, not intended to be there or to function the way it 

does, or simply a code that can jeopardize the building’s inhabitants from any reason. 

Security threats in H&BAS will become a crucial issue as these systems become wide-

spread, and as standardization of these systems make them open, known, and accessible. 

To address these problems, this paper propose a general framework of security 

based on the security components from what we term as the zPnP approach [11], to be 

implemented by embedded systems of the H&BAS. 

The paper proceeds as follows: In the next section an overview of home and build-

ing automation systems is described. A security analysis of H&BAS follows with Sec-

tion 2. Section 3 describes the security components of the zPnP system we suggest. A 

summary and conclusions will this paper. 

1.  Home and Building Automation Systems (H&BAS) 

A brief description of the H&BAS model is required here in order to fathom its security 

flaws. A more detailed description of this model can be found in [11]. 
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Home and building automation systems (H&BAS) is modeled functionally into 

three layers (each layer can be further subdivided into two sublayers, as shown in 

Fig. 1): infrastructure (physical devices and network), control (function, information 

model and protocol) and services (i.e., human interaction, adaptive control, auto con-

figuration, self-healing and inter-systems or inter-domains functions). 

The infrastructure layer is the physical layer containing the devices and the inter-

device network architecture and protocols. Devices usually consist of sensors and ac-

tuators, but other devices that participate in the network can also be present, such as 

special purpose controllers, communication gateways, servers and clients attached di-

rectly or indirectly into the network for various tasks (set-up, monitor, etc.). Networks 

can be based on various wireless technologies, power line interfaces, or dedicated 

twisted pairs, which run some media access protocol (usually a variation of CSMA or 

plain Ethernet) at rates of thousands bps to about a Mbps. Common implementation of 

such infrastructures are [21]: X10 [23], EIB [5], and LonWorks [13]. 

The control layer is the main layer carrying the control tasks, as programmed by 

the control system’s tools and facilities. In this layer a configuration tool of the appro-

priate infrastructure instance is used to define and download all the objects in the con-

trol domain, as well as names and addresses, associations, commands, responses, trig-

gers, etc., thus creating a static, pre-programmed and inflexible functioning control 

application. The control application can be targeted at just one control application (i.e., 

lightning, HVAC, etc.) or a combination of several. When used by upper layer entities 

(services), there must be some kind of “common device application layer” (CDAL) 

[21] in the control layer for integrating and interfacing heterogeneous control systems. 

The upper layer is the service layer, where the “real intelligence” of the smart 

home or building is applied. This layer contains in its lower sublayer all the service 

primitives, functions and APIs required for the services to be best utilized. This may 

contain primitives such as logging, event reporting, connection establishment, security, 

discovery, mapping, parsing, user interface functions, analysis tools and context corre-

lations. In addition, standard management tools and APIs can be used for building ap-
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Figure 1. H&BAS three layer functional model. 
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plications and services, like UPnP [4,15,20,21], Jini [4,7,21], or SNMP [10]. The upper 

sublayer is the actual application or service, or it can be a standard interface to services, 

like OSGi [4,21]. 

H&BAS can be also modeled by the physical building blocks and interrelations of 

all its components, i.e., the devices (e.g. sensors and actuators), the inter-device net-

work (the field bus), the control devices and servers, gateways (including routers, re-

peaters, and bridges), external interfaces, etc. (Fig. 2). This modeling is important in 

identifying the points that should be protected against attackers. 

It is important to distinguish between centralized, or master/slave systems, and dis-

tributed ones. In distributed systems, most or all control operations are carried by peer-

to-peer communication, which is mandatory. Although there still exist servers which 

carry specific control tasks or services, their primary function is set-up and configura-

tion, and they are not required for the operational mode of the control network. These 

servers can therefore participate in security tasks as offline trusted third parties (as will 

be described below). The centralized systems contain a central server that not only set-

ups and configures the entire system, but is also mandatory for its operation. No direct 

communications is carried out between peers in a centralized network, and the slave 

devices, even “smart” ones, have to be protected in an entirely different security model 

than those participating in the distributed network. The central server in this category of 

systems can act as a security policy server or group controller and key server (GCKS), 

as defined in multicast security (MSEC) RFCs [1,6,22]. 

2. Security Analysis of H&BAS 

H&BAS should be evaluated according to its confidentiality, authentication, non-

repudiation, and integrity properties [14], and interruption, interception, modification, 

or fabrication attacks [19]. Some properties may be more important than others, but all 

should be addressed. 

Current control networks used for H&BAS are not secured. By examining the 

physical H&BAS model (Fig. 2) one can identify its weaknesses for passive and active 

attackers. Anyone can essentially tap these networks and sniff the ongoing traffic, or 
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Figure 2. H&BAC physical model. 
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insert his own commands into the network. In some cases (for example, where the net-

work has extensions outside physical protected premises) it is even possible to add or 

replace devices on the network, or modify their software. Remote access to gateways 

that are connected to these networks can also be analyzed by sniffers, and information 

can be retrieved, manipulated, replayed or fabricated. Passive attackers can also learn 

about specific activities going on inside the building, or rate of activities (“building 

beat”), just by simple tapping and sniffing the messages that are results of the control 

and event transactions (Fig. 3). This is possible even if encrypted control messages are 

used, simply by counting the messages (or encrypted messages), or the traffic load on 

the home network. 

An active attacker can intercept messages and replay them later after learning their 

impact, or understanding their functions (even if they are encrypted, if timestamping or 

sequencing mechanism is not used). The attacker can also interrupt messages like these 

dealing with alarms (again, even if they are encrypted), or can fabricate messages that 

cause actions he or she wants to be executed (this is harder if the messages are en-

crypted). An active attacker can replace devices, or alter their content (program, cir-

cuitry, etc.) in such a way that the devices will function in a different way than what 

they initially were designed to. 

3. Security Implementation in zPnP Systems 

3.1. zPnP Architecture 

We designed a zero plug and play (zPnP) architecture for home and building automa-

tion systems that will enable easy deployment, programming and functioning of 

H&BAS [11]. The zPnP architecture provides a means for every application and every 

device to interoperate in a native, easy to implement manner. The principles of zPnP 

rely on the Internet-0 concept ([8,12]) and the UPnP scheme [4,15,20]. In UPnP every 

device contains XML descriptions of its identification, capabilities, services, and al-

lowed actions. These descriptions and actions are transferred over HTTP over UDP and 

TCP over IP. The UPnP scheme includes some assisting mechanisms (e.g., discovery 

and event notifications). In zPnP a simpler implementation of each of the UPnP layers 

is used, i.e., Internet-0 for the IP layer, SCP instead of TCP/UDP, a lighter version of 
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the HTTP server, and coded content instead of XML format. zPnP contains security 

measures in the basic networking layer, which assures confidentiality and authentica-

tions of and between the participants. 

3.2. zPnP Security 

In order to implement an effective security system, we analyzed the H&BAS model 

with respect to potential threats. The H&BAS model has four vulnerable points: a) the 

devices themselves, i.e., the embedded systems and hardware; b) the inter-device net-

work; c) the external services and links (via cellular, WAN, Internet and other similar 

links); and d) servers and clients that are running and using applications that manipu-

late or query the H&BAS. 

Protecting servers and clients are beyond the scope of this work. As far as H&BAS 

concerns, however, servers and clients can be isolated from any non-H&BAS applica-

tion or network, or they can be protected by conventional means. 

The security principle we designed for zPnP is based on its distributed nature, and 

requirements for scalability, multilevel and ubiquitous operation. Since we cannot as-

sume that there is a “master” server or any other centralized entity for ongoing security 

management tasks (zPnP is fully distributed), we have to establish all security policy, 

key management and group control operations during the set-up and configuration 

phase. We know that during this phase: a) we have a configuration and set-up tool that 

we can use as a trusted third party (the “initiator” or “Root” as defined in [22]), and 

b) we can assume that during this phase access and key distribution can be authenti-

cated easily by interactive operation or secured channels. Using one common symmet-

ric key for all participants, and possibly a few others for subgroups to support multi-

level security, will fulfill the scalability requirement, as well as the lack of on-line key 

management, group controller, or policy server. These common symmetric keys can be 

established in the set-up and configuration phase, by the set-up and configuration tool 

described above. Some security operations, however, should be carried out by an off-

line trusted third party entity, as we shall describe in the following (e.g., re-keying, 

code attestation). It is possible to use the set-up and configuration tool from time to 

time to perform the periodical required security tasks. 

3.2.1. Device Level Security 

It can be assumed that the devices initially (at the set-up phase) function properly and 

pose no security threats. Vulnerabilities in the device level security can develop later, 

during their operation. They result from the communication of the devices with other 

entities in the H&BAS (exposed to attackers), from the programming of the devices or 

from a malfunction, which might create faults in the behavior of the devices or expo-

sure to security threats. 

The communication of the devices with other entities in the H&BAS should be 

handled by inter-device network protection as described in the following (assuming 

other entities are functioning properly). 

The content of the embedded devices’ program memory should be verified peri-

odically (e.g., code attestation [16,17]). This verification assures that the devices are 

functioning as they should, i.e., no attempt was made to tamper their programs, thereby 

their functionality. Secure misbehavior detection [17] can assist in protecting bad pro-

gramming or malfunction devices. Fault programming or device malfunction can be 
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monitored periodically by a service that checks irregularities or unlikely patterns in the 

device’s behavior. These periodical verifications can be carried out by an entity that is 

not mandatory in zPnP ongoing operation, for example, the set-up and configuration 

tool or server. This entity, however, should be a trusted third party, and used from time 

to time in order to validate network security. 

3.2.2. Inter-Device Network Security 

An inter-device network security model has to be designed for hundreds of devices and 

participants, communicating peer-to-peer, with no online central management or 

trusted third party. There is no “session” in H&BAS; once set-up, the devices start a 

long-term “session” with all other devices, with no termination of this “session”. 

The communication between zPnP devices has to be broadcasted since it is impos-

sible to maintain multicast groups just for those participating in an event or control 

group (it depends on the event and the initial programming). Only higher level control 

tasks or services can reduce the number of participants to several subgroups. 

These requirements and the fact that no directories or key management servers can 

be assumed, indicate the necessity for one common symmetric key (“Net Key” [22]) to 

implement basic communication between zPnP devices. More symmetric keys for sub-

groups can be defined, to support multilevel security for higher level control or service 

requirements. It should be noted, however, that most current group multicast security 

mechanisms [1,6,22] use pairwise keying, which is impractical for zPnP. 

3.2.2.1. Key Establishment Protocol 

The Shamir’s no-key protocol [14], or three-pass algorithm is the preferred transport 

protocol for our requirement, since it assumes no a priori keying material, uses only 

symmetric technique, and protects from passive attackers. This protocol, however, has 

no entity authentication. 

Device authentication can be achieved by using Shamir’s no-key protocol during 

the set-up and configuration phase of the H&BAS, which is usually an interactive pro-

cedure. During this set up, the installer has to press a button on the installed device in a 

timely manner, synchronized with the set-up and configuration tool (the initiator), to 

allow the device to be uniquely identified by the initiator for address establishment, 

program and parameters download, and security material exchange. Apart from the 

security material exchange, this interactive dialog is common practice in most 

H&BASs (EIB [5], LonWorks [13]). The fourth principle in Internet-0 [12], by the way, 

suggests to retrieve the security key from the device, in addition to the device MAC 

address, when pushing this button. 

The procedure of key establishment for zPnP is as follows: 

a) The set-up and configuration tool (the initiator) is connected to the H&BAS. 

b) The participating devices are connected to the H&BAS, and sequentially enter 

an interactive initialization process as follows. 

c) Using Shamir’s no key protocol, the initiator transports the net key (K) to the 

device in three messages, followed by a fourth message that contains the de-

vice MAC address disclosed and encrypted (if the system uses one, or random 

address otherwise, for confirming the key to the initiator), followed by a fifth 

message that contains the encrypted assigned logical address: 

1. Initiator → device: K
α

 mode p 

2. Initiator ← device: (K
α

)
β

 mode p 
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3. Initiator → device: (K
αβ

)
 α

(–1)

 mode p 

4. Initiator ← device: E
K
(MAC Address), MAC Address 

5. Initiator → device: E
K
(Logical Address) 

It is extremely important to execute Shamir’s no-key protocol only while the 

installer is involved interactively. If the initiator or the device receive during 

this handshake any unexpected message or unsynchronized message (two 

messages received while waiting for a message in this sequence), or expected 

response is delayed, the participants should immediately stop the key transport, 

since there might be a security threat by an active attacker or a malfunction 

device. 

d) After the key and the address are transported, the rest of the initialization 

process (program download) continues, encrypted. 

3.2.2.2. Secured Messaging 

Once the key is established and the H&BAS become operational, all the devices can 

use the net key to communicate the commands, events and responses, as they do in 

non-secured H&BAS. However, several issues must be dealt with, in order to support 

the required security and to increase the security level, such as multilevel support, re-

key, randomized fields, time stamping and hiding the beat. 

Multilevel: Some devices may require a different or higher level of security, for 

mission critical functions, sub grouping of some sensitive devices, etc. The communi-

cation protocol is upgraded to include such requests by specific protocol op-codes, 

called by a device (usually a controller, server, the set-up and configuration tool, and 

alike). Following these protocol op-codes the involved devices may initiate the pair-

wise Shamir’s no-key protocol to establish another key at a desired level using the es-

tablished addresses of the required devices. Choosing between keys will be the applica-

tion’s responsibility. 

RE-key: Another protocol op-code is reserved for re-key requests made by the ini-

tiator for the purpose of refreshing the keys (security might be compromised by using 

long term keys for similar messages). Re-keying is done by resetting the devices and 

initiating the key establishment protocol, including address establishment and key 

transport, or it is done by simple broadcasting of re-key requests, using the existing key 

(which is vulnerable to known key attacks). 

Blurring & Sequencing: Since H&BAS messages usually have a fixed format, im-

proved security can be achieved by adding variable random length fields to the mes-

sages, randomly filled. In addition, null messages with no meaning whatsoever should 

be produced and transmitted, to blur the H&BAS beat if some passive attacker counts 

messages or measures the control network load. All messages must be timestamped in 

order to avoid replay attacks. Sequencing is also possible, but a global message counter 

that numbers the messages must be used. 

3.2.3. External Services and Links 

This is probably the most vulnerable place in the H&BAS, and most of the potential 

attacks will be targeted here. It is outside the buildings physically, most of these con-

nections are on the open, using public networks, e.g., Internet or WANs, and therefore 

more accessible to attackers. Such links and communication means are usually familiar, 

and there are many tools and methods for compromising these links. 
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There are many ways to protect these external links, however, based on the vast 

experience and tools that were designed specifically against these kinds of attacks, e.g., 

Internet standards like SSL (Secure Socket Layer) and its successor TLS (Transport 

Layer Security), SSH (secure Shell), and Internet applications that use these security 

protocols like HTTP/S (Hypertext Transfer Protocol using SSL), FTPS (File transfer 

Protocol over SSL) and SFTP (SSH based FTP) and many more. There are also many 

research studies that investigate how to make these external links secure, even specifi-

cally for H&BAS ([2,9]). 

Even secured Internet servers can suffer from attacks, not so much to compromise 

security maybe, but more to interrupt availability (Denial-Of-Service, for example). In 

H&BAS connectivity might be critical issue, and these kinds of attacks should be 

minimized. This and the necessity to support external links with lean zPnP devices led 

us to design a specific protocol for use by external applications. 

The protocol we designed is based on a silent encrypted UPD session, somewhat 

similar to the Reliable Transport Layer (RTL) combined with the Security Layer placed 

above the UDP suggested in [2]. The server or the device is silent and does not respond 

unless the right encrypted pattern enters the agreed UDP port, thereby preventing any 

attacker from discovering the port by standard port scanning tools. Sliding window and 

keepalive protocols are implemented to ensure data integrity and session continuity and 

recovery. 

4. Summary 

Home and building automation systems (H&BAS) have become common practice, 

with many applications and services. Their main functions are control and monitor in 

lightning, HVAC, security, and entertainment (AV usually). Most applications are en-

ergy saving, surveillance, and improving buildings’ inhabitants “quality of life” (adjust-

ing temperature, light, music, communications, etc.). 

These systems are composed of tens to thousands of embedded devices and sys-

tems, communicating together to carry the control, events, and response messages 

across the system. In addition, external systems can be attached, some for monitoring, 

some for applications and some for control. The entire system can bring many benefits 

to the humans that use them, or actually, live inside them. However, their malfunction, 

in any component, for any reason, by anyone, malicious or accidental, can be very 

harmful. We analyzed the weaknesses in these systems, and proposed a security con-

cept and implementation that is based on the zPnP approach for H&BAS, that reduce 

dramatically these threats. The zPnP security measures were designed so that easy im-

plementation of them can be done on commercial systems like EIB [5] or Lon-

Works [13]. 
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Abstract. This paper describes REWARD, a novel routing algorithm for wireless 

sensor networks. The algorithm is adjustable and can wage counter attacks against 

either single black holes or teams of malicious nodes. The proposed routing tech-

nique is suitable for network nodes that can tune their transmit power. REWARD 

forwards packets using geographic routing. The algorithm utilizes two types of 

broadcast messages, MISS and SAMBA, to organize a distributed data base for de-

tected black hole attacks. The method has different levels of security which can be 

set according to the local conditions. In order to determine the effectiveness of 

REWARD we developed ANTS, a simulation environment which models the op-

eration of a wireless sensor network. 

Keywords. Distributed sensor networks, Secure routing, Low-power design 

Introduction 

The transition from desktop computing to embedded systems is associated with price, 

power and timing constrains. A special class embedded systems, termed distributed 

sensor networks (DSN), are characterized by extra requirements: small size and suffi-

cient battery lifetime. Distributed sensor networks can be alternatively labelled mobile 

ad-hoc networks (MANET). While the term DSN is associated with data acquisition 

applications, MANET emphasises mobility and the lack of infrastructure. Distributed 

sensor networks can be scalable to thousands of nodes that cooperatively perform com-

plex tasks. The interaction between the nodes is based on wireless communication. 

Wireless sensor networks (WSN) is yet another synonym. 

1. Location 

A deployment may leave numerous nodes located in a large geographical region. Most 

typical roles require nodes to know their own positions. Sensor readings are of interest 

if only bound to a known location. A known distance between a sender and a receiver 

and their locations help to communicate power efficiently. In this case, the transmit 

power can be adjusted according to the distance and the environmental conditions. 

Routing algorithms may require or benefit from available node locations. It is 

fairly common to select the next hope node minimizing the distance to the destination 

node. Finally, applications such as target/event tracking utilize location to the extreme. 
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Assume that the event is a moving light shadow edge. Each node is aware of a set 

of neighbor locations. A method has been developed to identify the nodes which will 

not be immediately approached by the event and can be turned off to save energy [1]. 

The method is based on the dual space transformation. Points from the primal space are 

transformed into lines in the dual space. Lines from the primal space are transformed 

into points in the dual space. As a result, the dual space is partitioned into cells. Nodes 

identify which cell contains the event-point and which nodes-lines form the cell. Since 

the event can not intersect a specific node-line, before it crosses one of the cell bounda-

ries, the node can stay turned off as long as none of the boundary nodes senses a transi-

tion. This method may provide a substantial power reduction for a large sensor field. 

However, if nodes that line the perimeter around the event misbehave and declare a 

transition, it will force several other nodes to wake up and waste energy [2]. The 

chance for battery replacement is practically non existent and the battery attack 

emerges as a significant threat. 

2. Aggregation 

When data is collected from numerous sensors in a dense network, there is a high prob-

ability for redundancy. Data redundancy will result in unnecessary and replicated 

transmissions. Aggregation, based on correlated data of neighboring nodes, helps to 

reduce the total volume to be routed. Consequently, there are nodes which receive two 

or more data streams and then aggregate them into a single stream. This approach, 

however, makes the network more vulnerable. If the packets through a malicious node 

are simply consumed or lost, the attack against the network is termed black hole [3]. To 

work around this problem longer routes must be employed or perhaps more streams. 

Inevitably, the corrective actions will increase the power consumption. 

3. Computation 

Assume that the functionality is partitioned into tasks. The movement of nodes imposes 

deadlines on the tasks execution times. 

3.1. Compile-Time Scheduling 

The tasks cannot be pre-empted. Each task is characterized by its execution time and 

deadline. The execution time is measured in number of clock cycles, NC. Assume that 

the processor has two modes: an active mode and a power saving mode. The task dead-

line T
DL

 accommodates both the active period T
ACT

 and the power-saving period T
PS

PSACTDL

TTT +=  (1) 

In both CPU modes the power consumption scales linearly with the clock fre-

quency. 

ACT

CLK

ACTACT

nfkP +×=  and 
PS

CLK

PSPS

nfkP +×=  (2) 

If
PSACT

nn > , the energy per task has a minimum for 
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DLPS

PSACTOPTCLK,

T

NC

k

nn

f

−
=  (3) 

If
PSACT

nn ≤ , the clock frequency must be selected as low as possible. 

A tool named CASTLE (crystal annealing software tool for low energy) has been 

developed to provide computer assistance in calculating the optimal clock frequencies. 

CASTLE has potential for further reduction of energy if the sequence of tasks and pos-

sible overlaps are specified. After a search through all combinations, CASTLE finds 

the most beneficial trade-off consistent with the specification. Currently, CASTLE em-

ploys the AT91M55800 microcontroller built-in multiplication and division factors for 

the oscillator frequency, but it could be easily extended to support other variable-

frequency processors [4]. 

3.2. Run-Time Scheduling 

While the compile-time scheduling does not fully exploit the potential for power reduc-

tion under changing conditions, a run-time scheduling would provide adaptability. An 

operating system will be responsible for the dynamic scheduling. Moreover, the operat-

ing system will act as a power manager, adjusting the supply voltage and the clock fre-

quency. An algorithm has been developed for low-power, run-time scheduling [5]. The 

algorithm, named LEDF, maintains a list of all ready for execution tasks. Again, the 

tasks cannot be pre-empted. The CPU is capable of operating at different voltages and 

clock frequencies. The supply voltage and the clock rate are controlled by the operating 

system. The LEDF algorithm is an integrated part of the operating system. On the top 

of the ready list is the task with the earliest deadline. The first step is to test if this task 

can meet its deadline at the lowest clock rate (lowest voltage). If this clock rate is too 

low, the next higher possible value is considered. When the current task deadline is met, 

an additional test is performed. The algorithm checks if the other tasks from the ready 

list can meet their deadlines at the highest clock rate. If any task will miss its deadline, 

the rate in focus is insufficient and the next higher speed for the current task is consid-

ered. As soon as the deadlines of all other tasks in the ready list can be met at the high-

est speed, the clock rate (voltage) is accepted and the task begins execution. When the 

task completes execution, the algorithm again selects the task with the nearest deadline 

to be off and running. Inevitably, the CPU must spend energy to sort the tasks in the 

ready list and verify both tests. The LEDF algorithm has a computational complexity of 

O(n log n) for n tasks and a processor with two clock rates. 

4. Communication 

There are two possibilities for communication in the field of ad-hoc networks: radio-

frequency radiation and optical communication. The energy used to send a bit between 

two radios over a distance d may be written as 

n

dAE ×=  (4) 

where A is a proportionality constant and n depends on the environment [6]. Rewrite 

Eq. (4) for NH number of hops [7]. Also, include the energy for receiving 
R

E  and en-

ergy for computation 
C

E . The energy has a minimum for 
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NH d

A(n 1)

E E
OPT

R C

n= ×
−

+
 (5) 

At the radio level all packets are broadcast. This feature of the inter-node radio be-

havior can be used to take advantage in two directions. First, routing can be improved 

if instead of choosing a single route ahead of time, the path through the network is de-

termined based on which nodes receive each transmission [8,9]. Second, security can 

be improved if nodes listen to their neighbor transmissions to detect black-hole at-

tacks [10,11]. 

5. REWARD 

REWARD is a routing method that allows a wireless ad-hoc network to organize a dis-

tributed data base for detected black hole attacks. The data base keeps records for sus-

picious nodes and areas. Routing in a dense network would allow alternative paths to 

avoid suspicious nodes and areas. The algorithm utilizes two types of broadcast mes-

sages, MISS and SAMBA. The MISS message is not related to a specific protocol and 

can be used after any route discovery procedure. In contrast, nodes are capable of pro-

viding suspicious locations via SAMBA messages only if they apply REWARD as a 

routing algorithm. 

5.1. MISS Message 

Assume that a demand-driven protocol performs a route discovery procedure. When 

the destination receives the query, it sends its location back and waits for a packet. If 

the packet does not arrive within a specified period of time, the destination node broad-

casts a MISS (material for intersection of suspicious sets) message. The destination 

copies the list of all involved nodes from the query to the MISS message. Since the 

reason for not receiving the packet is most likely a black-hole attack, all nodes listed in 

the MISS message are under suspicion. Nodes collect MISS messages and intersect 

them to detect misbehaving participants in the routes. The detected malicious nodes are 

excluded from the routing. 

5.2. REWARD with Replication 

The initial idea for REWARD (receive, watch, redirect) was associated with replication. 

Figure 1 shows the sequence of multihop transmissions under REWARD. 

After five transmissions the destination receives two packets with identical data. 

Each node’s transmissions are directed to both immediate neighbors, one node forward 

and one node backward. If a node attempts a black-hole attack and drops a package, it 

will be detected by the next node in the path. The watcher waits for a predefined time 

period, transmits the packet changing the path and broadcasts a SAMBA (suspicious 

area, mark a black-hole attack) message. The SAMBA message provides the location 

of the black-hole attack. 

5.3. REWARD Against a Single Malicious Node 

Figure 2 shows an example. Each node tunes the transmit power to reach both immedi-

ate neighbors. The nodes transmit packets and watch if the packets are forwarded. If a 
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malicious node does not act as a forwarder, the previous node in the path will broadcast 

a SAMBA message. 

5.4. REWARD Against a Team of Black Holes 

REWARD is a scalable method capable of waging counter attacks against a different 

number of black holes. Figure 3 shows an example routing with the assumption that a 

team of two malicious nodes would attempt a black hole attack. In this case the algo-

rithm requires the nodes to listen for two retransmissions. 

Figure 4 indicates the exact positions of the black holes in the path. The first mali-

cious node forwards the packet using the required transmit power to deceive two nodes 

backward. The second malicious node drops the packet, however the attack is detected 

by the last node before the black holes. The missing transmission is shown by a dot line 

in Fig. 4. An extra black hole in the path would mask the attack. 

Figure 1. Two identical packets are sent to the destination. 

Figure 2. Transmissions must be received by both neighbors. 

Figure 3. REWARD against two black holes. 

Figure 4. REWARD detects the second black hole. 
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5.5. Routing Through a Suspicious Area 

REWARD employs security levels which correspond to the number of malicious nodes 

that can be detected [11]. When a packet approaches a suspicious area, the security 

level is gradually increased. Leaving the suspicious area, the algorithm declines the 

security level. Consequently, the energy overhead associated with security is declined 

as much as possible. 

6. ANTS Simulator 

ANTS (ad-hoc networks traffic simulator) is a tool developed to simulate the function-

ality of ad-hoc networks. We assume that all nodes are stationary throughout the simu-

lation. The simulator allows to vary with the number of nodes, locations, battery capac-

ity and communication range. Figure 5 shows simulation results of the throughput, 

100 packets routing for eight example deployments. Figure 6 shows the fraction of ma-

licious nodes detected against false detection, nodes excluded from the network as ma-
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Figure 5. The fraction of packets received for eight examples. 

Figure 6. Detected malicious nodes against false detection. 
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licious when in fact they are not. MISS messages are broadcasted within areas which 

include all nodes involved in the corresponding routing. Figure 7 attempts to show how 

MISS messages increase the power consumption due to more uninterrupted routes and 

the MISS broadcasting itself. 

7. Conclusion 

In this paper we discuss security and power efficiency of wireless ad-hoc networks. 

The routing algorithm in focus, REWARD, take advantage of the broadcast inter-radio 

behavior to watch neighbor transmissions and detect black hole attacks. As soon as 

network nodes misbehave, the method begins to create a distributed data base which 

includes suspicious nodes and areas. 

The sets of suspicious nodes emerge locally by intersecting MISS messages. The 

locations of detected black hole attacks are broadcast via SAMBA messages. 
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Abstract. In this paper we report on the current status of the security of GSM
(generation 2.5). We review main attacks on GSM, and present an improvement for
withstanding reception errors.
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1. Introduction

GSM is the most widely used cellular system in the world, with over a billion customers
around the world. The system was developed during the late 1980s, and the first GSM
network were deployed in the early 1990s. GSM is based on second generation cellular
technology, i.e., it offers digitalized voice (rather than analog, as used in prior systems).

GSM was the first cellular system which seriously considered security threats. One
example is a secure cryptographic hardware in the phone (the SIM - Subscriber Identity
Module), which was introduced in GSM. Previous cellular systems had practically no se-
curity, and they were increasingly the subject of criminal activity such as eavesdropping
on cellular calls, phone cloning, and call theft.

The security threat model of GSM was influenced by the political atmosphere around
cryptology at the 1980s, which did not allow civilians to use strong cryptography. There-
fore, the objective was that the security of GSM would be equivalent to the security of
fixed-line telephony. As a result, only the air-interface of GSM was protected, leaving
the rest of the system un-protected. The aim of the protection on the air-interface is to
provide two kinds of protections: protect the privacy of users (mostly through encryp-
tion), and protect the network from unauthorized access to the network (by cryptographic
authentication of the SIM).

The privacy of users on the air-interface is protected by encryption. However, en-
cryption can start only after the mobile phone identified itself to the network. GSM also
protects the identity of the users by pre-allocating a temporary identification (TMSI -
Temporary Mobile Subscriber Identity) to the mobile phone. This temporary identifica-
tion is used to identify the mobile phone before encryption can commence. The tempo-
rary identification for the next call can be safely replaced once the call is encrypted.

Authentication of the SIM by the network occurs at a beginning of a radio conversa-
tion between the mobile phone and the network. After the phone identifies itself (e.g., by
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sending its TMSI), the network can initiate an authentication procedure. The procedure,
is basically a challenge-response scheme based on a pre-shared secret Ki between the
mobile phone and the network. In the scheme, the network challenges the mobile phone
with a 128-bit random number RAND; the mobile phone transfers RAND to the SIM,
which calculates the response SRES = A3(Ki, RAND), where A3 is a one-way function;
then, the mobile phone transmits SRES to the network, which compares is to the SRES
value that it pre-calculated. The encryption key Kc for the conversation is created in par-
allel to the authentication by Kc = A8(Ki, RAND), where A8 is also a one-way function.
The remainder of the call can be encrypted using Kc, and thus, the mobile phone and
the network remain mutually “authenticated” due to the fact that they use the same en-
cryption key. However, encryption is controlled by the network, and it is not mandatory.
Therefore, an attacker can easily impersonate the network to the mobile phone using a
false base station with no encryption. In general, it is not advisable to count on an en-
cryption algorithm for authentication, especially in the kind of encryption that is used in
GSM.

The exact design of A3 and A8 can be selected by each operator independently.
However, many operators used the example, called COMP128, given in the GSM mem-
orandum of understanding (MoU). Although never officially published, COMP128’s de-
scription was found by Briceno, Goldberg, and Wagner [1]. They have performed crypt-
analysis of COMP128 [2], allowing to find the pre-shared secret Ki of the mobile phone
and the network. Given Ki , A3 and A8 it is easy to perform cloning. Their attack requires
the SRES for about 217 values of RAND. The required data for this kind of attack can
obtained within a few hours over-the-air using a fake base station.

The original encryption algorithm for GSM was A5/1. However, A5/1 was export
restricted, and as the network grew beyond Europe there was a need for an encryption al-
gorithm without export restrictions. As a result, a new (weakened) encryption algorithm
A5/2 was developed. The design of both algorithms was kept secret (it was disclosed only
on a need-to-know basis, under an non-disclosure agreement, to GSM manufacturers).
In 2002, an additional new version A5/3, was added to the A5 family. Unlike, A5/1 and
A5/2, it’s internal design was published. A5/3 is based on the block-cipher KASUMI,
which is used in third generation networks. A5/3 is currently not yet deployed in GSM,
but deployment should start soon.

The internal design of both A5/1 and A5/2 was reverse engineered from an actual
GSM phone by Briceno [3] in 1999. The internal design was verified against known
test-vectors, and it is available on the Internet [3].

After the reverse engineering of A5/1 and A5/2, it was demonstrated that A5/1 and
A5/2 do not provide an adequate level of security for GSM. However, most of the attacks
are in a known-plaintext attack model, i.e., they require the attacker not only to intercept
the required data frames, but also to know their contents before they are encrypted. The
first known-plaintext analysis of A5/1 was performed by Golic [4] in 1997, when only
a rough structure of the cipher leaked. He proposed two attacks that demonstrated that
A5/1 is not as strong as it could have been. In 2000, the second attack of Golic was
significantly improved by Biryukov, Shamir, and Wagner [5], in some scenarios the im-
proved attack can find the key in less than a second. However, the attack requires a stor-
age of four 74-gigabyte disks and a lengthy precomputation. Later that year, Biryukov
and Shamir generalized this attack [6]. At the same time, a different approach was taken
by Biham and Dunkelman [7]. Their attack requires about 20500 data frames (about 95
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seconds of conversation) and recovers the key with a time complexity of about 240 A5/1
clockings.

Another line of attacks on A5/1 started in 2001, when Ekdahl and Johansson [8]
applied ideas from correlation attacks to A5/1. Their attack requires a few minutes of
known-plaintext, and finds the key within minutes on a personal computer. One advan-
tage of this attack is that it requires no preprocessing and no large storage. In 2004, Max-
imov, Johansson, and Babbage [9] observed a new correlation and used it to improved
the attack. Given about 5000 frames (about 9.2 to 23 seconds of known-plaintext), their
attack recovers the key within 0.5–10 minutes on a personal computer. In 2005, the at-
tack was further improved by Barkan and Biham [10], using conditional estimators and
weaknesses of one of A5/1 internal registers. The improved attack can work with 1500
frames of data (about 6.9 seconds of conversation) and can find the key within one to
two minutes on a personal computer. They also describe a source for known plaintext
in GSM, that can provide the 1500 required frames of known plaintext from about 3
minutes worth of ciphertext.

As for A5/2, it was cryptanalyzed by Goldberg, Wagner and Green [11] immediately
after the reverse engineering. This attack on A5/2 works in a negligible time complexity
and it requires only two known-plaintext data frames which are exactly 26 · 51 = 1326
data frames apart (about 6 seconds apart). Another attack on A5/2 was proposed by Petro-
vić and Fúster-Sabater [12]. This attack works by constructing a systems of quadratic
equations whose variables describe the internal state of A5/2 (i.e., equations of the form
c = ⊕

i,j ai · aj , where ai, aj , c ∈ {0, 1}, ai and aj are variables and c is a constant).
This attack has the advantage that it requires only four know-plaintext data frames (thus
the attacker is not forced to wait 6 seconds), but it does not recover the encryption key,
rather, it allows to decrypt most of the remaining communications.

The latest attacks on A5/2 were proposed by Barkan, Biham, and Keller in 2003 [13].
First, they describe a very efficient known-plaintext attack on A5/2 (less than one second
on a personal computer to find the encryption key). Then, they use a flaw in the way
GSM uses its error-correction code: the data to be transmitted is first subjected to the
error-correction code, and only then it is encrypted and transmitted (instead of first being
encrypted and then subjected to the error-correction code). Using this flaw, they convert
the known-plaintext attack to a ciphertext-only attack on GSM, i.e., now the attacker
needs only to tap the encrypted communications, and is able to find the encryption key.
They use flaws in the protocol to mount an active attack on A5/1 networks, allowing to
find the encryption key in A5/1 networks in less than a second.

In the remainder of this paper, we review the main ideas behind the Barkan, Biham,
and Keller attack [13], and present an improved attack method for withstanding reception
errors.

2. Main Ideas of the Barkan, Biham, and Keller Attacks

2.1. Short Overview of A5/2

The internal state of A5/2 is composed of four linear-feedback shift registers (LFSRs),
R1, R2, R3, and R4, of lengths 19-bit, 22-bit, 23-bit, and 17-bit, respectively. At each
data frame, the registers are initialized using Kc and a publicly known frame number, and
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A5/2 is run to produce an output that is called keystream. The data frame is encrypted
by a bit-wise XOR with the keystream. Therefore, given a plaintext and a ciphertext, we
can calculate the keystream as their bit-wise XOR.

To produce an output bit of the keystream, R4 is clocked, and according to its value,
R1, R2, and R3 are clocked, in such a way that either the three registers are clocked, or
two of the registers are clocked and the other register stands still. Then, an output bit is
calculated according to the values of R1, R2, and R3. The process is repeated to generate
additional output bits.

The first step of the initialization process is linear in Kc and the frame number (i.e.,
it can be calculated by multiplying the value of Kc and the frame number by a binary
matrix, using modulo 2 additions). The second (weird) step of the initialization process is
forcing one bit of each register to be 1. This step reduces the effective size of the internal
state of A5/2 from 19 + 22 + 23 + 17 = 81 bits to 18 + 21 + 22 + 16 = 77 bits.

2.2. Main Ideas of the Known-Plaintext Attack on A5/2

Given a value for R4, every keystream bit can be written as a quadratic expression of
the internal state of R1, R2, and R3 right after initialization. For example let x0, . . . , x18,
y0, . . . , y21, z0, . . . , z22 be variables representing the bits of R1, R2, and R3, respectively.
Then, the first bit of the keystream is k0 = x12x14 ⊕ x12 ⊕ x12x15 ⊕ x14x15 ⊕ x15 ⊕
x18 ⊕y9y13 ⊕ . . .⊕ z16z18 ⊕ z22. Due to the linearity of the initialization of the A5/2, the
keystream bits of different frames can still be written using the same variables of the first
frames. Thus, each data frame adds equations without increasing the number of variables.
After collecting about 450 equations (less than four data frames), the linear terms can be
found (by linearizing the system and solving it, e.g., using Gauss elimination). Then, the
initialization process is reversed to find Kc. The attack requires to try all the 216 possible
values for R4, until a consistent solution is found. Most inconsistencies are detected and
discarded during the Gauss elimination. The remaining solutions are verified by trial
encryption.

In a faster implementation, the 216 possible equation systems are calculated in ad-
vance. Since the systems are overdefined, we use the redundancy to filter R4 values
that are inconsistent. For each candidate value R4′ of R4, we construct a consistency-
check matrix TR4′ , such that for the correct value of R4 and the keystream k it holds
that TR4′ · kT = 0, where 0 is the zero vector.

With 16 equations of consistency check, on average two candidates for R4 remain
after this filtering. For these two candidates, the key is calculated by solving the equation
systems, and verified using trial encryptions. The whole attack completes on a personal
computer in less than a second, and consumes a few tens of MBs of memory (for storing
the consistency-check matrices).

2.3. Main Ideas of the Ciphertext-Only Attack on A5/2

GSM must use error correction to withstand reception errors. However, in the GSM
protocol the message (consisting of four frames of data) is first subjected to an error-
correction code, which doubles the size of the message from 228 bits to 456 bits. Only
then, the coded message is encrypted and transmitted. Let P be the 228-bit message be-
fore error correction. Then, error correction can be modeled as a multiplication of P by
a matrix G of size 456 × 228, i.e., M = G · P , where M is a 456-bit vector.
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The message is encrypted using the keystream k. Therefore, the transmitted message
is C = M ⊕ k = G · P ⊕ k.

The corner stone for the ciphertext-only attack is the parity check matrix H of the
error-correction code. For H it holds that H · G = 0228, where 0228 is a vector of 228
zeros, and the rank of H is 228. When H is applied on the ciphertext C, we get that
H · C = H · G · P ⊕ H · k = 0 ⊕ H · k = H · k. Therefore, the contribution of the
transmitted message is eliminated, and we obtain an equation system that only involves
the bits of the keystream k: H · k = H · C.

To complete the ciphertext-only attack, each bit of the keystream is replaced by its
quadratic expression, thus, we obtain a quadratic system of 228 equations. By consider-
ing another ciphertext message, we obtain 228 additional equations, which together with
the former equations constitute 456 equations. This number of equations is sufficient to
employ an attack similar to the one of the case the known-plaintext attack.

The ciphertext only attack requires twice as many frames as the known-plaintext
attack, and works with the same time and memory complexity, i.e., in less than a second
on a personal computer.

Note that the systems of equations H · k = H · C is independent of the key stream
generation algorithm. Therefore, it can also be constructed in case of A5/1. However,
solving it in the case of A5/1 is very complex. One interesting ciphertext-only attack on
A5/1 considers H · k as the output of a random random function whose input is Kc and
the frame number (alternatively, the input can be the internal state of A5/1). Inverting
this random function, reveals the key. A time/memory/data tradeoff [6] can be used to
invert H · k back to the internal state in a time faster than exhaustive search.

2.4. Main Ideas of the Active Attack on A5/1 Networks

The main observation is that once the authentication is complete, Kc is determined, re-
gardless of whether A5/1 or A5/2 is employed. Therefore, the following attack succeeds
whenever the mobile phone supports A5/2.

The attacker performs a man-in-the-middle attack. It impersonates the network to
the mobile phone (using a fake base station), and the mobile phone to the network. Dur-
ing authentication the network sends RAND, and the attacker forwards RAND to the mo-
bile phone. The SIM of the mobile phone calculates Kc and SRES, and returns SRES
to the attacker. The attacker does not immediately forward SRES to the network (the
network timeout allow 12 seconds of delay). Instead, it asks the mobile phone to start
encryption using A5/2. The mobile phone starts encryption, as the request appears as a
legitimate request of the “network” (which is actually the attacker). The mobile phone
sends an acknowledgment message which is already encrypted. The attacker then uses
the ciphertext-only attack, and in less than a second recovers Kc. Only then, the attacker
forwards SRES to the network. When the network asks the attacker to encrypt using A5/1,
Kc is already known, and thus, the attacker can encrypt and decrypt the conversation.
The result is that the attacker communicates with the network using A5/1, but with the
mobile phone using A5/2.

The attacker can listen to the conversation by continuously forwarding messages
between the mobile phone and the network (the attacker needs to decrypt the messages
and re-encrypt them using the other cipher). Furthermore, the attacker can change the
information that passes, or completely take over the conversation, replacing the mobile
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phone. The attacker can also perform call theft by initiating a connection with both the
network and mobile phone, and using the mobile phone as an oracle for SRES and Kc.

2.5. Improving the Attacks to Withstand Reception Errors

A possible problem in a real-life implementation of the above attacks is the existence
of radio reception errors. A single flipped bit might fail an attack (i.e., the attack ends
without finding Kc). Once the attack fails, the attacker can abandon the problematic data,
and start again from scratch. But in a noisy environment, the chances are high that the
new data will also contain errors. An alternative approach that we present in this section
is to correct these errors.

Two kinds of reception error can occur: flipped bits, and erasures. A flipped bit is a
bit that was transmitted as “1” and received as “0”, or vice versa. Erasures occur when the
receiver cannot determine whether a bit is ”1” or “0”. Many receivers can report erased
bits (rather than guessing a random value).

A possible inefficient algorithm to correct reception errors is to exhaustively try all
the possibilities for errors. For flipped bits, we can first try to employ the attack without
any changes (assuming no error occurred), and if the attack fails we repeat it many times,
each time guessing different locations for the flipped bits. We try the possibilities with the
least amount of errors first. The time complexity is exponential in the number of errors,
i.e., about

(
n
e

)
A, where A is the time complexity of the original attack, n is the number

of input bits, and e is the number of errors. The case with erasures is somewhat better,
as we only need to try all the possible values for the erased bits. The time complexity is
thus 2eA, where e is the number of erasures. In the un-optimized known-plaintext attack,
an erased plaintext bit translates to an erased keystream bit. Each keystream bit con-
tributes one equation, thus, we can simply remove the equations of the erased keystream
bits. If not too many erasures occur, we still have sufficiently many equations to perform
the attack. However, in the optimized attack, we pre-compute all the equation systems,
and thus we cannot remove an equation a posteriori. We could pre-compute the equation
systems for every possible erasure pattern, but it would take a huge time to compute, and
it would require huge storage. Therefore, another method is needed.

In the rest of this section, we present an (asymptotically) better method to apply the
optimized attack with the presence of erasures. For simplicity, we focus on the optimized
known-plaintext attack on A5/2, but the optimized ciphertext-only attack can be similarly
improved.

Assume that e erasures occur with their locations known, but no flips. We view the
keystream as the XOR of two vectors, a first vector that contains the undoubted bits of the
keystream (with the erased bits set to zero), and a second vector that has a value for the
erased bits (with the undoubted bits set to zero). Let r be the first vector. Let ri be the ith

possibility (out of the 2e possibilities) for the second vector, where i is the binary value
of the concatenated erased bits. Thus, given the correct value for i, the correct keystream
is k = r ⊕ ri .

We find the correct value for i without an exhaustive search. Recall the consistency-
check matrices TR4′ . The linear space spanned by TR4′ · ri , where i ∈ [0, . . . , 2e −1], has
a maximum dimension of e (if the columns of TR4′ are linearly independent the degree
is exactly e, for simplicity we assume that this is indeed the case). We denote this linear
space by �TR4′ .
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We reduce the problem of finding the correct i to a problem of solving a linear
system. For each R4′, we compute TR4′ · r . Clearly, for the correct R4′ value and for
the correct ri value, TR4′ · (ri ⊕ r) is a vector of zeros. Therefore, for the correct ri ,
TR4′ · ri = TR4′ · r . Thus, the problem of finding the correct i is reduced to finding the ri
that solves this equation.

An efficient way to solve such a system is as follows: First find e vectors that span
the space �TR4′ . Such e vectors are given by bj = TR4′ ·r2j , where j ∈ {0, 1, 2, . . . , e−1}.
Then, we define a new matrix B whose columns are the vectors bj : B = (b0, . . . , be−1).
Finally, we find the correct i by requiring that B ·i = TR4′ ·r , and solving the system (e.g.,
using Gauss elimination) to find i. If inconsistencies occur during the Gauss elimination,
we move on to the next candidate of R4, otherwise we assume we found the value of
R4 and the keystream, and use the attack to recover Kc (which is verified using a trial
encryption). Note that if the degree of �TR4′ is smaller than e, then Gauss elimination
might result in more than one option for i. In such case, the number of options for i is
always less or equal to 2e.

The number of needed rows in TR4′ in order to correct e erasures is about 16 + e:
For each of the 216 candidate values of R4 the e erasures span a space of at most 2e

vectors, thus, there are about 216+e candidate solutions. Therefore, the number of rows
in TR4′ needs to be about 16+e in order to ensure that only about two consistent solution
remain.

The time complexity of correcting the erasures for a single candidate of R4 is com-
posed of first calculating the matrix B and TR4′ · r , and then solving the equation system
B · i = TR4′ · r . Calculating B and TR4′ · r is comparable to one full vector by ma-
trix multiplication, i.e., about 456(16 + e) bit-XORs. The Gauss elimination takes about
O((16 + e)3) bit-XOR operations. The processes is repeated for every possible value of
R4. Thus, the time complexity is about 216(456(16+e)+(16+e)3) bit-XOR operations.
Assuming that ten erasures need to be corrected, the total time complexity is about 231

bit-XOR operations, i.e., about three and a half times the complexity of the optimized
known-plaintext attack without reception errors. A naive implementation for correcting
ten erasures would take about 210 ≈ 1000 times longer to execute than the optimized
known-plaintext attack. It can be seen that the benefit of the method grows as the number
of erasures increases because the method’s time complexity is polynomial in the number
of erasures, compared to an exponential time complexity in the case of the naive method.

3. Summary

In this paper, we reviewed the main attacks on GSM, and we described the main ideas
behind the attacks of Barkan, Biham, and Keller [13]. Then, we introduce a new method
that improves these attacks to withstand reception errors. Thus, the attacks are made
robust to operate even in a noisy radio environment.
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Abstract. Telecommunications fraud and Electronic Crime is moving from the fix 

networks (PSTN, ISDN) towards the mobile networks (GSM, 3G-UMTS, WiFi, 

WiMax, Blue-tooth, etc) and the content. Mobile phones are now becoming targets 

of malicious code, like the PCs are already, as of many years ago. When mobile 

phones are used as tools for value added services, the risk is obvious. Security 

countermeasures embedded in those systems are the only solution, against all those 

threats and risks. 
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Introduction 

Today’s environment is mainly characterized by the convergence of Telecom, IT and 

entertainment technologies. Even though in many countries broadband penetration is 

very low, in some countries (especially in Asia) communications speed exceeded 

10MB/sec in local loop so that users may watch even TV programs on their pc, by us-

ing their fast Internet connection. Mobile communications and technologies long or 

short range (e.g. 3G, WiMax – WiFi, Bluetooth) are widely used. 

On the other hand Internet Protocol (IP), VoIP and video/TV over IP will be stan-

dard and more widely used in the near future infrastructures. 

New services are evolving every day making our lives easier, but leave a lot of 

space to electronic crime and telecommunications fraud. 

In this paper we will concentrate on specific security related threats found on fix 

and mobile systems. It should be noticed that presenting all related security vulnerabili-

ties requires very extensive work and is out of the scope of this paper. 

What is clear today is that crime and fraud is moving towards content and espe-

cially to mobile systems. According to FIINA (Forum for International Irregular Net-

work Access) Telecom Operators and Service Providers are loosing around 60 B€ (Eu-

ros) every year due to telecommunications fraud and electronic crime. 
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1. Some Security Concerns in Fix Networks 

Lots of managers view security as another feature of the infrastructure – something you 

install, configure and administer, like a remote management application. But, security 

is neither a feature nor a product. Security is a non-feature requirement. Features in 

applications, for instance, are designed to allow input A to produce output B. Security 

is the mechanism that enables that activity to happen safely. 

The well known telephone infrastructure (PSTN, ISDN) has been very resistant to 

security attacks and has not suffered from significant problems since the introduction 

of the signalling system SS7, used to establish and manage telephone calls. Users of the 

telephone infrastructure have no direct access to SS7 signalling, and the local exchange 

provides a very robust firewall between the edge signalling protocols supporting te-

lephony services and the core SS7 signalling network. 

However, the recent rapid growth in VoIP service offerings raises important con-

cerns about security. The openness of IP networks in general, and the security risks that 

have been well documented in the Web world, suggest that VoIP networks are inher-

ently vulnerable to a range of potential attacks. Service providers need to understand 

the vulnerabilities of VoIP networks and take appropriate measures to counter them in 

order to maintain a high level of confidence among users of VoIP services. 

A VoIP broadband access network must address three key security issues: 

• Invasion to privacy 

• Denial of service 

• Theft of service 

A VoIP broadband access network must be designed to address security threats. 

For each interface, the following must be considered. Authentication and non-

repudiation, Access control, Integrity and confidentiality. 
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Figure 1. How diallers work.
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Service providers deploying VoIP networks have experienced few security prob-

lems to date, but as VoIP services become more widely available the level of risk is 

bound to rise. It is only a matter of time before we start to see concerted attacks on 

VoIP networks, but service providers who have been prudent in putting the appropriate 

security measures in place have little to fear. 

2. Internet Related Security Concerns 

To give a total view of the Internet related security problems is a very extensive work. 

Just to give a first feeling of the continuous cyber-war, we refer to the British NISCC 

(National Infrastructure Security Co-ordination Centre located in London-UK) recent 

publication [1]. According to the document produced by the Centre, on 16
th

 June 2005: 

• UK Government and companies are targeted by trojianised email attacks. 

• The attackers aim appears to be covert gathering and transmitting of commer-

cially or economically valuable information. 

• Trojans are delivered either in email attachments or through links to a website. 

• The emails employ social engineering, including spoofed sender address and 

information relevant to the recipient’s job or interests to entice them into 

opening the documents. 

• Once installed on a user machine, trojans may be used to obtain passwords, 

scan networks, exfiltrate information and launch further attacks. 

• Anti-virus software and firewalls do not give complete protection. Trojans can 

communicate with the attackers using common ports (e.g. HTTP, DNS, SSL) 

and can be modified to avoid anti-virus protection! 

On the other hand as Internet use is becoming more familiar to a growing number 

of people all over the world, security threats like spyware, adware, pharming, phising 

and diallers are becoming common problems to most of them. Lets try to give some 

explanations and definitions about those threats: 

2.1. Spyware: The word spyware elicits an immediate reaction from anyone who has 

surfed the Internet in the past couple of years. Pop-up advertisements, suddenly slug-

gish Internet connections, and strange icons that mysteriously appear on your desktop 

and refuse to be removed are all associated with a type of program called spyware. Al-

though less common, these simple annoyances can cross the line into clearly malicious 

behaviour. For example, the program may search for and steal confidential information 

such as user names and passwords for fraudulent purposes. Those programs have the 

ability to scan systems or monitor activity and relay information to other computers or 

locations in cyberspace. Among the information that may be actively or passively gath-

ered and disseminated by spyware are passwords, log-in details, account numbers, per-

sonal information, individual files, or other personal documents. Spyware may also 

gather and distribute information related to the user’s computer, applications running 

on the computer, Internet browser usage, or other computing habits. 

Spyware frequently attempts to remain unnoticed, either by actively hiding or by 

simply not making its presence on a system known to the user. These types of pro-

grams can be downloaded from Web sites (typically in shareware or freeware), email 

messages, and instant messengers. 
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2.2. Adware: Programs that facilitate delivery of advertising content to the user through 

their own or another program’s interface. In some cases, these programs may gather 

information from the user’s computer, including information related to Internet browser 

usage or other computing habits, and relay this information back to a remote computer 

or other locations in cyberspace. 

Adware can be downloaded from Web sites (often in shareware or freeware), email 

messages, and instant messenger programs. 

2.3. Pharming: Basically, pharming involves interfering with the name resolution 

process on the Internet. When a user enters an address (such as www.deutche-

bank.com) this needs to be converted into a numeric IP address as 169.14.45.187. This 

is known as name resolution, and the task is performed by DNS (Domain Name Sys-

tem) servers. These servers store tables with the IP address of each domain name. On a 

smaller scale, in each computer connected to the Internet there is a file that stores a 

table with the names of servers and IP addresses so that it is not necessary to access the 

DNS servers for certain server names. 

Pharming consists in the name resolution system modification, so that when a user 

thinks he or she is accessing to bank’s Web page, he or she is actually accessing the IP 

of a spoofed site. Pharming exploit the old problem of DNS cache poisoning. There are 

new attacks, which make DNS cache poisoning trivial to execute against a large num-

ber of nameservers running today. 

2.4. Phishing owed its success to social engineering techniques, but since not all users 

take the phishing bait, its success was limited. Also, each phishing attack was aimed at 

one specific type of banking service, further reducing the chances of success. 

2.5. Diallers or Internet “dumping” or modem hijacking takes place when, unknown to 

the user, a malicious program transfers the user from the current internet service pro-

vider (ISP), which is usually accessed using an un-timed local call, to a premium rate 

telephone number. The user is unaware that this has happened until they receive their 

next telephone bill. Internet dumping is more likely to happen through adult content 

sites. Worldwide operators have received many complaints about Internet dumping. 

Internet users have found that, while they surfed the net or went to non-adult sites, dial-

lers had downloaded themselves, or the user—who may have thought it was some other 

piece of software, inadvertently downloaded them. 

There has been a sharp rise in the number of e-commerce-related disputes, accord-

ing to a European Consumer Centre Network, a body which acts on behalf of European 

consumers. In its 2004 Report [2], it dealt with around 193 e-commerce cases (a rise of 

150 percent over the previous year). 

3. Countermeasures 

The solution against those kinds of fraud lies, as ever, in anti-virus and anti-spyware 

security solutions. Pharming attacks depend on an application in the compromised sys-

tem (this could be an exe file, a script, etc.). But before this application can run, obvi-

ously it needs to reach the operating system. Code can enter the system through numer-

ous channels; in fact, in as many ways as information can enter the system: via e-mail 

(the most frequent), Internet downloads, copied directly from CD or floppy, etc. In 
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each of these information entry points, the anti-virus has to detect the file with the ma-

licious code and eliminate it, provided it is registered as a dangerous application in the 

anti-virus signature file. 

Unfortunately, the propagation speed of malware today is head-spinning, and there 

are more malicious creators offering their source code to the rest of the hacker commu-

nity to create new variants and propagate even more attacks. The virus laboratories 

don’t have enough time to prepare the malware detection and elimination routines for 

new malicious code before they start spreading to PCs. 

Despite the efforts and improvements from virus labs, it is physically impossible 

for them to prepare an adequate solution in time against some of these threats that can 

spread in just a few minutes. The solution against these kinds of threats should not, 

therefore, depend, at least not in the front line of protection, on a reactive solution 

based on viral identifier files but rather systems that detect the actions that theses 

threats carry out. In this way, every time there is an attempted attack on the computer’s 

DNS system (as in the case of pharming applications), the attack is recognized and 

blocked along with the program carrying out the attack. 

4. Threats Against Mobile Phones 

As more mobile gadgets come equipped with sophisticated software and new netwrok 

features, they are becoming vulnerable to the nuisances that affict personal computers – 

from spam to spyware to financial fraud. Mobile viruses are only recently starting to 

represent a serious problem. Mobile devices such as cellphones and hand-helds are new 

frontier for the world’s malware writers and hardware hackers. Although 3G operators 

are concentrating on delivering content for adults, a new report suggests they should 

also consider introducing television clips for children. 
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Figure 2. Mobile gadgets are open to many security threats.
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According to the research firm IDC, mobile television has largely been aimed at 

adults, with sports clips, news bulletins, entertainment updates and so called ‘mobi-

sodes’ all being introduced in a bid to whet the appetites of mobile phone users. Some 

of those mobisodes or mobile games consist a serious threat to the mobile phone users. 

Malicious code is some times resident in this piece of softare and may cause various 

problems, like the following: 

• Block – destroy mobile phone completely. 

• DoS attack to the mobile phone. 

• Attack the battery. 

• Steal – delete internal memory (address book). 

• Make calls. Send spam SMS via victims’ phones. 

• Make PRS (very expensive) calls. 

• Monitor (spy) conversation! 

• When mobile phone is connected to a pc, hack the pc. 

One difficulty in fixing the vulnerabilities is a limitation in most cell phone soft-

ware that makes it impossible to download patches over the cellular network itself. 

Instead, a cell phone user must bring each phone to a service centre where the updated 

operating system can be placed into the device with a flash-memory card. Experts are 

considering the need to an over-the-air way to update these units after infected or install 

patches before infection. Considering the complex inter-working situation within the 

mobile terminals, the network and the application servers, it is necessary a correlative 

reacting system to effectively protect both the terminals and the network from attacks, 

which should address not only the prevention policies, but also policies that will be 

performed if virus or worms have been found in the mobile network. 

As example knowing that some mobile terminal are infected with virus or worms, 

the network side should have a way to control the behaviour of these terminals, thus to 

prevent the virus from spreading in the whole network, or at least keep the spreading in 

a configurable limitation. For the detected potentially dangerous application, the net-

work side should take block or restriction performance so as to keep the network in a 

relatively immune status. 

Increasingly, mobile phones and similar devices connected to the mobile networks 

are available with enhanced features, including colour screens, picture messaging, 

video cameras and Internet browsers and can be used to access a growing variety of 

content. These advanced features are accompanied by a growing ability within the mo-

bile operators to offer faster data connections over the 3G networks. 

Analysts expect spending on adult contents for cell phones to top $1 Billion 

worldwide in 2005. Two new studies from Juniper Research conclude that Gambling 

and Adult based content have the potential to generate revenues in excess of 6 b€ 

by 2006. 

The dangers and risks associated with using 3G or Mobile Internet services can be 

reduced through effective education of the safe and appropriate behaviours to adopt 

when using this new technology.In common with general Internet safety recommenda-

tions, children and young people should be taught the importance of keeping personal 

information private, of the appropriate behaviours to use when online, the need to criti-

cally evaluate any information they find, and the importance of seeking advice from an 

adult if they see any content or are contacted in a way which makes them feel uncom-

fortable. 
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5. Conclusions 

A security awareness program is necessary because lack of awareness on information 

security may produce a lot of problems to idividuals and companies. 

Although the security risks cannot be totaly eliminated, increasing awareness of in-

formation security will spread knowledge and thus increase understanding of informa-

tion security concept and objectives. 

Telecommunications Fraud & Electronic Crime in fix and mobile embeded sys-

tems is moving towards content and in new services. Security awareness is a must, in 

order to avoid bad consequences. 

Fraud and Crime scenarios become more and more complex, especially when mo-

bile phones are used on value added services (casino games, mobile banking etc.) and 

fighting need knowledge in many technology areas. 

Security improvements will both increase compliance and reduce risks, making se-

curity breaches less likely and/or less costly, in other words real bottom-line business 

benefits. 
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