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Preface

In this book we present a collection of papers around the topic of Agent Commu-
nication. The communication between agents has been one of the major topics
of research in multi-agent systems. The current work can therefore build on a
number of previous workshops, the proceedings of which have been published in
earlier volumes in this series. The basis of this collection is the accepted sub-
missions of the workshop on Agent Communication Languages which was held
in conjunction with the AAMAS conference in July 2003 in Melbourne. The
workshop received 15 submissions of which 12 were selected for publication in
this volume. Although the number of submissions was less than expected for
an important area like Agent Communication there is no reason to worry that
this area does not get enough attention from the agent community. First of all,
the 12 selected papers are all of high quality. The high acceptance rate is only
due to this high quality and not to the necessity to select a certain number of
papers. Besides the high-quality workshop papers, we noticed that many papers
on Agent Communication found their way to the main conference. We decided
therefore to invite a number of authors to revise and extend their papers from
this conference and to combine them with the workshop papers. We believe that
the current collection comprises a very good and quite complete overview of the
state of the art in this area of research and gives a good indication of the topics
that are of major interest at the moment.
The papers can roughly be divided over the following four topics:

— Fundamentals of agent communication
— Agent communication and commitments
— Communication within groups of agents
— Dialogues

Although the topics are of course not mutually exclusive they indicate some
main directions of research. We therefore have arranged the papers in the book
according to the topics indicated above.

The first six papers focus on some fundamental issues in agent communi-
cation. The paper of A. Jones and X. Parent explains how the semantics of
messages can be given in terms of the institutional context in which they are
sent. M. Rowvatsos, M. Nickles and G. Weiss go one step further and pose the
thesis that the interaction itself provides the meaning of the messages. The use
of cognitive coherence theory is explored in the paper of P. Pasquier, N. An-
drillon, B. Chaib-draa and M.-A. Labrie. This theory is used to explain why
certain utterances are used and why some effects are achieved. In the paper of
R. Kremer, R. Flores and C. La Fournie the performatives that are used in the
messages are discussed and a hierarchy of performative types is proposed. The
last two papers in this section deal with the verification of agent communica-
tion. In the paper of M.-P. Huget and M. Wooldridge model checking is used as
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a method to check the compliance of agent communication to some properties.
U. Endriss, N. Maudet, F. Sadri and F. Toni propose a logical formalism to de-
scribe communication protocols. The use of this formalism makes it possible to
verify the communication protocols against some properties such as guaranteed
termination, answers when you expect them, etc.

b2

The concept of “commitment” is used by a growing number of researchers in
agent communication and therefore is given a separate section in this book. The
first paper of this section is by N. Fornara and M. Colombetti and discusses how
protocols can be specified when the ACL is based on a semantics of commit-
ments. A logical model to describe the commitments themselves as a basis for
agent communication is discussed in the paper of M. Verdicchio and M. Colom-
betti. J. Bentahar, B. Moulin and B. Chaib-draa argue that commitments can
be combined into a commitment and argument network to formalize agent com-
munication. When commitments are used to model agent communication some
issues arise in how to create and dissolve them. In the paper of A.U. Mallya, P.
Yolum and M. Singh some of the issues around resolving commitments are dis-
cussed. In the paper of A. Chopra and M. Singh especially some nonmonotonic
properties of commitments are handled.

A relatively new topic that arose at this year’s workshop is that of multi-party
dialogues. Many issues come up in this setting that do not play a role in dialogues
between only two agents. The main issues are discussed in the first two papers
of this section. The paper of D. Traum focuses on the complete setting of the
dialogues, including the focus of attention, etc. The second paper of F. Dignum
and G. Vreeswijk discusses the issues from the dialogue perspective. The latter
paper also gives a first attempt to create a test bed in which one can check the
properties of multi-party dialogues. This is of particular interest because it will
be hard to formally prove some of these properties given the complex settings
and many parameters that play a role.

In the papers of P. Busetta, M. Merzi, S. Rossi and F. Legras and of F.
Legras and C. Tessier some practical applications and implications of multi-
party dialogues are discussed. Finally, in the paper of J. Yen, X. Fan and R.A.
Volz the importance of proactive communication in teamwork is discussed.

The last section of the book is centered around the concept of dialogues
in agent communication. The first two papers discuss some fundamental issues
concerning dialogues while the other three papers describe some applications of
dialogue theory in negotiation and resolving discrepancies. The paper of P.F.
Dunne and P. McBurney handles some issues around the selection of optimal
utterances within a dialogue. In the paper of S. Parsons, P. McBurney and M.
Wooldridge the mechanics of the dialogues themselves are discussed.

In the paper of R.J. Beun and R.M. van Eijk we see the application of
dialogue games in resolving discrepancies between the ontologies of the agents.
A topic that will certainly become more and more relevant in open agent systems!

The paper of P. McBurney and S. Parsons describes how the idea of “posit
spaces” can be exploited to describe protocols for negotiation between agents.
In the final paper by I. Rahwan, L. Sonenberg and F. Dignum a first attempt is
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made to describe how negotiation dialogues can be modeled using the interests
of the agents as a basis.

We want to conclude this preface by extending our thanks to the members
of the program committee of the ACL workshop who were willing to review the
papers in a very short time span, and also of course to the authors who were
willing to submit their papers to our workshop and the authors who revised their
papers for this book.

October 2003 Frank Dignum
Utrecht, The Netherlands
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Conventional Signalling Acts and Conversation

Andrew J.I. Jones and Xavier Parent

Department of Computer Science, King’s College London
The Strand, London WC2R, 2LS, UK
{ajijones,xavier}@dcs.kcl.ac.uk

Abstract. This article aims to provide foundations for a new approach
to Agent Communication Languages (ACLs). First, we outline the the-
ory of signalling acts. In contrast to current approaches to communica-
tion, this account is neither intention-based nor commitment-based, but
convention-based. Next, we outline one way of embedding that theory
within an account of conversation. We move here from an account of the
basic types of communicative act (the statics of communication) to an
account of their role in sequences of exchanges in communicative interac-
tion (the dynamics of communication). Finally, we apply the framework
to the analysis of a conversational protocol.

1 Introduction

Current approaches to conversation can be divided into two basic categories:

— those that are intention-based or mentalistic. Inspired by Grice [14], these
approaches focus on the effects communicative acts have on participants’
mental states (see e.g. [30,20]);

— those that are commitment-based, in that they assign a key role to the notion
of commitment (see e.g. [36,29,9]).

What the relative merits are of intention-based and convention-based approaches
to communication is a question that has been much debated within the Philos-
ophy of Language [14,22,26,3]. We cannot here enter into the details of this
debate. Suffice it to say that it has become increasingly clear that the role played
by the Gricean recognition-of-intention mechanism is not as important as one
might think. Indeed, as far as literal speech acts are concerned, it is necessary
to assume such a mechanism only for those cases where communicative acts are
performed in the absence of established conventional rules. On the other hand,
as some researchers working on Agent Communication Language (ACL) have
also observed, the intention-based account takes for granted a rather controver-
sial assumption, according to which agents’ mental states are verifiable. This
last observation is in fact one of the starting points of the commitment-based
account as proposed by Singh [29] and Colombetti [9]. However, there are also
some strong reasons to believe that that account too is fundamentally problem-
atic. The most obvious reason has to do with the fact that it is not entirely clear
what it means for speaker j to commit himself to an assertion of p. Should not

F. Dignum (Ed.): ACL 2003, LNAI 2922, pp. 1-17, 2004.
(© Springer-Verlag Berlin Heidelberg 2004



2 Andrew J.I. Jones and Xavier Parent

the propositional content of a commitment be a future act of the speaker? If so,
to what action is j preparing to commit himself, when asserting p? A natural re-
action is to say that, in asserting p, speaker j in fact commits himself to defend p
if p is challenged by k. This is the view defended by Walton and Krabbe [36], and
by Brandom [4,5]. However, in line with Levi [21], we believe that this defence
does not stand up to close scrutiny. What counts as an assertion in a language-
game may correlate very poorly with j’s beliefs. For instance, j can say that p
without being able to defend p'. Does that mean that j is not making an asser-
tion? If not, what is he doing? As we shall see, to focus exclusively on agents’
commitments amounts, ultimately, to confusing two kinds of norms, which have
been called “preservative” and “constitutive”. The first are the kind that control
antecedently existing activities, e.g. traffic regulation, while the second are the
kind that create or constitute the activity itself, e.g. the rules of the game.

Objections of these kinds, we believe, indicate the need for an account of sig-
nalling acts based not on intentions, or commitments, but on public conventions.

The paper is structured as follows. Section 2 outlines the basic assumptions
and intuitions which motivate the theory of conventional signalling acts. Sec-
tion 3 outlines one way of embedding that theory within an account of conversa-
tion. We move here from an account of the basic types of communicative act (the
statics of communication) to an account of their role in sequences of exchanges
in communicative interaction (the dynamics of communication). The proposed
framework is applied to the analysis of a conversational protocol.

2 Conventional Signalling Acts

The account of signalling acts outlined in this section bases the characterisa-
tion of communicative action neither on the intentions of communicators, nor
on their commitments, but rather on the publically accessible conventions the
use of which makes possible the performance of meaningful signalling acts. Con-
sideration, first, of the communicative act of asserting will serve as a means of
presenting the basic assumptions and intuitions which guide this approach.

2.1 Indicative Signalling Systems

The term ‘indicative signalling system’ is here used to refer to a signalling sys-
tem in which acts of asserting can be performed. Such systems are constituted
by conventions which grant that the performance, in particular circumstances,
of instances of a given class of act-types count as assertions, and which also
specify what the assertions mean. For example, the utterance with a particular
intonation pattern of a token of the sentence “The ship is carrying explosives”
will count, in an ordinary communication situation, as an assertion that the ship
is carrying explosives. The raising, on board the ship, of a specific sequence of
flags, will also count as an assertion that the ship is carrying explosives. In the

! For instance, Levi gives the example of a teacher explaining a thesis to a group of
students.
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first case the signal takes the form of a linguistic utterance, and in the second
it takes the form of an act of showing flags. These are just two of a number of
different types of media employed in signalling systems. For present purposes, it
is irrelevant which medium of communication is employed. But for both of these
signalling systems there are conventions determining that particular acts count
as assertions with particular meanings.

According to Searle [26], if the performance by agent j of a given communica-
tive act counts as an assertion of the truth of A, then j’s performance counts as
an undertaking to the effect that A is true. What lies behind that claim, surely,
is that when j asserts that A what he says ought to be true, in some sense or
other of ‘ought’. The problem is to specify what sense of ‘ought’ this is. (Cf. Ste-
nius [31].) The view adopted here is that the relevant sense of ‘ought’ pertains
to the specification of the conditions under which an indicative signalling system
is in an optimal state: given that the prime function of an indicative signalling
system is to facilitate the transmission of reliable information, the system is in
a less than optimal state, relative to that function, when a false signal is trans-
mitted. The relevant sense of ‘ought’ is like that employed in “The meat ought
to be ready by now, since it has been in the oven for 90 minutes”. The system,
in this case the oven with meat in it, is in a sub-optimal state if the meat is not
ready — things are not then as they ought to be, something has gone wrong.
The fact that the principles on which the functioning of the oven depends are
physical laws, whereas the principles on which the signalling system depends are
man-made conventions, is beside the point: in both cases the optimal functioning
of the system will be defined relative to the main purpose the system is meant to
achieve, and thus in both cases failure to satisfy the main purpose will represent
a less-than-optimal situation.

Suppose that agents j and k are users of an indicative signalling system s, and
that they are mutually aware that, according to the signalling conventions gov-
erning s, the performance by one of them of the act of seeing to it that C' is meant
to indicate that the state of affairs described by A obtains. The question of just
what kind of act ‘seeing to it that C” is will be left quite open. All that matters is
that, by convention (in s), seeing to it that C' counts as a means of indicating that
A obtains. The content of the convention which specifies the meaning, in s, of j’s
seeing to it that C' will be expressed using a relativised ‘counts as’ conditional
(see, for a detailed formal account, [19]), relativised to s, with the sentence E;C
as its antecedent, where F/;C is read ‘j sees to it that C” or ‘j brings it about
that C"2. How, then, is the form of the consequent to be represented? The com-
municative act is an act of asserting that A, and thus counts as an undertaking
to the effect that the state of affairs described by A obtains. As proposed in the
previous paragraph, this is interpreted as meaning that, when the communicative
act E;C is performed, s’s being in an optimal state would require that the sen-
tence A be true. So the form of the signalling convention according to which, in
s, j’s seeing to it that C' counts as an undertaking to the effect that A, is given by

2 The logic of the relativised action operator is given in [19] and [17]. The best available
introduction to this kind of approach to the logic of agency is to be found in [11].
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(sc-assert) E;,C=,I;A (1)

where I is a relativised optimality, or ideality, operator (a normative operator
of the evaluative kind3), I* A expresses the proposition that, were s to be in an
optimal state relative to the function s is meant to fulfil, A would have to be
true, and =4 is the relativised ‘counts as’ conditional.

We state informally some assumptions we associate with (sc-assert). First,
signalling system s is likely to contain a number of other conventions of the same
form, according to which j’s seeing to it that C’ counts as an undertaking to
the effect that A’ j’s seeing to it that C"" counts as an undertaking to the effect
that A”, ... and so on. So the conventions expressed by conditionals of form
(sc-assert) may be said to contain the code associated with indicative signalling
system s — the code that shows what particular kinds of assertive signalling acts
in s are meant to indicate. We might then also say that s itself is constituted by
this code. Secondly, we assume that the (sc-assert) conditionals constituting s
hold true for any agent j in the group U of agents who use s; that is, each agent
in U may play the role of communicator. Thirdly, we assume that the members
of U are all mutually aware of the (sc-assert) conditionals associated with s*.

2.2 Communicator and Audience

Suppose that j and k are both users of signalling system s, and that (sc-assert)
is any of the signalling conventions in s. Then we adopt the following schema:

The import of the schema is essentially this: if & (the audience) believes that j
performs the communicative act specified in the antecedent of (sc-assert), then
k will accept that the consequent of (sc-assert) holds. He believes, then, that
were signalling system s to be in an optimal state, A would be true. Another
way of expressing the main point here is as follows: since k is familiar with the
signalling conventions governing s, he is aware of what j’s doing C' is meant to
indicate, and so, when k believes that j has performed this act, k is also aware
of what would then have to be the case if the reliability of j’s assertion could be
trusted. This is not of course to say that k will necessarily trust j’s reliability,
but if he does so he will then also go on to form the belief that A. In summary,
assuming (sc-assert) and (2), and supposing that

BLE;C (3)

it now follows that
BipIrA (4)

3 On the distinction between evaluative and directive normative modalities, see [17].
For the logic of the I} operator we adopt a (relativised) classical modal system of
type EMCN. As is shown in [8], a classical system of this type is identical to the
smallest normal system K. For details, see [17].

4 See [17] for some remarks on the analysis of mutual belief.
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If k now also trusts the reliability of j’s assertion, k goes on to form the belief

BiA (5)

This type of trust is to be distinguished from ‘trust-in-sincerity’. For we may say
that, in this same communication situation, if k also trusts the sincerity of j’s
assertion, k goes on to form the belief:

BB, A (6)

Note the various possibilities here: £ might trust neither the reliability nor the
sincerity of j’s assertion, in which case neither (5) nor (6) holds. Alternatively,
k might trust j’s sincerity without trusting the reliability of his assertion ((6),
but not (5)), or k might trust the reliability of j’s assertion without trusting j’s
sincerity ((5) but not (6)). The latter case may arise if, for instance, k believes
that the source of information supplying j is indeed reliable, even though he (k)
also believes that j does not think the source is reliable. Finally, of course, k
might trust both the reliability and the sincerity of j’s assertion.

Note, furthermore, that the set of four trust positions we have just indicated
may be expanded into a larger set of positions, depending on whether or not j
is in fact reliable and in fact sincere®.

It can readily be seen that, in contrast to the approach advocated in the FIPA
COMMUNICATIVE ACT LIBRARY SPECIFICATION [XC00037G, 29.01.
2001]%, the present account of asserting makes no assumptions about the sin-
cerity of the communicator. Furthermore, there is no assumption to the effect
that j, when performing the act E;C, intends thereby to produce in k one or
both of the beliefs (5) and (6). Indeed the only background assumption about
the communicator’s intention that is implicit in this account is that k, when
forming the belief represented by (4), supposes that j’s communicative act is to
be taken as a serious, literal implementation of the governing convention (sc-
assert); i.e., k does not think that j is play-acting, communicating ironically,
talking in his sleep, etc. In such non-literal communication situations there are
good reasons (which will not be developed here) for supposing that (2) does not
hold for a rational audience k. One distinctive feature of the present approach
is that this background assumption about the communicator’s intention can re-
masn implicit, since the mechanism by means of which assertoric signalling is
effected turns essentially on the governing signalling conventions — the publi-
cally accessible rules which show what particular types of communicative acts

5 The use of the term ‘position’ here is quite deliberate, alluding to the theory of
normative positions, and in particular to some well studied techniques for generating
an exhaustive characterisation of the class of logically possible situations which may
arise for a given type of modality (or combination of modalities), for a given set of
agents, vis-a-vis some state(s) of affairs. See, e.g., [18] and [28] for illustrations of
the development and application of the generation procedure. A more comprehensive
account of the concept of trust, which incorporates the notion of ‘trusting what
someone says’, is presented in [16].

6 See http://www.fipa.org/
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are taken to indicate — rather than on the intentions of agents who employ those
conventions’.

It might also be observed that it is very natural indeed to adopt this back-
ground assumption in the contexts for which the theory of ACLs is currently
being developed. For the primary interest there is certainly not in non-literal
communication, or in ‘communicating one thing but meaning another’, but in
the literal (albeit quite possibly deceitful) usage of signals with public, conven-

tional meanings.
2.3 Commitment

Some recent approaches to ACLs have assigned a key role to the notion of com-
mitment (e.g., Singh in [29] and Colombetti in [9]), and it might be suggested
that when an agent j asserts that A, his act counts as an undertaking to the
effect that A is true in the sense that j commits himself to the truth of A. So
it might be supposed that there is here an alternative way of understanding
the essential rule governing asserting to that offered above in terms of the I}
operator.

However, this suggestion raises a number of difficulties. First, just what is
meant by saying that an agent commits himself to the truth of some sentence
A 7 Does it mean that j is under some kind of obligation to accept that A is
true ? If so, in relation to which other agents is this obligation held, i.e., who
is it that requires of j that j shall accept the truth of A ? Everyone to whom
he addresses his assertion 7 Surely not, for there may well be members of the
audience who do not care whether j is being sincere, and there may also be
others who require j to be insincere: perhaps j is their designated ‘spokesman’
whom they have instructed to engage in deception when that strategy appears
to meet their interests. Furthermore, since the current concern with ACLs is
related to the design of electronic agents, it has to be said that there is very
little agreement on what it might mean for an electronic agent to enter into a
commitment.

The view taken here is that the move towards agent commitment (as the
basis for understanding the undertaking involved in an act of asserting) is the
result of a confusion — a confusion which was already indicated by Fgllesdal [13]
in his discussion of Stenius. The point is this: the reason why it is very commonly
required of communicators that they shall tell the truth, or at least attempt to
tell the truth as they see it, is that conformity to that requirement (that norm)
will help to preserve the practice of asserting qua practice whose prime function
is to facilitate the transmission of reliable information. But norms designed to
preserve the practice should not be confused with the rules or conventions which

7 Within the Philosophy of Language there has been a good deal of discussion of the
relative merits of intention-based and convention-based approaches to the charac-
terisation of communicative acts. This is not the place to enter into that discussion.
Suffice it to say that FIPA’s approach to ACLs seems to have been heavily, per-
haps one-sidedly, influenced by theories deriving in large mesure from the Gricean,
intention-based theory of meaning.
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themselves constitute the practice — the conventions whose very existence makes
possible the game of asserting, and which determine that the performance of an
instance of a given act-type counts as a means of saying that such-and-such a
state of affairs obtains. An attempt to use the notion of communicator’s com-
mitment to characterise the nature of asserting confuses preservative norms with
constitutive conventions. To be sure, those conventions will eventually become
de-valued, relative to the function they were designed to meet, if there is con-
tinual violation of the preservative norms. But this should not be allowed to
obscure the fact that it is the conventions, and not the preservative norms, that
create the very possibility of playing the asserting game, in an honest way, or
deceitfully.

2.4 Some Other Types of Communicative Acts

Asserting is of course just one type of communicative act among many. This
section provides just a sketch of some other types, and certainly does not pretend
to give anything like an exhaustive characterisation of communicative act-types.
But it does illustrate the flexibility and expressive power of the logical framework
here employed. We consider four types:

— Commands

— Commissives (placing oneself under an obligation, e.g., promising)
— Requests

— Declaratives (in the sense of Searle & Vanderveken, [27])

In each case, the governing signalling convention will take the form of (sc-assert)
with, crucially, some further elaboration of the scope-formula A in the conse-
quent. This means that each of these signalling act-types is a sub-species of the
act of asserting — a consequence which is harmless, and which simply reflects the
fact that all communicative acts are acts of transmitting information — informa-
tion which may, or may not, be true. However, as will be suggested in section 2.5,
there is nevertheless one very important difference between pure assertives and
these sub-species.

Commands

Let j be the agent issuing the command, and let k be the agent who is com-
manded to see to it that A. Then the form of the governing signalling convention
is:

(sc-command) E,C =, I;OE;A (7)

where the ‘O’ operator is a directive normative modality representing obligation.
So, according to (sc-command), if j sees to it that C, s would then be in an
optimal state, relative to its function of facilitating the transmission of reliable
information, if there were an obligation on k to see to it that A.

Commissives
Let j be the agent issuing the commissive. Then the form of the governing
signalling convention is:
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(sc-commit) E,C=,I;0E;A ()

So, according to (sc-commit), if j sees to it that C, s would then be in an
optimal state, relative to its function of facilitating the transmission of reliable
information, if j were himself under an obligation to see to it that A 8.

Requests

Let j be the agent making the request, and let the aim of the request be to get
agent k to see to it that A. Then the form of the governing signalling convention
is:

(sc-request) E,C=, I H;EA 9)

where the relativised ‘H’ operator represents the modality ‘attempts to see to it
that...”. So, according to (sc-request), if j sees to it that C, s would then be in an
optimal state, relative to its function of facilitating the transmission of reliable
information, if j were attempting to see to it that k sees to it that A Y.

Declaratives
These are the kinds of signalling acts that are performed by, for instance, the
utterance of such sentences as:

— ‘I pronounce you man and wife’
— ‘I name this ship Generalissimo Stalin’
— ‘I pronounce this meeting open’

The point of declaratives is to create a new state of affairs, which will itself
often carry particular normative consequences concerning rights and obligations,
as when two persons become married, or a meeting is declared open. In the
spirit of the approach developed in [19], we may say that declaratives are used
by designated agents within institutions as a means of generating institutional
facts: facts which, when recognised by the institution as established, are deemed
to have particular kinds of normative consequences.

Let j be the agent issuing the declarative, and let A describe the state of
affairs to be created by the declarative. Then the form of the governing signalling
convention is:

(sc-declare) E,C=,I}E;A (10)

So, according to (sc-declare), if j sees to it that C, s would then be in an
optimal state, relative to its function of facilitating the transmission of reliable
information, if j sees to it that A. For instance, j utters the words ‘I pronounce
you man and wife’, and then s’s being in an optimal state would require that j
has indeed seen to it that the couple are married.

8 On the logic of the directive normative modality, see [17].
¥ On the logic of the ‘attempts to see to it that...” modality, see [17].
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2.5 Being Empowered

For each of the four types just considered, if j is an empowered/authorised agent,
then the mere performance by j of the act of seeing to it that C will be sufficient
in itself to guarantee the truth of the respective formula to the right of the I}
operator!?. For instance, if j is empowered/authorised to command k, then his
seeing to it that C will indeed create an obligation on k to do A. Likewise, if
J is empowered/authorised to commit himself, then performing the appropriate
communicative act will be enough to place himself under an obligation. And if
j is empowered/authorised to make a request to k, then his communicative act
will constitute an attempt to get k to do the requested act. And so on.

Here lies the key to the crucial difference, alluded to above, between pure
assertions and the other types of communicative act. For pure assertions, there
is no notion of empowerment or authorisation which will license the inference of
A from the truth of IYA. The closest one could get to such a notion would be
the case where j is deemed to be an authority on the subject about which he is
making an assertion: but even then, his saying that A does not make it the case
that A 1.

We have now outlined a new formal approach to the theory of ACLs, in
which a class of signalling conventions, governing some distinct types of com-
municative acts, can be represented. Other types of communicative act remain
to be characterised. But we now turn to the task of embedding this ‘static’ ac-
count of communication within a theory of conversation, in which sequences of
inter-related signalling acts are transmitted.

3 Modelling Conversations

Conversations are essentially dynamic in nature. In this section, we outline one
possible way of adding a dynamic dimension to the theory of signalling acts, by
combining it with the arrow logic of van Benthem [32-34] and colleagues [35,
24).

Our proposal is twofold. First, we suggest giving a compact expression to
conversation protocols, by means of a formula of the object-language. Second, we
suggest using this kind of representation to provide the beginning of a procedure
for keeping a record of the conventional effects achieved in a conversation'2.

10 We leave implicit here the obvious point that, in many cases, the communicative act
has to be performed in a particular context — e.g., in the presence of witnesses — if
it is to achieve its conventional effect.

This is an old idea in a new guise. A number of early contributors to the literature
on performatives (Lemmon, Aqvist and Lewis, among them) suggested that the
characteristic feature of performatives, in contrast to constatives, was ‘verifiability
by use’, or the fact that ‘saying makes it so’. See [15] for references.

Of course, the account outlined in this paper can only be suggestive of how future
work should proceed. For instance, the account says nothing about the specific cri-
terion the agent should apply in choosing which utterance will constitute its next
contribution. For a discussion of this issue, see P.E. Dunne and P. McBurney’s con-
tribution to this volume ([10]).

11

12
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The reason why we do not use dynamic logic in its traditional form (see
Pratt [25]), is that it presupposes a kind of approach to the logic of agency that
is very different from the treatment provided in the theory of signalling acts.
As indicated in section 2.1, the present framework treats agency as a modal
operator, with some reading such as ‘agent j sees to it that’. Dynamic logic
has explicit labels for action terms. These are not propositions but (to put it in
Castatieda’s terms) practitions.

It might well be the case that temporal logic provides a better account than
arrow logic. Exploration of this second possibility is the main focus of our current
investigations. The reason why we have chosen to concentrate first on arrow
logic is that, when moving to the dynamics, we do not have to redefine the main
ingredients of the semantics used for the static account. Indeed all we need to do
is to interpret the points in a model as transitions. The completeness problem
for the integrated framework is, then, relatively easy.

3.1 Embedding the Static Account within Arrow Logic

The syntax of arrow logic has in general the following three building blocks:

— a binary connective denoted by o referred to as “composition” (or “circle”);
— a unary connective denoted by " referred to as “reverse” (or “cap”);
— a propositional constant denoted by Id referred to as “identity”.

The sentences that replace A, B, ..., that the first two connectives take as argu-
ments, are supposed to describe an event, an action, etc. More expressive modal
operators can be added into the vocabulary of the logic. For present purposes,
we need not introduce them. Suffice it to observe that this way of turning the
static account into a dynamic account is very natural, because a frame in arrow
logic is no more than an ordinary Kripke frame. The only difference is that the
universe W is viewed as consisting of arrows. These are not links between pos-
sible worlds. In fact they are treated themselves as the possible worlds'3. As far
as the ‘dynamification’ of the static framework is concerned, it then suffices to
keep the package of truth-clauses already employed in the static framework, and
to introduce those usually used for the three new building blocks.

The full account of the framework will be the focus of attention in a longer
report on this work. Here we will characterise the arrow formalism only in terms
of its proof-theory, and in terms of the graphics which help to give an intuitive
account of the three new building blocks. Semantically, the introduction of these
modalities is straightforward, by adding relations between arrows.

For instance, the evaluation rule for o (“circle”) states that A o B is true at
an arrow « iff it can be decomposed into two arrows at which A and B hold,
respectively. This can be pictured as in figure 1:

13 In this approach, arrows are not required to have some particular internal structure
(to be “ordered pairs”, for instance).
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Inﬂ:A/i \gl'y:B

Ina:AoB

Fig. 1. Composition

The intended meaning of this connective is relatively transparent. A sentence of
the form Ao B can be read as meaning that the event described by A is followed
by the event described by B. The two arrows at which A and B are evaluated
can be seen as two intervals (periods of time).

Next, the evaluation rule for Id (“identity”) says that, for Id to be true at
«, o must be a transition that does not lead to a different state. This can be

pictured as follows:
[ Ina:1d ]

Fig. 2. Identity

Finally, the truth-clause for © (“reverse”) says that, for A” to be true at «,
there must be an arrow 3 that is the reversal of o and at which A holds:

Ina: A
/A

-
Ing: A

Fig. 3. Reverse

It is natural to say that such an operator has the meaning of ‘undo-ing’ an
action. In figure 3, arrow (3, at which A is true, leads from one state to another.
Intuitively, the endpoint of 3 contains the effects of the performance of A in f.
Arrow «a, at which A” is true, goes in the opposite direction, so that the effects
of the performance of A in transition § are cancelled. Of course, we give this
model for heuristic purposes only, since the formalism is not expressive enough
to allow us to reason about states as well. However, it is possible (at least in
principle) to remove this limitation, by switching to so-called two-sorted arrow
logics. Introduced in van Benthem [33], these are designed for reasoning about
both states and transitions. It seems very natural to try to refine the formalism
in such a way that what obtains within states is also taken into account. We
shall explore this issue in future research.

We now turn to the axiomatic characterization of the framework. When no
particular constraints are imposed on the semantical counterparts of the dynamic
operators, the proof theory of the integrated framework can in fact be obtained
by adding the following rules of inference and axiom schemata to the basic logic:
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Rules of inference

FB — C FA — C HA — B
- (r1) (r2) —————(r3)
(A0B) — (4oC) F(AoB) — (CoB) (4 = (B)
A A S
—caon™ o™ =y ™

Axiom schemata

F(AV B)oC — (AoC) V (Bo(C) (al)
FAo(BVC)—(AoB)V (Ao() (a2)
F(AV B)Y - A"V B (a3)

The first three rules express a principle of closure under logical consequence. The
next three are the arrow counterparts of the necessitation rule. Axioms (al)-(a3)
say that o and ~ distribute over V. The converse of implication (al) can easily
be derived by using (r2), and similarly for (a2) and (a3).

A proof of soundness and (strong) completeness for the extended framework
will be included in a longer report on our work, in preparation. The proof is
based on the standard technique of canonical model construction.

3.2 The English Auction Protocol

In this section, we illustrate the expressive capacity of the logic, by showing how
it can be applied to the analysis of a conversational protocol. We focus on what
are called English auctions, at least as a starting point. We here give the basic
idea of the treatment.

Figure 4 below depicts the English Auction Protocol used between an auc-
tioneer agent a and each agent buyers b. The nodes (circles) represent states of
the conversation, and the arcs (lines) represent speech acts that cause transition
from state to state in the conversation. The circles with a double-line represent
the final states of the conversation.

The propositional letters attached to the arcs are notational shorthand for
the following speech acts:

— A: a puts item ¢ up for auction;

— B: b makes a bid;

— C: a informs b that the item is sold to another buyer;
— D: a declares that the auction is at an end;

— FE: a informs b that another buyer overbids;

— F: a informs b that his bid wins.

We use propositional letters for clarity’s sake only. In fact, A corresponds to
the antecedent of a conventional signalling rule of type (sc-declare), and likewise
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Fig. 4. English Auction Protocol

for D. B is to be replaced by the antecedent of a signalling convention taking
the form of (sc-commit). The scope formula in the consequent uses a conditional
obligation, O(Ep A2 /A1), according to which b is under the obligation to pay if his
offer is accepted. We leave aside discussion of the problem of how to analyse the
conditional obligation operator O(/) (an elaborate formal treatment is available
in [6])14. C, E and F each correspond to the antecedent of a signalling convention
taking the form of (sc-assert).

The main function of a protocol is to define the sequences of speech acts that
are permissible during a conversation. The basic idea is to assume that such se-
quences can be expressed in a compact way, by means of a disjunction containing
o, “and/or Id. For instance, the English Auction Protocol is an instantiation of
the formula

(AoD)V (Ao C) V (Ao (BoF))V (Ao (Bo(Eo())) (11)

where (as we have just indicated) A, B, C, D, E and F stand for the antecedents
of the appropriate signalling conventions. Since o distributes over Vv, (11) can
be simplified into

AO(D\/C\/(BO(F\/(EOC)))) (12)

(11) considers in isolation the sequences of acts that are allowed by the protocol.
The first disjunct in (11), A o D, translates the path 1-2-5. The second disjunct,
Ao C, translates the path 1-2-4. The third disjunct, A o (B o F') translates the
paths 1-2-3-6. The fourth and last disjunct, A o (B o (E o ('), translates the

14 The formalization of contrary-to-duty (CTD) scenarios raises a problem that is usu-
ally considered as a hard one by deontic logicians. We note in passing that the concept
of norm violation has an obvious counterpart in commitment-based approaches to
conversation. In particular, Mallya et. al.’s contribution to this volume (see [23])
puts some emphasis on the notion of breach of a commitment in a conversation. It
would be interesting to investigate what such frameworks have to say about CTD
scenarios.



14 Andrew J.I. Jones and Xavier Parent

path 1-2-3-2-4. Formula (12) puts the sequences of speech acts together, and
indicates the points when interactants have the opportunity to choose between
two or more speech acts. (12) can be read as follows. Once A has been done, then
we can have either D, C' or B. And once B has been done, we can have either
F or E-followed-by-C. For simplicity’s sake, we assume here that auctioneer a
receives at most two bids. The fact that auctioneer a can receive more than two
bids might be captured by an operator expressing iteration.

As the auction evolves, there is a shift in focus from the whole disjunction (11)
to one specific disjunct. The latter records the acts (which are not necessarily
verbal) performed in a conversation. It seems reasonable to expect a formal
language for ACLs to also provide a way of keeping a record of the conventional
effects achieved by these acts. As a further refinement, the recording might take
into account the fact that users of signalling system s are empowered agents,
or the fact that one agent j trusts some other agent k. Although we need to
subject this issue to further investigation, we can already give some hint of how
such a record can be achieved in the present framework. It consists in using a
construction proposed by Fitting [12]

SEU - X (13)

which exploits the idea that the local and the global consequence relations used
in modal logic can be subsumed under one more general relation. The formal def-
inition of this notion can easily be adapted to the present framework. Intuitively,
S expresses global assumptions, holding at all arrows. In contrast, U enumerates
local assumptions, holding at particular arrows. In line with our previous anal-
ysis — see section 2.1 — we assume that S contains the signalling conventions
adopted by institution s. These are mutually believed by the agents who use s.
Here, S plays the role of a black box that takes U (a sequence of communicative
acts) as input and gives X (a list of conventional effects) as output. For instance,
if the focus is on the sequence Ao (Bo F), then S is the set having the following
three elements:

EaAl = I:EQA4 (14)
EyAy =, I7O(EpAg/As) (15)
E,As =, I} A7 (16)

Now let us adopt the point of view of an external observer x. This means that
we can specify U in (13) as

BwEaAl o (BwEbAQ o BwEaAg) (17)

As can easily be verified, the doxastic form of modus ponens (2) used in the
‘static’ framework allows us to specify X in (13) as

Bol{EaAy o (BoI{O(EpAs/As) o BoI{ A7), (18)

which represents a record of the conventional effects achieved in the conversation.
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Depending on z’s beliefs about the empowerment and trustworthiness of
the communicators a and b, the record will include some further features. For
instance, if = believes that a and b are empowered to declare and commit, re-
spectively, and if  also believes that a’s assertion of Ay is trustworthy (reliable),
then the record will also show:

B, E,A40 (B,O(EpAg/As) o B, A7). (19)

One last remark is to be made. So far we have used only the operator o, in
order not to distract the reader from the main point we wish to make in this
paper. It is possible to use the other two operators, Id and ~, so as to capture
further aspects of the protocol. The modal constant Id can be used to capture
the obvious fact that, once a has suggested a starting-price for the goods, it may
happen that another agent, call it ', opens the bid. (In this case, all b sees is
the new announcement.). Operator ~ can be used to express the fact that, once
E has been performed, the conversation returns to the prior state 2. Finally,
it should be mentioned that the presence of a potential cycle might easily be
captured by using the unary connective usually denoted by * and referred to
as “iteration” (also “Kleene star”). We defer the full discussion of this issue to
another occasion.

4 Concluding Remarks

Although the ‘dynamic’ account outlined in this paper is preliminary, we believe
it points the way to a comprehensive theory of conversation, providing guid-
ance to protocol designers. At the dynamic level, we have basically proposed a
compact expression of conversation protocols, by using arrow logic. Although we
need to subject this point to further investigation, we are inclined to think that
this kind of representation will be able to facilitate the systematic comparison
of protocols.

In closing, let us add one further remark in connection with the second sug-
gestion we have made. It is that the record process should take into account
questions about whether users of signalling system s are empowered agents, or
questions about whether one agent j trusts some other agent k. Considerations
of the first type become particularly relevant when, for instance, we focus on
those situations where agents buy and sell goods on behalf of some other agents.
In recent years, we have seen the development of a number of systems that make
it possible to advertise and search for goods and services electronically. Let us
take the case of the MIT’s Kasbah prototype [7]. It is a Web-based system where
users create autonomous agents to buy and sell goods on their behalf. Each of
these agents is autonomous in that, once released into the marketplace, it ne-
gotiates and makes decisions on its own, without requiring user intervention.
Suppose agent k makes a bid on behalf of user j. The background signalling
convention (governing k’s communicative act) takes the form

(ExC =, I}ELE;A) A (EjA =, I'E,B) (20)
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If k is empowered to make an offer (if, for instance, a time-out has not taken
place), then the truth of EyE;A (and, hence, the truth of E;A) is guaranteed.
If user j is empowered as buyer (if j is not under age, or if j’s credit is greater
than or equal to the price of the good), then the truth of E;B also obtains.
Here the idea is to classify the performance of a communicative act as valid
or invalid according to whether or not the agent that performed the action
was institutionally empowered. Some work along these lines has already been
conducted in the context of the study of the Contract-Net-Protocol (see Artikis
et al. [1,2]). A thorough investigation of the relation between that account and
the one outlined in this paper remains to be done.
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Abstract. This paper proposes a new model of communication in mul-
tiagent systems according to which the semantics of communication de-
pends on their pragmatics. Since these pragmatics are seen to result from
the consequences of communicative actions as these have been empiri-
cally observed by a particular agent in the past, the model is radically
empirical, consequentialist and constructivist. A formal framework for
analysing such evolving semantics is defined, and we present an exten-
sive analysis of several properties of different interaction processes based
on our model. Among the main advantages of this model over traditional
ACL semantics frameworks is that it allows agents to reason about the
effects of their communicative behaviour on the structure of commu-
nicative expectations as a whole when making strategic decisions. Also,
it leads to a very interesting domain-independent and non-mentalistic
notion of conflict.

1 Introduction

One of the main challenges in the definition of speech-act based [1] agent com-
munication language (ACL) semantics is explaining the link between illocution
and perlocution, i.e. describing the effects of utterances (those desired by the
sender and those brought about by the recipient of the message) solely in terms
of the speech acts used. Various proposed semantics suggest that it is necessary
to either resort to the mental states of agents [4, 3, 20] or to publicly visible com-
mitments [5,6,8,15,19,10,21] in order to capture the semantics of speech acts,
i.e. to aspects of the system that are external to communication itself.

In the context of open large-scale multiagent systems (MAS) characterised by
dynamically changing populations of self-interested agents whose internal design
is not accessible to others, it is not clear how specifications of mental attitudes
or systems of commitments can be linked to the observed interactions. How
can we make predictions about agents’ future actions, if the semantics of their

* This work is supported by Deutsche Forschungsgemeinschaft (German Research
Foundation) under contract No. Br 609/11-2. An earlier version of this paper has
appeared in [17].
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communication is defined in terms of mental states or commitments not related
to the design of these agents?

In this paper, we suggest a view of communication that is a possible re-
sponse to this problem. This view is based on abandoning the classical notion
of “meaning” of utterances (in terms of “denotation”) and the distinction be-
tween illocution and perlocution altogether in favour of defining the meaning of
illocutions solely in terms of their perlocutions.

Our view of communication is

1. consequentialist, i.e. any utterance bears the meaning of its consequences
(other observable utterances or physical actions),

2. empirical, since this meaning is derived from empirical observation, and

3. constructivist, because meaning is always regarded from the standpoint of a
self-interested, locally reasoning and (boundedly) rational agent.

By grounding meaning in interaction practice and viewing semantics as an emer-
gent and evolving phenomenon, this model of communication has the capacity
to provide a basis for talking about agent communication that will prove useful
as more and more MAS applications move from closed to open systems. Its prac-
tical use lies in the possibilities it offers for analysing agent interactions and for
deriving desiderata for agent and protocol design. At a more theoretical level,
our framework provides a very simple link between autonomy and control and
introduces a new, powerful notion of conflict defined in purely communicative
terms, which contrasts mentalistic or resource-level conflict definitions such as
those suggested in [12]. As a central conclusion, “good” protocols are proven
to be both autonomy-respecting and contingency-reducing interaction patterns,
which is shown through an analysis of example protocols with our framework.

The remainder of this paper is structured as follows: section 2 presents the
assumptions underlying our view of communication, and in section 3 we lay
out requirements for agents our model is suitable for. Sections 4 and 5 describe
the model itself which is defined in terms of simple consequentialist semantics
and entropy measures. An analysis of several interaction scenarios follows in
section 6, and we round up with some conclusions in section 7.

2 Basics

To develop our model of communication, we should first explain the most im-
portant underlying assumptions.

Firstly, we will assume that agents are situated in an environment that is co-
inhabited by other agents they can communicate with. Agents have preferences
regarding different states of the world, and they strive to achieve those states
that are most desirable to them. To to this end they deliberate, i.e. they take
action to achieve their goals. Also, agents’ actions have effects on each other’s
goal attainment — agents are inter-dependent.

Secondly, we will assume that agents employ causal models of communica-
tive behaviour in a goal-oriented fashion. In open, dynamic and unpredictable
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systems, it is useful to organise experience into cause-and-effect models (which
will depend much more on statistical correlation rather than on “real” causal-
ity) of the behaviour of their environment in order to take rational action (in a
“planning” sense of means-ends reasoning). This is not only true of the physical
environment, but also of other agents.

In the context of this paper, we will consider the foremost function of com-
munication to be to provide such a causal model for the behaviour of agents in
communication. These communicative expectations can be used by an agent in a
similar way as rules that it discovers regarding the physical environment.

Thirdly, there are some important differences between physical action exe-
cuted to manipulate the environment and communicative interaction, i.e. mes-
sages exchanged between agents:

1. The autonomy of agents stands in contrast to the rules that govern physical
environments — agents receive messages but are free to fulfil or disappoint
the expectations [2] associated with them. An agent can expect his fellow
agents to have a model of these expectations, so he can presume that they are
deliberately violating them whenever they are deviating from expectations.
This stands in clear contrast to the physical environment which may ap-
pear highly non-deterministic but is normally not assumed to reason about
whether it should behave the way we expect it to behave.

2. Communication postpones “real” physical action!: it allows for the establish-

ment of causal relationships between messages and subsequent messages or
physical actions.
This enables communicating agents to use messages as symbols that “stand
for” real?® action without actually executing it. Hence, agents can talk about
future courses of action and coordinate their activities in a projective fash-
ion before these activities actually occur. This can be seen as a fundamental
property of communication endowing it with the ability to facilitate cooper-
ation.

With this in mind, we make the following claims:

Past communication experience creates expectations for the future.

Agents employ information about such expectations strategically.
Communicative expectations generalise over individual observations.
Uncertainty regarding expectations should be reduced in the long run.

5. Expectations that hinder the achievement of agent goals have to be broken.

-

Claim 1 states that causal models can be built by agents from experience and
used for predicting future behaviour. Many representations for these models can

1 Of course, communication takes place in physical terms and hence is physical action.
Usually, though, exchanging messages is not supposed to have a strong impact on
goal achievement since it leaves the physical environment virtually unmodified.

2 Note that “real” action can include changes of mental states, e.g. when an agent
provides some piece of information to another and expects that agent to believe him.
For reasons of simplicity, we will restrict the analysis in this paper to communicative
patterns that have observable effects in the physical environment.



An Empirical Model of Communication in Multiagent Systems 21

be conceived of, like, for example, expectation networks which we have suggested

n [13]. Statement 2 is a consequence of 1 and the above assumptions regarding
agent rationality: we can expect agents to use any information they have to
achieve their goals, so this should include communicative expectations.

The first claim that is not entirely obvious is statement 3 which points at
a very distinct property of communicative symbols. It implies that in contrast
to other causal models, the meaning of symbols used in communication is sup-
posed to hold across different interactions. Usually, it is even considered to be
identical for all agents in the society (cf. sociological models of communication
[9,11]). The fact that illocutions (which usually mark certain paths of interac-
tions) represented by performatives in speech act theory are parametrised with
“sender” and “recipient” roles conforms with this intuition. Without this gener-
alisation (which is ultimately based on a certain homogeneity assumption among
agents [11]), utterances would degenerate to “signals” that spawn particular re-
actions in particular agents. Of course, agents may maintain rich models of indi-
vidual partners with whom they have frequent interactions and which specialise
the general meaning of certain symbols with respect to these particular agents.
However, since we are assuming agents to operate in large agent societies, this
level of specificity of symbol meaning cannot be maintained if the number of
constructed models is to be kept realistically small — agents are simply forced
to abstract from the reactions of an individual agent and to coerce experiences
with different agents into a single model.

Claims 4 and 5 provide a basis for the design criteria applied when build-
ing agents that are to communicate effectively. Unfortunately, though, the goals
they describe may be conflicting. Item 4 states that the uncertainty associated
with expectations should be kept to a minimum. From a “control” point of view,
ideally, an agent’s peers would react to a message in a mechanised, fully pre-
dictable way so that any contingency about their behaviour can be ruled out.
At the same time, the agent himself wants to be free to take any decision at
any time to achieve his own goals. Since his plans might not conform with ex-
isting expectations, he may have to break them as stated by statement 5. Or he
might even desire some other peer to break an existing expectation, if, for exam-
ple, the existing “habit” does not seem profitable anymore. We can summarise
these considerations by viewing any utterance as a request, and asking what is
requested by the utterance: the confirmation, modification or novel creation of
an expectation.

These considerations lead to several desiderata for semantic models of com-
munication:

— The meaning of a message can only be defined in terms of its consequences,
i.e. the messages and actions that are likely to follow it. Two levels of effects
can be distinguished:

1. The immediate reactions of other agents and oneself to the message.

2. The “second-order” impact of the message on the expectation structures
of any observer, i.e. the way the utterance alters the causal model of
communicative behaviour.
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— Any knowledge about the effects of messages must be derived from empirical
observation. In particular, a semantics of protocols cannot be established
without taking into account how the protocols are used in practice.

— Meaning can only be constructed through the eyes of an agent involved in
the interaction, it strongly relies on relating the ongoing communication to
the agent’s own goals.

Following these principles, we have developed a framework to describe and anal-
yse communication in open systems that will be introduced in the following
sections.

3 Assumptions on Agent Design
3.1 The InFFrA Social Reasoning Architecture

In order to present the view of communication that we propose in this paper,
we first need to make certain assumptions regarding the type of agents it is
appropriate for. For this purpose, we shall briefly introduce the abstract social
reasoning architecture InFFrA that has previously been described in full detail
in [18]. We choose InFFrA to describe this view of communication, because it
realises the principles laid out in the previous section, while making only fairly
general assumptions about the kind of agents our models are suitable for.

InFFrA is based on the idea that agents organise the interaction situations
they find themselves into so-called interaction frames [7], i.e. knowledge struc-
tures that represent certain categories of interactions. These frames contain in-
formation about

— the possible interaction trajectories (i.e. the courses the interaction may take
in terms of sequences of actions/messages),

— roles and relationships between the parties involved in an interaction of this
type,

— contexts within which the interaction may take place (states of affairs before,
during, and after an interaction is carried out) and

— beliefs, i.e. epistemic states of the interacting parties.

While certain attributes of the above must be assumed to be shared knowledge
among interactants (so-called common attributes) for the frame to be carried
out properly, agents may also store their personal experience in a frame (in the
form of private attributes), e.g. utilities associated with previous frame enact-
ments, etc. What makes interaction frames distinct from interaction protocols
and conversation policies is that

(i) they provide comprehensive characterisations of an interaction situation
(rather than mere restrictions on the range of admissible message sequences),

(ii) they always include information about experience with some interaction pat-
tern, rather than just rules for interaction.

Apart from the interaction frame abstraction, InFFrA also offers a control flow
model for social reasoning and social adaptation based on interaction frames,
through which an InFFrA agent performs the following steps in each reasoning
cycle:
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1. Matching: Compare the current interaction situation with the currently ac-

tivated frame.

Assessment: Assess the usability of the current frame.

3. Framing decision: If the current frame seems appropriate, continue with 6.
Else, proceed with 4.

4. Re-framing: Search the frame repository for more suitable frames. If candi-

dates are found, “mock-activate” one of them and go back to 1; else, proceed

with 5.

Adaptation: Tteratively modify frames in the repository and continue with 4.

6. Enactment: Influence action decisions by applying the current frame. Return
to 1.

This core reasoning mechanism called framing that is supposed to be performed
by InFFrA agents in addition to their local goal-oriented reasoning processes (e.g.,
a BDI [16] planning and plan monitoring unit) is reasonably generic to cater for
almost any kind of “socio-empirically adaptive” agent design.

Using the InFFrA architecture, we can specify a “minimal” set of properties for
agent design to be in accordance with the principles laid out for our framework
in section 2.

N

o

3.2 “Minimal” InFFrA Agents

The simplest InFFrA-compliant agent design that can be conceived of is as fol-
lows: we consider agents that engage in two-party turn-taking interactions that
occur in discrete time and whose delimiting messages/actions can always be de-
termined unambiguously. This means that agents always interact only with one
peer at a time, that these encounters consist of a message exchange in which
agents always take turns, and that an agent can always identify the beginning
and end of such an encounter (e.g. by applying some message timeout after which
no further message from the other agent is expected anymore).

We also assume the existence of some special “deictic” message performative
do(A, X) that can be sent by agent A to indicate it is executing a physical (i.e.
non-communicative) action X in the environment. More precisely, do(A, X) is
actually a shortcut for an observation action of the “recipient” of this message
by which he can unambiguously verify whether A just executed X and which he
interprets as part of the encounter; it need not be some distinguished symbol
that has been agreed upon.

Further, we assume that agents store these encounters as “interaction frames”
F = (C,w,h) in a (local) frame repository F where C is a condition, w is a
message sequence and h is a vector of message counters.

The message sequence of a frame is a simple kind of trajectory that can be
seen as a word w € X* from some alphabet of message symbols X' (which include
the do-symbols that refer to physical actions). Although agents may invent new
symbols and the content language of messages (e.g. first-order logic) may allow
for an infinite number of expressions, X is finite, since it always only contains
symbols that have already occurred in previous interactions.

Since specific encounters are relevant /possible under particular circumstances
only, we assume that the agent has some knowledge base KB the contents of
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which are, at any point in time, a subset of some logical language L, i.e. KB € 2%,
Then, provided that the agent has a sound inference procedure for L at its
disposal, it can use a condition (expressed by a logical formula C' € L) to restrict
the scope of a message sequence to only those situations in which C' holds:

(C,w,h) € F < (KB = C = w can occur )

In practice, C' is used to encode any information about roles and relationships,
contexts and beliefs associated with a frames as described in section 3.1.

As a last element of the frame format we use, agents employ “usage counters”
h € Nl for each message in a frame trajectory. The counter values for all
messages in some prefix trajectory sequence w € X* is incremented in all frames
who share this prefix word whenever w occurs, i.e.

(w has occurred n times A |w| = i) =
Y(C,wv,h) € FNi < |wl.h; =n

(for some v € X*). This means that h is an integer-valued vector that records,
for each frame, how often an encounter has occurred that started with the same
prefix w (note that during encounters, h; is incremented in all frames that have
shared prefixes w if this is the message sequence just perceived until the ith
message). Therefore, count(F)[i] > count(F)[i + 1] for any frame F' and any
i < |traj(F)| (we use functions cond(F), traj(F) and count(F') to obtain the
values of C, w and h in a frame, respectively). To keep F' concise, no trajectory
occurs twice, i.e.
VF,G € F.traj(F) # traj(G)

and if a message sequence w = traj(F') that has been experienced before occurs
(describing an entire encounter) under conditions C’ that are not compatible
with cond(F) under any circumstances (i.e. cond(C)AC’ |= false), F' is modified
to obtain F' = (cond(F)V C',w,h).

As a final element in this agent architecture, we assume the existence of a

utility function

uw: 2l x ¥ =R

which will provide to the agent an assessment of the utility u(KB, w) of any mes-
sage/action sequence w and any knowledge base content KB. Note that while
it appears to be a rather strong assumption that the utility of any message se-
quence can be numerically assessed in any state of belief, this is not intended
as a measure for how good certain messages are in a “social” sense. Rather, it
suffices if u returns estimates of the “goodness” of physical do-messages with re-
spect to goal achievement and assigns a small negative utility to all non-physical
messages that corresponds to the cost incurred by communication.

Minimal InFFrA agents who construct frame repositories in this way can use
them to record their interaction experience: In any given situation, they can
filter out those frames that are irrelevant under current belief and compute
probabilities for other agents’ actions and for the expectations others towards
them given their own previous behaviour. They can assess the usability of certain
frames by consulting their utility function, and they use the trajectories in F
both to determine the frames that are applicable and to pick their next actions.
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4 Empirical Semantics

As mentioned before, the semantic model we want to propose is purely conse-
quentialist in that it defines the meaning of utterances in terms of their effects.

Let 2- H € N be some upper bound on the possible length of encounters, and
let A(XH) be the set of all discrete probability distributions over all words from
27* no longer than H.

We define the interpretation Ix induced by some frame repository F as a
mapping from knowledge base states and current encounter sequence prefixes to
the posterior probability distributions over all possible postfixes (conclusions) of
the encounter. Formally, Ir € (2F x 2 — A(XH)) with

Iz(KB,w) = \w'.P(w'|w)

where
Pww)=a- Y count(F)[traj(F)]]
F e F, traj(F) = ww',
KB E cond(F)

for any w,w’ € XH and some normalisation constant ov.

This means that, considering those frames only whose conditions hold under
KB, we compute the ratio of experienced conclusions w’ to the already perceived
prefix encounter w and the number of all potential conclusions to w.

The intuition behind this definition is that during an interaction encounter, if
the encounter started with the initial sub-sequence w, the interpretation function
Ir will yield a probability distribution over all possible continuations w’ that
may occur in the remainder of the current interaction sequence.

Finally, given this probability distribution, we can also compute the expected
“future utility” of any message sequence w by computing

u(w) = Z Ix(KB,w)(w') - u(KB',w")

w exH

if KB’ is the state of the knowledge base after w’ has occurred®.

The definitions in this section resemble the framework of Markov Decision
Processes (MDPs) very much, and to capture the fact that probabilities of com-
munication effects are affected by the decision-making agent herself, the MDP
model would have to be modified appropriately. For the purposes of the present
analysis, though, defining some simple measures on expectation structures will
suffice.

5 Entropy Measures

With the above definitions at hand, we can now return to the principles of
communication laid out in section 2. There, we claimed that an agent strives to

3 This is because w’ might involve actions that change the state of the environment.
Unfortunately, this definition requires that the agent be able to predict these changes
to the knowledge base a priori.
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reduce the uncertainty about others’ communicative behaviour, and at the same
time to increase his own autonomy.

We can express these objectives in terms of the expectation entropy EFE and
the utility deviation UD that can be computed as follows:

EE z(w, KB) Z —P(w'|w)log, P(w'|w)

w e H

UD £(w, KB) > (uw(w', KB) —u(w', KB))*
w/ e H

Total entropy Ex(w, KB) of message sequence w is defined as follows:
Er(w,KB) = EE r(w, KB) - UD z(w, KB)

How can these entropy measures be interpreted? The expectation entropy as-
sesses the information-theoretic value of having performed/perceived a certain
sequence w of messages. By computing the information value of all potential
continuations, FE (again, we drop subscripts and arguments whenever they are
obvious from the context) expresses the entropy that is induced by w in terms
of potential continuations of this encounter prefix: the lower EF, the higher the
value of w with respect to its ability of reducing the uncertainty of upcoming
messages/actions. Thus, by comparing expectation entropies for different mes-
sages in the process of selecting which message to utter, the agent can compare
their values or regard the system of all possible messages as an “encoding” for
future reactions.

Utility deviation, on the other hand, is defined as the standard deviation
between the utilities of all possible continuations of the encounter given w so
that the importance of the potential consequences of w can be assessed. Its
power lies in being closely related to the expected utility of the encounter, while
at the same time providing a measure for the risk associated with the encounter
sequence perceived so far.

Returning to the observation we made regarding the “request” nature of any
communicative action in section 2, we can now rephrase this view in terms of
the mathematical tools introduced in the above paragraphs: Any message v € X/
considered in the context of an encounter has an expectation entropy associated
with it, so that FE(wv, KB) can be used to predict how much using v will help
to “settle” the communication situation, i.e. to reduce the number of potential
outcomes of the entire encounter. At the same time UD(wwv, KB) can be used
to check how “grave” the effects of different outcomes would be.

By combining these two measures into £, the agent can trade off the reduction
of uncertainty against sustainment of autonomy depending on its willingness to
conform with existing expectations or to deviate in order to pursue goals that
contradict the expectations held towards the agent.
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6 Analysis

To see how the above framework may help interpret the meaning of utterances
and guide the agent’s behaviour, we will compare three different interaction
scenarios, in which the frame repositories of some agent a; have been compiled
into the trees shown in figures 1, 2 and 3, respectively (we use trees of interaction
trajectories as defined in [2] instead of sets of sequences as a more compact
representation). The nodes which represent messages are connected by edges that
are labelled with transition probabilities in italics (computed using count(F)).
We use variables A, B, X etc. to capture several “ground” situations by a single
tree. The substitutions that are needed to reconstruct past interactions using the
tree are not displayed in the examples, but form part of the private attributes
(cf. section 3.1).

Where the direct utility associated with an action is not zero, the in-
crease/decrease in total utility is printed on top of the action in bold face in
square brackets [] (if communication preceding these “utility nodes” comes at a
cost, this has been already considered in the utility of the leaf node). For sim-
plicity, we also assume the trees presented here to be the result of combining all
frames that are consistent with the current knowledge base, i.e. frame conditions
have already been checked.

6.1 Interaction Scenarios

The repository shown in figure 1 summarises experience with a “simple-request”
protocol (SRP) where one agent starts by requesting an action X and the other
may simply execute the requested action or end the encounter (the L symbol is
used to denote encounter termination whenever termination probability is below
1.0) — in a sense, this is the most “minimal” protocol one can think of. So far,
only 30% out of all requests have been fulfilled, all others went unanswered.

[-10]
request(A,B,X)
0.7 n

Fig. 1. SRP (simple-request protocol) frame repository tree.

We now picture a situation in which agent a; is requested by agent as to
execute some action, but this action has a utility of —10 for a;. Note that the
probabilities in the tree are derived from observing different interactions where
a1 may have held both participating parties’ roles in different instances, but the
utility decrease of 10 units is computed on the grounds of the current situation,
by instantiating variable values with agent and action names (e.g. A = ag,
B = a; and X = deliver(quantity = 100)).
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[-10]
0.9 dO(B,X)

1.0
0.3 o accept(B,A,X) — confirm(A,B,X)
request(A,B,X) 0.1 L
0.7 X reject(B,A,X)

Fig. 2. RAP (request-accept protocol) frame repository tree.

B [-5]
do(B,X -
. 091 do(A,Y)
10 conflrm(A,B,);) (5_5]% ?(-77
accept(B,A,X) AR of ’02)3
03 05 accept—proposal(A,B,Y) ’ 1
’ 0.1
request(A,B,X) 0 2propose(B,A,Y) i
0.5 05 reject—proposal(A,B,Y)

reject(B,A,X)

Fig. 3. RCOP (request-counter-offer protocol) frame repository tree.

Figure 2 shows a “request-accept” protocol (RAP) that leaves some more op-
tions to the requestee as he may accept or reject the request. After confirmation
of the requesting agent (which is certain), the requestee executes the request
with a probability of 90%; in 10% of the cases, the agent who agreed to fulfil the
request is unreliable.

The “request-counter-offer” protocol (RCOP) in figure 3 offers more pos-
sibilities still: it includes “accept” and “reject” options, but it also allows for
making a proposal Y that the other agent may accept or reject in turn, and if
this proposal is accepted, that other agent is expected to execute action Y if
the first agent executes X. The distribution between accept/propose/reject
is now 0.3/0.2/0.5, because it is realistic to assume that in 20% of the cases in
which the initial offer would have been rejected in the RAP, the requestee was
able to propose a compromise in the RCOP. As before, the requestee fails to
perform X with probability 0.1, and this unreliability is even larger (23%) for
the other agent. This is realistic, because the second agent is tempted to “cheat”
once his opponent has done his duty. In the aforementioned scenario, we as-
sume that the “compromise” actions X and Y (e.g. X = deliver(quantity = 50),
Y = pay_bonus) both have utility —5.0, i.e. the compromise is not better than
the original option deliver(quantity = 100).

Now let us assume a; received the message

request(ag, a1, deliver(quantity = 100))
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from as who starts the encounter. The question that a; finds herself in is whether
he should perform the requested action despite the negative utility just for the
sake of improving the reliability of the frame set or not*.

6.2 Entropy Decrease vs. Utility

First, consider the case where he chooses to perform the action. In the SRP,
this would decrease UD(request) from 5.39 to 5.36 °, but it would increase
EFE(request) from 0.8812 to 0.8895. The total entropy £(request) would in-
crease from 4.74 to 4.76. In case of not executing the requested action utility
deviation would rise to 5.40, expectation entropy would decrease to 0.8776, and
the resulting total entropy would be 4.73.

How can we interpret these changes? They imply that choosing the more
probable option L reduces entropy while performing the action increases it. Thus,
since most requests go unanswered, doing nothing reassures this expectation.
Yet, this increases the risk (utility deviation) of request, so ay’s choice should
depend on whether he thinks it is probable that he will herself be in the position
of requesting an action from someone else in the future (if e.g., the utility of
do becomes +10.0 in a future situation and a; is requesting that action). But
since the difference in AE (the difference between entropies after and before the
encounter) is small (0.02 vs. -0.01), the agent should only consider sacrificing
the immediate payoff if it is highly probable that the roles will be switched in
the future.

Let us look at the same situation in the RAP case. The first difference to
note here is that

UD(accept) = UD(confirm) = 6.40 > 4.76 = UD(request)

This nicely illustrates that the “closer” messages are to utility-relevant actions,
the greater the potential risk, unless occurrence of the utility-relevant action
is absolutely certain. This means that the 0.9/0.1 distribution of do/L consti-
tutes a greater risk than the 0.7/0.3 distribution of reject/accept, even though
EF(confirm) < EE(request)!

If a; performs the requested action, the total entropy of request increases
from 4.86 to 4.89, if he doesn’t (by sending a reject), it decreases to 4.84. Since
this resembles the entropy effects in the SRP very much, what is the advantage
of having such a protocol that is more complex?

6.3 External Paths and Path Criticality

The advantages of the RAP become evident when looking at the entropies of
accept and confirm after a reject, which remain unaffected (since they are

4 Ultimately, this depends on the design of the agent, i.e. in which way this reliability
is integrated in utility computation.

5 The small changes are due to the fact that the frame repository is the product of
100 encounters — a single new encounter induces only small changes to the numerical
values.
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located on different paths than reject). So RAP is, in a sense, superior to SRP,
because it does allow for deviating from a certain expectation by deferring the
expectations partly to messages on unaffected external paths. Effectively this
means that after a reject, a request becomes riskier in future encounters, but
if the agent waits until the accept message in a future interaction, he can be
as certain of the consequences as he was before. Of course, in the long run this
would render request almost useless, but if used cautiously, this is precisely the
case where autonomy and predictability can be combined to serve the needs of
the agents.

The most dramatic changes to entropy values will be witnessed if the agent
doesn’t perform the action, but promises to do so by uttering an accept message:
E(request) increases from 4.86 to 5.05, E(accept) and £(confirm) both increase
from 3.00 to 3.45. This is an example of how our analysis method can provide
information about path criticality: it shows that the normative content of accept
is very fragile, both because it is closer to the utility-relevant action and because
it has been highly reliable so far.

6.4 Trajectory Entropy Shapes

Let us now look at the RCOP and, once more, consider the two alternatives
of executing the request right away or rejecting the request. Now, the total
entropy decreases from 14.41 to 14.38 and 14.35 in the case of accept/reject,
respectively. This is similar to the SRP and the RAP, even though the effects of
different options are now less clearly visible (which due to the fact that refusal
and acceptance are now more evenly distributed). Also, the total entropy of
request that is more than three times higher than before (with comparable
utility values). This suggests that it might be a good idea to split the RCOP
into two frames that start with different performatives, e.g. request-action
and request-proposal.

Of course, the propose option is what is actually interesting about the RCOP,
and the final step in our analysis will deal with this case. If a; analyses the
possible runs that include a propose message, he will compare the effects of the
following encounters on the frame tree with each other:

Short name Encounter

“success”: |request(A,B,X)...— do(A)Y)

“A cheats”: |request(A, B, X) ... — do(B, X)

“B cheats”:|request(A, B, X) ... — accept-proposal(4, B,Y)
“rejection”: |request(A, B, X) — reject-proposal(B, A, X)

Figures 4 and 5 show the values of £(w) and AE(w) (the change in total entropy
before and after the encounter) computed for the messages along the path

w = propose(4,B,X) — ... » do(4,Y)

A first thing to note is the shape of the entropy curve in figure 4 which is typical
of meaningful trajectories. As illustrated by the boxed “perfect” entropy curve,
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Fig. 4. RCOP entropies along “success” path for all four interaction cases.

reasonable trajectories should start with an “autonomy” part with high entropy
which gives agents several choices, and then continue with a “commitment” part
in which entropy decreases rapidly to make sure there is little uncertainty in the
consequences of the interaction further on.

Secondly, figure 5 which shows the changes to the node entropies before
and after the respective interaction proves that as in the RAP, cheating has a
negative impact on entropies. Moreover, the effects of “A cheats” appear to be
much worse than those of “B cheats” which reassures our intuition that the
closer utterances are to the final outcome of the encounter, the more critical will
the expectations about them be.

Thirdly, as before, the “rejection” dialogue and the “success” dialogue are
acceptable in the sense of decreasing entropies of propose and accept-proposal
(note that the small entropy increase of request is due to the 0.1/0.23 probabil-
ities of cheating after accept-proposal and do(B, X)). The fact that “success”
is even better than “rejection” suggests that, in a situation like this, there is
considerable incentive to compromise, if the agent is willing to sacrifice current
payoff for low future entropies.

6.5 Conflict Potential

Looking at the plots in figure 5, a more general property of communication
becomes evident: we can imagine an agent reckoning what to do in an ongoing
encounter who evaluates the potential entropy changes to relevant paths after
each message.

For this purpose, let F’ be the result of adding a new encounter w’ to the cur-
rent repository F (we assume count(w) and cond(w) are computed as described
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Fig. 5. RCOP entropy changes AE along propose(A4, B, X) — ... — do(A,Y).

in section 3). The entropy change induced on trajectory w € X* by performing
encounter w’ € X* is defined as

AS}-(w, w’) = 5]:/ (w) - 5]:(’(1))

This quantity provides a measure of the expectation-affirmative or expectation-
negating character of an utterance. In other words, it expresses to which degree
the agents are saying “yes” or “no” to an existing expectation.

The conflict potential of an encounter can be derived by comparing the ex-
pected entropy change to the occurred entropy change, and thus revealing to
which degree the agents exceeded the expected change to expectation struc-
tures. We can define the conflict potential exerted by the occurred encounter w”
on encounter w if the expected encounter was w’ as

w(|wl]
CPr(w" v iw) = / Alr(w,w") — Alx(w, w")dw;

w(i]
This is the area under the “conflict curve” in figure 5, that computes
AE (“success”, “A cheats”) — AE(“success”, “success”)

This curve shows how the difference between expected and actual entropy change
grows larger and larger, until the encounter is terminated unsuccessfully. This
increases the probability that the participating agents will stop trusting the
expectation structures, and that this will inhibit the normal flow of interaction,
especially if CP is large for several paths w.
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A noteworthy property of this view of conflict is that in cases where, for
example, entirely new performatives are tried out, the conflict potential is 0
because the expected entropy change (which is very large, because the agents
know nothing about the consequences of the new performative) is identical to
that actually experienced. So what matters about conflict is not whether the
expectations associated with a message are clear, but rather whether the ef-
fect of uttering them comes close to our expectations about that effect on the
expectation structures — a property we might call second-order expectability.

7 Conclusions

This paper presented a novel model for defining and analysing the semantics of
agent communication that is radically empirical, consequentialist and construc-
tivist. Essentially, it is based on the idea that the meaning of communication
lies in the expectations associated with communicative actions in terms of their
consequences. This expectations always depend on the perspective of an observer
who has derived them from his own interaction experience.

By relying on a simple statistical analysis of observed communication that
makes no domain-dependent assumptions, the proposed model is very generic. It
does impose some restrictions on the design of the agents by assuming them to be
capable of recording and statistically analysing observed interaction sequences.

A common critique of such “functionalist” semantics of agent communica-
tion that has to be taken seriously is that there is more to communication than
statistical correlations between messages and actions, because the purpose of
communication is not always physical action (but also, e.g., exchange of infor-
mation) and that many (in particular, normative) aspects of communication are
neglected by reducing semantics to an empirical view. We still believe that such
empirical semantics can serve as a “greatest common denominator” for diver-
gent semantic models of different agents, if no other reliable knowledge about
the meaning of messages is available. If, on the other hand, such knowledge
is available, our framework can still be used “on top” of other (mentalistic,
commitment-based) semantics.

Using very general entropy-based measures for probabilistic expectation
structures, we performed an analysis of different empirically observed interaction
patterns. This analysis proved that useful expectation structures are structures
that leave enough room for autonomy but are at the same time reliable once
certain paths are chosen by interactants — they are autonomy-respecting and
contingency-reducing at the same time.

Such structures are characterised by the following features:

— external paths whose entropies remain fairly unaffected by agent’s choices in
the early phases of an encounter;

— low expectation entropy where utility deviation is high — the higher the po-
tential loss or gain of a path, the more predictable it should be (esp. towards
the end of an encounter);
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— alternatives for different utility configurations; paths that are likely to have
a wider range of acceptable outcomes for the partners (e.g. by containing do-
actions for all parties, cf. RCOP) are more likely to become stable interaction
procedures, as they will be used more often.

One of the strengths of our framework is that empirical semantics suggest in-
cluding considerations regarding the usefulness of “having” a certain semantics
in the utility-guided decision processes of agents. Agents can compute entropy
measures of message trajectories prior to engaging in actual communication and
assess the first- and second-order effects of their actions under current utility
conditions or using some long-term estimate of how the utility function might
change (i.e. which messages they will want to be reliable in the future). The
fact that agents consider themselves being in the position of someone else (when
computing entropy changes) links the protocol character of communication to
the self-interested decision-making processes of the participating agents, thus
making communication truly meaningful.

As yet, we have not formalised an integrated decision-theoretic framework
that allows these long-term considerations to be included in social “message-
to-message” reasoning, but our model clearly provides a foundation for further
investigation in this direction. Also, we have not yet 