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Preface

This book1 introduces the main ideas and fundamental methods of differ-
ential and integral calculus for functions of several variables.

In Chapter 1 we discuss differential calculus for functions of several
variables with a short excursion into differential calculus in Banach spaces.

In Chapter 2 we present some of the most relevant results of the
Lebesgue integration theory, including the limit and approximation theo-
rems, Fubini’s theorem, the area and coarea theorems, and Gauss–Green
formulas. The aim is to provide the reader with all that is needed to use
the power of Lebesgue integration. For this reason some details as well as
some proofs concerning the formulation of the theory are skipped, as we
think they are more appropriate in the general context of measure theory.

In Chapter 3 we deal with potentials and integration of differential
1-forms, focusing on solenoidal and irrotational fields.

Chapter 4 provides a sufficiently wide introduction to the theory of
holomorphic functions of one complex variable. We present the fundamen-
tal theorems and discuss singularities and residues as well as Riemann’s
theorem on conformal representation and the related Schwarz and Poisson
formulas and Hilbert’s transform.

In Chapter 5, we discuss the notions of immersed and embedded sur-
face in Rn, and we present the implicit function theorem and some of its
applications to vector fields, constrained minimization, and functional de-
pendence. The chapter ends with the study of some notions of the local
theory of curves and surfaces, such as of curvature, first variation of area,
the Laplace–Beltrami operator, and distance function.

In Chapter 6, after a few preliminaries about systems of linear ordi-
nary differential equations, we discuss a few results concerning the sta-
bility of nonlinear systems and the Poincaré–Bendixson theorem in or-
der to show that dynamical systems with one degree of freedom do not
present chaos, in contrast with the one-dimensional discrete dynamics or
the higher-dimensional continuous dynamics.

1 This book is a translated and revised edition of M. Giaquinta, G. Modica, Analisi
Matematica, IV. Funzioni di più variabili, Pitagora Ed., Bologna, 2005.

 



vi Preface

The study of this volume requires a stronger effort compared to that of
[GM1],[GM2],and [GM3]2 both because of intrinsic difficulties and broad
scope of the themes we present. We think, in fact, that it is useful for the
reader to have a wide spectrum of contexts in which these ideas play an im-
portant role and wherein even the technical and formal aspects play a role.
However, we have tried to keep the same spirit, always providing exam-
ples, illustrations, and exercises to clarify the main presentation, omitting
several technicalities or developments that we thought to be too advanced.

We are greatly indebted to Cecilia Conti for her help in polishing our
first draft and we warmly thank her. We would like to thank also Paolo
Acquistapace, Timoteo Carletti, Giulio Ciraolo, Roberto Conti, Giovanni
Cupini, Matteo Focardi, Pietro Majer, and Stefano Marmi for their com-
ments and their invaluable help in catching errors and misprints and Ste-
fan Hildebrandt for his comments and suggestions concerning especially
the choice of illustrations. Our special thanks also go to all members of
the editorial and technical staff of Birkhäuser for the excellent quality of
their work and especially to Rebecca Biega and the executive editor Ann
Kostant.

Note: We have tried to avoid misprints and errors. But, as most authors,
we are imperfect. We will be very grateful to anybody who wants to inform
us about errors or just misprints, or wants to express criticism or other
comments. Our e-mail addresses are

giaquinta@sns.it giuseppe.modica@unifi.it

We shall try to maintain any errata and corrigenda at the following web
pages:

http://www.sns.it/~giaquinta

http://www.dma.unifi.it/~modica

Mariano Giaquinta
Giuseppe Modica
Pisa and Firenze
July 2007

2 We shall refer to the following sources as [GM1], [GM2], and [GM3], respectively:
[GM1]: M. Giaquinta, G. Modica, Mathematical Analysis, Functions of One Variable,
Birkhäuser, Boston, 2003; [GM2]: M. Giaquinta, G. Modica, Mathematical Analysis,
Approximation and Discrete Processes, Birkhäuser, Boston, 2004; [GM3]: M. Gia-
quinta, G. Modica, Mathematical Analysis, Linear and Metric Structures and Con-
tinuity, Birkhäuser, Boston, 2007.
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1. Differential Calculus

In this chapter we discuss the basic notions of differential calculus of func-
tions of several variables.

1.1 Differential Calculus of Scalar

Functions

1.1.1 Directional and partial derivatives, and
the differential

a. Directional derivatives
Given x0 ∈ Rn and a direction v ∈ Rn, the map r(t) := x0+vt, t ∈ R, is the
parameterization of the line through x0 and x0 + tv, called the parametric
equation of the line through x0 with direction v. It represents the motion
of a point that at time t = 0 is at 0 and moves with constant velocity v.

Let A ⊂ Rn be an open set, x0 ∈ A, and suppose that the ball B(x0, ε0)
of center x0 and radius ε0 is contained in A. For each v ∈ Rn, then r(t) :=
x0 + tv belongs to A for |t| ≤ ε0/|v| if v �= 0 or for all t ∈ R if v = 0.
Consequently, given f : A → R, the composite function

φv(t) := f(x0 + tv), t ∈ r−1(A), (1.1)

called the restriction of f to the line through x with direction v is well
defined in the interval |t| < ε0/|v| (R if v = 0).

1.1 Definition. We say that f has a directional derivative at x0 in the
direction v if the following limit exists and is finite

lim
t→0

f(x0 + tv) − f(x0)
t

= lim
t→0

φv(t) − φv(0)
t

, (1.2)

i.e., if φv is diferentiable at 0. The number φ′
v(0) is called the derivative

of f at x0 in the direction v and is denoted by one of the following symbols

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2009
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2 1. Differential Calculus

Figure 1.1. The restriction of the graph of f to a line.

∂f

∂v
(x0), Dvf(x0), or fv(x0).

Notice that ∂f
∂v (x0) = 0 if v = 0.

Let (e1, e2, . . . , en) be a basis of Rn and let (x1, x2, . . . , xn) be the
corresponding system of coordinates. For i = 1, . . . , n the partial derivative
of f in the direction xi is defined as the derivative of f in the direction of
the corresponding direction ei of the basis,

∂f

∂xi
(x0) :=

∂f

∂ei
(x0),

if this directional derivatives exists. The partial derivative ∂f
∂xi (x0) is also

denoted by
Dif(x0) or fxi(x0).

1.2 ¶ Fermat’s theorem. Suppose that f : A → R has a maximum point or a mini-
mum point at an interior point x0 ∈ A and that f has a derivative at x0 in the direction
v. Show that

∂f

∂v
(x0) = 0.

b. The differential
The mere existence of all directional derivatives has no further conse-
quences such as continuity. The following example illustrates the situation
and motivates the introduction of the stronger notion of differentiability
of functions of several variables.

1.3 Example. (i) The function f : R2 → R, which is defined to be zero at points
in the coordinate axes and one outside, has zero derivatives in the directions of
the axes and is not continuous at (0, 0).

(ii) The function

f(x, y) :=

8<:1 if y = x2, x �= 0,

0 otherwise

is discontinuous at (0, 0) even though all its directional derivatives vanish at (0, 0).
Similarly, the function
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Figure 1.2. The graph of a function similar to the graph of the function in (ii) Exam-
ple 1.3.

f(x, y) :=

8<:
“

x2y
x4+y2

”2
if (x, y) �= (0, 0),

0 if (x, y) = (0, 0)

has vanishing directional derivatives at (0, 0) and is not continuous, see Figures
1.2 and 1.3.

(iii) The function

f(x, y) :=

8<:
x2y

x2+y2 if x �= 0,

0 if x = 0

is continuous at (0, 0), all its directional derivatives vanish at (0, 0), but the so-

called tangent map v → ∂f
∂v

(x0) is not linear since the partial derivatives of f are
zero at (0, 0)

0 = 1
∂f

∂(1, 0)
(0, 0) + 1

∂f

∂(0, 1)
(0, 0) �= ∂f

∂(1, 1)
(0, 0) = 1/2,

see Figure 1.4.
(iv) It can happen that all directional derivatives of a function f vanish at (0, 0), the

function f is continuous, and there exist two different paths through (0, 0) that
are tangent at (0, 0) and, along those paths, we arrive at (0, 0) with different
slopes. For instance, all directional derivatives at (0, 0) of the function

f(x, y) :=

8<:x if y = x2,

0 otherwise

vanish and f is continuous at (0, 0); however, along the curves x → (x, x2) and
x → (x, 0) we find

lim
x→0

x − 0

x
= 1 �= ∂f

∂(1, 0)
(0, 0) = 0.

In particular, there is no way of defining the slope of the graph of f at (0, 0) in
the direction (1, 0).

1.4 Definition. Let f : A → R be a function with domain A ⊂ Rn, and
let x0 be an interior point of A. We say that f is differentiable at x0 if
there exists a linear function L : Rn → R (depending on x0) such that

lim
h→0

f(x0 + h) − f(x0) − L(h)
|h| = 0. (1.3)
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P

Figure 1.3. Moving along a straight line toward the precipice, we end up at the top.
Moving instead along a sufficiently curved path, we end up at the bottom.

Here |h| denotes the Euclidean norm of h.

The linear map L is unique provided it exists, by Proposition 1.5 below.
L is called the differential or the linear tangent map of f at x0 and will
be denoted by dfx0 or df(x0). Whenever a domain A is given, we say that
f is differentiable in A if f is differentiable at every point of A.

1.5 Proposition. Let f : A → R, A ⊂ Rn, and let x0 be an interior point
of A. If f is differentiable at x0, then

(i) f is continuous at x0,
(ii) f has derivatives at x0 in every direction and

∂f

∂v
(x0) = dfx0(v) ∀v ∈ Rn. (1.4)

In particular,

◦ the tangent map v → ∂f
∂v (x0), v ∈ Rn, is linear,

◦ the differential is unique, if it exists.

Proof. (i) Let h ∈ Rn, h �= 0. We have˛̨̨
f(x0 + h) − f(x0) − L(h)

˛̨̨
≤ |h|

˛̨̨̨
f(x0 + h) − f(x0) − L(h)

|h|

˛̨̨̨
→ 0 · 0 = 0,

and, since L(h) → 0 as h → 0 (since linear maps of Rn are continuous), we conclude
that f(x0 + h) − f(x0) → 0.

(ii) Let L be a differential of f at x0 and let v ∈ Rn, v �= 0. From the definition of
differential and because of the theorems of the limits of composite function, we infer
that ˛̨̨̨

f(x0 + tv) − f(x0)

t
− L(v)

˛̨̨̨
=

˛̨̨̨
f(x0 + tv) − f(x0) − L(tv)

t

˛̨̨̨
→ 0

as t → 0. Therefore f has derivative at x0 in the direction v; moreover,

∂f

∂v
(x0) = L(v),

and the uniqueness of the differential follows at once from the uniqueness of the direc-
tional derivatives. ��
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Figure 1.4. The restriction of the graph of f(x, y) = (x3 − 3xy2)/(x2 + y2) to a line
through the origin is a line; nevertheless, Gf has no tangent plane at (0, 0).

1.6 Remark. We can write (1.3) in Landau’s notation as

f(x0 + h) = f(x0) + dfx0(h) + o(|h|) |h| → 0. (1.5)

As we have just seen, if (1.5) holds, f is continuous. Therefore we can
assume that o(|h|) is defined and continuous at 0 by setting o(0) := 0.

For functions of one variable, differentiability is equivalent to existence
of the derivative, see [GM1]. For functions of two or more variables, Propo-
sition 1.5 shows that differentiability implies continuity of the function,
existence of all directional derivatives, and linearity of the thangent map,
i.e., (1.4). None of the opposite implications holds. This should not be
surprising. In fact, differentiability is a property of approximation with a
linear map expressed by a limit in several variables, whereas a directional
derivative involves the restriction of f along a line through x0 and a limit in
one variable. Finally, we repeat, in general the behavior of a function along
a curve γ through x0 and along the tangent line to γ at x0 can be very dif-
ferent. Indeed, the function in (ii) Example 1.3 has directional derivatives,
but it is discontinuous; the function in (iii) Example 1.3 has directional
derivatives but does not satisfy (1.4); the function in (iv) Example 1.3 is
continuous at (0, 0), has vanishing directional derivatives, satisfies (1.4),
but is not differentiable at (0, 0).

c. The gradient vector
Suppose that Rn is endowed with an inner product • . By Riesz’s theorem,
see [GM3], to every linear map L : Rn → R we can associate a unique
vector xL ∈ Rn characterized by

L(h) = h •xL ∀h ∈ Rn.

In particular, to the differential of f at x0 we can associate a unique vector
of Rn, called the gradient of f at x0 and denoted by ∇f(x0) or grad f(x0),
such that
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Figure 1.5. Frontispieces of two well-known treatises on the differential calculus of func-
tions of several variables.

dfx0(h) = h •∇f(x0) = h •gradf(x0) ∀h ∈ Rn. (1.6)

Notice that
ker dfx0 = grad f(x0)⊥.

d. Direction of steepest ascent
Let f : A ⊂ Rn → R be differentiable at an interior point x0 of A. Cauchy’s
inequality yields∣∣∣∣∂f

∂v
(x0)
∣∣∣∣ = | v •∇f(x0) | ≤ ||v|| ||∇f(x0)||

and, if ∇f(x0) �= 0, with equality

∂f

∂v
(x0) = ||v|| ||∇f(x0)||

holding if and only if v is a positive multiple of ∇f(x0); here ||x|| :=
√

x •x
is the norm induced by the inner product. In other words, the maximum of
the tangent map v → dfx0(v), when v varies in {v | ||v|| = 1} is ||∇f(x0)||
and, if ∇f(x0) �= 0, the maximum is attained at

v =
∇f(x0)

||∇f(x0)|| . (1.7)

Let γ :]−1, 1[→ A be a differentiable curve with γ(0) = x0 and γ′(0) =
v. It is easily seen that if f is differentiable at x0, then the curve t → f(γ(t))
is differentiable at 0 and
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d(f ◦ γ)
dt

(0) = ∇f(x0) •γ′(0) , (1.8)

see also Theorem 1.22. In particular, the growth of f at x0 along every
regular curve γ through x0 depends on γ only through its velocity at zero,
γ′(0) = v. Consequently, for a differentiable function f at x0, we may
introduce the notion of slope at x0 in the direction v as the real number
∂f
∂v (x0) = dfx0(v), and state, compare Example 1.3 (iv), the following.

1.7 Proposition. Let f : A ⊂ Rn → R be differentiable at an inte-
rior point x0 of A and suppose that ∇f(x0) �= 0. Then the direction of
maximum slope of f at x0 among all directions v such that ||v|| = 1 is
∇f(x0)/||∇f(x0)||.

1.1.2 Directional derivatives and differential

in coordinates

a. Partial derivatives

Let (e1, e2, . . . , en) be a basis of Rn and let (x1, x2, . . . , xn) be the corre-
sponding coordinate system.

1.8 Definition. The derivative of f at x0 in the direction ei is called the
partial derivative of f with respect to xi and will be denoted by one of the
symbols

∂f

∂xi
(x0) =

∂

∂xi
f(x0) = Dif(x0) = fxi(x0) :=

∂f

∂ei
(x0).

By (1.2) the partial derivative of f with respect to xi at x0 =
(x1

0, x2
0, . . . , xn

0 ) is the derivative of the function of one variable

t → f(x1
0, . . . , x

i−1
0 , t, xi+1

0 , . . . , xn
0 )

at t = xi
0. In other words, the partial derivative with respect to xi is com-

puted by taking the remaining variables (x1, . . . , xi−1, xi+1, xn) as constant
and differentiating with respect to xi.

1.9 Example. If we want to compute ∂f
∂x

(1, 1) where f(x, y) := x2 + y2, we consider

ϕ(x) := f(x, 1) = x2 + 1 and then ∂f
∂x

(1, 1) = dϕ
dx

(1) = 2.
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b. Jacobian matrix
Recall that if (e1, e2, . . . , en) is a basis of Rn, and L : Rn → R is a linear
map, then L(h), h ∈ Rn, can be written as the product rows by columns
of the 1 × n matrix L := (L(e1), L(e2), . . . , L(en)) and the vector of the
coordinates of h,

L(h) = L(
n∑

i=1

hiei) =
n∑

i=1

L(ei)hi = L

⎛⎜⎜⎜⎝
h1

h2

...
hn

⎞⎟⎟⎟⎠ .

In particular, if f : A ⊂ Rn → R is differentiable at an interior point
x0 of A and if we introduce the 1 × n matrix,

Df(x0) :=
(

∂f

∂x1
(x0),

∂f

∂x2
(x0), . . . ,

∂f

∂xn
(x0)
)

,

called the Jacobian matrix of f at x0, (1.4) can be rewritten as

dfx0(h) =
n∑

i=1

dfx0(ei)hi =
n∑

i=1

∂f

∂xi
(x0)hi = Df(x0)h (1.9)

for all h = (h1, h2, . . . , hn)T ∈ Rn.

1.10 ¶. Notice that f : A ⊂ R2 → R is differentiable at an interior point x0 of A if
and only if there exist a, b ∈ R such that

f(u0 + h, v0 + k) − f(u0, v0) = ah + bk + o(
p

h2 + k2) as (h, k) → (0, 0)

and moreover,

a =
∂f

∂u
(u0, v0), b =

∂f

∂v
(u0, v0).

c. The differential in the dual basis
Let (e1, e2, . . . , en) be a basis of Rn and let xi : Rn → R be the linear
maps that associate its ith component to each h ∈ Rn. Since the map xi

is linear, it agrees with its differential (at any point),

dxi
x0

(h) = xi(h) = hi, ∀h ∈ Rn.

Therefore, for and any linear map L : Rn → R we can write

L(h) =
n∑

i=1

L(ei)hi =
n∑

i=1

L(ei) dxi(h)

or, equivalently, as maps



1.1 Differential Calculus of Scalar Functions 9

L =
n∑

i=1

L(ei)dxi. (1.10)

In particular, if f is differentiable at x0, then

dfx0 =
n∑

i=1

∂f

∂xi
(x0)dxi. (1.11)

d. The gradient vector in coordinates
Writing (1.6) in coordinates with respect to a basis (e1, e2, . . . , en), we
find the relation between the components of the gradient vector and the
components of the Jacobian matrix. If we denote by G = (Gij) the metric
tensor defined by Gij := ei • ej , see, e.g., [GM3], then we find

∇f(x0) = G−1Df(x0)T .

In particular, if (e1, e2, . . . , en) is an orthonormal basis, then G = Id,
hence

∇f(x0) =
(

∂f

∂x1
(x0),

∂f

∂x2
(x0), . . . ,

∂f

∂xn
(x0)
)T

. (1.12)

e. The tangent plane

1.11 Graphs of linear maps. Recall that the graph of f : A ⊂ Rn → R

is the subset of Rn+1 defined by

Gf :=
{

(x, y) ∈ Rn × R

∣∣∣ x ∈ A, y = f(x)
}

,

and trivially

Gf =
{
(x, f(x)) ∈ Rn × R

∣∣∣x ∈ A
}

= Im ( Id × f)(A)

i.e., Gf is the image of the injective map x → Id×f(x) := (x, f(x)), x ∈ A.
The graph GL of a linear map L : Rn → R, {(x, y) | y − L(x) = 0} is

therefore a linear subspace of Rn×R of dimension n, and, if (e1, e2, . . . , en)
is a basis of Rn, then the vectors

(e1, L(e1)), (e2, L(e2)), . . . , (en, L(en))

of Rn × R form a basis of GL.

Let f : A ⊂ Rn → R be differentiable at an interior point x0 ∈ A.
The graph of the tangent map to f at x0 is called the tangent space to the
graph of f at x0 and denoted by

Tan (x0,f(x0))Gf :=
{

(x, y) ∈ Rn × R

∣∣∣ y = dfx0(x)
}

.
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x0

Figure 1.6. (∇f(x0),−1) is perpendicular to the tangent plane to the graph of f at
(x0, f(x0)).

If we choose a basis (e1, e2, . . . , en) of Rn, Tan (x0,f(x0))Gf is a linear space
of dimension n since a basis is given by the column vectors of the (n+1)×n
matrix ⎛⎜⎜⎜⎜⎜⎝

1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1

∂f
∂x1 (x0) ∂f

∂x2 (x0) . . . ∂f
∂xn (x0)

⎞⎟⎟⎟⎟⎟⎠ . (1.13)

The translate to (x0, f(x0)) of Tan (x0,f(x0))Gf{
(x, y) ∈ Rn × R

∣∣∣ y = f(x0) + Df(x0)(x − x0)
}

(1.14)

is called the tangent plane to the graph of f at x0.

f. The orthogonal to the tangent space
Let • denote the inner product in Rn. Then

g((x1, y1), (x2, y2)) = x1 •x2 + y1y2

for all (x1, y1), (x2, y2) ∈ Rn ×R defines an inner product g( , ) in Rn ×R

for which the factors Rn and R are orthogonal. If x ∈ Rn is given and
L(h) := x •h ∀h ∈ Rn, clearly the vector in Rn+1

ν := (x,−1)

is g-orthogonal to the graph of L, i.e., to all vectors of the form (h, L(h)) ∈
Rn × R, h ∈ Rn, since

g(ν, (h, L(h))) = x •h − L(h) = L(h) − L(h) = 0.

We therefore conclude the following.
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(1, 0)
(0, 1)

(a, b,−1)

(0, 1, b)

(1, 0, a)

Figure 1.7. (ei, L(ei)), i = 1, . . . , n, is a basis for GL.

1.12 Proposition. Let f : A ⊂ Rn be differentiable at an interior point
of A. Then the vector

νx0 := (∇f(x0),−1)T ∈ Rn+1

is g-orthogonal to the tangent space to the graph of f at x0.

g. The tangent map
Suppose that f : A ⊂ Rn → R possesses a directional derivative at an
interior point x0 of A in the direction v. From (1.2), we easily infer that
for all λ �= 0 we have

∂f

∂(λ v)
(x0) = lim

t→0

f(x0 + tλ v) − f(x0)
t

= λ
∂f

∂v
(x0),

i.e., f has directional derivative in the direction λv. In other words, the
set S of directions with respect to which f has directional derivative is a
cone, and the map

v → ∂f

∂v
(x0), v ∈ S,

called the tangent map to f at x0, is defined on S and is homogeneous of
degree one. Its graph {

(v, t) ∈ S × R

∣∣∣ t =
∂f

∂v
(x0)
}

is a (piece of) cone S ×R and trivially reduces to a (piece of) plane if and
only if the tangent map is linear. This does not always happen, see (iii)
Example 1.3 and Figure 1.4.

When f has directional derivative in any direction and the tangent map
is linear, we say that f is Gâteaux-differentiable and the tangent map is also
called the Gâteaux-differential of f at x0 and is still denoted by dfx0(v).
There is no ambiguity in doing that since the Gâteaux-differential agrees
with the ordinary differential if f is differentiable, see Proposition 1.5.
Notice that the converse is instead false, see (iv) Example 1.3.

Of course, the Gâteaux-differential can be written in coordinates and,
for a Gâteaux differentiable map, the Jacobian matrix, the gradient vector,
and the tangent plane are well defined and we have
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dfx0(h) = Df(x0)h = ∇f(x0) •h , h ∈ Rn;

moreover, the column vectors of the matrix (1.13) form a basis of the
graph of the Gâteaux-differential of f at x0, and the vector (∇f(x0),−1)
is orthogonal to the graph of the Gâteaux-differential of f at x0.

h. Differentiability and blow-up
The difference between Gâteaux-differentiability and ordinary differentia-
bility is not geometric but analytic: it has to do with the meaning we
may attribute to the claim “the tangent plane is a good approximation
of the graph of f”. The directional derivatives are the result of a blow-
up procedure, see [GM1]: we imagine looking at the graph of f through
a microscope of higher and higher power centered at (x0, f(x0)). In the
observer’s coordinates,

X = λ(x − x0), Y = λ(y − y0),

where λ is the magnification factor, the graph y = f(x) of f looks like the
graph of the map

Fλ(X) := λ
(
f
(
x0 +

X

λ

)
− f(x0)

)
.

1.13 ¶. Show the following.

(i) f has a directional derivative ∂f
∂v

(x0) in the direction v if and only if Fλ(v) →
∂f
∂v

(x0) as λ → +∞. Therefore f has directional derivative in all directions if

and only if Fλ(v) → ∂f
∂v

(x0) pointwise in Rn as λ → ∞.
(ii) The limit map of Fλ(v) for λ → ∞, that is, by (i), the tangent map of f , is linear

if and only if f is Gâteaux-differentiable at x0.
(iii) f is differentiable at x0 if and only if the limit map as λ → ∞ of Fλ(v), i.e.,

v → ∂f
∂v

(x0), is linear, and the maps {Fλ(v)}λ converge uniformly on compact

sets of Rn to v → ∂f
∂v

(x0) as λ → ∞.

Therefore it is the way the blow-ups Fλ(v) converge to ∂f
∂v (x0) that

distinguishes the Gâteaux-differentiabity from the differentiability. Finally,
we notice that the notion of slope is meaningless for Gâteaux-differentiable
functions, see also the discussion that precedes Proposition 1.7. As a conse-
quence, the chain rule Theorem 1.22 does not hold in general for Gâteaux-
differentiable functions.

1.2 Differential Calculus for

Vector-valued Functions
The notions of calculus discussed in the previous section easily extend to
maps from an open set A ⊂ Rn into Rm, n, m ≥ 1. Examples of vector-
valued maps, m ≥ 2, are
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Figure 1.8. One sees a rectangular mesh pulled into the upper hemisphere: on the

left, (i), by the graph map, i.e., (x, y) → (x, y,
p

1 − x2 − y2), x2 + y2 < 1 and on
the right, (ii), by the spherical coordinates, i.e., (θ, ϕ) → (cosθ sinϕ, sin θ sin ϕ, cos ϕ)
where θ ∈ [0, 2π[ and ϕ ∈ [0, π/2[.

(i) maps from an interval I ⊂ R into Rm, m > 1, i.e., curves in Rm,
(ii) maps A ⊂ R2 → R3 that parameterize 2-dimensional surfaces in R3,

as for instance,

(x, y) → (x, y,
√

1 − x2 − y2), (x, y) ∈ B(0, 1) ⊂ R2,

which parameterize the unit upper hemisphere in R3 centered at the
origin, or the map

(θ, ϕ) → (x, y, z), x = cos θ sin ϕ, y = sin θ sin ϕ, z = cosϕ,

which, when defined on [0, 2π[×[0, π], parameterizes the unit sphere of
R3, θ having the meaning of longitude and ϕ of latitude, see Figure 1.8,

(iii) in general, transformations Rn → Rn, n > 1, or nonlinear changes of
coordinates as

(ρ, θ) → (x, y), x = ρ cos θ, y = ρ sin θ,

which, when defined in [0, +∞[×[0, 2π[, yield the polar coordinates in
R2, see Figure 1.10, or as the map

(r, θ, ϕ) → (x, y, z),

⎧⎪⎪⎨⎪⎪⎩
x = r cos θ sin ϕ,

y = r sin θ sin ϕ,

z = cosϕ

which transforms the parallelepiped [0, 1[×[0, 2π[×[0, π] into the unit
ball B(0, 1) of R3.
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Figure 1.9. Frontispieces of two books about functions of several variables.

1.2.1 Differentiability

a. Jacobian matrix
1.14 Definition. A map f : A ⊂ Rn → Rm, n, m ≥ 1, is said to be
differentiable at an interior point x0 of A if there exists a linear map
L : Rn → Rm, called the tangent linear map of f at x0 such that

f(x0 + h) − f(x0) − L(h)
|h| → 0 as h → 0. (1.15)

When A is open and f is differentiable at every point of A, we say that f
is differentiable in A.

If we fix an (ordered basis) in Rm, (1.15) is in fact the system of m
limits ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

f1(x0 + h) − f1(x0) − L1(h) = o(|h|) as h → 0,

f2(x0 + h) − f2(x0) − L2(h) = o(|h|) as h → 0,
...

fm(x0 + h) − fm(x0) − Lm(h) = o(|h|) as h → 0

for the components f1(x), f2(x), . . . , fm(x) of f and L1, L2, . . . , Lm of
L. Therefore f is differentiable if and only if all components of f are
differentiable at x0, and, in this case, the tangent map to f is L =
(L1, L2, . . . , Lm)T where for every i = 1, . . . , m, Li : Rn → R is the
differential of f i at x0. In particular, the differential is unique, if it exists,
and for all h = (h1, h2, . . . , hn) we have
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1

2π

θ y

ρ

x

Figure 1.10. Polar coordinates in the unit disk x2 + y2 ≤ 1.

L1(h) = df1
x0

(h) =
∂f1

∂h
(x0) =

n∑
j=1

∂f1

∂xj
(x0)hj ,

L2(h) = df2
x0

(h) =
∂f2

∂h
(x0) =

n∑
j=1

∂f2

∂xj
(x0)hj ,

...

Lm(h) = dfm
x0

(h) =
∂fm

∂h
(x0) =

n∑
j=1

∂fm

∂xj
(x0)hj .

(1.16)

In terms of the Jacobian matrix of f at x0 defined by

Df(x0) :=
[∂f i

∂xj
(x0)
]

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂f1

∂x1
(x0)

∂f1

∂x2
(x0) . . .

∂f1

∂xn
(x0)

∂f2

∂x1
(x0)

∂f2

∂x2
(x0) . . .

∂f2

∂xn
(x0)

...
...

. . .
...

∂fm

∂x1
(x0)

∂fm

∂x2
(x0) . . .

∂fm

∂xn
(x0)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

the system of equations (1.16) can be rewritten as

L(h) =

⎛⎜⎜⎜⎝
L1(h)
L2(h)

...
Lm(h)

⎞⎟⎟⎟⎠ = Df(x0)h.

Summarizing we have: if f : A ⊂ Rn → Rm is differentiable at x0, then
the linear tangent map to f at x0 defined by (1.15) and denoted by one of
the symbols

dfx0 , Tx0f,
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is unique; moreover,

dfx0(h) = Df(x0)h, h ∈ Rn. (1.17)

If we choose an inner product in Rn, so that

Df i(x0)(h) = ∇f i(x0) •h ∀i = 1, . . . , m,

then we have

L(h) = Df(x0)h =

⎛⎜⎜⎝
∇f1(x0) •h

∇f2(x0) •h

. . .

∇fm(x0) •h

⎞⎟⎟⎠ ;

in particular,

kerL = kerDf(x0) = Span
{
∇f1(x0), . . . ,∇fm(x0)

}⊥
.

Finally, in the case n = m, the determinant of the Jacobian matrix
Df(x0) is called the Jacobian determinant or simply the Jacobian of f at
x0 and is denoted by one of the symbols

Jf (x0) = J(Df(x0)) =
∂(f1, f2, . . . , fn)
∂(x1, x2, . . . , xn)

(x0) := detDf(x0).

b. The tangent space
Let f : A ⊂ Rn → Rm be a differentiable map at an interior point x0 of
A. As in the scalar case, we call the graph of the linear tangent map to f
at x0 the tangent space to the graph of f at (x0, f(x0))

Tan (x0,f(x0))Gf := Gdfx0

and its translate at (x0, f(x0)),{
(x, y) ∈ Rn × Rm

∣∣∣ y = f(x0) + dfx0(x − x0)
}

,

the tangent plane to the graph of f at x0.
Clearly, the tangent space to the graph of f at x0 is the image of the

injective linear map x → (x, dfx0x), hence its dimension is n. With respect
to bases respectively in Rn and Rm we have

Tan (x0,f(x0))Gf =
{
(x, y) ∈ Rn × Rm

∣∣∣ y = Df(x0)x
}

,

and the n-tuple of column vectors of the (n + m) × n matrix
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A :=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Id

Df(x0)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.18)

form a basis of the tangent space to the graph of f at (x0, f(x0)).

1.15 The normal space. Clearly

Tan (x0,f(x0))Gf =
{
(x, y) ∈ Rn × Rm

∣∣∣ y − Df(x0)x = 0
}

= kerB

where B is the n × (n + m) matrix

B :=

⎛⎝ Df(x0) − Id

⎞⎠ .

If the target Rm and the product space Rn × Rm are endowed with inner
products, then by the alternative theorem,(

Tan (x0,f(x0))Gf

)⊥
= kerB⊥ = ImB∗,

i.e., the m column vectors of the (n + m) × n adjoint matrix B∗ span the
orthogonal subspace to Tan (x0,f(x0))Gf .

1.16 ¶. Assuming that Rn and Rm are endowed with inner products respectively g1( , )
and g2( , ), then

g((x, z), (y, w)) := g1(x, y) + g2(z, w) ∀x, y ∈ R
n, ∀z, w ∈ R

m,

is an inner product on Rn × Rm for which the factors Rn and Rm are orthogonal.
Choose now an orthonormal basis in the target Rm to compute the components of
f = (f1, f2, . . . , fm). Show that

B∗ =

0BBBBBBBBBBBBB@

∇f1
˛̨̨

...

˛̨̨
∇fm

− Id

1CCCCCCCCCCCCCA
where ∇f i denotes the gradient of the component f i of f with respect to metric g1.
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Figure 1.11. A curve in R2.

1.17 Example (Curves in Rm). The maps r : [a, b] ⊂ R → Rm, m ≥ 1, r(t) =
(r1(t), . . . , rm(t)) in the standard basis are called curves in Rn. The map r parameterizes
the image or the trajectory of the curve r. The map r is differentiable at t0 if and only
if its components r = (r1, r2, . . . , rm) in a given basis are differentiable at t0, and in
this case the Jacobian matrix is the m × 1 matrix

Dr(t0) =

0BB@
r1′ (t0)

...

rm′
(t0)

1CCA =: r′(t0),

i.e., Dr(t0) is the velocity vector at the time t0. The linear tangent map is the map
t → r′(t0)t and yields the parametric equation of the tangent line to the curve r(t) at
each point r(t0) at which r is injective and r′(t0) �= 0.

The graph of r is the curve in R × Rm given by

t →
 

t

r(t)

!
and its tangent space at t0 is the line in R × Rm through the origin image of the map

t →
 

t

r′(t0)t

!
=

 
1

r′(t0)

!
t

while the normal plane to the graph at (t, r(t)), assuming we are using an orthonormal
basis in Rm, is generated by the m row vectors of the matrix0BBBB@

r1′ (t) −1 0 . . . 0

r2′ (t) 0 −1 . . . 0
...

...
...

. . .
...

rm′
(t) 0 0 . . . −1

1CCCCA .

1.18 Example (Immersed surfaces). A map r : A ⊂ R2 → R3,

r(u, v) = (x(u, v), y(u, v), z(u, v))T ,

may be regarded as a parameterization of the surface r(A) ⊂ R3, see Figure 1.12.
If r is differentiable at (u0, v0), its Jacobian matrix is

Dr(u0, v0) =

0B@xu xv

yu yv

zu zv

1CA
where we shortened

xu :=
∂x

∂u
(u0, v0), xv :=

∂x

∂v
(u0, v0), . . . .
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ϕ

θ

π

2π

θ

ϕ

Figure 1.12. The hemisphere parameterized by (u, v) → (cos u sin v, sinu sin v, cos v),
u ∈ [0, 2π], v ∈ [0, π/2].

The column vectors of the Jacobian matrix ru := (xu, yu, zu)T and rv := (xv, yv, zv)T

are the velocity vectors respectively, of the curves u → r(u, v0) at u = u0 and v →
r(u0, v) at v = v0. In turn the curves u → r(u, v0) and v → r(u0, v) are the images
respectively of the lines u → (u, v0) and v → (u0, v) di R2.

The tangent space to Gr at (u0, v0) is the 2-dimensional subspace of R2 ×R3 given
by 8><>:(u, v, x, y, z) ∈ R

2 × R
3

˛̨̨̨
˛
0B@x

y

z

1CA =

0B@xu xv

yu yv

zu zv

1CA u

v

!9>=>; ,

and a basis of it is given by the two column vectors of the matrix0BBBBB@
1 0

0 1

xu xv

yu yv

zu zv

1CCCCCA
while the three rows of the matrix0B@xu xv −1 0 0

yu yv 0 −1 0

zu zv 0 0 −1

1CA
form a basis of the normal space (assuming that we are using orthonormal bases).

1.19 Example. Affine transformations, i.e., maps of the form

f(x) := x0 + L(x) L : R
n → R

n linear

provide simple examples of transformations from Rn into Rn. They are differentiable
with dfx0 = L.

1.20 Example (Vector fields). A vector field in A ⊂ Rn is the datum of a vector
f(x) ∈ Rn at every point x of A; it can be regarded at first glance as a map f : A ⊂
Rn → Rn, f = (f1, . . . , fn). The field of velocities of particles in a fluid, the electrostatic
field, or the gravitational field are all examples of vector fields. Two operators acting
on vector fields are particularly important: the divergence operator

div f = ∇ • f :=
nX

i=1

∂f i

∂xi
,
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and, for n = 3, the curl operator, denoted by curl or rot

curl f = rot f = ∇× f :=

„
∂f3

∂x2
− ∂f2

∂x3
,
∂f1

∂x3
− ∂f3

∂x1
,
∂f2

∂x1
− ∂f1

∂x2

«
.

We say that a field f : A ⊂ Rn → Rn is solenoidal if div f = 0, and irrotational, if
curl f = 0.

1.2.2 The calculus

The following is easily verified.

1.21 Proposition. Let f and g : A → R be two differentiable maps at an
interior point x0 of A and let c ∈ R. Then cf, f + g, fg, and f/g provided
g(x0) �= 0, are also differentiable at x0 and we have

◦ D(cf)(x0) = cDf(x0),
◦ D(f + g)(x0) = Df(x0) + Dg(x0),
◦ D(fg)(x0) = g(x0)Df(x0) + f(x0)Dg(x0),

◦ D(f/g)(x0) =
g(x0)Df(x0) − f(x0)Dg(x0)

g(x0)2
.

It is also easily seen that if f and g : A ⊂ Rn → Rm are differentiable,
then for i = 1, . . . , m and j = 1, . . . , n, we have

∂(f + g)i

∂xj
(x) =

∂f i

∂xj
(x) +

∂gi

∂xj
(x),

or in matrix notation

D(f + g)(x) = Df(x) + Dg(x).

Similarly, if f : A ⊂ Rn → Rm and λ : A ⊂ Rn → R are differentiable,
then for i = 1, . . . , m and j = 1, . . . , n, we have

∂(λf)i

∂xj
(x) = λ(x)

∂f i

∂xj
(x) + f i(x)

∂λ

∂xj
(x),

or
D(λf)(x) = λ(x)Df(x) + f(x)Dλ(x). (1.19)

Notice that f(x) ∈ Rm is a column vector and Dλ(x0) is a row vector with
n entries, hence f(x)Dλ(x) is an m × n-matrix.
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1.2.3 Differentiation of compositions

1.22 Theorem. Let U ⊂ Rn and V ⊂ Rm be open sets, and let f : U →
Rm and g : V → Rp be such that f(U) ⊂ V . Suppose that f and g are
differentiable respectively, at x0 ∈ U and f(x0). Then g ◦f is differentiable
at x0 and

d(g ◦ f)x0 = dgf(x0) ◦ dfx0 (1.20)
or, in terms of Jacobian matrices,

D(g ◦ f)(x0) = Dg(f(x0))Df(x0). (1.21)

Notice that (1.21) is the natural extension of the formula (1.8) for the
calculus of the derivative of a function along a curve. Notice also that
in order for (1.21) to hold, g needs in general to be differentiable, see
Example 1.3 (iv).

Proof. Since f(U) ⊂ V , the map g ◦ f : U → Rp is well defined and, by assumption,

f(x) = f(x0) + Df(x0)(x − x0) + o(|x − x0|) as x → x0,

g(y) = g(f(x0)) + Dg(f(x0))(y − f(x0)) + o(|y − f(x0)|) as y → f(x0).

We then infer, since f is continuous at x0, that

g(f(x)) = g(f(x0)) + Dg(f(x0))Df(x0)(x − x0) + Dg(f(x0))o(|x − x0|)
+ o(|Df(x0)(x − x0) + o(|x − x0|)|),

hence, noticing that |Bh| = O(|h|) as h → 0 for any matrix B, we have

g(f(x)) = g(f(x0) + Dg(f(x0))Df(x0)(x − x0) + o(|x − x0|). as x → x0.

��

1.23 Chain rule. Suppose that y : A ⊂ Rn → Rm and g : Rm → R are
differentiable at, respectively, x0 and y(x0). If y(x) = (y1(x), . . . , ym(x))T ,
computing row by columns, (1.21) yields

∂g ◦ y

∂xj
(x) =

∂

∂xj

[
g(y1, y2, . . . , ym)

]
= Dg(y(x))Dy(x) (1.22)

=
m∑

i=1

∂g

∂yi

∂yi

∂xj
=

∂g

∂y1

∂y1

∂xj
+

∂g

∂y2

∂y2

∂xj
+ · · · + ∂g

∂ym

∂ym

∂xj

for j = 1, . . . , m, where, of course,

∂g

∂yi
:=

∂g

∂yi
(y(x)) and

∂yi

∂xj
:=

∂yi

∂xj
(x).

Formula (1.22) is the so-called chain rule for the calculus of the derivatives
of the composition.

1.24 Example. Let r : [0, 1] → Rm and g : Rm → Rp. If s(t) := g(r(t)), then

s′(t) = Dg(r(t)) r′(t).

Consequently, if r′(t0) and s′(t0) are nonzero, the Jacobian matrix of g maps the tangent
line at t0 to the curve r(t) into the tangent line to the curve image s(t) at t0.
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r(t) s(t)

g

Dg

r′(t) s′(t)

Figure 1.13. The map g and its tangent map.

1.2.4 Calculus for matrix-valued maps

Of course, the calculus for functions t → A(t) with values m× n matrices
can be subsumed to the calculus for curves in Rmn. However, for its rele-
vance it is convenient to state a few formulas explicitly. Operating on the
entries, one can easily prove:

(A(t)x(t))′ = A′(t)x(t) + A(t)x′(t),

(A(t)B(t))′ = A′(t)B(t) + A(t)B′(t), (1.23)

(λ(t)A(t))′ = λ′(t)A(t) + λ(t)A′(t),

(trA(t))′ = trA′(t), (1.24)
d

dt
x(t) •y(t) = x′(t) •y(t) + x(t) • y′(t) .

We also have the following.

(i) Starting from A(t)A(t)−1 = Id, we infer, on account of (1.23), that
A(t)−1 is differentiable if A(t) is differentiable, and

(A(t)−1)′ = −A(t)−1A′(t)A(t)−1. (1.25)

(ii) By induction, from (1.23) and (1.24) we infer that

D(trA(t)2) = tr (2A(t)A′(t)),

D(trA(t)3) = tr (3A(t)2A′(t)),
...

D(trA(t)n) = tr (nA(t)n−1A′(t))
....
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Therefore, if p is a polynomial, then

d

dt

(
tr p(A(t)

)
= tr
(
p′(A(t))A′(t)

)
. (1.26)

(iii) Again from (1.23) and (1.24) we infer that, if A(t) and A′(t) com-
mute, we have

D(A(t)n) = nA(t)n−1A′(t) ∀n;

hence for any polynomial p we have

D(p(A(t))) = p′(A(t))A′(t) (1.27)

provided A(t) and A′(t) commute. Notice that the chain rule does
not hold in general; in fact, (A(t)2)′ = A(t)A′(t)+A′(t)A(t). Hence
(A(t)2)′ = 2A(t)A′(t) if and only if A(t) and A′(t) commute.

(iv) Since the determinant of a matrix A is multilinear in the columns of
A, we infer for A(t) = [A1(t) |A2(t) | . . . |An(t)] ∈ Mn,n that

d

dt
detA(t) = det[A′

1 |A2 | . . . |An]

+ det[A1 |A′
2 | . . . |An] + · · · + det[A1 |A2 | . . . |A′

n].

Thus, if A(0) = Id, we have

det[A′
1(0) |A2(0) | . . . |An(0)] = (A1

1)
′(0),

...

det[A1(0) |A2(0) | . . . |A′
n(0)] = (An

n)′(0),

from which

d detA(t)
dt

(0) = trA′(0) if A(0) = Id. (1.28)

More generally, if Y(s) ∈ Mn,n is invertible at s = t, then (1.28)
yields

1
detY(t)

d detY(s)
ds

(t) =
d det(Y(t)−1 Y(s))

ds
(t) = tr

(
Y(t)−1 Y′(t)

)
.

(1.29)

1.25 ¶. Some typical facts relative to real-valued functions extend to matrix-valued
functions. For instance, we have:

(i) If A(t) is self-adjoint, then A′(t) is self-adjoint.
(ii) If A′(t) > 0, then A(s) < A(t) if s < t.

(iii) If R and S are self-adjoint, and 0 < R < S, then R−1 > S−1 and
√

R <
√

S.
(iv) If A and B are self-adjoint, A > 0 and AB + BA > 0, then B > 0; notice

however that A, B > 0 does not imply AB + BA > 0.

[Hint: To prove (iii), apply (ii) to A−1(t), where A(t) := R + t(S − R), t ∈ [0, 1]. To
prove (iv), consider B(t) := B + tA and S(t) := AB(t) + B(t)A, and apply (iii).]
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1.3 Theorems of Differential Calculus

1.3.1 Maps with continuous derivatives

a. Functions of class C1(A)
As we have seen, the existence of partial derivatives does not imply dif-
ferentiability. We shall see later that the existence of partial derivatives

Chap. 2 of Vol. V. Here we state a general theorem.

1.26 Theorem (of total derivative). Let f : B(x0, r) ⊂ Rn → R, r >
0, be a map. Suppose that all partial derivatives of f exist at every point
of B(x0, r) and are continuous at x0. Then f is differentiable at x0.

Proof. We shall deal with the case n = 2, leaving to the reader the task of convincing
himself that the argument extends to any dimension. It is convenient to slighty change
notation: we assume that f is defined in B(P0, r) where P0 := (x0, y0) and we let
P := (x, y) ∈ B(P0, r). We have

f(P ) − f(P0) = f(x, y) − f(x0, y0) = f(x, y) − f(x, y0) + f(x, y0) − f(x0, y0). (1.30)

Since by assumption the function g1(t) := f(t, y0) is differentiable in the closed interval
with extremal points x0 and x, Lagrange’s theorem yields a point ξ = ξ(x) with 0 <
|ξ − x0| < |x − x0| such that

f(x, y0) − f(x0, y0) = fx(ξ, y0)(x − x0) (1.31)

= fx(x0, y0)(x − x0) + [fx(ξ, y0) − fx(x0, y0)](x − x0).

Similarly, for any x the function g2(t) = f(x, t) is differentiable in the interval of
extremal points y0 and y, and again Lagrange’s theorem yields η = η(x, y) with
0 < |η − y0| ≤ |y − y0| such that

f(x, y)−f(x, y0) = fy(x, η)(y−y0) = fy(x0, y0)(y−y0)+[fy(x, η)−fy(x0, y0)](y−y0).

Of course the distance of the points (ξ, y0) and (x, η) from P0 = (x0, y0) is less than
|P − P0|, hence

(ξ, y0) = (ξ(x), y0) → (x0, y0), (x, η) = (x, η(x, y)) → (x0, y0), as P → P0,

and, on account of the continuity of the partial derivatives at (x0, y0),˛̨̨
fx(ξ, y0) − fx(x0, y0)

˛̨̨
|x − x0| +

˛̨̨
fy(x, η) − fy(x0, y0)

˛̨̨
|y − y0| = o(|P − P0|)

as P → P0. We therefore conclude from (1.30), (1.31) that

f(P ) − f(P0) = fx(P0)(x − x0) + [fx(ξ, y0) − fx(x0, y0)](x − x0)

+ fy(P0)(y − y0) + [fy(x, η) − fy(x0, y0)](y − y0)

= fx(P0)(x − x0) + fy(P0)(y − y0) + o(|P − P0|) as P → P0.

��

1.27 Remark. Notice that in Theorem 1.26 the function f as well as the
derivatives of f may not be continuous in any neighborhood of x0. However,
the partial derivatives ∂f

∂xi (x1, x2, . . . , xn) are assumed to be continuous
at x0 not only as functions of the variable of differentiation xi, but as
functions of several variables.

in conjunction with convexity does imply differentiability, see Section 2,
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(x0, y0) (x, y0)

(x, y)

Figure 1.14. Illustration of the proof of the theorem of total derivative.

1.28 ¶. Let x0 be an interior point of the domain A of a function f : A ⊂ Rn → R.
Suppose that f is continuous at x0, all partial derivatives of f exist in A \ {x0}, and,
for all i = 1, . . . , n, we have fxi(x) → ai ∈ R as x → x0. Show that f is differentiable
at x0 and dfx0(v) =

Pn
i=1 aivi.

1.29 ¶. Show that

(i) polynomials in several variables are everywhere differentiable,
(ii) if L : Rn → R is linear, then dLx0 = L,
(iii) if A = (Aij) is an n × n-matrix, then the quadratic form φ(x) := Ax •x =P

i,j Aijxixj , x ∈ Rn, is a homogeneous polynomial of degree 2 and Dφ(x) :=

(A + AT )x.

1.30 Definition. We say that f : A ⊂ Rn → Rm is of class C1 in the
open set A and we write f ∈ C1(A, Rm), or f ∈ C1(A), if all partial
derivatives of f exist and are continuous in A.

Every map f ∈ C1(A) is differentiable in A by Theorem 1.26, hence
continuous by Proposition 1.5, i.e.,

C1(A) ⊂ C0(A);

moreover, by Proposition 1.21, C1(A) is a vector space over R.

b. Functions of class C1(A)

1.31 Definition. Let A be an open subset of Rn. We say that f : A → R

is of class C1(A) if there exists an open set U ⊃ A and an extension
F : U → R of f to U , F = f on A, of class C1(U).

The differential of f in x ∈ A is defined as the differential at x of one of its
C1-extensions, as the differentials of two different C1-extensions necessarily
agree at x.

Hassler Whitney (1907–1989) has given a definition of function of class
C1 that is less naive than Definition 1.31 and that it is worth mentioning.

1.32 Definition (Whitney). Let E be a closed set in Rn without isolated
points. We say, according to Whitney, that f : E → R is of class C1(E) if
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(i) f is differentiable at every point of E, i.e., for every x ∈ E there is
a linear map Lx : Rn → R such that

lim
y→x
y∈E

R(y; x) = 0

where
R(y; x) :=

|f(y) − f(x) − Lx(y − x)|
|y − x| ,

(ii) the gradient vector ∇f(x) associated to Lx is continuous in E,
(iii) R(y; x) → 0 as y → x uniformly on the compact sets of E.

It is easily seen that if A is an open set and f : A → R has a C1

extension in a neighborhood U of A, then f is of class C1(A) according to
Whitney’s definition. A celebrated theorem of Whitney’s claims that the
converse also holds. We state it without proof.

1.33 Theorem (Whitney). Let E ⊂ Rn be a closed set without isolated
points. Suppose that f : E → R is of class C1(E) in the sense of Whitney.
Then there exists F : Rn → R of class C1(Rn) that extends f , i.e., F = f
in E. Moreover, the extension has the following properties:

(i) if Lx is the Whitney differential of f at x ∈ E, then DF (x) = Lx,
(ii) we have

||F ||∞,Rn ≤ C ||f ||∞,E ,

||DF ||∞,RN ≤ C max
(
||Lx||∞,E , max

x,y∈E

|f(x) − f(y)|
|x − y|

)
where C is a constant depending only on the dimension n.

c. Functions of class C2(A)
Suppose that f : A → R, where A ⊂ Rn is open, has first derivatives
in a neighborhood of x0 ∈ A, and that the first derivatives have par-
tial derivatives at x0, then we say that f has second derivatives at x0. If
(x1, x2, . . . , xn) are the coordinates in Rn, the partial derivative of f first
with respect to xj and then to xi is denoted by one of the symbols:

∂2f

∂xi∂xj
(x0), DiDjf(x0), or Dijf(x0).

The n × n matrix of the second derivatives of f ,

Hf(x0) := [DiDjf(x0)],

is called the Hessian matrix of f at x0.
In general it may happen that

DiDjf �= DjDif for i �= j,
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as for instance with the function

f(x, y) =

{
y2 arctan x

y if y �= 0,

0 if y = 0

for which ∂2f
∂x∂y (0, 0) = 0 and ∂2f

∂y∂x(0, 0) = 1. However, the following holds.

1.34 Theorem (Schwarz). Let f : B(x0, r) ⊂ Rn → R, r > 0. Suppose
that for i �= j the mixed derivatives

∂2f

∂xi∂xj
(x) and

∂2f

∂xj∂xi
(x)

exist in B(x0, r) and are continuous at x0, then they agree at x0.

Proof. We deal here with functions of two variables, leaving to the reader the task of
convincing himself that the proof extends to functions of more than two variables.

Let P0 := (x0, y0) and P = (x, y) ∈ B(P0, r). Consider the so-called second differ-
ential quotient

A(t) :=
f(x0 + t, y0 + t) − f(x0 + t, y0) − f(x0, y0 + t) + f(x0, y0)

t2

that is well defined for 0 < |t| < r. Now introduce

g(x) := f(x, y0 + t) − f(x, y0), h(y) := f(x0 + t, y) − f(x0, y),

so that
A(t) = t−2(g(x0 + t) − g(x0)) = t−2(h(y0 + t) − h(y0)).

As a consequence of the mean value theorem for functions in one variable, we can
write

A(t) = t−1g′(ξ) = t−1(fx(ξ, y0 + t) − fx(ξ, y0))

for some ξ between x0 and x0 + t; again the mean value theorem then yields

A(t) =
∂2f

∂y∂x
(ξ, η)

where η is between y0 and y0 + t, and, similarly we can write

A(t) = t−1h′(β) =
∂2f

∂x∂y
(α, β)

where α is between x0 and x0 + t, and β is between y0 and y0 + t.
When t → 0, both points (α, β) and (ξ, η) (that depend on t) tend to (x0, y0). On

account of the continuity of the mixed derivatives at (x0, y0), we conclude when t → 0
that

∂2f

∂y∂x
(x0, y0) =

∂2f

∂x∂y
(x0, y0).

��

1.35 Definition. If all second derivatives of a function f exist and are
continuous in an open set A, we say that f is of class C2(A) and we write
f ∈ C2(A).
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1.36 ¶. Let |x| :=
qPn

i=1 x2
i . Compute for x �= 0 the first and second derivatives of

|x|, and, more generally, of |x|α, α ∈ R.

1.37 ¶. Let A ∈ Mn,n. Compute the first and second derivatives of the linear map
x → Ax and of the quadratic form x → Ax •x .

A trivial consequence of Schwarz’s theorem is the following.

1.38 Corollary. Every function f ∈ C2(A), A open in Rn, has equal
mixed second derivatives, Dijf(x) = Djif(x) ∀x ∈ A, ∀i, j = 1, . . . , n. In
other words, the Hessian matrix Hf(x) is symmetric ∀x ∈ A.

d. Functions of classes Ck(A) and C∞(A)
By induction we now define the partial derivatives of order k. We say that
a function f : A → R has partial derivatives of order k, k ≥ 2, at an
interior point x0 of A if f has first partial derivatives in a neighborhood
of x0 that in turn have partial derivatives of order k− 1 at x0. The partial
derivatives of order k of f are defined as the derivatives of order k − 1 of
the first-order partial derivatives of f . By taking into account at each step
of the induction the theorems of total differentiation and of Schwarz, we
easily infer if f has derivatives of order k at x0 that

◦ f has all partial derivatives of order less than k in a neighborhood of
x0, and these derivatives are continuous at x0,

◦ the derivatives of order h with 2 ≤ h ≤ k−1 do not depend on the order
of differentiation.

1.39 Definition. If all derivatives of order k of a function exist and are
continuous in an open set A, we say that f is of class Ck(A) and we write
f ∈ Ck(A). If f has continuous derivatives of any order in an open set A,
we say that f is of class C∞(A) and we write f ∈ C∞(A).

Clearly,

C∞(A) ⊂ Ck(A) ⊂ Ck−1(A) ⊂ · · · ⊂ C2(A) ⊂ C1(A) ⊂ C0(A),

and again by Schwarz’s theorem we have:

1.40 Corollary. Let A be an open set of Rn and let f ∈ Ck(A). Then the
derivatives of f of order less than or equal to k do not depend on the order
they are taken.

Consequently, in order to specify a derivative of order k of a function of
class Ck, it suffices to specify the number of derivatives we take in each
variable; for instance, if f ∈ C6(R3), its sixth derivative 3 times with
respect to x, 2 times with respect to y, and one time with respect to z at
(x0, y0, z0) is denoted by

∂6f

∂x3∂y2∂z
(x0, y0, z0).
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1.3.2 Mean value theorem

a. Scalar functions
1.41 Theorem. Let A ⊂ Rn be open and let f : A → R be a function
that has directional derivatives at all points of A. Suppose that x0, x are
two points of A such that the line segment joining x0 to x is contained in
A, and let h := x − x0. Then the function g(t) := f(x0 + th), t ∈ [0, 1], is
well defined and differentiable in [0, 1] and

g′(t) =
∂f

∂h
(x0 + th) ∀t ∈ [0, 1]. (1.32)

Moreover we have:

(i) (Mean value theorem) There exists s ∈]0, 1[ such that

f(x0 + h) − f(x0) = g(1) − g(0) =
∂f

∂h
(x0 + sh), (1.33)

(ii) (Integral mean value theorem) If g′(t), t ∈ [0, 1], is continuous,
then

f(x0 + h) − f(x0) =
∫ 1

0

∂f

∂h
(x0 + th) dt. (1.34)

Proof. (i) If z := x0 + th we have

g(t + τ) − g(t) = f(x0 + (t + τ)h) − f(x0 + th) = f(z + τh) − f(z);

hence
g(t + τ) − g(t)

τ
=

f(z + τh) − f(z)

τ
→ ∂f

∂h
(z) as τ → 0.

Therefore g is differentiable and (1.32) holds.

(i) and (ii) follow respectively from Lagrange’s theorem and the fundamental theorem
of calculus, see [GM1], applied to g(t), t ∈ [0, 1]. ��

Theorem 1.41 applies of course to functions that are Gâteaux-differen-
tiable. In this case

∂f

∂h
(x) = Df(x)h =

n∑
i=1

∂f

∂xi
(x)hi

for all h ∈ Rn. For future use we restate it as follows.

1.42 Corollary. Let f : A → R be Gâteaux-differentiable in an open set
A ⊂ Rn and let x0 ∈ A. Then for all x ∈ B(x0, r) we have

(i) f(x) − f(x0) = Df(x0 + s(x − x0))(x − x0) for some s ∈]0, 1[,
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(ii) if the functions s → ∂f
∂xi (x0 + sh), s ∈ [0, 1], i = 1, . . . , n, are contin-

uous, then

f(x0 + h) − f(x0) =
∫ 1

0

Df(x0 + s(x − x0))(x − x0) ds (1.35)

=
n∑

i=1

( ∫ 1

0

∂f

∂xi
(x0 + s(x − x0)) ds

)
(x − x0)i.

A trivial consequence, see also Corollary 1.51, is the following.

1.43 Proposition. Let f : A → R, where A ⊂ Rn is open, be a function
that has directional derivatives at every point of A and let

M := sup
x∈A,|v|≤1

∣∣∣∂f

∂v
(x)
∣∣∣ < +∞.

Then f is continuous in A. Moreover, if A is convex, then f is Lipschitz-
continuous in A and

|f(y) − f(x)| ≤ M |y − x| ∀x, y ∈ A. (1.36)

1.44 ¶. Show that (1.36) does not hold in general if A is not convex. Show instead the
following.

Corollary. Let f ∈ C1(Ω), Ω ⊂ Rn open. Then f is Lipschitz-continuous in every
compact subset K of Ω.

1.45 Corollary. Let f : A → R, where A ⊂ Rn is open, be a function
that has directional derivatives at every point of A. If A is connected and
∂f
∂v (x) = 0 ∀v ∈ Rn and ∀x ∈ A, then f is constant in A.

Proof. Let x0 ∈ Ω and let

B :=
n

x ∈ Ω
˛̨̨
f(x) = f(x0)

o
.

By Theorem 1.41 B is open, while Proposition 1.43 yields that f is continuous, hence
B is closed. Hence B = A since A is connected. ��

1.46 Remark. Of course, in Corollary 1.45 the assumption A connected
is essential. We notice also that the assumption A open is needed. In fact
one can show, though this is not trivial, the existence of a nonconstant
function in a connected set with zero differential.1

1 H. Whitney, A function not constant on a connected set of critical points, Duke
Math. J. 1 (1935), 514–517.
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For all x, y ∈ A, where A ⊂ Rn is open, let γ : [0, 1] → A be a curve of
class C1 such that γ(0) = x and γ(1) = y, and assume that f : A → R is
as above. Then

f(y) − f(x) =
∫ 1

0

d

dt
f(γ(t)) dt =

∫ 1

0

Df(γ(t))γ′(t) dt,

hence

|f(y) − f(x)| ≤
∫ 1

0

|Df(γ(t))| |γ′(t)| dt ≤ M L(γ)

where M := supx∈A |Df(x)| and L(γ) is the length of γ. If δA(x, y) denotes
the infimum of the lengths of the curves in A joining x to y, i.e., the minimal
connection of x to y in A, we then have

|f(y) − f(x)| ≤ M δA(x, y).

Consequently, we infer the following.

1.47 Proposition. Let f ∈ C1(A) with |Df(x)| ≤ M ∀x ∈ A. If there
exists C > 0 such that

δA(x, y) ≤ C |x − y| ∀x, y ∈ A,

then f is Lipschitz-continuous in A.

If A = B(x0, r) or A is convex, then clearly δA(x, y) = |x−y| ∀x, y ∈ A.

1.48 ¶. Show that for any compact F ⊂ A there exists CF such that δA(x, y) ≤
CF |x− y| ∀x, y. In particular, every function of class C1(A) is Lipschitz-continuous on
the compact subsets of A.

b. Vector-valued functions
The mean value theorem in the form (1.33) does not hold for vector-valued
maps f : A → Rm, m > 1.

1.49 Example. For instance, if f(t) = (cos t, sin t), t ∈ [0, 2π], we have 0 = f(2π) −
f(0) but f ′(s) �= 0 ∀s ∈ [0, 2π] since |f ′(s)| = 1.

It instead holds in the integral form (1.34). In fact, recalling that for f ∈
C0([a, b], Rm), f := (f1, f2, . . . , fm)T , we have∫ b

a

f(s) ds :=
(∫ b

a

f1(s) ds,

∫ b

a

f2(s) ds, . . . ,

∫ b

a

fm(s) ds

)T

,

we easily infer the following.

1.50 Theorem (Mean value). Let f : B(x0, r) ⊂ Rn → Rm be a map of
class C1. Then for all x, y ∈ B(x0, r) the following integral mean formula
holds

f(x) − f(y) =
∫ 1

0

Df(y + t(x − y))(x − y) dt.
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This allows us to estimate finite increments of f in terms of the Jacobian
matrix of f . For A ∈ Mm,n(R) recall that

||A|| := sup
{ |A(h)|

|h|
∣∣∣ h �= 0

}
is a norm in Mm,n(R) and that |Ah| ≤ ||A|| |h| ∀h ∈ Rn.

1.51 Corollary. Let f : B(x0, r) ⊂ Rn → Rm be a map that has direc-
tional derivatives at every point of B(x0, r) and let

K := sup
{
||Df(z)||

∣∣∣ z ∈ B(x0, r)
}

.

Then
|f(x) − f(y)| ≤ K |x − y|. (1.37)

Proof. Of course,

|Df(z)(h)| ≤ ||Df(z)|| |h| ≤ K |h| ∀h ∈ R
n.

Thus

|f(x) − f(y)| ≤
˛̨̨̨ Z 1

0
Df(y + t(x − y))(x − y) dt

˛̨̨̨
≤
Z 1

0
|Df(y + t(x − y))(x − y)| dt

≤
Z 1

0
||Df(y + t(x − y))|| dt |x − y| ≤ K |x − y|.

��

1.3.3 Taylor’s formula

Let A be an open set in Rn and let f : A → R be a function of class Ck,
k ≥ 1. Suppose that the segment joining two points x0, x is contained in
A and let h := x − x0. The function

F (t) := f(x0 + th)

is well defined for t ∈ [0, 1] and F (0) = f(x0) e F (1) = f(x). Moreover
F ∈ Ck([0, 1]), and we may compute for t ∈ [0, 1]

F ′(t) =
n∑

i=1

∂f

∂xi
(x0 + th)hi =

n∑
i=1

Dif(x0 + th)hi

F ′′(t) =
n∑

i=1

[Dif(x0 + th)]′hi =
n∑

i,j=1

DjDif(x0 + th)hihj

F ′′′(t) =
n∑

i,j,k=1

DkDjDif(x0 + th)hihjhk (1.38)

. . .

F (k)(t) =
n∑

i1,i2,...,ik=1

Dik
Dik−1 . . . Di1f(x0 + th)hi1hi2 . . . hik

.
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Here, as in the rest of this section, we denote the components (h1, . . . , hn)
of h with lower indices.

Notice that F (j)(0) is a homogeneous polynomial of degree j in the
components h1, . . . , hn of h.

a. Taylor’s formula of second order

We can write F ′ and F ′′ in (1.38) as

F ′(t) = ∇f(x0 + th) •h , and F ′′(t) = Hf(x0 + th)h •h , (1.39)

where ∇f and Hf are respectively the gradient and the Hessian of the
function f , and x •y is the standard inner product in Rn.

1.52 Theorem (Taylor’s formula). Let f ∈ C2(B(x0, r)), r > 0. For
h ∈ Rn, |h| < r, we have

(i) (Taylor’s formula with integral remainder)

f(x0 + h) = f(x0) + ∇f(x0) •h +
∫ 1

0

(1 − s)
[
Hf(x0 + sh)h •h

]
ds

= f(x0) + ∇f(x0) •h

+
n∑

i,j=1

(∫ 1

0

(1 − s)
∂2f

∂xi∂xj
(x0 + sh) ds

)
hihj ,

(ii) (Taylor’s formula with Lagrange’s remainder)

f(x0 + h) = f(x0) + ∇f(x0) •h +
1
2

Hf(x0 + sh)h •h

= f(x0) + ∇f(x0) •h +
n∑

i,j=1

∂2f

∂xi∂xj
(x0 + sh)hihj

for some s ∈]0, 1[,
(iii) (Taylor’s formula with Peano’s remainder)

f(x0 +h)−f(x0)− ∇f(x0) •h − 1
2

Hf(x0)h •h = o(|h|2) as h → 0.

Proof. (i) and (ii) are Taylor’s formulas for F (t) := f(x0 + t(x − x0)), t ∈ [0, 1], see
[GM1], taking into account (1.39). Then (iii) follows at once from (ii). ��
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b. Taylor formulas of higher order
It is convenient to rewrite (1.38) in a more convenient form. An n-tuple of
nonnegative integers is called a multiindex

α = (α1, α2, . . . , αn), αi ∈ N.

The length of α is the number

|α| := α1 + α2 + · · · + αn,

and it is convenient to define

α! := α1! α2! . . . αn!,

and, for x = (x1, x2, . . . , xn) ∈ Rn,

xα := xα1
1 xα2

2 · · ·xαn
n .

Notice that |xα| ≤ |x||α|. Finally, if α = (α1, α2, . . . , αn) is a multiindex
with n elements, the derivative of f of order α1 times with respect to x1,
α2 times with respect to x2, . . . , αn times with respect to xn is denoted
by

Dαf or
∂|α|f

∂xα1
1 ∂xα2

2 . . . ∂xαn
n

.

Grouping in each of the equations in (1.38) the terms containing the
derivatives of order α, |α| < j, we may rewrite the equation in (1.38) as

F (j)(t) =
∑
|α|=j

CαDαf(x0 + th)hα, j = 1, . . . , k, (1.40)

where Cα is the number of lists of |α| differentiations, α1 times with respect
to x1, α2 times with respect to x2, . . . , αn times with respect to xn.

Computing Cα is now a combinatorial problem, see, e.g., [GM2, 3.2.4].
There are

(
n
α1

)
ways of disposing α1 objects of type 1 in a list of n elements;

hence
(

n
α1

)(
n−α1

α2

)
ways of disposing α1 objects of type 1 and α2 objects of

type 2 in a list of n, . . . . Thus

Cα =
(|α|

α1

)(|α| − α1

α2

)(|α| − α1 − α2

α3

)
. . .

(
αn

αn

)
=

|α|!
α1!α2! . . . αn!

=
|α|!
α!

,

and (1.40) becomes

1
j!

F (j)(t) =
∑
|α|=j

Dαf(x0 + t(x − x0))
α!

(x − x0)α, j = 1, . . . , k. (1.41)
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1.53 Definition. Let f ∈ Ck(B(x0, r)), r > 0. Taylor’s polynomial of f
centered at x0 of order k is the polynomial in Rn of order at most k

Pk(x; x0) :=
∑
|α|≤k

Dαf(x0)
α!

(x − x0)α.

Taylor formulas for F (t) := f(x0 + t(x − x0)), t ∈ [0, 1], give rise, on
account of (1.41), to Taylor formulas for f .

1.54 Theorem (Taylor’s formula with Lagrange’s remainder). Let
f be a function in Ck(B(x0, r)), r > 0. Then

f(x) = Pk−1(x; x0) +
∑
|α|=k

Dαf(x0 + s(x − x0))
α!

(x − x0)α

for some s ∈]0, 1[. Moreover, if we set

Rk−1(x; x0) := f(x) − Pk−1(x; x0),
Mk := sup

|α|=k

sup
z∈B(x0,r)

|Dαf(z)|,

we have ∣∣∣Rk−1(x; x0)
∣∣∣ ≤ nkMk

k!
|x − x0|k. (1.42)

Proof. Taylor’s formula for F (t) := f(x0 + t(x − x0)), t ∈ [0, 1], yields

F (1) =

k−1X
j=1

F (j)(0)

j!
+

1

k!
F (k)(s)

for some s ∈]0, 1[. This yields the result computing F (j)(0) with (1.41). From F (k)(s)
in (1.38), we infer for t ∈ [0, 1]

|F (k)(t)| ≤ Mk|h|k
„ nX

i1,i2,...,ik=1

1

«
= Mk |h|k nk.

��

1.55 Corollary (Taylor’s formula with Peano’s remainder). Let f
be a function in Ck(B(x0, r)), r > 0. Then

f(x) =
∑
|α|≤k

Dαf(x0)
α!

(x − x0)α + o(|x − x0|k) as x → x0.

Proof. In fact,

f(x) =
X

|α|≤k−1

Dαf(x0)

α!
(x − x0)α +

X
|α|=k

Dαf(x0 + s(x − x0))

α!
(x − x0)

α

=
X

|α|=k

Dαf(x0)

α!
(x − x0)α +

X
|α|=k

Dαf(x0 + s(x − x0)) − Dαf(x0)

α!
(x − x0)

α
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for some s = s(x) with |s− x0| < |x− x0|. When x → x0, also x0 + s(x)(x − x0) → x0,
hence

|Dαf(x0 + s(x − x0)) − Dαf(x0)| → 0.

Since |hα| ≤ |h||α|, this yieldsX
|α|=k

Dαf(x0 + s(x − x0)) − Dαf(x0)

α!
(x − x0)α = o(|x − x0|k) as x → x0.

��

1.56 ¶. Show that Taylor’s polynomial Pk(x; x0) of degree k centered at x0 of f is the
unique polynomial Q(x) of degree less than or equal to k such that

f(x) − Q(x) = o(|x − x0|k) as x → x0.

1.57 ¶. Show the following.

Proposition (Taylor’s formula with integral remainder). Let f be a function in
Ck+1(B(x0, r)), r > 0. Then

f(x) = Pk(x; x0)+(k+1)
X

|α|=k+1

„ 1Z
0

(1−t)kDαf(x0+t(x−x0)) dt

«
(x − x0)α

α!
. (1.43)

1.58 ¶. Applying Taylor’s formula with integral remainder with k = 0 and k = 1, show
the following.

Lemma (Hadamard). If f is of class C∞ near 0 ∈ Rn, then there exist functions
gi(x) and gij(x) of class C∞ such that

f(x) − f(0) =
nX

i=1

gi(x)xi, f(x) − f(0) =
nX

i=1

fxi (0)xi +
nX

i,j=1

gij(x)xixj (1.44)

in a neighborhood of zero.

c. Real analytic functions
Let f be a function of class C∞ in an open set A of Rn. Then f has Taylor
polynomials of any order at every point x0 of A. The sequence of Taylor
polynomials Pk(x; x0) of f , equivalently the series of functions

∞∑
k=0

( ∑
|α|=k

Dαf(x0)
α!

(x − x0)α
)
,

is called the Taylor’s series of f centered at x0 ∈ A.

1.59 Definition. We say that f ∈ C∞(A) is an analytic function if every
point x0 ∈ A has a neighborhood in which f agrees with the sum of its
Taylor’s series with center x0.
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There exist functions of class C∞ in an open set that are not analytic.
For instance, compare [GM1], the function

f(x) :=

{
e−1/x2

if x > 0,

0 if x ≤ 0

is of class C∞ and nonzero, but all its derivatives exist and vanish at zero,
consequently the sum of its Taylor’s series is zero. However, the following
holds.

1.60 Proposition. Let A be an open set of Rn and f ∈ C∞(A). Suppose
that for every x0 ∈ A there exist C and r > 0 such that B(x0, r) ⊂ A and

sup
|α|=k

sup
B(x0,r)

|Dαf(x)| ≤ Ckk! ∀k ∈ N,

then f(x) is analytic in A.

1.61 ¶. Prove Proposition 1.60. [Hint: Use (1.42).]

d. A converse of Taylor’s theorem
The following theorem may be read as a converse of Corollary 1.55.

1.62 Theorem (Marcinkiewicz–Zygmund). Let Ω be an open set of
Rn and let f(x) and aα(x), |α| ≤ k, be continuous functions in Ω. Suppose
that, for x ∈ Ω and |h| < dist (x, ∂Ω), we have

f(x + h) =
∑
|α|≤k

aα(x)
α!

hα + g(x, h) (1.45)

where g(x, h)/|h|k → 0 as h → 0 uniformly with respect to x on the compact
subsets of Ω. Then f is of class Ck(Ω).

Proof. We convolute the two sides of (1.45) by means of a family of mollifiers, see
Section 2.3 Chapter 2, to get

fε(x + h) =
X

|α|≤k

(aα)ε(x)

α!
hα + gε(x, h).

Since fε ∈ Ck(eΩ) for all eΩ ⊂⊂ Ω and

||gε(x, h)||∞,eΩ
≤ ||g(x, h)||∞,Ω,

we infer from Exercise 1.56

Dαfε(x) = (aα)ε(x) ∀x ∈ eΩ, ∀α, |a| ≤ k

and letting ε → 0, see Section 2.3 Chapter 2, we conclude Dαf(x) = aα(x) ∀x ∈ eΩ.

This concludes the proof as eΩ is arbitrary. ��



38 1. Differential Calculus

1.3.4 Critical points

Let A ⊂ Rn and let f : A → R be a function. A point x0 ∈ A such that

f(x0) ≤ f(x) ∀ x ∈ A (1.46)

is called a minimum point or an absolute minimizer of f in A, the value
of f at a minimum point

f(x0) = min
{
f(x)
∣∣∣ x ∈ A

}
is called the minimum (value) of f in A. In case the inequality in (1.46) is
strict (except for x = x0) we say that x0 is a strict absolute minimizer. As
we know, functions may or may not have minimizers: for a given f : A → R,
they exist if A is bounded and closed and f is lower semicontinuous in A,
see, e.g., [GM2, Chapter 2] and [GM3, Chapter 4].

We say that x0 is a local (or relative) minimizer for f : A → R if there
is a neighborhood Ux0 of x0 in which it is a minimizer for f , i.e.,

f(x0) ≤ f(x) ∀ x ∈ Ux0 ∩ A.

If the previous inequality is strict for x �= x0, we say that x0 is an iso-
lated local minimizer for f . Similar definitions of course hold for maximum
points. Local minimizers and local maximizers of f are both called extremal
points and the values of f at extremal points are called extremal values.

Sometimes the research of extremal points reduces to a simple inspec-
tion. For instance, clearly f(x) := |x|, x ∈ Rn, has an absolute minimizer
at 0, as well as the function log(1 + x2 + 2y2): since both functions are
nonnegative and vanish if and only if (x, y) = (0, 0). In other cases it is
easy to conclude by looking at the level lines of the function. However, it
is useful to develop some general remarks.

Suppose x0 is an extremal for f . Then x0 is also an extremal for the
restriction of f to any line through x0. It follows from Fermat’s theorem:
Suppose that x0 is interior to A and that f has directional derivative in
the direction v at x0. Then Dvf(x0) = 0. Of course, both assumptions
x0 interior to A and f has directional derivative in the direction v are
essential as shown by the function f(x) = |x|.

When A is an open set of Rn and f ∈ C1(A), we can state more.

1.63 Proposition. Let f : A → R be a function that is differentiable at
an interior point x0 to A. Then x0 is an extremal point for f if

dfx0 = 0 equivalently ∇f(x0) = 0. (1.47)

1.64 Definition. Let A be an open set of Rn and let f : A → R be
differentiable in A. The points x ∈ A such that dfx = 0 (equivalently
∇f(x) = 0) are called critical points of f in A.
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Figure 1.15. Two saddle points.

As for functions of one variable, whereas all interior extremal points are
critical points, not every critical point is an extremal point. For instance,
(0, 0) is a critical point of the function f(x, y) = x2 − y2, (x, y) ∈ R2, but
it is not a local minimizer or a local maximizer for f . Looking at level lines
of f , one readily infers that (0, 0) is a saddle point for f .

At this point we should warn the reader that the intuition relative to
critical points for functions of several variables is not as reliable as for
functions of one variable. The following example may be useful.

1.65 Example. The function f(x, y) = y(y − x2), (x, y) ∈ R2, has a critical point
at (0, 0). The point (0, 0) is a minimizer for the restriction of f to any straight line
through the origin, but it is a maximum point for the restriction of f to the parabola,
see Figure 1.16.

1.66 Example. The function

f(x, y) := x3 − 3x + (ey − x)2, (x, y) ∈ R
2,

has a unique critical point at (1, 0) that is a local minimizer, see Figure 1.17, moreover

inf
R2

f(x, y) = −∞,

though f has no relative maximum point.
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Figure 1.16. Illustration for Example 1.65.
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Figure 1.17. f(x, y) = x3 − 3x + (ey − x)2 has a local minimizer at (1, 0), tends to −∞
along the curve y = x3 as x → −∞, and has no relative maximizers.

Let f ∈ C2(A), with A open in Rn, and let x0 ∈ A be a critical point
of f . Taylor’s formula with Peano’s remainders tells us that

f(x0 + h) = f(x0) +
1
2

Hf(x0)h •h + o(|h|2) as |h| → 0, (1.48)

Hf(x0) = [Dijf(x0)] being the Hessian matrix of f at x0.

1.67 Proposition. Let f ∈ C2(A), with A open in Rn, and let x0 ∈ A be
a critical point of f . Then

(i) if x0 is a local minimizer, then Hf(x0)ξ • ξ ≥ 0 ∀ξ ∈ Rn,
(ii) if Hf(x0)ξ • ξ > 0 ∀ξ �= 0, then x0 is an isolated local minimizer.

Proof. (i) From (1.48) we have

0 ≤ f(x + λξ) − f(x0) =
1

2

h
Hf(x0)(λξ) • (λ ξ)

i
+ o(λ2)

as λ → 0, λ ∈ R, and, dividing by λ2 we get

Df(x0)ξ • ξ + o(1) ≥ 0 as λ → 0,

i.e., the claim.

(ii) Let φ(ξ) := Hf(x0)ξ • ξ . Since φ(ξ) is a homogeneous polynomial of degree two in
the components of ξ, the restriction of ξ → Hf(x0)ξ • ξ to the unit sphere Sn−1 :=
{ξ | |ξ| = 1} ⊂ Rn is continuous. Weierstrass’s theorem then yields a point ξ0 ∈ Sn−1

such that
Hf(x0)ξ • ξ ≥ Hf(x0)ξ0 • ξ0 =: m0 ∀ξ ∈ Sn−1; (1.49)

while the assumption implies that m0 > 0 and, using 2-homogeneity of ξ → Hf(x0)ξ • ξ ,
we get the estimate

Hf(x0)ξ • ξ ≥ m0|ξ|2 ∀ξ ∈ R
n.

From Taylor’s formula we then infer

f(x) − f(x0) =
1

2
Hf(x0)h •h + o(|h|2) ≥ |h|2

“m0

2
+ o(1)

”
, h := x − x0.

Since m0 > 0, the theorem of constancy of sign provides us with a ball B(x0, δ) on
which m0/2 + o(1) > 0, so that f(x) > f(x0) for all x ∈ B(x0, δ), x �= x0. ��
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Figure 1.18. The Hessian matrix of the paraboloid on the left has two positive eigenval-
ues, the Hessian matrix of the saddle has eigenvalues of opposite sign, and the Hessian
matrix of the cylinder has a positive and a vanishing eigenvalue.

1.68 Quadratic forms. We recall that the positivity of a quadratic
form φ(h) = Ah •h associated to a symmetric matrix A ∈ Mn,n can
be checked in terms of the signature of the metric (h, k) → Ah •k , see
[GM2, Chapter 2], that is, writing φ as a sum of squares

Ah •h =
n∑

i=1

miw
2
i .

Several methods are available to do this: for instance by computing the
eigenvalues of A. Since A is symmetric, the spectral theorem tells us that
there exist an orthonormal basis (u1, u2, . . . , un) of Rn and real numbers
λ1, λ2, . . . , λn such that

Ah =
n∑

i=1

λi h •ui ui ∀h,

which says in particular that u1, u2, . . . , un are eigenvectors of A and, for
every i = 1, . . . , n, λi is the eigenvalue of A corresponding to ui. Conse-
quently,

Ah •h =
m∑

i=1

λi h •ui ui ∀h.

Since |h|2 =
∑n

i=1 |h •ui |2, we get

λm |h|2 ≤ Ah •h ≤ λM |h|2 ∀h ∈ Rn

where λm := mini(λi) and λM = maxi(λi). We can therefore restate
Proposition 1.67 as follows.

1.69 Proposition. Let f ∈ C2(A), with A open in Rn and let x0 ∈ A
be a critical point of f and let Hf(x0) be the Hessian matrix of f at x0.
Then we have the following.

(i) If x0 is a local minimizer for f , then the eigenvalues of Hf(x0) are
nonnegative,
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(ii) If the eigenvalues of Hf(x0) are positive, then x0 is an isolated local
minimizer.

1.70 ¶. Show that, in R2, the quadratic form Ah •h is positive if and only if tr A > 0
and detA > 0.

1.3.5 Some classical partial differential
equations

1.71 The Laplace operator. The differential operator

Δu := div gradu =
n∑

i=1

DiDiu

is called the Laplace operator or Laplacian. The functions u ∈ C2(Ω) for
which Δu = 0 in Ω are said to be harmonic in Ω.

1.72 ¶. Show that, in dimension two, and in polar coordinates (ρ, θ), Δu writes as

Δu = uρρ +
1

ρ
uρ +

1

ρ2
uθθ =

1

ρ

»
∂

∂ρ
(ρfρ) +

∂

∂θ
(
1

ρ
fθ)

–
whereas, in dimension n = 3 and in spherical coordinates, Δu writes as

Δu =
1

ρ sin2 ϕ

j
∂

∂ρ
(ρ2fρ sin ϕ) +

∂

∂θ
(

1

sin ϕ
fθ) +

∂

∂ϕ
(sin ϕfϕ)

ff
.

1.73 ¶ Laplacian and gravitational forces. The gravitational force acting on a
unit mass at the point (x, y, z) due to the interaction with a mass placed at the origin
is given, according to Newton’s gravitational law, by

F = −g
M

r2

r

|r| , g > 0, r := (x, y, z).

If

V =
g

2

M

r

denotes the gravitational potential, observe that F = −∇V . Moreover, show that

(i) V is harmonic in R3 \ {(0, 0, 0)}, i.e., ΔV = 0 in R3 \ {(0, 0, 0)}.
(ii) The unique spherical symmetric harmonic function in Rn \ {0}, i.e., the unique

harmonic functions of the type u(x) = ϕ(|x|), are

Aγ(|x|) + B where A, B ∈ R and γ(r) :=

8<:log r if n = 2,
1

rn−2
if n ≥ 3.

(iii) The functions ekx cos ky and ekx sin ky are harmonic in R2.
(iv) The function e3x+4y sin 5y is harmonic in R3.

(v) If f(x, y) is harmonic in R
2, then also f

“
x

x2+y2 , y
x2+y2

”
is harmonic.

1.74 ¶. Show the following theorem.



1.3 Theorems of Differential Calculus 43

Figure 1.19. Frontispieces of two works respectively by Constantin Carathéodory (1873–
1950) and Richard Courant (1888–1972).

Theorem (Maximum principle). Let u ∈ C0(Ω) ∩ C2(Ω) be harmonic in Ω. Then

sup
Ω

|u| = sup
∂Ω

|u|.

[Hint: Let x0 ∈ Ω and, for ε > 0, let uε(x) := u(x) − ε|x − x0|2. We then have

Δ(u − ε|x − x0|2) = −2nε < 0;

hence x0 cannot be a maximum point for uε since in this case Huε(x0) ≥ 0.]

1.75 ¶. Consider the following problem, called Dirichlet’s problem: find u ∈ C2(Ω) ∩
C0(Ω) such that 8<:Δu = f in Ω,

u = g on ∂Ω,

where g is a given continuous function on ∂Ω. Infer from the maximum principle, see
Exercise 1.74, that it has at most one solution.

1.76 ¶. Functions u : Ω ⊂ Rn → R such that −Δu ≤ 0 in Ω, are called subharmonic,
whereas functions u such that −Δu ≥ 0 in Ω are called superharmonic. Show that

(i) subharmonic functions in Ω have no (interior) maximum point in Ω,

(ii) superharmonic functions in Ω have no (interior) minimum point in Ω,

(iii) if u is subharmonic in Ω, and v is superharmonic in Ω and u ≤ v on ∂Ω, then
u ≤ v in Ω.

Finally, show that, if u is harmonic and f ∈ C2(R) satisfies f ′′(t) ≥ 0, then f(u) is
subharmonic.
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Figure 1.20. Frontispieces of two monographs respectively by Joseph Fourier (1768–
1830) and Jean d’Alembert (1717–1783).

1.77 The wave equation. If f and g are two functions of class C2, the
function

u(t, x) := f(x − ct) + g(x + ct) (1.50)

satisfies the 1-dimensional wave equation

∂2u

∂t2
= c2 ∂2u

∂x2
.

This equation is supposed to describe the vibrations of a string pulled tight
between fixed ends: u(x, t) represents the height at time t and it is assumed
that the longitudinal displacement is negligible. Notice that f(x− ct) and
g(x + ct) represent waves that propagate respectively, to the left and to
the right with velocity c.

1.78 ¶. Show that by the change of variables r = x+ ct, s = x− ct, the wave equation
transforms into

∂2u

∂r∂s
= 0.

Infer from this that (1.50) represents a general solution of the 1-dimensional wave
equation.

1.79 ¶. Show that the initial value problem8>><>>:
utt(x, t) = c2uxx(x, t),

u(x, 0) = p(x),

ut(x, 0) = q(x)

admits as solution the function
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Figure 1.21. Olga Ladyzhenskaya (1922–
2004) and the first page of a celebrated
paper by Jean Leray (1906–1998) on
Navier–Stokes equations.

u(x, t) =
1

2

“
p(x − ct) + p(x + ct)

”
+

1

2c

x+ctZ
x−ct

q(s) ds.

1.80 The heat equation. The heat diffusion in a bar is described ac-
cording to Joseph Fourier (1768–1830), by the heat or diffusion equation

ut = uxx.

Here u(t, x) is the temperature in x at time t in suitable units. One checks
that the function t−1/2e−x2/4t is a solution for t > 0 and x ∈ R.

1.81 Schrödinger’s equation. A complex variant of the heat equation
is Schrödinger’s equation in quantum mechanics

i �

2m
ψt = −Δψ + V (x)ψ,

where V (x) is a potential, � is Planck’s constant, and ψ = ψ(x, t), x ∈ R3,
t ≥ 0, is a “wave function”, i.e., ψ ∈ C2(Ω×R, C) with

∫ |ψ(x, t)|2 dx = 1
for all t ≥ 0.

1.82 Euler’s equation. The velocity field of a perfect fluid solves Eu-
ler’s equation

vt + ( v •∇ )v = f − 1
ρ
∇p
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where p is the pressure, f the exterior force and ρ the density of the fluid.
The density is transported by the velocity field according to the continuity
equation

ρt + div (ρv) = 0.

In particular, for incompressible fluids, ρ(t) =cost, Euler’s equation reduces
to

div v = 0.

1.83 The Navier–Stokes equations. If the fluid is viscous, Euler’s
equation modifies into Navier–Stokes equations in which the diffusion term
νΔv appears, ν being the viscosity coefficient

vt + ( v •∇ )v − ν

ρ
Δv = f − 1

ρ
∇p.

In both Euler’s and Navier–Stokes equations the notation is v = (v1, v2, v3),
( v •∇ )v := ( v •Dvi )i=1,2,3, v •Dvi :=

∑3
j=1 vjDjv

i.

1.4 Invertibility of Maps Rn → Rn

Let f : Ω ⊂ Rn → Rn be a map. When f is linear, f(x) = Ax, A ∈
Mn,n(R), its invertibility, i.e., the possibility of solving in x the system
Ax = y for all y ∈ Rn, is equivalent to the invertibility of the matrix A,
and, in turn, this is equivalent to detA �= 0.

When f : R → R is a differentiable function of one variable, we know,
see, e.g., [GM1], that the condition f ′ > 0 (or f ′ < 0) implies monotonicity,
consequently invertibility of f , and also the differentiability of the inverse
function. Actually, if f is of class C1 and f ′(x0) �= 0 at some point x0,
there exists an interval I(x0, r) in which f ′(x) has the same sign of f ′(x0),
consequently (f|I)−1 is strictly monotone, continuous with differentiable
inverse, and

(f−1)′(y) =
1

f ′(f−1(y))
∀y ∈ f(I(x0, r)).

In Section 1.4.2, we state and prove (another proof will be presented
in Section 1.4.4) a similar local invertibility theorem, known as the Inverse
Function Theorem, for mappings f of class C1: the condition f ′(x0) �= 0
will be replaced by the nondegeneracy condition detDf(x0) �= 0, which
may be seen as an invertibility condition for the linear tangent map to f
at x0, or as the nondegeneracy of the first-order Taylor expansion of f at
x0

f(x) = f(x0) + ∇f(x0) • (x − x0) + o(|x − x0|) as x → x0.
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1.4.1 Banach’s fixed point theorem

For the reader’s convenience we begin by stating a few facts about Banach’s
fixed point theorem, see, e.g., [GM3, 9.5.1].

Let X be a metric space with distance d. A map T : X → X is said to
be a contraction or a contractive map if there is a constant k, 0 ≤ k < 1,
such that d(T (x), T (y)) ≤ k d(x, y), ∀x, y ∈ X . In this case we also say that
T is k-contractive. In other words a contraction is a Lipschitz-continuous
map with Lipschitz constant strictly less than one. A point x ∈ X for
which T (x) = x is called a fixed point for T .

1.84 Theorem (Banach’s fixed point theorem). Let X be a complete
metric space and let T : X → X be k-contractive, 0 ≤ k < 1. Then T has
a unique fixed point x. Moreover, given x0 ∈ X, the sequence {xn}, n ≥ 0,
defined recursively by xn+1 := T (xn), converges with an exponential rate
to the fixed point x, and the following estimates hold:

d(xn, x) ≤ kn

1 − k
d(x1, x0),

d(xn+1, x) ≤ k

1 − k
d(xn+1, xn),

d(xn+1, x) ≤ k d(xn, x).

Proof. (i) (Uniqueness) If x and y are two fixed points, from d(x, y) = d(Tx, Ty) ≤
k d(x, y) we infer d(x, y) = 0 since 0 < k < 1.

(ii) (Existence) Let x0 ∈ X and for n ≥ 0 let xn+1 := T (xn). We have

d(xn+1, xn) ≤ kd(xn, xn−1) ≤ knd(x1, x0) = knd(T (x0), x0),

hence, for p > n

d(xp, xn) ≤
p−1X
j=n

d(xj+1, xj) ≤
p−1X
j=n

kjd(x1, x0) ≤ kn

1 − k
d(x1, x0).

Therefore d(xp, xn) → 0 as n, p → ∞, i.e., {xn} is a Cauchy sequence, hence it has a
limit x ∈ X and x is a fixed point as it is easily seen passing to the limit in xn+1 = T (xn).
We leave the proof of the convergence estimates to the reader. ��

Notice that the first estimate in Theorem 1.84 allows us to evaluate the
number of iterations that are sufficient to reach a desired accuracy; the sec-
ond estimate allows us to evaluate the accuracy of xn+1 as an approximate
value of x in terms of d(xn+1, xn).

1.85 Example. Let φ : X → X be a (nonlinear) map, X being a Banach space. Given
y ∈ X we would like to solve

φ(x) = y. (1.51)

We may write this equation as x = x − φ(x) + y so that, setting g(x) := x − φ(x) + y,
(1.51) is equivalent to finding a fixed point of g. If g is a contraction, we infer from the
Banach fixed point theorem the existence of a fixed point and exponential convergence
of the sequence {xn} defined by
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8<:x0 ∈ X,

xn+1 = xn − φ(xn) + y
(1.52)

to the fixed point of g, hence to the solution of (1.51).
In the special case of X = Rn and φ(x) = Lx, i.e., φ is linear, we have g(x) =

( Id−L)x+y and g is a contraction if and only if L is close to the identity, || Id−L|| < 1;
in fact,

sup
x1,x2∈Rn

|g(x2) − g(x1)

|x2 − x1|
= sup

x1,x2∈Rn

|( Id − L)(x2 − x1)|
|x2 − x1|

= || Id − L||.

Moreover, (1.52) can be written as

xn+1 = ( Id − L)n+1x0 =
nX

k=0

( Id − L)ky;

hence, when n → ∞, we have

x =
∞X

k=0

( Id − L)ky.

1.86 Example. A slight variant of the previous remark is the following. Suppose as
in Example 1.85 we want to solve φ(x) = y given y ∈ X. For any invertible map
M : X → X, the equation φ(x) = y can be written as Mx = Mx − φ(x) + y; thus x
solves φ(x) = y if and only if x is a fixed point for

T (x) := x − M−1φ(x) + M−1y.

Assuming T a contraction on X, we then infer that φ(x) = y has a unique solution
defined as the limit point of the sequence {xn} defined by8<:x0 ∈ X,

xn+1 = xn + M−1φ(xn) + M−1y.

1.87 ¶. Let X be a Banach space and let T : X → X be a Lipschitz-continuous map.
Show that, for μ sufficiently large, the equation

Tx + μx = y

has, for any y ∈ X, a unique solution.

1.4.2 Local invertibility

Let f = (f1, f2, . . . , fn) be a map of class C1 from an open set Ω ⊂ Rn,
n ≥ 1. We recall that the Jacobian of f at x0 ∈ Ω is the determinant of
the Jacobian matrix

detDf(x0),

that f|U denotes the restriction of f to U ⊂ Ω, and, finally, that x0 + U
stands for {x ∈ Rn |x − x0 ∈ U}; for instance, x0 + B(0, r) = B(x0, r).

1.88 Definition. We say that f : Ω ⊂ Rn → Rn is locally invertible if
for every x ∈ Ω there is a neighborhood U of x such that f|U is injective.
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Figure 1.22. Frontispieces of two celebrated volumes.

1.89 Theorem (Inverse Function Theorem). Let f : Ω → Rn be a
map of class Ck, k ≥ 1, from an open set Ω ⊂ Rn into Rn, let x0 ∈ Ω and
assume detDf(x0) �= 0. Then there exists an open neighborhood U of x0

such that

(i) f|U is injective,
(ii) V := f(U) is open, (f|U )−1 : V → U is continuous, i.e., f|U is an

open map,
(iii) (f|U )−1 : V → U is of class Ck, moreover, ∀ y ∈ V

D(f|U )−1(y) =
[
Df(x)

]−1

x := (f|U )−1(y). (1.53)

Therefore a map f : Ω → Rn from an open set of Rn into Rn of class
Ck, k ≥ 1, such that detDf(x) �= 0 ∀x ∈ Ω is locally invertible, open with
local inverses of class Ck.

Proof. Without loss of generality we may assume x0 = 0 and f(x0) = 0.

Step 1. We set

M := Df(0)−1 M := ||M|| and F (x) := f(x) − Df(0)x,

and we write the equation f(x) = y as

x = x + M(−f(x) + y).

Therefore f(x) = y if and only if x is a fixed point of the map

Ty(x) := x − Mf(x) + My = −MF (x) + My.

Since f ∈ C1(Ω, Rn) by assumption, there exists r > 0 such that

sup
||z||≤r

||Df(z) − Df(0)|| <
1

4 M
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and, from the mean value theorem, see Corollary 1.51,

|F (x) − F (z)| ≤ 1

4 M
|x − z| ∀x, z ∈ B(0, r). (1.54)

We now set X := B(0, r) ⊂ Rn and prove that Ty is a contraction in X for every
y ∈ B(0, r

2M
). In fact, Ty maps X into X since for all x ∈ X we have

|Ty(x)| = |My − MF (x)| ≤ |My| + |MF (x) − DF (0)|

≤ M |y| + M
1

4M
|x − 0| =

r

2
+

r

4
=

3

4
r

and, for all x, z ∈ B(0, r), we have

|Ty(x) − Ty(z)| = |MF (x) − MF (z)| ≤ M
1

4M
|x − z| =

1

4
|x − z|.

Therefore for all y ∈ B(0, r/(2M)) the map x → Tyx is 1/4-contractive with image in
B(0, 3r/4) ⊂ X. Since X is a complete metric space, Banach’s fixed point theorem yields
a unique point x ∈ B(0, 3r/4) such that x = Tyx, equivalently, such that f(x) = y.

Setting U := f−1(B(0, r/(2M))), V := B(0, r/(2M)), we have proved that f|U is

invertible, thus (i).

Step 2. Let us show that (f|U )−1 : V → U is continuous. For y, w ∈ V set x :=

(f|U )−1(y) and z := (f|U )−1(w). From (1.54) we infer

|Df(0)(x − z)| = | − f(x) + Df(0)x + f(z) − Df(0)z + f(x) − f(z)|
≤ |F (x) − F (z)| + |f(x) − f(z)|

≤ 1

4M
|x − z| + |f(x) − f(z)|.

Hence

|x − z| ≤ 1

4
|x − z| + M |f(x) − f(z)|,

i.e.,

|(f|U )−1(y) − (f|U )−1(w)| ≤ 4M

3
|y − w|. (1.55)

Step 3. It remains to prove that g := (f|U )−1 is differentiable at every y ∈ V = f(U).

Without loss of generality we assume y = 0 and g(0) = 0. Setting x = g(z), we have

g(z) − Mz = x − Mf(x) = −MF (x)

and, on the other hand, by (1.55), |f(x)| ≥ 3M
4

|x| hence

|g(z) − Mz|
|z| =

|M(f(x) − Df(0)x)|
|x|

|x|
|f(x)|

≤ M
o(|x|)
|x|

|x|
|f(x)| ≤ 4

3
M2 o(|x|)

|x| .

If z → 0, then x = g(z) → 0 since g is continuous. Consequently the right-hand side of
the last inequality tends to zero as z → 0. This yields that g is differentiable at 0 with
Dg(0) = M = Df(0)−1.

Step 4. Finally, if f is of class Ck, the formula (1.53) yields at once that the local inverse
is of class Ck. ��
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(x, y, 0)

Figure 1.23. From the left: (i) Polar coordinates in R2 and (ii) Spherical coordinates in
R3.

1.90 Remark. With the notations of Theorem 1.89, we in fact have
proved that for any y ∈ B(0, r/(2M)), the sequences defined by{

x0 ∈ B(0, r),

xk+1 = xk − Mf(xk) + My,

exponentially converge to the unique solution of{
f(x) = y,

x ∈ B(0, r).

1.4.3 A few examples

1.91 Polar coordinates. The transformation φ(ρ, θ) = (ρ cos θ, ρ sin θ),
(ρ, θ) ∈ R2, which yields the polar coordinates in R2, has Jacobian matrix
and Jacobian

Dφ(ρ, θ) =
(

cos θ −ρ sin θ

sin θ ρ cos θ

)
, detDφ(ρ, θ) = ρ.

By the inverse function theorem, Theorem 1.89, φ is locally invertible
in R2 \ {0}, but φ is not (globally) invertible as φ(ρ, θ + 2π) = φ(ρ, θ).
However, the restriction of φ to the strip Sa :=]0, +∞[×]a − π, a + π[,
a ∈ R, is injective, hence globally invertible from Sa onto its image φ(Sa)
(with inverse of class C∞). Notice that, since

Dφ(ρ, θ) =

(
x
ρ −y
y
ρ x

)
,

we have
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1

2π

θ y

ρ

x

Figure 1.24. Polar coordinates in R2.

Dφ−1(x, y) =
1√

x2 + y2

(
x y

−y x

)
;

and φ(Sa) is R2 minus the half-line from the origin that forms an angle a+π
with the positive half-line of abscissa. The inverse of φ|Sa

can be written
explicitly. For example, when a = 0, we can solve in (ρ, θ) ∈]0,∞[×]−π, π[
the system {

x = ρ cos θ

y = ρ sin θ
, ρ > 0, θ ∈]a − π, a + π[

for all (x, y) ∈ φ(Sa), finding ρ =
√

x2 + y2 and

θ =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

π
2 + arctan y

x if x < 0, y > 0,
π
2 if x = 0, y > 0,

arctan y
x if x > 0,

−π
2 if x = 0, y < 0,

−π
2 + arctan y

x if x < 0, y < 0,

i.e., the angle formed by the positive half-line of abscissa and the half-line
from the origin through (x, y) measured in radians anticlockwise from −π
to π.

1.92 Cylindrical coordinates. Similar considerations may be devel-
oped for the transformation that yields cylindrical coordinates in R3

(x, y, z) = φ(ρ, θ, z),

⎧⎪⎪⎨⎪⎪⎩
x = ρ cos θ,

y = ρ sin θ,

z = z.

Its Jacobian matrix and its Jacobian are given by
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ϕ

θ

ϕ

θ

Figure 1.25. Spherical coordinates.

Dφ(ρ, θ, z) =

⎛⎝cos θ −ρ sin θ 0
sin θ ρ cos θ 0

0 0 1

⎞⎠ , detDφ(ρ, θ, z) = ρ.

Thus φ is locally invertible from R3 \ {ρ = 0} into R3 \ {z = 0}
with local inverses of class C∞. Moreover, the restriction of φ to Ω :=
]0, +∞[×]0, 2π[×R is injective, thus globally invertible.

1.93 Spherical coordinates. For the transformation φ : (ρ, θ, ϕ) →
(x, y, z) from R3 into itself that yields the spherical coordinates⎧⎪⎪⎨⎪⎪⎩

x = ρ cos θ sin ϕ,

y = ρ sin θ sin ϕ,

z = ρ cosϕ

we have

Dφ(ρ, θ, ϕ) =

⎛⎝cos θ sin ϕ −ρ sin θ sin ϕ ρ cos θ cosϕ

sin θ sin ϕ ρ cos θ sinϕ ρ sin θ cosϕ

cosϕ 0 −ρ sinϕ

⎞⎠
and detDφ(ρ, θ, ϕ) = ρ2 sin ϕ. Therefore detDφ(ρ, θ, ϕ) �= 0 for all (ρ, θ, ϕ)
in

Ω := R3 \
{
(ρ, θ, ϕ)

∣∣∣ ρ �= 0, ϕ �= (2k + 1)π, k ∈ Z

}
:

we conclude that φ|Ω is locally invertible.
The restriction of φ to Δ :=]0,∞[×]0, 2π[×]0, π[⊂ Ω is instead injec-

tive with image R3 minus the half-plane generated by the z-axis and the
positive half-line of abscissa; thus φ|Δ is globally invertible with inverse of
class C∞.

When writing (x, y, z) = φ(ρ, θ, ϕ), (ρ, θ, ϕ) ∈ Δ, the new variables
ρ, θ, ϕ are, respectively, the distance ρ of (x, y, z) from the origin, the longi-
tude θ of (x, y, z) measured in radians from the half-plane generated by the
z-axis and the positive half-line of abscissa, and the latitude ϕ measured
in radians from 0 corresponding to the North Pole to π, corresponding to
the South Pole, see Figure 1.25.
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1

P ′

P

Figure 1.26. The inversion map.

1.94 The inversion in a sphere. This is the transformation that maps
each point P = (x, y) �= (0, 0) in the plane to the point P ′ that lies in the
half-line from 0 through P in such a way that OP ·OP

′
= 1. It maps points

inside the circle x2 + y2 = 1 outside and vice versa. In formula it is given
by φ : R2 \ {(0, 0)} → R2 \ {(0, 0)},

φ(x, y) =
(

x

x2 + y2
,

y

x2 + y2

)
,

or, in complex coordinates z = x + iy,

φ(z) = 1/z.

It is a globally invertible map from R2 \ {0} onto itself of class C∞ with
inverse of class C∞.

1.95 ¶ Cofocal elliptic coordinates. Show that the map φ : Ω ⊂ R2 → R2 given
by

(x, y) → (cosh x cos y, sinh x sin y)

with domain Ω := {(x, y) |x > 0} is locally, but not globally, invertible. Show that its
restriction to Ω := {(x, y) |x > 0, 0 < y < 2π} is invertible. [Hint: Show that vertical
segments are taken to ellipses with foci at ±(1, 0) whereas horizontal half-lines are taken
to hyperbolas with the same foci (±1, 0).]

1.96 The exponential map. Let f : C → C be the complex expo-
nential map f(z) = ez, or in Cartesian coordinates (u, v) = f(x, y) =
(ex cos y, ex sin y). Its Jacobian matrix is

Df(x, y) :=
(

ex cos y ex sin y

−ex sin y ex cos y

)
=
(

u v

−v u

)
and its Jacobian is detDf(x, y) = u2 + v2 = e2x. Therefore f is locally
invertible with C∞ inverses and

Df−1(u, v) =
1

u2 + v2

(
u −v

v u

)
.
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Since f is 2π-periodic in y, it is not globally invertible. However, the
restriction of f to Ω := R×]0, 2π[ is injective thus globally invertible, and
its inverse is the principal determination of the complex logarithm, see
[GM2] and Chapter 4.

Vertical segments in Ω are taken by f into circles around the origin,
whereas horizontal lines are taken to half-lines from the origin.

1.4.4 A variational proof of the inverse
function theorem

We give here an alternative variational proof of Theorem 1.89 in which the
fixed point argument is replaced by the Weierstrass theorem.

Another proof of Theorem 1.89. (i) Set L := Df(x0) and, as usual, denote by ||A|| the
norm of the matrix A in such a way that |Ax| ≤ ||A|| |x|, ∀x. For all x, y ∈ Rn we have

x − y = L−1L(x − y) hence |x − y| ≤ ||L−1|| |L(x − y)|. (1.56)

On the other hand, the map f(x) − L(x − x0) is of class C1 and its Jacobian matrix
Df(x)−L vanishes at x0. It follows that for any ε > 0 there exists a ball B(x0, r) such
that

||Df − L||∞,B(x0,r) = sup
x∈B(x0,r)

||Df(x) − L|| < ε

and, on account of the mean value theorem, for all x, y ∈ B(x0, r) we get

|f(x) − Lx − f(y) + Ly| ≤ ||Df − L||∞,B(x0,r) |x − y| < ε |x − y|,
in particular,

|L(x − y)| ≤ |f(x) − f(y)| + ε|x − y|,∀x, y ∈ B(x0, r). (1.57)

From (1.56) and (1.57), we easily conclude that for all x, y ∈ B(x0, r) we have“
1 − ε||L−1||

”
|x − y| ≤ ||L−1|| |f(x) − f(y)|,

and, choosing ε sufficiently small, we can find a constant C > 0 and a ball B(x0, r) such
that

|x − y| ≤ 1

C
|f(x) − f(y)| ∀x, y ∈ B(x0, r). (1.58)

Therefore, f is injective in U := B(x0, r).

(ii) Let us show that V := f(U) is an open set, i.e., that every y ∈ V has a neighborhood
V (y) such that V (y) ⊂ V = f(U). By (i) there is a unique x ∈ U with f(x) = y. We
now observe that, if U(x) is a neighborhood of x with U(x) ⊂⊂ U and Γ := ∂U(x),
since f is injective and x /∈ Γ, we have y /∈ f(Γ); moreover, since f is continuous, f(Γ)
is a compact set, hence the distance of y from f(Γ) is positive. Let

σ :=
1

2
dist (y, f(Γ)),

and V (y) := B(y, σ). We now show that V (y) ⊂ V , i.e., that for every y ∈ V (y) there
is x ∈ U(x) such that y = f(x). In order to do that, for any y ∈ Vy , we show that the
function

ψ(x) := |y − f(x)|2, x ∈ U(x)

has an interior minimum point in U(x) with value zero. In fact,
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Figure 1.27. Illustration of the proof of Theorem 1.89 in Section 1.4.2.

ψ(x) = |y − y|2 < σ2

while for any x ∈ Γ

2σ = dist (y, f(Γ)) ≤ |y − f(x)| ≤ |y − y| + |y − f(x)| ≤ σ + |y − f(x)|
i.e.,

ψ(x) > σ2 ∀ x ∈ Γ.

Weierstrass’s theorem allows us to conclude that ψ has a minimizer x ∈ U(x) with
minimum value less than σ2. It follows that x necessarily belongs to U(x) and, by
Fermat’s theorem Dψ(x) = 0, i.e.,

2Df(x)(y − f(x)) = 0.

Since detDf(x) �= 0 we conclude that y = f(x), that is ψ(x) = 0.
Of course, we can repeat the same argument replacing U with any open set A ⊂ U

and V with f(A), concluding that f(A) is open if A is open. In other words, (f|U )−1 is
continuous.

(iii) We shall now show that f−1 is differentiable at every point y ∈ V and that (1.53)
holds.

We set g := (f|U )−1 and we assume without loss of generality that y = 0 and

f(0) = 0. If L := Df(0) and for y ∈ V we set x := g(y), we have

g(y) − L−1y = x − L−1f(x) = −L−1(f(x) − Lx).

When y → 0 we have x = g(y) → 0 since g is continuous by Step 2. Moreover, from
(1.58) we have

|f(x)| = |f(x) − f(0)| ≥ C |x|,
for all x ∈ U hence

|g(y) − g(0) − L−1(y − 0)|
|y| ≤ ||L−1|| |f(x) − Lx|

|f(x)| ≤ ||L−1|| o(|x|)
C |x| → 0 per y → 0,

that yields at once the differentiability of g at 0 with Dg(0) = L−1.

(iv) Finally, from (1.53) one easily deduces that (f|U )−1 ∈ C1(V ) and that (f|U )−1 is

of class Ck(V ) if f is of class Ck. ��

1.4.5 Global invertibility

Let Ω ⊂ Rn be an open set and let f : Ω → Rn be of class C1. We have
seen that the nondegeneracy condition detDf �= 0 in Ω is equivalent to the
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local invertibility of f and that local invertible maps are not necessarily
globally invertible. Of course injectivity plus local invertibility is equivalent
to global invertibility.

In the category of homeomorphisms, the following theorem holds, see
[GM3, 8.54].

1.97 Theorem. Let Ω ⊂ Rn be an open and connected set and let f : Ω →
Rn be a local homeomorphism. If f is proper and f(Ω) is simply connected,
then f is injective hence a homeomorphism between Ω and f(Ω).

An immediate consequence of this and of Theorem 1.89 is the following.

1.98 Theorem (of global invertibilty). Let Ω be an open and connec-
ted set of Rn and let f : Ω → Rn be a map of class Ck(Ω), k ≥ 1, with
detDf(x) �= 0 for all x ∈ Ω. Suppose that f is proper and that f(Ω)
is simply connected. Then f is globally invertible from Ω onto f(Ω) with
inverse of class Ck, and (1.53) holds.

Another theorem of global invertibility is the following one. We state
it without proof since it would need more advanced means.

1.99 Theorem. Let Ω be an open and connected set of Rn, let f : Ω → Rn

be of class C0(Ω) ∩ Ck(Ω), k ≥ 1, with positive Jacobian detDf(x) > 0
∀x ∈ Ω, and let g : Ω → f(Ω) be a homeomorphism from Ω onto f(Ω).
If f = g on ∂Ω, then f is an homeomorphism from Ω onto f(Ω), f|Ω is
globally invertible from Ω onto f(Ω) with inverse of class Ck and (1.53)
holds.

1.5 Differential Calculus in Banach

Spaces

The notions of directional derivative and of differential easily extend to
mappings between Banach spaces.

1.5.1 Gâteaux and Fréchet differentials

The notions of directional derivatives and of differential extend at once to
mappings between normed spaces. But their use is relevant in the setting
of complete normed spaces, i.e., Banach spaces, see [GM3].

In this section X and Y will always denote real Banach spaces.
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1.100 Definition. Let A ⊂ X and x0 ∈ intA. We say that f : X →
Y is Gâteaux-differentiable at x0 if there exists a continuous linear map
∂f(x0) ∈ L(X, Y ) such that

lim
t→0

f(x0 + tv) − f(x0)
t

= ∂f(x0)(v) ∀v ∈ X.

∂f(x0) is the Gâteaux-derivative of f at x0, and ∂vf(x0) := ∂f(x0)(v) ∈ Y
is the directional derivative of f in the direction v ∈ X.

1.101 Definition. We say that f : A ⊂ X → Y is Fréchet-differentiable
at x0 ∈ intA if there exists a continuous linear map �x0 ∈ L(X, Y ), called
the Fréchet-derivative or Fréchet-differential of f at x0, such that

lim
h→0
h∈X

||f(x0 + h) − f(x0) − �x0(h)||Y
||h||X = 0. (1.59)

The Fréchet-derivative at x0 is denoted by

f ′(x0), Df(x0) or Tx0f,

if we want to emphasize its aspect of linear tangent map to f at x0.

When A is an open set in X , we say that f is Gâteaux-differentiable (re-
spectively, Fréchet-differentiable) in A if f is Gâteaux-differentiable (re-
spectively, Fréchet-differentiable) at every point of A.

When X is finite dimensional, all norms on X are equivalent and all
linear maps � : X → Y are continuous. Thus, when X = Rn, Fréchet-
differentiability is just differentiability and Gâteaux-differentiability is the
requirement of existence of all directional derivatives and of linearity of
the tangent map h → ∂f

∂h . Therefore the two notions of differentiability in
Definitions 1.100 and 1.101 are different even if X has finite dimension,
X = Rn, n ≥ 2, and Y = R, see Example 1.3.

1.102 ¶. Prove the following claims.

(i) There exist Gâteaux-differentiable maps that are not continuous.
(ii) There exist continuous and Gâteaux-differentiable functions that are not Fréchet-

differentiable,
(iii) If f is Fréchet-differentiable at x0, then f is Gâteaux-differentiable at x0 and the

two differentials agree, Tx0f = ∂f(x0),
(iv) If f is Fréchet-differentiable at x0, then f is continuous at x0.

1.103 ¶. Suppose that f is continuous at x0 and that (1.59) holds for some linear map
�x0 : X → Y . Prove that �x0 is continuous and that f is Fréchet-differentiable.

1.104 ¶. Show the following.

(i) If f : X → R has a maximum or a minimum point at x0 and f is Gâteaux-
differentiable at x0, then ∂f(x0) = 0.

(ii) Every linear continuous map � : X → Y is Fréchet-differentiable and Tx0� = �.
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Figure 1.28. Two volumes on calculus in Banach spaces.

(iii) Let X1, X2, Y be three Banach spaces and let b : X1 × X2 → Y be a bi-
linear continuous map. Show that b is Fréchet-differentiable at every point
x = (x1, x2) ∈ X1 × X2 and Txb(u, v) = b(v1, x2) + b(x1, v2).

1.105 ¶. State and prove the theorem about Fréchet-differentiability of the composite
of functions, see Theorem 1.22.

1.106 ¶ The Dirichlet integral in dimension one. Consider the function

D(u) :=
1

2

Z 1

0
|u′(t)|2 dt

defined on the functions u in the Banach space C1([0, 1], R) of functions with continuous
derivatives normed by

||u||C1 := ||u||∞,[0,1] + ||u′||∞,[0,1].

Show that D is Gâteaux-differentiable in C1([0, 1]) and that for all u, v ∈ C1([0, 1])

∂vD(u) =

Z 1

0
u′(t)v′(t) dt.

a. Gradient
Let H be a Hilbert space and let f : A ⊂ H → R be Fréchet-differentiable
at x0 ∈ intA. Since the linear tangent map Tx0f is a continuous linear
map from H to R, by Riesz’s theorem, see [GM3], there exists a vector,
denoted by ∇f(x0) ∈ H that represents Tx0f via the inner product, i.e.,
∇f(x0) is defined by

Tx0f(v) = v •∇f(x0) ∀v ∈ H.

∇f(x0) is called the gradient of f at x0.
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b. Mean value theorem
1.107 Theorem. Let X, Y be Banach spaces, f : A → Y a Gâteaux-
differentiable map in an open set A ⊂ X, and x1, x2 ∈ A. Suppose that the
segment joining x1 to x2 is contained in A and set r(t) := x1 + t(x2 −x1),
t ∈ [0, 1]. Then∣∣∣∣∣∣f(x2) − f(x1)

∣∣∣∣∣∣
Y
≤ sup

t∈[0,1]

∣∣∣∣∣∣∂f(r(t))
∣∣∣∣∣∣
L(X,Y )

||x2 − x1||X . (1.60)

Proof. The proof is simple if Y is a Hilbert space. In this case, for all ξ ∈ L(Y ) the real
function

F (t) :=< ξ, f(r(t)) >, t ∈ [0, 1],

is differentiable, and for some θ ∈]0, 1[ we have

< ξ, f(x2) − f(x1) >= F (1) − F (0) =< ξ, ∂x2−x1f(r(θ)) >,

hence ˛̨̨
< ξ, f(x2) − f(x1) >

˛̨̨
≤ sup

t∈[0,1]

˛̨̨˛̨̨
∂f(r(t))

˛̨̨˛̨̨
L(X,Y )

||x2 − x1||X ||ξ||L(Y,R).

Since Y is a Hilbert space, we easily conclude by choosing < ξ, v >:= (f(x2)−f(x1)) • v .

The general case, in which Y is a Banach space, can be treated similarly if we use the
Hahn–Banach theorem, see [GM3]. ��

1.108 Integral for mappings C0([a, b], Y ). We define the integral of a
map of class C0 from the interval [0, 1] into a Banach space Y∫ 1

0

f(t) dt

as the limit of the sums
∑N

i=1 f(τi)(ti+1 − ti), τi ∈ [ti, ti+1[, when the
lengths of the intervals of the subdivision tend to zero. This way, the
integral has the same properties of Riemann’s integral, in particular, from∣∣∣∣∣∣ N∑

i=1

f(τi)(ti+1 − ti)
∣∣∣∣∣∣ ≤ N∑

i=1

||f(τi)(ti+1 − ti)|| =
N∑

i=1

||f(τi)|| |ti+1 − ti|

we infer ∣∣∣∣∣∣∣∣ ∫ 1

0

f(t) dt

∣∣∣∣∣∣∣∣ ≤ ∫ 1

0

||f(t)|| dt. (1.61)

1.109 Another proof. If f is Fréchet-differentiable, we have

f(x2) − f(x1) =

Z 1

0
f ′(tx2 + (1 − t)x1)(x2 − x1) dt.

Thus, the use of (1.61) yields another proof of Theorem 1.107, provided we also assume
(and, as we have seen, this is not necessary) that t → f ′(tx2 + (1 − t)x1)(x2 − x1) is
continuous in [0, 1].

Of course, a consequence of Theorem 1.107 is the analogy of the total
derivative theorem.
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1.110 Theorem. Let X and Y be two Banach spaces, B(x0, r) ⊂ X,
r > 0, and let f : B(x0, r) → Y be Gâteaux-differentiable in B(x0, r). If
x → ∂xf as a map from B(x0, r) into L(X, Y ) is continuous at x0, then
f is Fréchet-differentiable at x0.

Proof. In fact, by applying the mean value theorem Theorem 1.107 to h → σ(h) :=
f(x0 + h) − f(x0) − f ′(x0)h, we find

||σ(h)|| = ||σ(h) − σ(0)|| ≤ sup
x∈B(x0,r)

˛̨̨˛̨̨
∂f(x)

˛̨̨˛̨̨
L(X,Y )

||v||.

��

c. Higher order derivatives and Taylor’s formula
Let f : Ω ⊂ X → Y be Fréchet-differentiable in an open set Ω of a Banach
space X and let f ′ : Ω → L(X, Y ) be the map that associates to x ∈ Ω
the differential of f at x, f ′(x) ∈ L(X, Y ).

1.111 Definition. Let f : Ω ⊂ X → Y be Fréchet-differentiable in an
open set Ω of a Banach space X . If f ′ is in turn Fréchet-differentiable,
we say that f has second derivatives f ′′, f ′′ := (f ′)′; in this case f ′′ defines
a map from Ω into L(X,L(X, Y )).

If we observe that L(X,L(X, Y )) may be identified with the space of
bilinear continuous forms from X × X into Y denoted by L2(X, Y ), via
the identification map

L ∈ (X,L(X, Y )) → B ∈ L2(X, Y ), B(u, v) := (Lu)(v),

we conclude that the second derivative of f is a bilinear form in L2(X, Y ).
Similarly to the finite-dimensional case, we define the derivatives of

order k. The k-derivative is then a k-linear map from X ×X · · ·×X to Y .

1.112 Definition. Let X, Y be two Banach spaces and let Ω ⊂ X be an
open set of X. We say that f : Ω ⊂ X → Y is of class Ck (respec-
tively, of class C∞) if f has Fréchet-derivatives up to order k included,
(respectively, of any order), and those derivatives as maps from X into
L(X,L(X, . . . ) . . . ) are continuous.

By induction and as in the finite-dimensional case, one proves the fol-
lowing.

1.113 Theorem (Schwarz). The k-derivative of f ∈ Ck(X, Y ) is a k-
linear symmetric form.

1.114 Theorem (Taylor’s formula). Let X, Y be two Banach spaces,
let Ω ⊂ X be an open set of X, and let x0, x1 be two points in Ω such that
the segment joining them is contained in Ω. If f : Ω → Y is of class Ck,
then we have
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f(x) = Pk−1(x − x0; x0)

+
(∫ 1

0

(1 − t)k−1

(k − 1)!
f (k)(tx0 + (1 − t)(x1 − x0)) dt

)
(x − x0)k

and

||f(x) − Pk−1(x − x0; x0)|| = o(||x − x0||k) as x → x0

where

Pk−1(t; x0) :=
k−1∑
h=1

1
h!

f (h)(x0)t(h)

and t(h) is the h-tuple t(h) := (t, t, . . . , t).

1.5.2 Local invertibility in Banach spaces

Going through the proof of Theorem 1.89, it is easily seen that it can be
repeated word by word, replacing Df with the Fréchet-differential to get
the following.

1.115 Theorem (Local invertibility). Let X, Y be two Banach spaces,
Ω ⊂ X an open subset of X, x0 ∈ Ω, and f : Ω → Y a map of class Ck,
k ≥ 1. Suppose that the linear tangent map f ′(x0) : X → Y is a continuous
isomorphism, i.e., it is continuous and invertible with continuous inverse.2
Then there exists an open neighborhood U of x0 such that, setting V :=
f(U), we have

(i) f|U is a continuous bijection from U onto V ,
(ii) (f|U )−1 : V → U is continuous,
(iii) (f|U )−1 is of class Ck(V ) and [(f|U )−1]′(y) = [f ′(x)]−1 for all y ∈ V

and x = (f|U )−1(y).

1.6 Exercises

1.116 ¶. When possible compute the partial and directional derivatives and the dif-
ferential of the following functions

2 Actually, the continuity of the inverse of f ′(x0) follows from a theorem of Banach
stating that the continuity of the inverse L−1 of a linear map L between Banach
spaces follows from the continuity and invertibility of L, see [GM3].
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(x | x0), |x|,
|x|2, xex2+y2

,

xy

1 + x2
, x3/2y,

ex2+y +

xZ
0

sin(yt2) dt,

8<:
xy

x2+y2 if (x, y) �= (0, 0),

λ if (x, y) = (0, 0),8<:
x2y

x2+y2 if (x, y) �= (0, 0),

0 if (x, y) = (0, 0),

8<:
x3y

x2+y2 if (x, y) �= (0, 0),

0 if (x, y) = (0, 0),8<:
xy2

x2+y4 if (x, y) �= (0, 0),

0 if (x, y) = (0, 0),

8<:
y sin(x2)
x2+y2 if (x, y) �= (0, 0),

0 if (x, y) = (0, 0),8<:
“

xy2

x2+y4

”2
if (x, y) �= (0, 0),

0 if (x, y) = (0, 0).

1.117 ¶. Write the equation of the tangent plane at (0, 0) to the graphs of the following
functions

xy, exy, (x2 + y2) log(x2 + y2).

1.118 ¶. Find the points on the surface z = x4 − 4xy3 +6y2 − 2 in R3 with horizontal
tangent plane.

1.119 ¶. Write
∂

∂v

∂f

∂v
in terms of the components of v and of the second derivatives

of f .

1.120 ¶. Show that, if A ∈ Mm,n, then |Ax| = O(|x|) as x → 0.

1.121 ¶. Show that H(|x|)(x) =
1

|x|
“

Id − xxT

|x|2
”
∀x ∈ Rn, x �= 0.

1.122 ¶. Let Ω ⊂ Rn be open, f ∈ C1(Ω) and K ⊂ Ω be compact. Show that f is
Lipschitz-continuous in K.

1.123 ¶ Peano example. Let ϕ(t, x) = (t2 − x2)/(t2 + x2) and f(t, x) := xtϕ(x, t).
Show that

∂2f

∂x∂t
(0, 0) �= ∂2f

∂t∂x
(0, 0).

1.124 ¶. Study the critical points and the graphs of the following functions

x3 − 3xy2, x2y2,

e−x2−y2
sin2 x,

1p
x2 + y2

,

2y2 − x(x − 1)2.
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Figure 1.29. The graph of two homogeneous functions of degree 1. From the left: (i)
z = ρ cos(2θ) and (ii) z = ρ cos(3θ).

1.125 ¶. Let a, b, c ∈ Rn. Find the critical points of the following functions (if any)

f(x) =
1

|x − a| +
1

|x − b| , x ∈ R
n \ {a, b},

f(x) = |x − a| + |x − b| + |x − c|, x ∈ R
n,

f(x) = |x − a|2 + |x − b|2 + |x − c|2, x ∈ R
n,

f(x) = max(|x − a|, |x − b|, |x − c|), x ∈ R
n.

1.126 ¶. Find the variation of the intensity of a field E in R
3 in time measured by

an observer that moves along the trajectory described by the law x = cos t, y = sin t,
z = t.

1.127 ¶. Let y(x) be a differentiable function such that F (x, y(x)) = 0 ∀x where
F (x, y) is a differentiable function, too. Show that

dy

dx
(x) = −

∂F

∂x
(x, y(x))

∂F

∂y
(x, y(x))

if
∂F

∂y
(x, y(x)) �= 0. Find similar formulas in case y1(x), y2(x), F1(x, y1, y2) and

F2(x, y1, y2) are differentiable and8<:F1(x, y1(x), y2(x)) = 0,

F2(x, y1(x), y2(x)) = 0.

1.128 ¶ Homogeneous functions. Let α ∈ R. We say that f is homogeneous of
degree α, or α-homogeneous, if

f(tx) = tαf(x) ∀ x �= 0 and t > 0.

Of course, the domain of a homogeneous function is a cone with the origin as vertex;
the origin may or may not belong to the domain of f . Show that

(i) the function f : R2 \ {(0, 0)} → R, f(x, y) := 2xy
x2+y2 is 0-homogeneous,

(ii) the function f : R3 \ {yz − y2 = 0} → R, f(x, y, z) := x+y−z
yz−y2 is homogeneous of

degree −1,
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Figure 1.30. From the left: (i) the graph of the 2-homogeneous function z = ρ2 cos(2θ)
and (ii) the graph of the 0-homogeneous function z = θ = xy

x2+y2 .

(iii) every quadratic form Q(x) = Ax •x =
Pn

i,j=1 Aijxixj is homogeneous of degree

2; hence, if A is positive definite, the function Q(x)α/2 is homogeneous of degree
α.

1.129 ¶ Euler’s formula. Show the following.

Theorem (Euler). Let f be a function of class C1 in Rn \ {0}. Then f is α-
homogeneous if and only if

∇f(x) •x = αf(x) ∀x �= 0.

1.130 ¶ Some useful inequalities. Let A be an open set in Rn, x0 ∈ A, and let
f : A → Rm be differentiable at x0. Prove the following claims, see Theorem 1.89.

(i) For any ε > 0 there exists a neighborhood Ux0 of x0 such that

|f(x) − f(x0)| ≤
“
||Df(x0)|| + ε

”
|x − x0| ∀ x ∈ Ux0 .

(ii) For any ε > 0 there exists a neighborhood Ux0 of x0 such that

|f(x) − f(y)| ≤
“
||Df(x0)|| + ε

”
|x − y| ∀ x, y ∈ Ux0 .

(iii) If Df(x0) is nonsingular for any ε > 0 there exists a neighborhood Ux0 of x0 such
that

|f(x) − f(y)| ≥
„

1

||Df(x0)−1|| − ε

«
|x − y| ∀ x, y ∈ Ux0 .

[Hint: Notice that, if L = Df(x0), then |s − t| = |L−1(Ls − Lt)| ≤ ||L−1|| |Ls − Lt|.]

1.131 ¶ Differentiability of functions of matrices. It is also convenient to con-
sider the differentiation of matrix-valued functions via the calculus of functions between
Banach spaces.

(i) Show that the product map, m : Mr,m × Mm,n → Mr,n, m(A, B) := AB is
Fréchet-differentiable in Mr,m × Mm,n and

T(A,B)m(H, K) = AK + HB ∀A, H ∈ Mr,m, ∀B,K ∈ Mm,n,

(ii) Using (i) show that mk : Mn,n → Mn,n, mk(A) := Ak is Fréchet-differentiable
in Mn,n and

TAmk(H) =

k−1X
i=0

AiHAk−i−1;

in particular T Idmk(H) = kH.
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(iii) Show that the exponential map exp : Mn,n → Mn,n, exp (A) :=
P∞

k=0
1
k!

Ak is
Fréchet-differentiable and

TAexp (H) =
X

k,	≥0

AkHA	

(k + � + 1)!
;

in particular, if AH = HA, we have

TAexp (H) = H exp (A).

(iv) Noticing that det( Id + εH) = 1 + ε tr (H) + o(ε) as ε → 0, show that A → detA
is Fréchet-differentiable in the open set of nonsingular matrices and that

TA det(H) = (det A) tr (A−1H),

in particular we have T Id det(H) = tr (H).

1.132 ¶. Let X be a Banach space. The family of isomorphisms of X denoted Isom (X),
is an open set of L(X, X), see [GM3, Exercise 1.50 Chapter 9]. Show that the map
inv : Isom (X) → Isom (X) that to � ∈ Isom (X) associates its inverse �−1, is Fréchet-
differentiable and

T	 inv (μ) := − �−1 ◦ μ ◦ �−1.

This formula generalizes the formula D(1/x) = −1/x2. [Hint: Compute first (T Idinv )
using the expansion of the inverse.]

1.133 ¶. Let X and Y be two Banach spaces, Ω an open set in X, and f : Ω → Y
an invertible map. Show that, if f and f−1 are Fréchet-differentiable respectively, at
x0 ∈ Ω and f(x0), then (Tf(x0)f

−1) = (Tx0f)−1.

1.134 ¶. Let f : C0([0, 1]) → C0([0, 1]) be a map of class C1. Of course, f : C1([0, 1]) ⊂
C0([0, 1]) → C0([0, 1]) is also Fréchet-differentiable. Show that the map f , regarded as
a map between the Banach spaces C1([0, 1]) and C0([0, 1]), is Fréchet-differentiable.
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The problems of characterizing the class of functions that are Riemann
integrable and of discussing discontinuous functions, in particular of un-
derstanding for which functions the fundamental theorem of calculus is
valid, as well as the need of integrating new functions, led to a new defini-
tion of integral due to Henri Lebesgue (1875–1941). Though the main ideas
of Lebesgue’s integration theory go back to Henri Lebesgue (1875–1941)
and Giuseppe Vitali (1875–1932) at the beginning of the 1900’s, applica-
tions as well as generalizations and extensions followed each other during
the past century giving measure and integration theory a fundamental role
in mathematical analysis.

Here we follow the approach of first introducing Lebesgue’s measure
and accordingly Lebesgue’s integral. In Section 2.1.1 we collect the main
results of the theory without proofs,1 and in the following sections we
develop its basic features.

2.1 Lebesgue’s Integral

2.1.1 Definitions and properties: a short
summary

The area of the subgraph of a nonnegative function can be computed in at
least two different ways, see Figure 2.1. We compute the area of trapezoidal
approximations determined by subdivisions of the x axis and then we pass
to the limit when the lengths of the intervals of the subdivision tend to
zero: this leads to Riemann’s integral, compare [GM1]. Alternatively, we
may subdivide the y axis and proceed similarly. In this second case, by
taking equidistributed subdivisions, we may define

1 The reader may find these proofs in, e.g., M. Giaquinta, G. Modica, Mathematical
Analysis: Foundations and Advanced Techniques for Functions of Several Variables,
Birkhäuser, to which in the sequel we shall refer to as [GM5].

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2009

M. Giaquinta and G. Modica, Mathematical Analysis: An Introduction to Functions
of Several Variables, DOI: 10.1007/978-0-8176-4612-7_2,
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Figure 2.1. The integral: on the left Riemann’s approach and on the right Lebesgue’s
approach.

∫ b

a

f(x) dx := lim
N→∞

1
2N

∞∑
k=1

|Ef,k 2−N |, (2.1)

where
Ef,t :=

{
x
∣∣∣ f(x) > t

}
, t ∈ R,

and |Ef,t| denotes the “measure” of Ef,t. Since t → |Ef,t| is nondecreasing,
(2.1) defines Lebesgue’s integral of f via Cavalieri’s formula as

Lebesgue
∫ b

a

f(x) dx := Riemann
∫ ∞

0

|Ef,t| dt. (2.2)

However, in order to proceed this way, we need a “good” notion of “mea-
sure” in Rn that allows us to measure rather wild sets as the sets Ef,t may
be. This is the role of Lebesgue’s measure.

a. Lebesgue’s measure
An interval I in Rn, n ≥ 1, is the product of n intervals, which for conve-
nience we take left-open and right-closed, I =

∏n
i=1]ai, bi]. The elementary

n-dimensional volume of the interval I is by definition |I| :=
∏n

i=1(bi−ai).
The outer or external measure of an arbitrary subset E of Rn is defined
by

Ln∗(E) := inf
{ ∞∑

k=1

|Ik|
∣∣∣ Ik intervals, E ⊂

∞⋃
k=1

Ik

}
. (2.3)

Of course, Ln∗ defines a map Ln∗ : P(Rn) → R+. It is easy to see that
Ln∗ extends the elementary volume, in the sense that for every interval I
we have Ln∗(I) = |I|. Intuitively Ln∗(E) is computed by covering E in an
“optimal” way with intervals {Ik} and computing the sum of the series of
the volumes of these intervals.

At this point, we would be done were if not for the fact that the outer
measure Ln∗ is not additive: there exist disjoint subsets E, F of Rn such
that Ln∗(E ∪ F ) < Ln∗(E) + Ln∗(F ).2 We avoid this by selecting a class
of special subsets, the class of Lebesgue measurable sets, and we define
Lebesgue’s measure as the restriction of Ln∗ to measurable sets.

2 Banach’s paradox : We can divide a ball in two parts each of the measure of the
entire initial ball.
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2.1 Definition. A subset E ⊂ Rn is said to be Lebesgue’s measurable or
simply measurable if, given ε > 0, there exists a set Pε that is the union
of at most a denumerable set of intervals such that

Pε ⊃ E and Ln∗(Pε \ E) < ε.

The class of all Lebesgue measurable subsets of Rn will be denoted by M.
The exterior measure of a measurable set E is its (Lebesgue) measure and
denoted by Ln(E) or simply by |E|.

Intervals and countable union of intervals, as well as sets for which
Ln∗(E) = 0, are clearly in M. One can also easily see that the interior and
the closure of an interval, as well as the countable union of open or closed
intervals, are measurable sets. Since every open set is the denumerable
union of disjoint intervals, we then infer that open sets are measurable.
Moreover, though we can show that there exist nonmeasurable sets, see,
e.g., [GM5], one shows that M has the following closure properties and
that Lebesgue’s measure is well behaved on measurable sets.

2.2 Theorem. We have

(i) M is a σ-algebra, i.e., if E, F ∈ M, then E∪F , E \F and E∩F are
in M and, if {Ek} is a sequence of measurable subsets, then ∪kEk e
∩kEk are measurable.

(ii) Ln is σ-additive, i.e., if E, F ⊂ Rn are measurable, then |E ∪ F | +
|E ∩F | = |E|+ |F | and, if {Ek} is a sequence of measurable pairwise
disjoint subsets of Rn, then∣∣∣ ∞⋃

k=1

Ek

∣∣∣ = ∞∑
k=1

|Ek|.

(iii) Ln is continuous on nondecreasing sequences of measurable sets, i.e.,
if {Ek} is a sequence of measurable sets in Rn such that Ek ⊂ Ek+1

∀k, then |Ek| → | ∪h Eh| as k → ∞.
(iv) Ln is continuous on nonincreasing sequences of measurable subsets

with finite measure, i.e., if {Ek} is a sequence of measurable subsets
such that Ek ⊃ Ek+1 ∀k and if |E1| < +∞, then |Ek| → | ∩h Eh| as
k → ∞.

For arbitrary sequences of subsets {Ek}, one shows:

(i) Ln∗(∪kEk) ≤∑∞
k=1 Ln∗(Ek),

(ii) if Ek ⊂ Ek+1 ∀k, then Ln∗(Ek) → Ln∗(∪kEk).

Since open sets are measurable, Theorem 2.2 (i) yields that closed
sets are measurable, too. Finally, one shows that a measurable set is the
countable intersection of open sets except for a set of zero measure. One
also shows that it is a countable union of closed sets union a set of zero
measure, compare [GM5].
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Figure 2.2. Henri Lebesgue (1875–1941) and Giuseppe Vitali (1875–1932).

b. Measurable functions

Starting from Lebesgue’s measure in Rn and from the class of Lebesgue’s
measurable sets M we are now able to build a theory of integration for
functions f : E ⊂ Rn → R, where E is a measurable set and R = R ∪
{+∞,−∞}.

We begin by selecting the class of measurable functions, with respect
to the Ln Lebesgue measure.

A function f : Rn → R is said to be Ln-measurable, in short measurable
when the measure is understood, if for every t ∈ R the set

Ef,t := f−1(]t, +∞]) =
{
x ∈ Rn

∣∣∣ f(x) > t
}

is Ln-measurable. We then say that f : E ⊂ Rn → R is measurable on E if
E is measurable and the extension of f to R as −∞ outsides E produces a
function f̃ : Rn → R that is measurable. Of course, a continuous function
in Rn is measurable, and actually, if E ⊂ Rn is measurable, a function
f : E → R continuous in E is measurable.

As there exist nonmeasurable sets, there also exist nonmeasurable func-
tions. However, on the ground of the fact that measurable sets form a σ-
algebra, one shows that all algebraic operations on measurable functions as
well as taking pointwise limits of measurable functions produce measurable
functions.

Finally, the possibility of approximating in measure a Lebesgue mea-
surable set from inside with closed sets and from outside with open sets
yields the following characterization of Lebesgue measurable functions, see,
e.g., [GM5].

2.3 Theorem (Lusin). Let f : E → R be a function defined on a mea-
surable set E ⊂ Rn. Then f is Ln-measurable if and only if for any ε > 0
there exists a closed set Fε ⊂ Rn such that |E \Fε| < ε and the restriction
of f to Fε is continuous.
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c. Lebesgue’s integral
We are now ready to define Lebesgue’s integral of a measurable nonneg-
ative function via Cavalieri’s formula (2.2), using Riemann’s integral and
Lebesgue’s measure:∫

E

f(x) dx :=
∫ +∞

0

Ln({x | f(x) > t}) dt.

However, we prefer to follow a more direct approach and recover Cavalieri’s
formula later.

Recall that the characteristic (or indicator) function of a subset A of
a set X is defined by

χA(x) :=

{
1 if x ∈ A,

0 if x ∈ X \ A.

A simple function is a measurable function that assumes only a finite
number of values all of which are finite. We denote the class of simple
functions by S. If a1, a2, . . . , ak are the distinct values of a simple function
ϕ, we can write

ϕ(x) =
k∑

j=1

ajχEj (x), Ej :=
{
x
∣∣∣ϕ(x) = aj

}
where the Ej are measurable and pairwise disjoint sets. If ϕ is a simple
nonnegative function, as suggested by intuition, the integral of ϕ is

I(ϕ) :=
k∑

j=1

aj |Ej |

with the agreement that aj |Ej | = 0 if aj = 0 and |Ej | = +∞. The Lebesgue
integral of a generic measurable and nonnegative function f : E → R is
then defined by∫

E

f(x) dLn(x) (2.4)

:= sup
{
I(ϕ)
∣∣∣ϕ ∈ S, ϕ(x) ≤ f(x)∀x ∈ E, ϕ(x) = 0 ∀x ∈ Ec

}
.

We also write when necessary
∫

E
f(x) dLn(x) instead of

∫
E

f(x) dx.
Finally, if f : E → R is measurable (but not of a constant sign) we

decompose f as difference of its positive and negative parts, f(x) = f+(x)−
f−(x) where

f+(x) := max(f(x), 0), f−(x) := max(−f(x), 0),

and we set the following.
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Figure 2.3. Beppo Levi (1875–1962) and Guido Fubini (1879–1943).

2.4 Definition. Let f : E → R be measurable on the measurable set
E ⊂ Rn. We say that f is (Lebesgue-)integrable if at least one of the
two integrals

∫
E f+(x) dx and

∫
E f−(x) dx is finite. If f is integrable, its

Lebesgue integral is defined by∫
E

f(x) dLn(x) :=
∫

E

f+(x) dLn(x) −
∫

E

f−(x) dLn(x).

When no confusion may arise, we write∫
E

f(x) dx instead of
∫

E

f(x) dLn(x).

Finally, we say that f is (Lebesgue-)summable if both the integrals of f+

and of f− are finite. We denote the class of summable functions in E by
L1(E).

Of course,
∫

Rn ϕ(x) dx = I(ϕ) if ϕ ∈ S. Also, notice that the difference
in the definitions of the Riemann and Lebesgue integrals consists merely
in the choice of the class of simple functions: finite combinations of charac-
teristic functions of intervals in Riemann’s theory, finite combinations of
characteristic functions of Lebesgue’s measurable sets in Lebesgue’s theory.

2.5 ¶. Let f : E ⊂ Rn → R be integrable, and let ef : Rn → R denote its extension
with zero values outside E. Show thatZ

E
f(x) dx =

Z
Rn

ef(x) dx.

d. Basic properties of Lebesgue’s integral
The basic properties of Lebesgue’s integral are easily inferred from the
analogous properties of the integral of simple functions using the denumer-
able additivity of the Lebesgue measure and the following approximation
lemma.
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2.6 Lemma. Let f : Rn → R be a nonnegative and measurable function.
Then, there exists an increasing sequence {ψk} of simple functions such
that

ψk → f pointwise, and
∫

Rn

ψk(x) dx →
∫

Rn

f(x) dx.

In this way we can prove the following.

2.7 Theorem. We have

(i) (Monotonicity) If f and g are integrable on E, and f ≤ g, then∫
E

f(x) dx ≤
∫

E

g(x) dx.

(ii) (Linearity) L1(E) is a real vector space, and the integral as a map
from L1(E) into R is a linear operator,∫

E

(αf(x) + βg(x)) dx = α

∫
E

f(x) dx + β

∫
E

g(x) dx

for all α, β ∈ R and all f, g ∈ L1(E).
(iii) (Continuity) If f is integrable on E, then∣∣∣ ∫

E

f(x) dx
∣∣∣ ≤ ∫

E

|f(x)| dx.

(iv) (Beppo Levi Theorem) Let E be a measurable set, let fk : E → R+

be an increasing sequence of nonnegative and measurable functions in
E, and let f(x) := limk→∞ fk(x) be the pointwise limit of {fk}. Then
we have ∫

E

f(x) dx = lim
k→+∞

∫
E

fk(x) dx.

Beppo Levi’s theorem is also referred to as the monotone convergence
theorem for nonnegative functions.

The following claims are easy consequences of the above.

(i) If f is integrable on E, |f(x)| ≤ M for all x ∈ E and |E| < +∞, then
f is summable on E and

∫
E |f(x)| dx ≤ M |E|.

(ii) f ∈ L1(E) if and only if f is measurable and
∫

E |f(x)| dx < +∞.
(iii) If E and F are measurable sets, and f is integrable in E ∪ F , then∫

E

f(x) dx +
∫

F

f(x) dx =
∫

E∪F

f(x) dx +
∫

E∩F

f(x) dx.
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e. The integral as area of the subgraph
The Lebesgue integral can be equivalently defined as the area of the sub-
graph or via Cavalieri’s formula. In fact the following holds.

2.8 Theorem. Let f : E ⊂ Rn → R be a nonnegative function. Then, f
is measurable on E if and only if its subgraph

SGf,E :=
{

(x, t)
∣∣∣ x ∈ E, 0 < t < f(x)

}
⊂ Rn+1

is a measurable subset of Rn+1. Moreover,∫
E

f(x) dx = Ln+1(SGf,E). (2.5)

2.9 Theorem (Cavalieri’s formula). Let f : E ⊂ Rn → R be a non-
negative measurable function. Then∫

E

f(x) dx =
∫ +∞

0

Ln({x ∈ E | f(x) > t}) dt.

f. Chebyshev’s inequality
Let f : E → R be measurable in E ⊂ Rn and nonnegative. Set Ef,t :=
{x ∈ E | f(x) > t}. From the monotonicity of the integral we infer

|Ef,t| ≤ 1
t

∫
Ef,t

f(x) dx ∀t > 0 (2.6)

which for its wide use in several contexts has got various names: weak esti-
mate, Markov’s inequality, Chebyshev’s inequality. It estimates the “size”
of f in terms of the integral of f . The nondecreasing function t → |Ef,t|
is called the repartition function of f .

g. Negligible sets and the integral
We say that the predicate p(x), x ∈ E ⊂ Rn is true for almost every x ∈ E,
or almost everywhere in E (in short a.e.), if the Lebesgue measure of the
set {

x ∈ E
∣∣∣ p(x) is not true

}
is zero. For instance, if f : E ⊂ Rn → R is a function, we say “f = 0 a.e.
in E” or “f(x) = 0 for a.e. x ∈ E” if Ln({x | f(x) �= 0}) = 0. Similarly,
we say that “|f(x)| < ∞ a.e. in E” or “|f(x)| < +∞ for a.e. x ∈ E” if
Ln({x | |f(x)| /∈ R}) = 0. From the denumerable additivity of the Lebesgue
measure we can easily deduce the following.



2.1 Lebesgue’s Integral 75

���
���
���
���
���
���

���
���
���
���
���
���

x

Ex

y1

y2

Ex

x x

Figure 2.4. The slice Ex of E over x.

2.10 Proposition. We have

(i) If f : E → R is summable, f ∈ L1(E), then |f(x)| < +∞ for a.e.
x ∈ E.

(ii) If f : E → R is nonnegative, then
∫

E
f(x) dx = 0 if and only if

f(x) = 0 for a.e. x ∈ E.

Let f : E ⊂ Rn → R be measurable. The essential supremum of f is
the number (possibly +∞) defined by

||f ||∞,E = ess sup
E

f := inf
{

t ∈ R

∣∣∣ f(x) < t for a.e. x ∈ E
}

. (2.7)

Of course, ||f ||∞,E = supE |f(x)| if f is continuous on E, and∫
E

|f(x)| dx ≤ ||f ||∞,E |E| ∀f ∈ L1(E).

h. Riemann integrable functions

The Lebesgue integral extends the Riemann integral. In fact, (generalized)
Riemann integrable functions are Lebesgue integrable and the Lebesgue
integral and Rieamnn integral of one of these functions agree, see [GM5].
This remark gives us a way to compute the Lebesgue integral of a large
class of functions. For instance,

∫ 1

0

1
x

dx = +∞,

∫ +∞

−∞

1
1 + x2

dx = π, etc.

On the other hand, the long-standing problem of characterizing Riemann
integrable functions was solved by Giuseppe Vitali (1875–1932) in terms of
Lebesgue integral: A bounded function f : [a, b] → R is Riemann integrable
if and only if it is L1-almost-everywhere continuous.
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2.1.2 Fubini’s theorem and reduction to
iterated integrals

2.11 Example. Let E be a subset of R2 whose coordinates are denoted by (x, y). For
every x ∈ R, we define the slice of E at x (actually the projection of) by

Ex :=
n

y ∈ R

˛̨̨
(x, y) ∈ E

o
.

If E =]a, b]×]c, d], then

Ex :=

8<:]c, d] if x ∈]a, b],

∅ otherwise.

In particular |Ex| = 0 if x /∈]a, b] and |Ex| = d − c if x ∈]a, b]; consequently

L2(]a, b]×]c, d]) = (b − a)(d − c) =

Z b

a
|Ex| dx.

Fubini’s theorem extends the remark of the previous example to arbi-
trary measurable subsets of Euclidean spaces. Split the coordinate vari-
ables in Rn+k in two groups, for instance the first n coordinates and the
remaining ones, which we denote by x ∈ Rn and y ∈ Rk respectively, so
that (x, y) denotes the coordinate variables in Rn+k. Let E be a subset of
Rn+k, and for x ∈ Rn, let

Ex :=
{

y ∈ Rk
∣∣∣ (x, y) ∈ E

}
denote the slice of E over x (projected into the coordinate space Rk), see
Figure 2.4.

2.12 Theorem (Fubini). Let E ⊂ Rn+k be Ln+k-measurable in Rn+k.
Then the following hold:

(i) For a.e. x ∈ Rn the set Ex ⊂ Rk is Lk-measurable.
(ii) The function x → Lk(Ex) is Ln-measurable.
(iii) We have

Ln+k(E) =
∫

Rn

Lk(Ex) dLn(x).

A very useful variant of Fubini’s theorem is the following theorem that
provides a formula that allows us to compute a multiple integral as the
iteration of simple integrals.

2.13 Theorem (Reduction to iterated integrals). Let f : E → R,
E ⊂ Rn+k, be an Ln+k-integrable function. Then

(i) for a.e. x ∈ E the function y → fx(y) := f(x, y) is Lk-integrable in
E,

(ii) the function x → ∫
Ex

f(x, y) dy is Ln-measurable,
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(iii) we have

∫
E

f(x, y) dLn+k(x, y) :=
∫

Rn

(∫
Ex

f(x, y) dLk(y)
)

dLn(x).

We emphasize the fact that the only assumptions in the previous the-
orems are the Ln+k integrability of f in E in Theorem 2.12 and the
Ln+k-measurability of E in Theorem 2.13. We recall once again that f
is integrable in E in each of the following cases:

(i) f is measurable and has constant sign;
(ii) f is summable in E; this happens in particular if f is measurable in

E, |f | is bounded, and |E| < +∞.

We observe that Theorem 2.13 reduces in particular the calculus of a
double integral to successively computing two simple integrals, the order
being irrelevant.

∫∫
E

f(x, y) dx dy =
∫ +∞

−∞

(∫
Ex

f(x, y) dy

)
dx∫∫

E

f(x, y) dx dy =
∫ +∞

−∞

(∫
Ey

f(x, y) dx

)
dy

where

Ex :=
{
y ∈ Rk

∣∣∣ (x, y) ∈ E
}

, Ey :=
{
x ∈ Rn

∣∣∣ (x, y) ∈ E
}
.

Of course, Theorem 2.13 can be used iteratively, thus reducing the calcu-
lus of the integral of an integrable function of n-variables to successively
computing n integrals in one variable, the order of them being irrelevant.
In other words we can also state the following.

2.14 Theorem (Tonelli). Let f : E ⊂ R2 → R be integrable in E. Then,
the three integrals ∫

E

f(x, y) dLn+k(x, y),

∫
Rn

(∫
Ex

f(x, y) dLk(y)
)

dLn(x),
∫

Rk

(∫
Ey

f(x, y) dLn(x)
)

dLn(y)

exist and are equal.
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2.1.3 Change of variables

The exterior Lebesgue measure Ln∗ is invariant under isometries; even
more, if T : Rn → Rn is linear, then T maps Ln-measurable sets into
Ln-measurable sets, and

Ln∗(T (E)) = | detT | Ln∗(E), ∀E ⊂ Rn, (2.8)

in particular, linear maps map set of measure zero into sets of measure
zero. Lipschitz-continuous functions, and consequently C1 functions do
the same, however continuous functions do not; in fact, continuous maps
may map null sets into sets of positive Lebesgue measure.

The formula (2.8) extends to diffeomorphisms, i.e., one-to-one trans-
formations of class C1 with inverse of class C1, as follows.

2.15 Theorem (Change of variables). Let A be an open set in Rn,
and let ϕ : A → Rn be a map of class C1. Then ϕ maps measurable sets
into measurable sets and negligible sets into negligible sets. Moreover, if
E ⊂ A is measurable, and ϕ is injective in E, then:

(i) We have

Ln(ϕ(E)) =
∫

E

| detDϕ(x)| dx.

(ii) If f : ϕ(E) → R is any function, then f is integrable on ϕ(E) if and
only if x → f(ϕ(x)) | detDϕ(x)| is integrable on E and∫

ϕ(E)

f(y) dy =
∫

E

f(ϕ(x)) | detDϕ(x)| dx.

Notice that there is no need to assume detDϕ(x) �= 0, yet another relevant
consequence of the Lebesgue integrability.

2.1.4 Differentiation and primitives

Let f, g : Rn → R be two nonnegative and measurable functions. Of course,∫
A f(x) dx =

∫
A g(x) dx ∀A ⊂ Rn if and only if f(x) = g(x) a.e. x ∈ Rn.

Is there a way to characterize f(x) in terms of integrals, or more precisely
in terms of the map A → ∫

A f(x) dx? The theory of differentiation of
integrals answers this important question in measure theory.

Recall that, if f : R → R is continuous, then the integral mean value
theorem yields

f(x0) = lim
r→0

1
2r

∫ x0+r

x0−r

f(t) dt ∀x0 ∈ R.

We also have the following.
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Figure 2.5. Two classic books on Lebesgue’s integration.

2.16 Theorem (Lebesgue’s differentiation). Let f : Rn → R be such
that
∫ |f |p dx < +∞ for some 1 ≤ p < +∞. Then, for a.e. x ∈ Rn we

have
1

|B(x0, r)|
∫

B(x0,r)

|f(y) − f(x)|p dy → 0 as r → 0+;

in particular, for a.e. x ∈ Rn,

1
|B(x, r)|

∫
B(x,r)

f(y) dy → f(x) for a.e. x ∈ Rn.

Notice that if f ∈ L1(E), E being measurable in Rn, by applying the
previous theorem to the function

f̃(x) =

{
f(x) if x ∈ E,

0 if x ∈ Ec

we get that for a.e. x ∈ E

1
|B(x0, r)|

∫
E∩B(x0,r)

|f(y) − f(x)|p dy → 0 as r → 0+;

in particular, for a.e. x ∈ Rn,

1
|B(x, r)|

∫
E∩B(x,r)

f(y) dy →
{

f(x) for a.e. x ∈ E,

0 for a.e. x ∈ Ec.



80 2. Integral Calculus

2.17 Example. If f ∈ L1(] − 1, 1[), then for L1-a.e. x ∈] − 1, 1[ we have

lim
r→0

1

2r

Z +r

−r
f(y) dy = f(x).

2.18 Definition. Let f : E ⊂ Rn → R be summable in E. We say that a
point x ∈ E is a Lebesgue point for f if there exists λ ∈ R such that

lim
r→0

1
|B(x, r)|

∫
E∩B(x,r)

|f(y) − λ| dy → 0. (2.9)

The set of Lebesgue points is then denoted by Lf . Moreover, the value
λ = λ(x) such that (2.9) holds is unique and it is called the Lebesgue value
of f at the Lebesgue point x of f . Therefore, we have a map λ : Lf → R

that is called the Lebesgue representative of f and, with these notations,
the Lebesgue differentiation theorem, Theorem 2.16, reads as follows.

2.19 Theorem (Lebesgue’s differentiation). Let f ∈ L1(E) and let
Lf be the set of Lebesgue points of f . Then E \ Lf has zero Lebesgue
measure, Ln(E \ Lf ) = 0.

2.20 Asymmetric differentiation. In the differentiation theorem, The-
orem 2.16, we can replace balls with cubes, and actually differentiate with
respect to bounded sets A such that for instance

A ⊂ B(0, 100), |A| = c|B1|.

For x ∈ Rn and r > 0, we set Ax,r := x + rA. Trivially Ax,r ⊂ B(x, 100r)
and |Ax,r| = rn|A| = crn|B1| = c|B(x, r)|.

Theorem. Let f : E ⊂ Rn → R be measurable with
∫

E |f |p dx < ∞ for
some 0 ≤ p < +∞. Then for a.e. x ∈ E we have

1
|Ax,r|

∫
E∩Ax,r

|f(y) − f(x)|p dy → 0 as r → 0+.

Example. If f ∈ L1(R), then for a.e. x ∈ R we have

lim
r→0+

1

r

Z r

0
f(y) dy = lim

r→0+

1

r

Z 0

−r
f(y) dy = f(x)

and also

lim
r→0+

1

8r

Z 10r

2r
f(y) dy = f(x).

We conclude by collecting a few relevant consequences of the differen-
tiation theorem.
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2.21 Theorem (Vitali). Monotone real-valued functions f : R → R are
a.e. differentiable in the classic sense. Moreover, h′ ∈ L1((a, b)) ∀a, b ∈ R,
h′ is nonnegative if h is nondecreasing and

0 ≤
∫ y

x

h′(t) dt ≤ h(y) − h(x) ∀x < y.

A function f : R → R is said to be absolutely continuous if for any ε > 0
there exists δ > 0 such that

∑∞
k=1 |f(xk) − f(yk)| < ε whenever {xk} and

{yk} are such that
∑∞

k=1 |xk−yk| < δ. Trivially Lipschitz-continuous func-
tions are absolutely continuous, absolutely continuous functions are con-
tinuous, and there exist functions that are continuous but not absolutely
continuous. A celebrated example is the so-called Cantor–Vitali function,
see [GM5]. We have the following.

2.22 Theorem (Vitali). A function f : [a, b] → R is absolutely contin-
uous in [a, b] if and only if f is a.e. differentiable in [a, b], f ′ ∈ L1([a, b])
and ∫ y

x

h′(t) dt = h(y) − h(x) ∀x, y ∈ [a, b], x < y. (2.10)

The above implies that Lipschitz-continuous functions from R into R

are a.e. differentiable and that the equality (2.10) holds for them. For
Lipschitz-continuous functions of several variables we state the following.

2.23 Theorem (Rademacher). Every Lipschitz-continuous function f :
Rn → R is differentiable in the classic sense for a.e. x ∈ Rn. Moreover,
the components of the map x → Df(x) are measurable and

||Df(x)||∞,Rn = Lip (f).

2.2 Convergence Theorems

In many respects and especially for the applications, the main results of
Lebesgue’s integration theory are contained in Beppo Levi’s monotone
convergence theorem, Theorem 2.7 (iv), and in Proposition 2.10. In this
section we discuss some important, useful consequences.

a. Monotone convergence
First we state in a more general form Beppo Levi’s theorem, weakening
the positivity assumption and taking advantage of the fact that a.e. equal
functions have the same integral.
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Figure 2.6. The first page of the paper Sulle funzioni integrali, Acad. Sci. Torino 1905,
by Giuseppe Vitali (1875–1932) and the frontispiece of the paper, again by Giuseppe
Vitali, where for the first time the example of a set that is not Lebesgue measurable is
presented.

2.24 Theorem (Beppo Levi). Let {fk} be a nondecreasing sequence of
integrable functions on E ⊂ Rn such that fk(x) → f(x) for a.e. x ∈ E.
If there exists a function φ ∈ L1(E) such that fk(x) ≥ φ(x) for all k and
a.e. x ∈ E, then ∫

E

f(x) dx = lim
k→∞

∫
E

fk(x) dx.

Proof. We apply Beppo Levi’s theorem to the nondecreasing sequence of nonnegative
functions {fk − φ} to getZ

E
(fk(x) − φ(x)) dx →

Z
E

(f(x) − φ(x)) dx.

The result then follows on account of the fact that φ has finite integral. ��

2.25 ¶. Notice that the assumption fk ≥ φ, φ ∈ L1(E), that is, the assumption that
the lower envelope of the f ′

ks is summable, cannot be omitted, as shown by the sequence

fk(x) :=

8<:−1 if x > k,

0 otherwise.

As a trivial consequence of Beppo Levi’s theorem we can state the
following.

2.26 Corollary (Total convergence of series). Let fk : E → R, k =
1, 2 . . . , be nonnegative measurable functions on E. Then
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Figure 2.7. Frontispiece of the first edition of the treatise on integration by Henri
Lebesgue (1875–1941) and a page from the second edition of 1928.

∫
E

∞∑
k=1

fk(x) dx =
∞∑

k=1

∫
E

fk(x) dx.

2.27 Corollary. Let fk : E → R, k = 1, 2, . . . be measurable functions on
E. If {fk} is nonincreasing and there exists φ ∈ L1(E) such that fk(x) ≤
φ(x) for all k and a.e. x ∈ E, then∫

E

lim
k→∞

fk(x) dx = lim
k→∞

∫
E

fk(x) dx.

2.28 ¶. Notice that the assumption fk ≤ φ, φ ∈ L1(E) cannot be omitted as shown
by the sequence

fk(x) :=

8<:1 if x < −k,

0 otherwise.

2.29 ¶. Let f : E → R be integrable on E and let {Ek}, k = 1, 2, . . . , be a sequence of
denumerable pairwise disjoint measurable subsets such that E = ∪kEk. Show thatZ

E
f(x) dx =

∞X
k=1

Z
Ek

f(x) dx.

b. Dominated convergence
2.30 Lemma (Fatou). Let {fk} be a sequence of nonnegative and mea-
surable functions on E. Then
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∫
E

lim inf
k→∞

fk(x) dx ≤ lim inf
k→∞

∫
E

fk(x) dx.

Proof. The functions gn(x) := infk≥n fk(x), are nonnegative, measurable on E, and
form a nondecreasing sequence; moreover

0 ≤ gn(x) ≤ fk(x), k ≥ n, lim inf
κ→∞ fk(x) := lim

n→∞ gn(x).

Thus
R
E

gn(x) dx ≤ infk≥n

R
E

fk(x) dx, and we infer, using Beppo Levi’s theorem,Z
E

lim inf
k→∞

fk(x) dx = lim
n→∞

Z
E

gn(x) dx ≤ lim
n→∞ inf

k≥n

Z
E

fk(x) dx =: lim inf
k→∞

Z
E

fk(x) dx.

��

As previously, we can weaken the positivity condition to get the fol-
lowing result.

2.31 Corollary (Fatou lemma). Let {fk} be a sequence of integrable
functions on E and let φ ∈ L1(E).

(i) If fk(x) ≥ φ(x) for all k and a.e. x ∈ E, then∫
E

lim inf
k→∞

fk(x) dx ≤ lim inf
k→∞

∫
E

fk(x) dx.

(ii) If fk(x) ≤ φ(x) for all k and a.e. x ∈ E, then

lim sup
k→∞

∫
E

fk(x) dx ≤
∫

E

lim sup
k→∞

fk(x) dx.

2.32 Theorem (Lebesgue dominated convergence theorem). Let
{fk} be a sequence of measurable functions on E ⊂ Rn. If

(i) fk(x) → f(x) for a.e. x ∈ E,
(ii) there exists φ ∈ L1(E) such that |fk(x)| ≤ φ(x) for all k and a.e.

x ∈ E,

then ∫
E

|fk(x) − f(x)| dx → 0,

in particular ∫
E

fk(x) dx →
∫

E

f(x) dx.

Proof. By the assumptions |fk(x)−f(x)| → 0 for a.e. x ∈ E and |fk(x)−f(x)| ≤ 2φ(x)
for all k and a.e. x ∈ E. Fatou’s lemma, Corollary 2.31 (ii), then yields

lim sup
k→∞

Z
E
|fk(x) − f(x)| dx ≤

Z
E

lim sup
k→∞

|fk(x) − f(x)| dx =

Z
E

0 dx = 0.

The second part of the claim follows since˛̨̨̨ Z
E

fk(x) dx −
Z

E
f(x) dx

˛̨̨̨
=

˛̨̨̨ Z
E

(fk(x) − f(x)) dx

˛̨̨̨
≤
Z

E
|fk(x) − f(x)| dx.

��
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2.33 ¶. Notice that the assumption (ii) amounts to requiring that the envelope of the
functions |fk|, defined as φ(x) := supk |fk(x)| is a summable function on E. Notice that
(ii) cannot be omitted as it is shown by the sequence

fk(x) =

8<:k if 0 < x < 1/k,

0 otherwise.

Finally, we state the following important convergence theorem for series
of functions.

2.34 Theorem (Lebesgue). Let {fn} be a sequence of measurable func-
tions on E such that

∞∑
k=0

∫
E

|fn(x)| dx < +∞.

Then the series of functions
∑∞

k=0 fn(x) converges absolutely for a.e. x ∈
E to a function f ∈ L1(E) and∫

E

∣∣∣f(x) −
p∑

k=0

fk(x)
∣∣∣ dx → 0 p → ∞. (2.11)

In particular, ∫
E

f(x) dx =
∞∑

k=0

∫
E

fk(x) dx.

Proof. For all x ∈ E, we let g(x) ∈ R+ be the sum of the series
P∞

k=0 |fk(x)| with
positive terms. From Beppo Levi’s theorem and the assumptions we haveZ

E
g(x) dx =

∞X
k=0

Z
E
|fk(x)| dx < +∞.

Hence g is summable on E. Proposition 2.10 yields g(x) < +∞ for a.e. x ∈ E. Therefore,
for these x the series

P∞
k=0 fk(x) converges absolutely to a real-valued function f(x) :=P∞

k=0 fk(x) and for all integers p ≥ 1 we have˛̨̨ ∞X
k=p

fk(x)
˛̨̨
≤

∞X
k=p

|fk(x)|, (2.12)

hence

|f(x)| ≤
∞X

k=0

|fk(x)| = g(x)

for a.e. x ∈ E. This yields f ∈ L1(E). Integrating (2.12) we also inferZ
E

˛̨̨
f(x) −

p−1X
k=0

fk(x)
˛̨̨
dx =

Z
E

˛̨̨ ∞X
k=p

fk(x)
˛̨̨
dx ≤

Z
E

∞X
k=p

|fk(x)| dx =
∞X

k=p

Z
E
|fk(x)| dx,

hence the first part of the claim, when p tends to infinity. The second part easily follows
as ˛̨̨̨ Z

E
f(x) dx −

p−1X
k=0

Z
E

fk(x) dx

˛̨̨̨
≤
Z

E

˛̨̨
f(x) −

p−1X
k=0

fk(x)
˛̨̨
dx → 0 as p → ∞.

��
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c. Absolute continuity of the integral
2.35 Theorem (Absolute continuity of the integral). Suppose f ∈
L1(E). Then for every ε > 0 there exists δ > 0 such that for every mea-
surable subset F ⊂ E with |F | < δ we have

∫
F
|f | dx < ε. Equivalently∫

E

f(x) dx → 0 as |E| → 0.

Proof. Let ε > 0. We set

fk(x) =

8>><>>:
k if f(x > k,

f(x) if − k ≤ f(x) ≤ k,

−k if f(x < −k.

Trivially |fk(x) − f(x)| → 0 for every x ∈ E as k → ∞, and |fk(x) − f(x)| ≤ 2|f(x)| ∈
L1(E); the theorem of dominated convergence, Theorem 2.32, then yields that there
exists N = Nε such that Z

E
|f(x) − fN (x)| dx < ε/2.

We now choose δ := ε/(2N); clearly for any F ⊂ E with |F | ≤ δ we findZ
F
|fN (x)| dx ≤ N |F | ≤ N

ε

N
= ε/2

hence Z
F
|f(x)| dx ≤

Z
F
|fN (x)| dx +

Z
E
|f − fN | dx ≤ ε

2
+

ε

2
= ε.

��

2.36 ¶. Let f be summable in R
n. Show that the function

F (x, r) :=

Z
B(x,r)

f(t) dt, x ∈ R
n, r ≥ 0,

is continuous on Rn × [0, +∞[.

d. Differentiation under the integral sign
Let E be a measurable set in Rn and let A be an open set in Rk. If f(t, x)
is a function defined in A × E and integrable on E for each fixed t ∈ A,
we may consider the function

F (t) :=
∫

E

f(t, x) dx, t ∈ A.

2.37 Proposition. Let A ⊂ Rk be open and E ⊂ Rn measurable. If f :
A × E → R is such that

(i) for a.e. x ∈ E the function t → f(t, x) is continuous on A,
(ii) ∀t ∈ A the function x → f(t, x) is summable on E,
(iii) there exists φ ∈ L1(E) such that

|f(t, x)| ≤ φ(x) for all t ∈ A and a.e. x ∈ E, (2.13)
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then the function

F (t) :=
∫

E

f(t, x) dx, t ∈ A,

is continuous on A.

Proof. Let t0 ∈ A and let {tk} be a sequence in A converging to t0. If gk(x) := f(tk , x),
then gk(x) → f(t0, x) as k → ∞ for a.e. x ∈ E and |gk(x)| ≤ φ(x) ∈ L1(E) for all k
and a.e. x ∈ E. The dominated convergence theorem, Theorem 2.32, then yields

F (tk) =

Z
E

f(tk , x) dx =

Z
E

gk(x) dx →
Z

E
f(t0, x) dx = F (t0),

i.e., the conclusion since the point t0 and the sequence {tk} were arbitrary. ��

2.38 ¶. Notice the following:

(i) The hypotheses of Proposition 2.37 hold if A and E are bounded domains and

f ∈ C0(A × E).
(ii) Consider the family of functions x → ft(x) := f(t, x) when t varies in A. The

estimate (2.13) amounts to the summability of the envelope h(x) := supt∈A |ft(x)|
of the family {|ft(x)|}t∈A.

(iii) The assumption (2.13) cannot be omitted. Indeed, if

f(t, x) =

8<: |t|−|x|
t2

if |x| < t,

0 if |x| ≥ t,

we have F (t) = 1 for t �= 0 and F (0) = 0.

The following claim is a simple extension of Proposition 2.37.

2.39 Proposition. Let A ⊂ Rk be open and let f : A×]c, d[→ R be a
function such that

(i) x → f(t, x) is summable for all t ∈ A,
(ii) t → f(t, x) is continuous on A for a.e. x,
(iii) there exists φ ∈ L1(]c, d[) such that |f(t, x)| ≤ φ(x) for all t ∈ A and

a.e. x ∈]c, d[,

Then the function F : A×]c, d[×]c, d[→ R defined by

F (t, r, s) :=
∫ s

r

f(t, x) dx

is continuous on A×]c, d[×]c, d[.

Proof. Let t, t0 ∈ A and r, s, r0, s0 ∈]c, d[. According to Proposition 2.37 we have

F (t, r0, s0) − F (t0, r0, s0) = o(1) as t → t0

while

|F (t, r, s) − F (t, r0, s0)| ≤
˛̨̨̨ Z r

r0

|f(t, x)| dx

˛̨̨̨
+

˛̨̨̨ Z s

s0

|f(t, x)| dx

˛̨̨̨
≤
˛̨̨̨ Z r

r0

φ(x) dx

˛̨̨̨
=

˛̨̨̨ Z s

s0

φ(x) dx

˛̨̨̨
= o(1),
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uniformly in t as r → r0 and s → s0 by the absolute continuity of the integral, Theo-
rem 2.35. Therefore we conclude

|F (t, r, s) − F (t0, r0, s0)|
≤ |F (t, r, s) − F (t, r0, s0)| + |F (t, r0, s0) − F (t0, r0, s0)| → 0

as (t, r, s) → (t0, r0, s0). ��

Now let us state the theorem of derivation under the integral sign.

2.40 Theorem. Let A ⊂ Rk be open and E ⊂ Rn be measurable. Denote
by t = (t1, t2, . . . , tk) and x = (x1, x2, . . . , xn) the coordinates in A and
E respectively. Suppose that f : A × E → R, f = f(t, x), satisfies the
following:

(i) x → f(t, x) is Ln-summable on E for all t ∈ A,
(ii) f has a partial derivative in the variable tj at (t, x) for all t and for

a.e. x ∈ E,
(iii) there exists φ ∈ L1(E) such that∣∣∣ ∂f

∂tj
(t, x)
∣∣∣ ≤ φ(x) for all t ∈ A and a.e. x ∈ E. (2.14)

Then the function

F (t) :=
∫

E

f(t, x) dx, t ∈ A,

has a partial derivative with respect to tj at t for all t ∈ A and

∂F

∂tj
(t) =

∫
E

∂f

∂tj
(t, x) dx ∀t ∈ A.

Proof. Let t0 ∈ A and let tk → t0. Since A is open, we assume without loss of generality
that tk ∈ B(t0, δ) for some δ > 0. We have

F (tk) − F (t0)

tk − t0
=

Z
E

f(tk , x) − f(t0, x)

tk − t0
dx.

Also
f(tk , x) − f(t0, x)

tk − t0
→ ∂f

∂tj
(t0, x) as k → ∞

for a.e. x ∈ E, thus ∂f
∂tj

(t0, x) is measurable on E. Applying Lagrange’s theorem and

the assumption (iii), we find ξk ∈ A such that˛̨̨f(tk , x) − f(t0, x)

tk − t0

˛̨̨
=
˛̨̨∂f

∂t
(ξk, x)

˛̨̨
≤ φ(x)

for all k and for a.e. x ∈ E. Therefore, the dominated convergence theorem yields that

x → ∂f
∂t

(t0, x) is summable on E and that

F (tk) − F (t0)

tk − t0
=

Z
E

f(tk , x) − f(t0, x)

tk − t0
dx →

Z
E

∂f

∂t
(t0, x) dx,

i.e., the conclusion, since the point t0 and the sequence {tk} were arbitrary. ��
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2.41 Corollary. Let A ⊂ Rk be open and let f : A×]c, d[→ R be a con-
tinuous function such that

(i) for all t ∈ A, x → f(t, x) is summable on ]c, d[,
(ii) t → f(t, x) is of class C1(A) for a.e. x ∈]c, d[,
(iii) there exists φ ∈ L1(]c, d[) such that

k∑
j=1

∣∣∣ ∂f

∂tj
(t, x)
∣∣∣ ≤ g(x) for all t and a.e. x ∈]c, d[,

Then the function

F (t, r, s) :=
∫ s

r

f(t, x) dx

is of class C1(A×]c, d[×]c, d[). In particular, if α, β ∈ C1(A) take value in
]c, d[, then the map

G(t) :=
∫ β(t)

α(t)

f(t, x) dx

is of class C1(A) and, for j = 1, . . . , k we have

∂G

∂tj
(t) =

∫ β(t)

α(t)

∂f

∂tj
(t, x) dx + f(t, β(t))

∂β

∂tj
(t) − f(t, α(t))

∂α

∂tj
(t).

Proof. Theorem 2.40 yields the existence of the partial derivatives of F (t, r, s) with
respect to the t’s variables, which are continuous by Proposition 2.39. On the other
hand, by the fundamental theorem of calculus,

∂F

∂s
(t, r, s) = f(t, s),

∂F

∂r
= −f(t, r)

that are continuous by assumptions. Thus F (t, r, s) is of class C1(A×]c, d[×]c, d[). The
chain rule yields the second part of the claim, since

G(t) = F (t, α(t), β(t)), ∀t ∈ A.

��

2.3 Mollifiers and Approximations

a. C0-approximations and Lusin’s theorem
From Theorem 2.3 and Tietze’s extension theorem, see [GM3], we readily
infer the following.
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2.42 Theorem (Lusin). Let f : E ⊂ Rn → R be measurable on E. For
every ε > 0 there exists a continuous function gε : Rn → R such that

Ln
({

x ∈ E
∣∣∣ f(x) �= gε(x)

})
< ε and ||g||∞,E ≤ ||f ||∞,E .

Moreover, if f = 0 outside an open set Ω of finite measure, then for every
ε > 0 there exists a function g ∈ C0

c (Ω) such that

|{x ∈ Ω | f(x) �= g(x)}| < ε, and ||g||∞,Ω ≤ ||f ||∞,Ω.

Proof. Theorem 2.3 yields a closed set C ⊂ E such that f|C is continuous and Ln(E \
C) < ε. By Tietze’s theorem f|C admits a continuous extension g : Rn → R with

||g||∞,Rn ≤ sup
x∈C

|f(x)| = ||f ||∞,C ≤ ||f ||∞,E

and, since {x ∈ E | f(x) �= g(x)} ⊂ E \ C, we have˛̨̨n
x ∈ E

˛̨̨
f(x) �= g(x)

o˛̨̨
< ε.

The second part of the claim can be proved similarly. Since Ω has finite measure,
Lusin’s theorem, Theorem 2.3, yields a compact set K ⊂⊂ Ω such that |Ω \K| < ε and
f|K is continuous. If ε0 > 0 is such that K ⊂⊂ Ωε0 , where

Ωε0 :=
n

x ∈ Ω
˛̨̨
dist (x, ∂Ω) > ε0

o
,

the function f : K ∪ Ωc
ε0

→ R defined by

f(x) =

8<:f(x) x ∈ K,

0 se x ∈ Ωc
ε0

is continuous on the closed set K ∪ Ωc
ε0

, hence by Tietze’s extension theorem admits a
continuous extension to the whole of Rn with

||g||∞,Rn ≤ ||f ||∞,Ωc
ε0

∪K ≤ ||f ||∞,Ω.

Clearly g ∈ C0
c (Ω) and, since {x ∈ Ω | f(x) �= g(x)} ⊂ Ω \ K, we conclude that˛̨̨n

x ∈ A
˛̨̨
f(x) �= g(x)

o˛̨̨
< ε.

��

As a consequence we find the following.

2.43 Theorem. Let Ω be an open set in Rn and let f : Ω → R be
summable on Ω. There exists a sequence {ϕn} of functions of class C0

c (Ω)
such that ∫

Ω

|f(x) − ϕn(x)| dx → 0 as n → ∞.
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Proof. It suffices to show that for any ε > 0, there exists g ∈ C0
c (Ω) such that

R
Ω |f−g| <

2ε. Given ε > 0 we choose N large so that, by setting

fN (x) :=

8>>>>><>>>>>:
N if f(x) > N and |x| ≤ N,

f(x) if |f(x)| ≤ N and |x| ≤ N,

−N if f(x) < −N and |x| ≤ N,

0 if |x| > N,

we have
R
Ω
|f − fN | dx < ε. This can be done since

R
Ω
|f − fN | dx → 0 as N → ∞ by

the dominated convergence theorem.
According to Theorem 2.42 there exists a function g ∈ C0

c (Ω) such that

||g||∞ ≤ ||fN ||∞ ≤ N and |{x ∈ Ω | g(x) �= fN (x)}| <
ε

2N
.

Consequently we findZ
Ω
|f − g| dx ≤

Z
Ω
|f − fN | dx +

Z
Ω
|fN − g| dx ≤ ε + 2N

ε

2N
= 2ε.

��

2.44 Proposition (Mean continuity). Let f ∈ L1(Rn). Then∫
Rn

|f(x + h) − f(x)| dx → 0 as h → 0.

Proof. (i) If f ∈ C0
c (Rn), spt f ⊂ B(0, R), and |h| < 1, we have

|f(x + h) − f(x)| → 0 for all x ∈ E

|f(x + h) − f(x)| ≤ 2||f ||∞χB(0,R+1)(x).

Therefore, in this case, the claim follows from the dominated convergence theorem.

(ii) In the general case we proceed by approximation. Given ε > 0, there exists g ∈
C0

c (Rn) such that
R

Rn |f − g| dx < ε. SinceZ
Rn

|f(x + h) − f(x)| dx ≤
Z

Rn
|g(x + h) − g(x)| dx + 2

Z
Rn

|f − g| dx

when h → 0, by (i) we conclude

limsup
h→0

Z
Rn

|f(x + h) − f(x)| dx ≤ 2ε.

��

b. Mollifying in Rn

A function k(x) ∈ C∞(Rn) such that

k(x) = k(−x), k(x) ≥ 0, k(x) = 0 if |x| ≥ 1 and
∫

Rn

k(x) dx = 1,

is called a mollifying (or regularizing) kernel. The family

kε(x) := ε−nk
(x

ε

)
, ε > 0,
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1−1 1 − δ 1 + δ

Figure 2.8. The function
R

R
χ[−1,1](y)χ[−δ,δ](x − y) dx, δ ≤ 1.

is the family of mollifiers generated by k. Clearly kε(x) = kε(−x), kε(x) ≥
0 and kε(x) = 0 outside B(0, ε). Moreover, by the change of variables
y = x/ε, ∫

Rn

kε(y) dy = 1 ∀ε > 0.

2.45 Example. The function ϕ(x) := g(|x|), x ∈ Rn, where

ϕ(x) :=

8<:exp
“
− 1

1−|x|2
”

if |x| < 1,

0 otherwise

is symmetric, nonnegative, of class C∞(B(0, 1)), and nonzero exactly on B(0, 1). Con-
sequently, if

C :=

Z
Rn

ϕ(x) dx,

the function k(x) := 1
C

ϕ(x) is a mollifying kernel in Rn.

A function f : Rn → R is locally summable and we write f ∈ L1
loc(R

n),
if f ∈ L1(A) for any bounded set A ⊂ Rn. If f is locally summable in Rn,
the function

fε(x) = f ∗ kε(x) :=
∫

Rn

kε(x − y)f(y) dy

is called the ε-regularized, or ε-mollified, of f , and the operators Sε(f) := fε

are called the regularizing operators associated to k. Notice that

f ∗ kε(x) =
∫

Rn

kε(x − y)f(y) dy =
∫

B(x,ε)

f(y)kε(x − y) dy

=
∫

B(0,ε)

f(x − z)kε(z) dz

−1 1

Figure 2.9. A convolution kernel and a regularized of f(x) = χ[−1,1](x).
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since kε vanishes outside B(0, ε); the last inequality follows by changing y
into z := x − y.

Finally, given Ω ⊂ Rn and ε > 0, we define

Ωε :=
{
x ∈ Ω

∣∣∣dist (x, ∂Ω) > ε
}
, Ω−ε :=

{
x ∈ Rn

∣∣∣ dist (x, Ω) < ε
}
.

Of course Ωε is nonempty for ε small if and only if Ω has nonempty interior.

2.46 Proposition. Let f : Rn → R be a summable function. Then

(i) For any ε > 0, the function fε(x) := f ∗ kε(x), x ∈ Rn, is of class
C∞(Rn). If f is constant in Ω, f(x) = c, then fε(x) = c in Ωε. In
particular, if f vanishes outside Ω, then fε vanishes outside Ω−ε.

(ii) We have∫
Rn

|fε(x)| dx ≤
∫

Rn

|f(x)| dx and
∫

Rn

|fε − f | dx → 0.

(iii) For every compact K ⊂ Rn we have

sup
x∈K

|fε(x)| ≤ ||f ||∞,K−ε .

Proof. (i) The theorem of differentiation under the integral sign yields that f ∗ kε(x)
has continuous partial derivatives and for i = 1, . . . , n,

Di(f ∗ kε)(x) =

Z
Rn

f(y)Dikε(x − y) dy.

By induction we conclude that fε = f ∗ kε ∈ C∞(Rn). The second part of the claim

follows since kε has support in B(0, ε).

(ii) Changing the order of integration, Fubini’s theorem, we inferZ
Rn

|gε(x)| dx ≤
Z

Rn
dx

Z
Rn

|g(y)| kε(x − y) dy =

Z
Rn

|g(y)|
„Z

Rn
kε(x − y) dx

«
dy.

Since
R

Rn kε(x − y) dx = 1 ∀y ∈ Rn, we conclude thatZ
Rn

|gε(x)| dx ≤
Z

Rn
|g(y)| dy.

To prove the second part of the claim, first, we notice that we have

|fε(x) − f(x)| =

˛̨̨̨ Z
Rn

f(y)kε(x − y) dy − f(x)

˛̨̨̨
=

˛̨̨̨ Z
Rn

(f(y) − f(x))kε(x − y) dy

˛̨̨̨
≤
Z

Rn
kε(z)|f(x − z) − f(x)|, (2.15)

and, integrating we concludeZ
Rn

|fε(x) − f(x)| dx ≤
Z

Rn
kε(z)

„Z
Rn

|f(x − z) − f(x)| dx

«
dz.

Given σ > 0, by Proposition 2.44 there exists ε0 > 0 such thatZ
Rn

|f(x − z) − f(x)| dx < σ
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for all z with |z| < ε0. Therefore, for every ε < ε0 we haveZ
Rn

kε(z)

„Z
Rn

|f(x − z) − f(x)| dx

«
dz ≤ σ

Z
Rn

kε(z) dz = σ.

(iii) For all x ∈ R
n we have

|fε(x)| ≤
Z

B(x,ε)
|f(y)|kε(x − y) dy ≤ ||f ||∞,K−ε

Z
B(x,ε)

kε(x − y) dy = ||f ||∞,K−ε
.

��

c. Mollifying in Ω
Let Ω ⊂ Rn be an open set and let f : Ω → R be summable. We can
extend f as a function f defined on all of Rn and summable on Rn in
several ways, for example as

f(x) =

{
f(x) if x ∈ Ω,

0 if x ∈ Ωc.
(2.16)

The mollified of f , a priori depend on the value of f on Ωc; however, for
every ε > 0, if Ωε �= ∅, the value of the ε-mollified of f at point x ∈ Ωε

depends merely on f , since f = f on B(x, ε) and

f ε(x) =
∫

B(x,ε)

f(y)kε(x − y) dy =
∫

Ω

f(y)kε(x − y) dy. (2.17)

We therefore define the ε-mollified, or ε-regularized, of f in Ω by setting
for x ∈ Ωε

fε(x) :=
∫

Ω

f(y)kε(x − y) dy =
∫

B(x,ε)

f(y)kε(x − y) dy

so that (2.17) writes also as fε(x) = f ε(x) ∀x ∈ Ωε.

2.47 Proposition. Let Ω be an open set in Rn and let f : Ω → R be a
summable function. For all ε > 0, the ε-mollified fε := f ∗kε is well defined
in Ωε and we have the following.

(i) If Ω̃ ⊂⊂ Ω, then∫
eΩ

|fε| dx ≤
∫

Ω

|f | dx, ||fε||∞,eΩ ≤ ||f ||∞,Ω ∀ε < dist (Ω̃, ∂Ω)

and ∫
eΩ

|fε(x) − f(x)| dx → 0 as ε → 0.

(ii) If f ∈ C0(Ω), then fε → f uniformly on compact sets of Ω.
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(iii) If f ∈ Ck(Ω), then for every α, |α| ≤ k,

Dα(f ∗ kε)(x) = (Dαf) ∗ kε(x) ∀x ∈ Ωε,

and Dαfε → Dαf uniformly on compact sets of Ω.
(iv) If f ∈ Lip(Ω), then fε is Lipschitz-continuous in Ωε and

sup
x,y∈Ωε

|fε(x) − fε(y)|
|x − y| ≤ Lip (f, Ω).

(v) If ϕ : E → R, ||ϕ||∞,E < +∞ and sptϕ ⊂ Ω2ε, then fϕε and fεϕ are
summable on Ω and∫

Ω

f(x)ϕε(x) dx =
∫

Ω

fε(x)ϕ(x) dx.

Proof. Let f be as in (2.16).

(i) Trivially, it follows from Proposition 2.46.

(ii) Let K be compact and let ε0 := dist (K, ∂Ω). The set Kε0/2 is again a compact in

Ω, and using (2.15) we infer

|fε(x) − f(x)| = |fε(x) − f(x)| ≤ sup
z∈B(0,ε)

|f(x − z) − f(x)|

= sup
z∈B(0,ε)

|f(x − z) − f(x)| ≤ sup
x∈K,y∈Kε0/2

|x−y|<ε

|f(y) − f(x)| (2.18)

for all ε < ε0/2. The uniform continuity of f on Kε0/2 yields, for σ > 0, a δ > 0 such

that |f(x) − f(y)| < σ if x, y ∈ Kε0/2 and |x − y| < δ. Therefore we find

|fε(x) − f(x)| ≤ σ ∀ε ≤ min(δ, ε0/2) and ∀x ∈ K,

i.e., fε → f uniformly on K.

(iii) Changing variables, z = x − y, we find

fε(x) =

Z
B(0,ε)

f(x − z)kε(z) dz,

and differentiating under the integral sign,

Di(f ∗kε)(x) =

Z
B(0,ε)

Dif(x−z)kε(z) dz =

Z
B(x,ε)

Dif(y)kε(x−y) dy = (Dif)∗kε(x).

From (ii) we then infer that Difε → Dif uniformly on the compact sets of Ω.

(iv) In fact, if x, y ∈ Ωε, then

|fε(x) − fε(y)| =

˛̨̨̨ Z
B(0,ε)

(f(x − z) − f(y − z))kε(z) dz

˛̨̨̨
≤
Z

B(0,ε)
|f(x − z) − f(y − z)|kε(z) dz ≤ Lip (f, Ω)|x − y|.

(v) Using (i) we find
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Z
Ω
|f(x)| |ϕε(x)| dx =

Z
Ωε

|f(x)| |ϕε(x)| dx ≤ ||ϕε||∞,Ωε

Z
Ω
|f | dx

≤ ||ϕ||∞,Ω

Z
Ω
|f | dx < +∞

and Z
Ω
|fε(x)| |ϕ(x)| dx =

Z
Ω2ε

|fε(x)| |ϕ(x)| dx ≤ ||ϕ||∞,Ω

Z
Ω
|f | dx < +∞.

The function f(x)ϕ(y)kε(x − y), (x, y) ∈ Ω × Ω, is summable; therefore, by changing
the order of integration, we findZ

Ω
f(x)ϕε(x) dx =

Z
Ω

f(x)

„Z
Ω

ϕ(y)kε(x − y)dy

«
dx

=

Z
Ω

dx

Z
Ω

f(x)ϕ(y)kε(x − y) dy

=

Z
Ω

ϕ(y)

„Z
Ω

f(x)kε(x − y) dx

«
dy

=

Z
Ω

ϕ(y)

„Z
Ω

f(x)kε(y − x) dx

«
dy

=

Z
Ω

ϕ(y)fε(y) dy.

��

2.4 Calculus of Integrals

The aim of this section is to familiarize the reader with the calculus of
multiple integrals and with the theorem of derivation under the integral
sign.

2.4.1 Calculus of multiple integrals

As we have seen, the calculus of a double integral, i.e., of the integral of
a function of two independent variables, can be reduced to the successive
calculus of two simple integrals, i.e., of a function of one variable, and
this can be done in two different ways that are equivalent. Moreover, if
it is useful, we may at each stage change variables. For the calculus of a
triple integral, i.e., the integral of a function of three variables, there are
12 different ways of using the formula of reduction of integrals, a priori all
praticable, and at each step we can change variables. In short, any strategy
that uses all possible combinations of Fubini’s theorem in one of its forms
and of the theorem of change variables, even the most unlikely, is possible
as long as it leads to the end.
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β(x)

x b

α(x)

x

y

a

Ex

Figure 2.10. A normal subset in R2.

The aim of exercises is that of learning how to choose an optimal strat-
egy for the calculus of integrals on the basis, for instance, of symmetries
of the domain of integration and/or of the function to be integrated.

We recall that, for the formula of reduction of integrals to be valid, see
Tonelli’s theorem, Theorem 2.14, the summability of the involved functions
is required.

2.48 ¶. Show that the assumption of integrability in Tonelli’s theorem is essential. For
instance, show that the following iterated integralsZ 1

0
dy

Z ∞

1
(e−xy − 2e−2xy) dx,

Z ∞

1
dx

Z 1

0
(e−xy − 2e−2xy) dy

both exist and are different.

We repeat that f is integrable on E in each of the following two cases.

(i) f is measurable on E and has constant sign, for instance if E is mea-
surable and f is a.e. continuous on E and nonnegative. This applies
in particular for |f |.

(ii) f is summable in E, f ∈ L1(E), in particular if |E| < +∞ and f is
bounded on E; for instance if E is compact and f is continuous on
E.

In other cases the measurability of f and the application of the reduc-
tion formula to |f | or to f+ and f− (that are nonnegative) suffice to decide
on the integrability of f .

a. Normal sets
2.49 Normal sets in R2. We say that a set E ⊂ R2 is normal with
respect to the y axis if E can be written as

E := {(x, y) | a < x < b, α(x) < y < β(x)}
where α, β :]a, b[→ R are functions with α(x) < β(x) ∀x ∈]a, b[, see Fig-
ure 2.10. What makes normal sets useful is the fact that the slice of E over
x is a possibly empty interval
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Ex := {y ∈ R |α(x) < y < β(x)} =

{
]α(x), β(x)[ if x ∈ A,

∅ otherwise.

If E is measurable in R2 and f : E → R is an integrable function on E,
Fubini’s theorem yields that x → ∫ β(x)

α(x) f(x, y) dy is measurable on ]a, b[
and∫∫

E

f(x, y) dx dy =
∫

R

(∫
Ex

f(x, y) dy

)
dx =

∫
A

dx

∫ β(x)

α(x)

f(x, y) dy.

Notice that one also proves that E is measurable if α, β : A → R are
measurable functions, for instance if α and β are continuous, see, e.g.,
[GM5].

2.50 Normal sets in Rn. Similarly, we say that a set E ⊂ Rn is normal
with respect to a coordinate axis, say xn, if E can be written as

E :=
{
x = (x′, xn) ∈ Rn−1 × R

∣∣∣x′ ∈ A, α(x′) < xn < β(x′)
}

.

where A ⊂ Rn−1 and α, β : A → R are functions with α(x) < β(x) ∀x ∈ A.
The slice of E over x′ ∈ Rn−1 is a possibly empty interval

Ex′ := {t ∈ R |α(x′) < t < β(x′)} =

{
]α(x′), β(x′)[ if x′ ∈ A

∅ otherwise.

If E is Ln-measurable and f : E → R is an integrable function on E,
Fubini’s theorem then yields that x′ → ∫ β(x′)

α(x′) f(x′, t) dt is measurable on
A and∫

E

f(x) dx =
∫

Rn−1
dx′
(∫

E′
x

f(x′, t) dt

)
=
∫

A

dx′
∫ β(x′)

α(x′)
f(x′, t) dt.

Notice that one also proves that E is Ln-measurable if A is Ln−1-
measurable and α and β are measurable functions on A, see, e.g., [GM5].
A typical case would be the one in which A is an open or closed set in
Rn−1 and α, β are continuous functions on A.

2.51 Example. Compute
R
T

x2 dxdy where T is the triangle in R2 of vertices (0, 0),
(0, 2), and (1, 0).

The function x2 is continuous and nonnegative, the domain T is compact, thus x2

is summable on T so that we can use the reduction formulas. The domain T is normal
both with respect to the x-axis and the y-axis, as

T =
n
0 ≤ x ≤ 1, 0 ≤ y ≤ −2x + 2

o
=
n
0 ≤ y ≤ 1, 0 ≤ x ≤ −y/2 + 1

o
.

Since the function to be integrated, x2, depends only on the variable x, it is convenient
to leave integration in x as the last, and look at T as a normal domain with respect to
the x-axis to obtainZZ

T
x2 dxdy =

Z 1

0
dx

Z −2x+2

0
x2 dy =

Z 1

0
x2(−2x + 2)dx =

1

6
.
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1

(1, 1)

1

1

3

1

x2

√
x

(5, 0)

(3, 0)

2

x(x − 1)

Figure 2.11. Some normal sets or union of normal sets in R2.

2.52 ¶. Integrate f(x, y) = x2 on each of the domains E ⊂ R2 in Figure 2.11.

b. Rotational figures
2.53 Rotational solids. Let f :]a, b[⊂ R → R+ be a nonnegative and
measurable (for example, continuous) function. By rotating in R3 the graph
of x = f(z) around the z-axis we find the solid

E :=
{
(x, y, z)

∣∣∣x2 + y2 < f2(z)
}
.

The slice of E by the plane through (0, 0, z) and orthogonal to the z-axis
is

Ez :=

{
{(x, y) ∈ R2 |x2 + y2 < f2(z)} if a < z < b,

∅ otherwise,

i.e., Ez is the disk on the plane (x, y) of radius f(z) around the origin if
z ∈]a, b[ and the empty set otherwise. If E is measurable and g is integrable
on E, Fubini’s theorem yields that z → ∫∫Ez

g(x, y, z) dz is measurable and∫
E

g(x, y, z) dxdydz =
∫ b

a

dz

∫∫
Ez

g(x, y, z) dx dy. (2.19)

Notice that, since x2 + y2 − f2(z) is measurable on R3 if f is measurable
on ]a, b[, E is L3-measurable if f :]a, b[→ R+ is measurable.

If g = 1 we get in particular that z → L2(Ez) is measurable and

L3(E) =
∫

E

1 dxdydz =
∫ +∞

−∞
L2(Ez) dz =

∫ b

a

πf2(z) dz = π

∫ b

a

f2(z) dz.
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a

b

z

x

x = f(z)

x

z

x2 + y2 < f2(z)

y

Ez

Figure 2.12. A rotational solid and Ez.

Formula (2.19) is particularly convenient when g depends only on z,
g(x, y, z) := g(z), as∫

E

g(z) dxdydz =
∫ b

a

g(z)
∫∫

Ez

1 dxdy

=
∫ b

a

g(z)L2(Ez) dz = π

∫ b

a

g(z)f2(z) dz.

c. Changes of coordinates
2.54 Polar coordinates in R2. The map ϕ(ρ, θ) := (ρ cos θ, ρ sin θ) is
of class C1(R2) with | detDϕ(ρ, θ)| = ρ and is injective on the set A :=
]0, +∞[×]0, 2π[. Moreover L2(∂A) = 0 and L2(ϕ(∂A)) = 0. Therefore, for
every measurable E ⊂ A = [0×+∞[×[0, 2π] and every integrable function
f on ϕ(E) we have∫

ϕ(E)

f(x, y) dx dy =
∫

E

f(ρ cos θ, ρ sin θ)ρ dρ dθ.

Since ϕ is injective on each interval ]0, +∞[×]a, a + 2π[, a ∈ R, the same
conclusion holds for E measurable, E ⊂]0,∞[×[a, a + 2π[.

2.55 Polar coordinates in R3. The map φ : R3 → R3 given by

φ(ρ, θ, ϕ) :=

⎧⎪⎪⎨⎪⎪⎩
x = ρ sinϕ cos θ,

y = ρ sinϕ sin θ,

z = ρ cosϕ

is of class C1(R3) with | detDφ(ρ, θ, ϕ)| = ρ2 sin ϕ and injective on
A :=]0, +∞[×]0, 2π[×]0, π[. Moreover L3(∂A) = 0 and L3(ϕ(∂A)) = 0.
Therefore, for every measurable set E ⊂ A = [0×+∞[×[0, 2π]× [0, π] and
every integrable function f on φ(E) we have
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∫
φ(E)

f(x, y) dx dy dz

=
∫

E

f(ρ sin θ cosϕ, ρ sin θ sin ϕ, ρ cos θ)ρ2 sin ϕ dρ dθ dϕ.

2.56 Cylindrical coordinates in R3. The map φ : R3 → R3 given by⎧⎪⎪⎨⎪⎪⎩
x = ρ cos θ,

y = ρ sin θ,

z = z

is of class C1(R3) with | detDφ(ρ, θ, z)| = ρ and injective on A :=
]0, +∞[×]a, a+2π[×R. Moreover, L3(∂A) = 0 and L3(ϕ(∂A)) = 0. There-
fore, for every measurable set E ⊂ A = [0×+∞[×[a, a+2π]×R and every
integrable function f on φ(E) we have∫

φ(E)

f(x, y, z) dx dy dz =
∫

E

f(ρ cos θ, ρ sin θ, z)ρ dρ dθ dz.

2.57 Example. Compute
RR

E

p
x2 + y2 dx dy where E ⊂ R2 is the disk of radius 1

around (1, 0).

We notice that E is compact and
p

x2 + y2 is summable on E, therefore we can
use both Fubini’s and the change of variables theorems. The disk E has equation (x −
1)2 + y2 ≤ 1 that is, x2 + y2 − 2x ≤ 0, and in polar coordinates, we get

ρ ≥ 0, θ ∈ [−π,π], ρ2 − 2ρ cos θ ≤ 0,

i.e.,
ρ ≥ 0, θ ∈ [−π/2, π/2], ρ ≤ 2 cos θ.

If ϕ denotes the polar coordinates map and

F :=
n
(ρ, θ)

˛̨̨
− π/2 ≤ θ ≤ π/2, 0 ≤ ρ ≤ 2 cos θ

o
,

then the set F is contained in a strip of periodicity of ϕ and E = ϕ(F ). Therefore by a
change of variables and taking into account that F is normal with respect to ρ, we findZZ

E

p
x2 + y2 dx dy =

ZZ
F

ρ2 dρ dθ =

Z π/2

−π/2
dθ

Z 2 cos θ

0
ρ2 dρ

=
8

3

Z π/2

−π/2
cos3 θ dθ =

32

9
.

2.58 Example (Rotational solids). Let f : [a, b] → R+ be a measurable function
and let E be the set obtained by rotating the subgraph of f in the plane (y, z) around
the z-axis,

E :=
n
(x, y, z)

˛̨̨
a ≤ z ≤ b, x2 + y2 ≤ f2(z)

o
.

By parameterizing E with the cylindrical coordinates,

φ(r, θ, z) :=

8>><>>:
x = ρ cos θ,

y = ρ sin θ,

z = z
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Figure 2.13. Conical coordinates.

so that E \ {(0, 0, z)} is the one-to-one image of the set

F :=
n
(ρ, θ, z)

˛̨̨
0 ≤ θ < 2π, a ≤ z ≤ b, 0 < ρ ≤ f(z)

o
and changing variables, we find that E is measurable and

L3(E) = L3(E \ {(0, 0, z)}) =

Z
F
| detDφ| dρdθdz

=

Z b

a
dz

Z 2π

0
dθ

Z f(z)

0
ρ dρ = π

Z b

a
f2(z) dz.

2.59 Example (Guldin’s formula). Let f, g : [a, b] → R+ be measurable functions
with g ≤ f . The set

E :=
n
(x, y, z)

˛̨̨
z ∈ [a, b], g(z) ≤

p
x2 + y2 ≤ f(z)

o
,

obtained by rotating the set

A :=
n
(x, y, z)

˛̨̨
x = 0, z ∈ [a, b], f(z) ≤ y ≤ g(z)

o
around the z-axis, has as volume

L3(E) = π

Z b

a
(g2(z) − f2(z)) dz.

The center of mass, or barycenter, of A (the density is assumed to be one) is the point
(x, y) ∈ R2 given by

y :=
1

L2(A)

Z
A

y dydz, z :=
1

L2(A)

Z
A

z dydz.

Guldin’s formula writes as: The volume of the rotational solid E is the product of
section A times the length of the circle of revolution of the barycenter of section A, i.e.,

L3(E) = L2(A) 2π y.

In fact, we have

2πyL2(A) = 2π

Z
A

y dydz =

Z b

a
dz

Z g(z)

f(z)
ydy = π

Z b

a
(g2(z) − f2(z)) dz = L3(E).
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2.60 Conical coordinates in R3. Consider R2 as the coordinate plane
z = 0 of R3, R2 = {(x, y, z) | z = 0}, let A be an open set in R2 and let
P0 := (x0, y0, z0). By definition, a point P is in the cone C(P0, A) of vertex
P0 and basis A if there are (α, β, 0) ∈ A and t ∈ [0, 1] such that

⎛⎝x

y

z

⎞⎠ = (1 − t)

⎛⎝α

β

0

⎞⎠+ t

⎛⎝x0

y0

z0

⎞⎠ .

The function φ(α, β, t) : R3 → R3 defined by⎧⎪⎪⎨⎪⎪⎩
x = (1 − t)α + t x0,

y = (1 − t)β + t y0,

z = t z0

is a map of class C1(R3) with detDϕ(α, β, t)| = (1 − t)2 and one-to-one
from A × [0, 1[ onto C(P0, A) \ {P0}. Consequently,∫

C(P0,A)

f(x, y, z) dx dy dz =
∫

A×[0,1]

f(φ(α, β, t))(1 − t)2 dα dβ dt

=
∫ 1

0

(1 − t2)
(∫

A

f(φ(α, β, t)) dα dβ

)
dt.

In particular, if f = 1, we get the 3-dimensional measure of the cone
C(P0, A),

L3(C(P0, A)) =
z0

3
L2(A).

2.61 Example. Suppose we want to compute the measure of

E :=
n
(x, y) ∈ R

2
˛̨̨
0 < x < y < 2x, 1 < xy < 2

o
.

We set u = xy and v = y/x; then we have

E = ϕ(F )

where ϕ(u, v) := (
p

u/v,
√

uv) and

F :=
n
(u, v) ∈ R

2
˛̨̨
1 < u < 2, 1 < v < 2

o
.

Since detDϕ = 1
2v

> 0 on F , we find

L2(E) = L2(ϕ(F )) =

Z
F

1

2v
du dv =

1

2

Z 2

1
du

Z 2

1

dv

v
=

1

2
log 2.
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d. Measure of the n-dimensional ball
Let ωn be the n-dimensional measure of the n-dimensional ball

ωn := Ln(Bn(0, 1)), Bn(0, 1) := {x ∈ Rn
∣∣∣ |x| ≤ 1}.

2.62 Proposition. We have

ω2k =
πk

k!
, ω2k+1 =

2k+1πk

(2k + 1)!!
. (2.20)

Proof. We split the coordinates x = (x1, x2, . . . , xn) of Rn as x = (y, t) where y :=
(x1, x2, . . . , xn−1) ∈ Rn−1 and t = xn ∈ R. The unit ball is then described as

Bn(0, 1) := {(y, t) ∈ R
n−1 × R

˛̨̨
|y|2 + t2 < 1}.

Now we slice Rn−1 × R with (n − 1)-planes perpendicular to the t-axis. The slice of
Bn(0, 1) at the level t is then

Et :=
n

y ∈ R
n−1

˛̨̨
|y|2 < 1 − t2

o
=

8<:Bn−1(0,
√

1 − t2)) if t ∈ [−1, 1],

∅ if |t| > 1.

By homogeneity Bn−1(0,
√

1 − t2) = ωn−1(1 − t2)(n−1)/2, and, since Bn(0, 1) is open,
Fubini’s theorem yields

ωn =

Z +∞

−∞
Ln−1(Et) dt = ωn−1

Z 1

−1
(1 − t2)

n−1
2 dt = 2ωn−1

Z 1

0
(1 − t2)

n−1
2 dt.

Since
R 1
0 (1 − t2)

n−1
2 dt =

R π/2
0 cosn(t) dt, andZ π/2

0
cosn(t) dt =

n − 1

n

Z π/2

0
cosn−2(t) dt,

we find, see [GM2],Z π/2

0
cos2k(t) dt =

(2k − 1)!!

(2k)!!

π

2
,

Z π/2

0
cos2k+1(t) dt =

(2k)!!

(2k + 1)!!
.

As ω1 = 2 and ω2 = π, we get the result. ��

As a curiosity, notice that ωn → 0 as n → ∞. On the other hand the
measure of the n-dimensional cube of side 2 that circumscribes the unit
ball is 2n and tends to infinity as n → ∞.

The measure of the n-ball is tied to Euler’s Γ function, see Exam-
ple 2.67.

2.63 ¶. Let a > 0. Compute the measure of the n-dimensional set

E :=
n

x = (x1, x2, . . . , xn)
˛̨̨ nX

i=1

xi ≤ a, xi ≥ 0 ∀i
o

.
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e. Isodiametric inequality
2.64 Proposition (Isodiametric inequality). Let E be a measurable
bounded set in Rn. Then

Ln(E) ≤ ωn

(diamE

2

)n

.

Notice that, whereas in R every set E is contained in an interval of radius
half the diameter of E, this is not true anymore if n ≥ 2: think of the
equilateral triangle in R2. Of course every set E is contained in a ball of
radius the diameter of E so that

Ln(E) ≤ ωn(diamE)n. (2.21)

But proving the isodiametric inequality requires some effort. However, it is
trivial for special sets. For instance, if E is symmetric with respect to the
origin, that is x ∈ E iff −x ∈ E, then we have 2|x| = |x− (−x)| ≤ diamE,
hence E ⊂ B(0, diamE/2) which yields the isodiametric inequality.

For generic sets, we shall use Steiner’s symmetrization method. Given
a direction a ∈ Sn−1, we denote by P (a) the (n− 1)-dimensional subspace
of Rn orthogonal to a so that every x ∈ Rn writes uniquely as x = y + ta
with y ∈ P (a) and t ∈ R. For every y ∈ P (a) we then set

Ea,y =
{
t ∈ R

∣∣∣ ta + y ∈ E
}

e �a(y) := L1(Ea,y)

and define the Steiner symmetrization of E in the direction a by

Sa(E) :=
{

(y, t) ∈ Rn−1 × R

∣∣∣ |t| ≤ �a(y)
2

}
.

We have

2.65 Lemma. If E is bounded and measurable, then

(i) Sa(E) is measurable,
(ii) if E is symmetric with respect to a k-plane orthogonal to a, 1 ≤ k ≤

n − 1, then Sa(E) has the same symmetry,
(iii) |Sa(E)| = |E|,
(iv) diam (Sa(E)) ≤ diam (E).

Proof. After a rotation that does not change the measurability, the measure, and the
diameter of E, see (2.8), we can assume a = (0, 0, . . . , 1). Consequently P (a) = {x =
(y, 0), y ∈ Rn−1}, every point x ∈ Rn writes as x = (y, t), and Ea,y is the slice
of E over y. Fubini’s theorem then yields that Ea,y is measurable for a.e. y ∈ Rn−1

and y → �a(y) := L1(Ea,y) is a measurable function, hence Sa(E) is measurable, see
Theorem 2.8, and

|E| =

Z
Rn−1

L1(Ea,y) dy =

Z
Rn−1

„Z 	a(y)/2

−	a(y)/2)
1 dt

«
dy = |Sa(E)|.

A symmetry of E with respect to a k-plane orthogonal to (0, 0, . . . , 1) yields a
similar symmetry for the function �a(y) hence of Sa(E). Finally, from the elementary
inequality

L1(I1) + L1(I2) ≤ diam (I1 ∪ I2)

for subsets of R, we readily infer that diam (Sa(E)) ≤ diam (E). ��
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Proof of Proposition 2.64. Let (e1, e2, . . . , en) be the standard basis of Rn and let
E1 := Se1 (E), E2 := Se2 (E1), . . . , En := Sen (En−1). Applying iteratively Lemma 2.65,
we deduce that

|E| = |E1| = . . . |En|, diam (En) ≤ diam (En−1) ≤ · · · ≤ diamE,

and E1 is symmetric with respect to the plane perpendicular to e1, E2 is symmetric
with respect to the plane perpendicular to e1 and e2,. . . , En is symmetric with respect
to the coordinate axes, hence with respect to the origin. Therefore, En is contained in
a ball of radius diam En/2, thus concluding

|E| = |En| ≤ ωn

“diam En

2

”n ≤ ωn

“diam E

2

”n
.

��

f. Euler’s Γ function

2.66 Example. We have Z +∞

−∞
e−x2

dx =
√

π. (2.22)

In fact, since e−x2−y2
is integrable on R2, using Fubini’s theorem and passing to

polar coordinates, we find„Z +∞

−∞
e−x2

dx

«2

=

Z ∞

−∞
e−x2

dx

Z ∞

−∞
e−y2

dy =

ZZ
R2

e−x2−y2
dx dy

=

Z 2π

0
dθ

Z ∞

0
e−ρ2

ρ dρ = 2π
1

2

Z ∞

0
e−σ dσ = π.

If we change variable in (2.22), we also getZ +∞

−∞
e−λx2

dx =

r
π

λ
, λ > 0. (2.23)

2.67 Example (Euler’s Γ function and the measure of Bn(0, 1)). The function
Γ was defined by Euler in 1729,

Γ(α) :=

Z ∞

0
tα−1e−t dt, α > 0, (2.24)

It is an important special function that surprisingly appears in many contexts.
Trivially Γ(1) = 1 and, on account of Example 2.66,

Γ(1/2) = 2

Z ∞

0
e−s2

ds =
√

π.

Integrating by parts we see that

Γ(α + 1) = α Γ(α) ∀α > 0.

It follows by induction

Γ(n + 1) = n!, Γ(n + 1/2) =
(2n − 1)!!

2n
Γ(1/2) =

√
π

(2n − 1)!!

2n
=

√
π

(2n)!

4nn!
,

that, by comparison with (2.20) yields

ωn = Ln(Bn(0, 1)) =
πn/2

Γ
“

n
2

+ 1
” ∀n ≥ 1. (2.25)

We presented some of the properties of the Γ-function in [GM2]. Further properties
of the Γ-function will be discussed in the following Example 2.68 and Section 2.4.3.
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2.68 Example (Euler’s Beta function). Euler’s Beta function is defined by

B(p, q) :=

Z 1

0
xp−1(1 − x)q−1 dx, p, q > 0.

Changing variables y = 1 − x, we see that

B(p, q) = B(q, p) ∀p, q > 0, (2.26)

while, writing

xp−1 =
xp+q−2

xq−1
, xp+q−2 = D

xp+q−1

p + q − 1

and integrating by parts, we find

B(p, q) =
q − 1

p + q − 1
B(p, q − 1) ∀p > 0, q > 1, (2.27)

and, because of the symmetry,

B(p, q) =
p − 1

p + q − 1
B(p − 1, q) ∀p > 1, q > 0. (2.28)

Changing variables, x = z/(1 + z), we also find

B(p, q) =

Z ∞

0

zp−1

(1 + z)p+q
dz. (2.29)

We can compute the B-function in terms of the Γ-function as

B(p, q) =
Γ(p)Γ(q)

Γ(p + q)
, p, q > 0. (2.30)

To prove this, we begin by noticing that if we change variables x = λz, λ > 0, then

Γ(α)

λα
= λ−α

Z ∞

0
xα−1e−x dx =

Z ∞

0
zα−1e−λz dz, α > 0. (2.31)

Now, applying Fubini’s theorem, changing variables (λ, y) → x = λy, y = y, and taking
into account (2.31) and (2.29), we find

Γ(p)Γ(q) =

Z ∞

0

Z ∞

0
xp−1yq−1e−(x+y) dx dy

=

Z ∞

0
λp−1

„Z ∞

0
yp+q−1e−(1+λ)y dy

«
dλ

=

Z ∞

0
λp−1 Γ(p + q)

(1 + λ)p+q
dλ = Γ(p + q)B(p, q).

The beta function is useful when computing several interesting integrals. For in-
stance, if

Iα :=

Z 1

−1
(1 − x2)α dx, α > −1,

and we change variables, we find

Iα =

Z 1

0
(1 − t)αt−1/2 dt = B(1/2, α + 1) =

√
π

Γ(α + 1)

Γ(α + 3/2)
. (2.32)
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Figure 2.14. A tetrahedron.

2.69 Example. Let p ≥ 1 and ||x||p :=
“Pn

i=1 |xi|p
”1/p

, x ∈ Rn. We want to com-

pute γn,p := Ln({x | ||x||p ≤ 1}.
By slicing with planes orthogonal to a chosen coordinate axis, we find the following

recursive relation for γn,p,

γn,p = γn−1,p · 2
Z 1

0
(1 − tp)(n−1)/p dt.

By (2.32) we get

γn,p

γn−1,p
=

2

p
B
“n + p − 1

p
,
1

p

”
=

2

p
Γ
“1

p

” Γ
“

n−1+p
p

”
Γ
“

n+p
p

” ,

hence, since γ1 = 2,

γn,p = γ1,p
γ2,p

γ1,p
. . .

γn−1,p

γn−2,p

γn,p

γn−1,p
= γ1,p

nY
i=1

γi,p

γi−1,p

= 2
“2

p

”n−1
Γ
“ 1

p

”n−1
nY

i=2

Γ
“

i−1+p
p

”
Γ
“

i+p
p

” = 2
“ 2

p

”n−1
Γ
“ 1

p

”n−1 Γ
“

p+1
p

”
Γ
“

n+p
p

”
= 2
“2

p

”n−1
Γ
“ 1

p

”n−1
1
p
Γ
“

1
p

”
n
p
Γ
“

n
p

” =
p

n

“2

p

”n Γ(1/p)n

Γ(n/p)
.

g. Tetrahedrons

2.70 Example (Tetrahedrons, I). Consider the tetrahedron T ⊂ R3 of vertices
(0, 0, 0), (1, 0, 0), (0, 1, 0), and (0, 2, 2), see Figure 2.14. Let us computeZ

T

z

1 + z
dz.

A face of the tetrahedron is on the plane z = 0 and, if we slice the tetrahedron with
planes parallel to the basis, we get slices that are congruent to the basis; moreover, the
function to be integrated depends only on the variable z. Therefore, we decide to slice
with planes orthogonal to the z-axis. If Tz is the slice of T at the level z, we see that
Tz �= ∅ if and only if 0 ≤ z ≤ 2. Since T is measurable and z/(1 + z) is continuous on

T , Fubini’s theorem yields
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Z
T

z

1 + z
dz =

Z 2

0

z

1 + z
L2(Tz) dz.

Since, by Thales theorem, L2(Tz) = L2(T0)( 2−z
2

)2, we concludeZ
T

z

1 + z
dz =

1

8

Z 2

0

z(2 − z)2

1 + z
dz = . . .

2.71 Example (Tetrahedrons, II). Consider the tethrahedron T ⊂ R3 of Exam-
ple 2.70 and let us compute Z

T

xz

1 + z
dz

that is well defined since T is compact and the integrand is continuous on T . We slice
as in Example 2.70 and, with the same notation, we findZ

T

xz

1 + z
dz =

Z 2

0

z

1 + z

ZZ
Tz

x dxdy.

Now we compute
RR

Tz
x dxdy. The domain Tz is a triangle in R2 congruent to the

basis of T . Its vertices P (z), Q(z), R(z) are the projections on the (x, y)-plane of the
intersections of the plane perpendicular to the z-axis through (0, 0, z) and the straight
line respectively through (0, 2, 2) and (0, 0, 0), (0, 2, 2) and (1, 0, 0), and (0, 2, 2) and
(0, 1, 0). Again by Thales theorem, the coordinates x(z) and y(z) of P (z) depend linearly
on z, i.e., 8<:x(z) = mz + q,

x(0) = 0, x(2) = 0,

8<:y(z) = mz + q,

y(0) = 0, y(2) = 2,

hence P (z) = (0, z). Similarly, one computes Q(z) = (1−z/2, z) and R(z) = (0, 1+z/2).
Points P (z) and R(z) have the same abscissa, hence the triangle Tz is normal with
respect to the x-axis. Writing the equation for the straight line through P (z) and Q(z),
and R(z) and Q(z) respectively,

αz(x) = z, βz(x) = −(x + z/2 − 1) + z = 1 + z/2 − x,

we find

Tz :=
n
(x, y) ∈ R

2
˛̨̨
0 ≤ x ≤ 1 − z/2, αz(x) ≤ y ≤ βz(x)

o
Z

Tz

xdxdy =

Z 1−z/2

o
x dx

Z βz(x)

αz(x)
dy =

Z 1−z/2

0
x(1 − z/2 − x) dx =

1

6

“
1 − z

2

”3
.

In conclusion Z
T

z

1 + z
dx dy dz =

1

6

Z 2

0

z(1 − z/2)3

1 + z
dz = . . .

We may proceed differently. We regard the tetrahedron as a cone over a face and
let the formula of change of variables operate the details. The map ϕ(t, a, b) : R3 → R3

given by 8>><>>:
x = ta + (1 − t) 0,

y = tb + (1 − t) 2,

z = t · 0 + (1 − t) 2

maps the prism T0 × [0, 1] onto the cone-tetrahedron T with basis T0 defined by the
vertices (0, 0, 0), (1, 0, 0), (0, 1, 0) and vertex (0, 2, 2). It is easily seen that ϕ is one-to-one
from T0×]0, 1] onto T \ {(0, 2, 2)} and that det Dϕ(t, a, b) = −2t2. Thus,Z

T

xz

1 + z
dx dy dz =

Z
T0×[0,1]

2ta(1 − t)

1 + 2(1 − t)
2t2 da db dt =

Z 1

0

4t3(1 − t)

3 − 2t

ZZ
T0

a da db

=

Z 1

0

4t3(1 − t)

3 − 2t

Z 1

0
a

„Z 1−a

0
db

«
da =

2

3

Z 1

0

t3(1 − t)

3 − 2t
dt = . . .
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Figure 2.15. Pierre Fatou (1878–1929) and Felix Hausdorff (1869–1942).

2.4.2 Monte Carlo method

Suppose we want to evaluate

fQ :=
∫

Q

f(x) dx, Q = [0, 1]n

for a function f ∈ C0(Q). We may use the analog of the one-dimensional
Simpson’s rule, see [GM2]. We subdivide the cube Q into kn subcubes
of side 1/k, on each of those cubes we choose a point xi and then com-
pute 1

kn

∑kn

i=1 f(xi); in particular, we need to compute f in kn points: an
enormous value already if k = 100 and n = 4.

During the Second World War, Enrico Fermi (1901–1954), John von
Neumann (1903–1957), and Stanislaw Ulam (1909–1984) invented a proba-
bilistic method, nowadays known as the Monte Carlo method. This method
with probability close to 1 allows us to compute the value of the integral
except for a small error by means of relatively few cubes.

Notice that Lebesgue’s measure Ln on Q is a probability measure on
Q and actually the equidistributed probability measure. Let {Xk} be a
sequence of points that are equidistributed and independently chosen on
Q, i.e., a sequence on independent random variables on Q. If f : Q → R,
then the expectation and the variance are defined respectively by

E (f(Xj)) =
∫

Q

f(x) dLn(x) = fQ, Var (f(Xj)) =
∫

Q

|f(x) − fQ|2 dx

for all integers j. Since the variables {Xj} are independent

Var
( k∑

j=1

f(Xk)
)

=
k∑

j=1

Var (f(Xj)) = k

∫
Q

|f(x) − fQ|2 dx ≤ 4kM2

where M := ||f ||∞. Hence∫
Qk

(1
k

k∑
j=1

f(xj) − fQ

)2
dx1 . . . dxk = Var

(1
k

k∑
j=1

f(Xj)
)
≤ 4

k
||f ||2∞.
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If A ⊂ Q × · · · × Q = Qk is the event

A :=
{

(X1, . . . , Xk)
∣∣∣ ∣∣∣1

k

k∑
i=1

f(Xi) − fQ

∣∣∣ > ε
}

then Chebyshev’s inequality yields

P (Ak) := Lnk(Ak) ≤ 1
ε2

∫
Qk

(1
k

k∑
j=1

f(xj) − fQ

)2
dx1 . . . dxk ≤ 4M2

ε2 k
,

i.e., the probability that, choosing randomly k equidistributed points {Xi},
the event that 1

k

∑k
i=1 f(Xi) has distance from fQ more than ε has a

probability to happen less than 4M2/kε2. For instance, if M ≤ 1 and we
choose k = 106, in 99% of the cases we find an error less than 2%.

2.4.3 Differentiation under the integral sign

2.72 Example. Let us compute

F (t) :=

Z +∞

0
exp (−x2 − t2/x2) dx, t ∈ R.

It is easily seen that F is even, F (0) =
R∞
0

e−x2/2 dx =
√

π/2, see Example 2.66, and
we have

|f(t, x)| ≤ e−x2 ∀t ∈ R, ∀x ≥ 0.

Therefore F (t) is continuous in R, see Proposition 2.37. Moreover, for t > 0 we have

˛̨̨∂f

∂t
(t, x)

˛̨̨
=

2e−x2

t

t2

x2
e−t2/x2 ≤ 2

t
e−x2

sup
R+

(se−s) =
2

e t
e−x2

,

thus ˛̨̨∂f

∂t
(t, x)

˛̨̨
≤ 2

e ε
e−x2 ∈ L1(R+)

for all t > ε > 0 and x ≥ 0. Theorem 2.40 then yields that F (t) is differentiable for all
t > ε, and therefore for all t > 0, since ε is arbitrary, and

F ′(t) =

Z ∞

0

∂f

∂t
(t, x) dx = −2t

Z ∞

0

1

x2
exp (−x2 − t2/x2) dx = −2 t F (t) ∀t > 0,

where the last equality follows by changing variables y = t/x. It follows

F (t) = F (0)e−2t, t > 0,

i.e.,

F (t) =

√
π

2
e−2 |t|.
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2.73 Example. We shall write in terms of elementary functions the following oscilla-
tory integral

g(ω) =

Z +∞

−∞
e−x2/2 cos(ωx) dx, ω ∈ R.

As usual, it is convenient to use the complex notation. SinceZ +∞

−∞
e−x2/2 sin(ωx) dx = 0,

we have

g(ω) =

Z +∞

−∞
e−x2/2e−iωx dx.

Since ˛̨̨ ∂

∂ω
(e−x2/2e−iωx)

˛̨̨
=
˛̨̨
− ixe−x2/2e−iωx

˛̨̨
≤ |x| e−x2/2 ∈ L1(R),

the function g(ω) is differentiable and

g′(ω) = −i

Z +∞

−∞
xe−x2/2e−iωx dx.

Writing −xe−x2/2 = D(e−x2/2) and integrating by parts, we find

g′(ω) = −ω g(ω),

hence, by integration,

g(ω) = g(0) e−ω2/2 =
√

2π e−ω2/2.

Alternatively, we may also proceed as follows. Since

cos(ωx) =
∞X

n=0

(−1)n (ωx)2n

(2n)!
, x ∈ R,

we consider the functions

fn(x) := (−1)n ω2nx2n

(2n)!
e−x2/2

and compute

(−1)n

Z +∞

−∞
fn(x) dx =

ω2n

(2n)!
2

Z ∞

0
e−x2

x2n dx = (by changing variables y = x2)

=
√

2 ω2n Γ(n + 1/2)

(2n)!
= ω2n

√
2π

(2n − 1)!!

(2n)!

=
√

2π
(ω2/2)n

n!
.

We infer ∞X
n=0

Z +∞

−∞
|fn(x)| dx < +∞

and, on account of Lebesgue’s theorem,Z +∞

−∞
e−x2/2 cos(ωx) dx =

Z +∞

−∞

∞X
n=0

fn(x) dx =
∞X

n=0

Z +∞

−∞
fn(x) dx

=
∞X

n=0

(−1)n
√

2π
(ω2/2)n

n!
=

√
2π

∞X
n=0

(−ω2/2)n

n!

=
√

2π e−ω2/2.
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2.74 Example (Derivatives of Γ). We already observed, see Examples 2.66 and 2.67,
that for Euler’s Γ-function

Γ(α) =

Z ∞

0
tα−1 e−t dt, α > 0,

we have 8>><>>:
Γ(α + 1) = αΓ(α) ∀α > 0,

Γ(n + 1) = n!,

Γ(1/2) =
√

π.

Moreover, we discussed some characteristic properties of Euler functions in [GM2]. Here
we want to compute the derivatives of Γ.

We prove that Γ is of class C∞ in its domain E := {α |α > 0}. Choose α0 > 0

and set h(t) := max(1, tα0/2−1, t2α0−1), t > 0. For k = 0, 1, . . . , the functions
h(t)| log t|ke−t are summable on E and, for all α ∈]α0/2, 2α0[, we have

tα−1 ≤ h(t) ∀t > 0, ∀α, α0/2 < α < 2α0.

If follows for f(α, t) := tα−1e−t, t > 0, that˛̨̨ ∂f

∂α
(α, t)

˛̨̨
≤ h(t) | log t| e−t

and by induction ˛̨̨ ∂kf

∂αk
(α, t)

˛̨̨
≤ h(t)| log t|k e−t

for all t > 0 and for all α ∈]a0/2, 2α0[. Applying the theorem of differentiation under
the integral sign, we conclude that Γ has derivatives of any order at α0, and

Γ(k)(α0) =

Z ∞

0
tα0−1(log t)ke−t dt, (2.33)

consequently,

Γ′(α) =

Z ∞

0
tα−1 log t e−t dt ∀α > 0.

Since Γ′(α) > 0 for α ≥ 2, Γ is increasing for α ≥ 2. Since Γ(n) → +∞ as n → ∞,
also Γ(α) → +∞ as α → +∞. On the other hand, from Γ(α + 1) = α Γ(α) we infer
that Γ(a) ∼ 1/a as α → 0+. Moreover,

Γ′′(α) =

Z ∞

0
tα−1(log t)2e−t dt > 0 ∀α > 0,

thus Γ is strictly convex on [0,∞[. Since Γ(1) = Γ(2) = 1, we conclude that Γ has a
unique minimum point and it is contained in the interval ]1, 2[. Moreover, as | log t| ≤
1 + log2 t ∀t > 0, we also get (Γ′)2(x) ≤ Γ(x)Γ′′(x), that is, log Γ(x) is convex.

2.75 Example. We have

Γ(α)Γ(1 − α) =
π

sinπα
, 0 < a < 1. (2.34)

In fact, in terms of the Beta function, see (2.29)(2.30), for 0 < α < 1 we have

Γ(α)Γ(1 − α) = Γ(1) B(α, 1 − α) =

Z ∞

0

Z ∞

0

tα+1

1 + t
dt.

On the other hand, if α := (2m + 1)/(2n), n, m ∈ N, we find by changing variables
t = x2n Z ∞

0

t
2m+1

2n
−1

(1 + t)
dt = 2n

Z ∞

0

x2m

1 + x2n
dx =

π

sin
“

2m+1
2n

π
” ,

see, e.g., [GM2, 5.36]. This yields (2.34) when α = (2m+1)/2n for some n, m ∈ N. The
claim now follows for all α ∈]0, 1[ since the numbers of type (2m + 1)/(2n) are dense in
[0, 1] and both functions on the left and on the right side of (2.34) are continuous.
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2.5 Measure and Area

We are interested in computing not only volumes of n-dimensional objects
in Rn but also the “k-dimensional area” of “k-dimensional surfaces” in Rn,
k < n, as for example the two-dimensional area of the graph of a function
f : R2 → R+.

This is a question that can be treated at various levels of difficulty find-
ing formulas that apply to more or less general objects, or using measure
theory to define the k-measure of a subset of Rn, k < n. In fact, in contrast
with the n-dimensional measure that is essentially unique (one can show
that the Ln Lebesgue measure is the only measure that is invariant under
rotations and translations, is homogeneous of degree n, and for which the
unit cube has measure 1), there are several k-measures suited to measure
subsets of Rn, k < n: they are different on nonregular subsets but agree
on “regular surfaces”. Among these measures, the Hausdorff k-dimensional
measure appears as the most suited in many contexts.

2.5.1 Hausdorff’s measures

It is convenient to define Hausdorff s-dimensional measure Hs(E) of a set
E ⊂ Rn also for noninteger s ≥ 0. For s ∈ R, s ≥ 0, we set

ωs :=
πs/2

Γ(1 + s/2)
,

recalling that, if s is an integer, then ωs is the Ls measure of the s-
dimensional ball B(0, 1) ⊂ Rs, ωs = Ls(B(0, 1)). For E ⊂ Rn and δ > 0,
we define

Hs
δ(E) := inf

{
ωs

∞∑
j=1

(diamEj

2

)s ∣∣∣E ⊂ ∪jEj , diam(Ej) ≤ δ
}

and, since Hs
δ is nondecreasing in δ > 0, we set

Hs(E) := lim
δ→0

Hs
δ(E).

The set-function Hs : P(X) → R+ is by definition the (exterior) s-
dimensional Hausdorff measure in Rn. We then say that a set E ⊂ Rn

is Hs-measurable if E satisfies the Carathéodory criterion for measurabil-
ity: for any set A ⊂ Rn we have

Hs(A) = Hs(A ∩ E) + Hs(A \ E).

Methods of measure theory, see [GM5], allow us to prove the following.

(i) The class M of Hs-measurable sets is a σ-algebra of sets and Hs is
σ-addditive on M.
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(ii) Open and closed sets of Rn are Hs-measurable.
(iii) In Rn, Hn and the Lebesgue n-dimensional measure Ln agree.

Moreover, it is not difficult to prove the following.

(i) For δ > 0,Hs
δ(E) < +∞ for all bounded sets.

(ii) Hs is not necessarily finite on compact sets. For example, if E ⊂ Rn

has a nonempty interior and s < n, then Hs(E) = +∞.
(iii) In the definition of Hs

δ(E) we may replace the generic sets Ej with
closed, or closed and convex sets, or with open sets without changing
the definition of Hs. However, we cannot replace the Ej ’s by balls.
If we do it, for the new measure Hs

sph(E) we have Hs
sph(E) > Hs(E)

for some subsets E ⊂ Rn.
(iv) H0 is the counting measure, H0(E) = # points of E.
(v) Hs is invariant under orthogonal transformations: if E ⊂ Rn and

RT R = Id, then Hs(R(E)) = Hs(E).
(vi) Hs is positively homogeneous of degree s, i.e., for all λ > 0 and

E ⊂ Rn, we have Hs(λE) = λsHs(E).
(vii) Hs = 0 if s > n.
(viii) If 0 ≤ t < s ≤ n, then Hs ≤ Ht. Moreover, Hs(E) > 0 implies

Ht(E) = +∞ and Ht(E) < ∞ implies Hs(E) = 0.
(ix) If f : Rn → Rk is Lipschitz-continuous, then ∀0 ≤ s ≤ n we have

Hs(f(E)) ≤ (Lip f)s Hs(E).

2.76 Remark. Notice the following:

(i) The claim in (vii) shows that Hs(E), E ⊂ Rn, is finite and nonzero
for at most one value of s, 0 ≤ s ≤ n, which is called the Hausdorff
dimension of E, defined in general as

dimH(E) : = sup
{

s
∣∣∣Hs(E) > 0

}
= sup

{
s
∣∣∣Hs(E) = +∞

}
= inf

{
s
∣∣∣Hs(E) < ∞

}
= inf

{
s
∣∣∣Hs(E) = 0

}
where the equalities follow from (viii).

(ii) The estimate (ix) is useful to estimate from below the Hausdorff
measure of a set. Estimates from above are usually obtained by esti-
mating from above Hs

δ by choosing suitable coverings of E with sets
of diameter less than δ.

Finally, observe that we may construct an integral with respect to
the Haussdorff measure with the same procedure we used to define the
Lebesgue integral from Lebesgue’s measure, compare [GM5]. From now
on, for a given Hs-measurable set of Rn and an Hs-integrable map, the
symbol ∫

E

f(x) dHs(x)

is well-understood.
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2.5.2 Area formula

We did not need any measure theory to define the length of a curve in Rn.
If γ : [a, b] → Rn is a curve, for any subdivision σ := {tj}, a = t0 < t1 <
· · · < tN = b, of [0, 1] we compute

N∑
i=1

|γ(ti−1) − γ(ti)|

and define the length of γ as

L(γ) := sup
{ n∑

i=1

|γ(ti−1) − γ(ti)|
∣∣∣ a = t0 < t1 < · · · < tN = b

}
,

the supremum being taken over all possible subdivisions, see [GM2].
If we want to imitate the previous procedure to define the area of a

C1-image of an open set of R2 into R3, we may think of triangularizing
the space of parameters and, associated to it, considering the polyhedral
surface in R3 with triangular faces whose vertices are the images of the
vertices of the triangulation of the space of parameters. Then, we may
compute the area of these approximating polyhedral surfaces and define the
area of the surface as the supremum of the areas of the inscribed polyhedral
surfaces when the triangulation of the parameters varies. The following
example due to Hermann Schwarz (1843–1921) shows how illusory it is to
imagine being able to come to a reasonable definition of the area in this
way.

2.77 Example (Schwarz). Consider the map ϕ : [0, 2π[×[0, 1] → R3 ϕ(θ, z) :=
(cos θ, sin θ, z) that maps one-to-one the square [0, 2π[×[0, 1] onto a portion of a cylinder
S := {(x, y, z) |x2+y2 = 1, 0 ≤ z ≤ 1}. Trivially the elementary area of S is A(S) = 2π.

We divide the side of the square [0, 2π] × [0, 1] in n and m parts, respectively, then
we divide each rectangle obtained in this way in four triangles by means of its diagonals,
obtaining a triangulation of [0, 2π] × [0, 1] in 4nm triangles. We construct a polyhedral
surface Smn with triangular faces inscribed to the cylinder using the images of the
vertices of the triangulation as vertices. A tedious computation yields the area Amn of
the inscribed polyhedral surface Smn,

Amn = 2n sin
π

2n
+

»
1

4
+

4m2

n4

“
n sin

π

2n

”4
–1/2

· 2n sin
π

n
.

Now, if we choose m = n, then Amn → 2π as suggested by intuition; but, if m = n3,
then Amn → +∞. The supremum of the areas of all polyhedral surfaces obtained by
triangulations on the space of parameters is therefore +∞ and not the area of S. The
intuitive reason for this behavior is the following: If m, the number of subdivisions of
the z-axis, is large with respect to the number of subdivisions of the angle, then the
triangles of the inscribed polyhedral surface to the cylinder tend to become closer to
the orthogonal to the surface of the cylinder. Consequently, the area of the polyhedral
surface is large.
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This example motivated a flourishing of possible definitions (and, conse-
quently, of treatises) for the area of two-dimensional surfaces in R3. Among
those definitions, the most effective, at least for elementary purposes, has
proved to be the one based on Hausdorff measure.

Let Ω ⊂ Rn and f : Ω → RN , n ≤ N , be a map of class C1. For any
measurable set A ⊂ Rn, we say that the image f(A) ⊂ RN is parame-
terized by f , and we think of the area of f(A) as of Hn(f(A)) when f
is injective. An important formula, called the area formula, allows us to
compute Hn(f(A)).

2.78 Theorem. Let Ω ⊂ Rn be an open set and let f ∈ C1(Ω, RN ),
N ≥ n. If A ⊂ Ω is a Ln-measurable set and f is injective on A, then
f(A) is Hn-measurable and∫

A

J(Df(x)) dx = Hn(f(A)) (2.35)

where Jf (x) := J(Df(x)) =
√

detDfT (x)Df(x) is the Jacobian of f .

2.79 Remark. Notice the following:

(i) If n = 1, then Df = f ′ and J(Df) = |f ′|: the area formula (2.35) says
that the length of a curve agrees with the one-dimensional Hausdorff
measure of the trajectory.

(ii) If f is linear, f(x) = Lx, (2.35) simply reads as

Hn(L(A)) = J(L)Ln(A).

Actually, this is the starting point for the proof and follows from the
invariance of the Hausdorff measure under rotations. In fact, using the
polar decomposition of L, and identifying Rn with the n coordinate
plane of the first n coordinates of RN , L writes as L = UΔS where
S ∈ Mn,n is symmetric, U ∈ MN,N is orthogonal, and

Δ =
(

Id
0

)
.

Using the invariance of Hn and the change of variable formula for
Ln, we find

Hn(UΔS(A)) = Hn(ΔS(A)) = Hn(S(A)) = Ln(S(A))
= | detΔS|Ln(A) = | detS|Ln(A) = J(L)Ln(A).

(iii) The area formula implies that the image of the points at which the
linear tangent map is not injective has zero Hn-measure. In fact, for
any T ∈ MN,n N ≥ n, kerT �= {0} if and only if J(T) = 0. Hence
from (2.35) we get Hn(f(A)) = 0 if

A :=
{
x ∈ Ω

∣∣∣ kerDf(x) �= 0
}

=
{

x ∈ Ω
∣∣∣J(Df(x)) = 0

}
.
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(iv) From the area formula we also get the following: Let Ω, Δ be open
sets of Rn and φ : Ω → RN and ψ : Δ → RN be two maps of class C1

that are injective, respectively in A ⊂ Ω and B ⊂ Δ, A and B being
Ln-measurable. If φ(A) = ψ(B), then∫

A

J(Dφ(x)) dx =
∫

B

J(Dψ(y)) dy.

(v) If n = N , then (2.35) is simply the change of variable formula for Ln.

The area formula extends in several ways. First, we can drop the in-
jectivity hypothesis by introducing the multiplicity function or Banach’s
indicatrix

y → N(f, A, y) := H0(A ∩ f−1(y))

which counts the points of A in the inverse image of y. Under the hy-
potheses that f ∈ C1(Ω), one shows that the multiplicity function is HN -
measurable and ∫

A

J(Df) dx =
∫

RN

N(f, A, y) dHn(y). (2.36)

Moreover, we can also relax the regularity of the map f : One can in fact
prove that (2.36) holds also if f is Lipschitz-continuous (recall that, if f is
Lipschitz-continuous, then J(Df) is defined Ln-a.e. since f is differentiable
Ln-almost-everywhere by the Rademacher theorem).

Starting from (2.36), by approximating Ln-measurable functions u by
simple functions and then passing to the limit by means of the monotone
convergence theorem of Beppo Levi, we also get the following.

2.80 Theorem (Change of variables formula). Let Ω ⊂ Rn be open,
let f : Ω ⊂ Rn → RN , n ≤ N , be of class C1(Ω) (or, more generally,
locally Lipschitz-continuous in Ω), and let u : Ω → R be Ln-measurable and
nonnegative, or such that |u| J(Df) is Ln-summable. Then the function

y →
∑

x∈f−1(y)

u(x)

is Hn-measurable and∫
Rn

u(x)J(Df)(x) dx =
∫

RN

( ∑
x∈f−1(y)

u(x)
)

dHn(y). (2.37)

In particular, if v : RN → R is Hn-measurable and nonnegative, then∫
A

v(f(x))J(Df)(x) dx =
∫

RN

v(y)N(f, A, y) dHn(y) . (2.38)
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a. Calculus of the area of a surface
Parameterizing, at least locally, a k-dimensional surface in Rn by a C1

map, we can easily compute its area by means of the area formula (2.35).
In this procedure we need to compute the Jacobian of the parameteri-

zation, and the following information may be useful.

(i) Let A ∈ MN,n. The alternative theorem yields

Rank (AT A) = RankAT = RankA = RankAAT ≤ min(n, N).
(2.39)

It follows that detAAT = 0 if N > n.
(ii) We have kerAT A = kerA, consequently the three claims

(a) J(A) = (detAT A)1/2 = 0,
(b) kerA �= {0},
(c) RankA is not maximal,

are equivalent.
(iii) (Area and metric tensor) Let {A1, A2, . . . , An} denote the

columns of A, A = [A1|A2| . . . |An]. Then

AT A = G, where G = (gij), gij := Ai •Aj .

Consequently, if f : Ω ⊂ Rn → RN , N ≥ n, is of class C1, then

J(Df) =
√

detG, G = (gij), gij = fxi •fxj ,

and the area formula becomes

Hn(f(Ω)) =
∫

Ω

√
g(x) dx, g(x) := detG(x).

(iv) (The Cauchy–Binet formula) Let A ∈ MN,n, N ≥ n. For every
multiindex α = (α1, α2, . . . , αn), 1 ≤ α1 < α2 < · · · < αn ≤ N , let
Aα be the n× n-submatrix of A made of the rows α1, α2, . . . , αn of
A. Then, see, e.g., [GM5], the following Cauchy–Binet formula holds

J(A)2 =
∑

α∈I(n,N)

(det(Aα))2.

2.81 Example (Two-dimensional parameterized surfaces in R3). Let n = 2 and
N = 3. Then

Df :=

0B@a d

b e

c f

1CA
where the columns are the vectors with components the partial derivatives of f with
respect to x and y, fx := (a, b, c)T and fy := (d, e, f)T . If we set

E := |fx|2, F := fx •fy , G := |fy|2,

we find

DfT Df =

 
E F

F G

!
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and

H2(f(Ω)) =

Z
Ω

J(Df) dxdy =

Z
Ω

p
EG − F 2 dxdy.

Alternatively, we can compute J(Df) and the area of u(Ω) by means of the Cauchy–
Binet formula. If

A12 :=

 
a d

b e

!
, A23 :=

 
b e

c f

!
, A13 :=

 
a d

c f

!
,

then
J(Df)2 = (ae − bd)2 + (bf − ec)2 + (af − dc)2.

Notice that the three numbers ae−bd, −(bf −ec), and af −dc are the three components
of the vector product

fx × fy

of the columns of Df , hence

H2(f(Ω)) =

Z
Ω
|fx × fy| dxdy.

2.82 Example (Graphs of codimension 1). Let u : Ω ⊂ Rn → R be a function of
class C1 and

Gu,Ω :=
n
(x, y) ∈ Ω × R

˛̨̨
y = u(x)

o
be its graph. Gu,Ω is the image of the injective map f(x) = (x, u(x)) from Ω into Rn+1.
Since

Df(x) =

0BBB@ Id

Du(x)

1CCCA ,

the Cauchy–Binet formula gives J(Df(x)) =
p

1 + |Du(x)|2, hence

Hn(Gu,Ω) =

Z
Ω

q
1 + |Du(x)|2 dx.

2.83 Example (Parameterized hypersurfaces). Let u : Ω ⊂ R
n → Rn+1 be an

injective map of class C1. The Jacobian matrix of u has n+1 rows and n columns, and
its n × n submatrices can be indexed by the missing row. If

∂(u1, . . . , ui−1, ui+1, . . . , un)

∂(x1, x2, . . . , xn)

denote the determinant of the submatrix obtained by removing the ith row, we then
get

Hn(u(Ω)) =

Z
Ω

„ nX
i=1

“∂(u1, . . . , ui−1, ui+1, . . . , un)

∂(x1, x2, . . . , xn)

”2
«1/2

dx.

2.84 Example (Rotational surfaces). A rotational surface around an axis is well
described by its perpendicular sections to its axis that are circles. We can describe its
points P by means of two parameters: the orthogonal projection of P on the rotational
axis and a parameter describing the points on the circle in the perpendicular plane to
the axis through P . This way, if S is a rotational surface around the axis z, S is the
one-to-one image of

A := [a, b] × [0, 2π[

by a map φ : [a, b] × R → R3 of the type
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φ(z, θ) :=

8>><>>:
x = ρ(z) cos θ,

y = ρ(z) sin θ,

z = z

where ρ(z) is the radius of the section at level z. Assuming ρ(z) ∈ C1([a, b]), we have

Dφ(z, θ) :=

0B@ρ′ cos θ −ρ sin θ

ρ′ sin t −ρ cos θ

1 0

1CA , (z, t) ∈ A := [a, b] × [0, 2π[

hence, by the Cauchy–Binet formula,

J(Dφ)(z, θ) = ρ(z)

q
1 + ρ′2(z);

therefore

H2(S) = H2(φ(A)) =

Z 2π

0

Z b

a
ρ(z)

q
1 + (ρ′(z))2 dz = 2π

Z b

a
ρ(z)

q
1 + (ρ′(z))2 dz.

2.5.3 The coarea formula

Consider a function f : Rn → RN , N ≤ n and, for y ∈ RN its inverse
image f−1(y). When y varies, the family {f−1(y)} yields a sort of foliation
of Rn, for example think of f : R2 → R, f(x, y) = x2 + y2, for which
f−1(t) := {(x, y) = x2 + y2 = t}. As we shall see in Chapter 5, if Df(x)
is of maximal rank N , then the leaf f−1(y) is an (n − N)-dimensional
submanifold of Rn. The coarea formula provides a formula that allows us
to express the Ln-integration on a set A ⊂ Rn as the integration with
respect to y of an Hn−N -integration over f−1(y).

2.85 Theorem (Coarea formula). Let Ω be an open set and A ⊂ Ω
be Ln-measurable, let f : Ω → RN be a map of class C1, and assume
N ≤ n. For LN -a.e. y the set A∩f−1(y) is Hn−N -measurable, the function
y → Hn−N (A ∩ f−1(y)) is LN -measurable and∫

A

J(Df(x)) dLn(x) =
∫

RN

Hn−N (A ∩ f−1(y)) dLN (y); (2.40)

here

Jf (x) := J(Df(x)) =
√

det(Df(x)Df(x)T )

denotes the Jacobian of f .

Actually the previous theorem can be generalized in several ways. First,
it suffices to assume that f be locally Lipschitz-continuous. Moreover, by
approximating measurable maps u with simple functions, one shows the
following.
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2.86 Theorem. Let Ω ⊂ Rn be open, let f : Ω ⊂ Rn → RN , N ≤ n,
be a map of class C1(Ω) (or merely locally Lipschitz-continuous) and let
u : Ω → R be a measurable function on Ω such that |u| J(Df) is Ln-
integrable. Then∫

Ω

u(x)J(Df)(x) dx =
∫

RN

(∫
f−1(y)

u(x) dHn−N (x)
)

dLN (y). (2.41)

2.87 Remark. We notice the following:

(i) If we split Rn as Rn = Rn−N ×RN denoting its coordinates by (x, y),
x ∈ Rn−N , y ∈ RN , and we choose f(x, y) := y, then J(Df)(x, y) =
|Df(x, y)| = 1, A ∩ f−1(y) = {(x, z) ∈ A | z = y} = Ay. Therefore,
Theorem 2.85 simply reduces to Fubini’s theorem.

(ii) Let f : Rn → R. Since

J(Df) =
√

det(Df)(Df)T = |Df |,

we then obtain∫
A

|Df |dx =
∫ +∞

−∞
Hn−1(A ∩ f−1(t)) dt

and ∫
A

g(x)|Df(x)|dx =
∫ +∞

−∞

(∫
A∩f−1(t)

g(z) dHn−1(z)
)

dt

for any measurable A ⊂ Rn and any measurable g : A → R such that
g(x)|Df(x)| is Ln-integrable.

2.88 Example (Measure of the unit sphere in Rn). The volume of the ball of ra-
dius r in Rn is ωnrn where ωn = Ln(B(0, 1)), and the measure of the sphere of radius t,
Hn−1(∂B(0, t)) is positively homogeneous of degree n−1, in particular it is continuous
in t. If we choose f(x) = |x|, then J(Df(x)) = |Df(x)| = 1: from the coarea formulaZ

B(0,r+h)\B(0,r)
dx =

Z r+h

r
Hn−1(∂B(0, t)) dt

and on account of the fundamental theorem of calculus we infer

Hn−1(∂B(0, r)) = lim
h→0

1

h

Z r+h

r
Hn−1(∂B(0, t)) dt = lim

h→0

1

h

Z
B(0,r+h)\B(0,r)

dx

=
dLn(B(0, r))

dr
(r) = nωnrn−1.

2.89 Example. Notice that if f(x) := |x|, then f−1(y) = ∂B(0, y) and Theorem 2.86
yields the well-known formula of integration on polar coordinatesZ

{s<|x|<t}
u dx =

Z s

r

„Z
∂B(0,ρ)

u(y) dHn−1(y)

«
dρ.
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In particular, for h �= 0 we have

1

h

Z
{r<|x|<r+h}

u dx =
1

h

Z r+h

r

„Z
∂B(0,ρ)

u(y) dHn−1(y)

«
dρ,

hence, by the theorem of differentiation of the integral, for L1-a.e. r (for all r if, for
instance, u is continuous),

d

dr

„Z
B(0,r)

u dx

«
=

Z
∂B(0,r)

u dHn−1.

For u = 1 we therefore find again

Hn−1(∂B(0, r)) =
d

dr
(ωnrn) = nωnrn−1.

2.90 Example (Measure of the unit ball in Rn). The coarea formula yields also
an alternative way to compute the measure ωn of the unit ball B(0, 1) of Rn. Using
Fubini’s theorem we findZ

Rn
e−|x|2 dx =

Z +∞

−∞
e−x2

1 dx1

Z +∞

−∞
e−x2

2 dx2 . . .

Z +∞

−∞
e−x2

n dxn = πn/2.

On the other hand, the coarea formula yieldsZ
Rn

e−|x|2 dx =

Z +∞

0

„Z
∂B(0,t)

e−t2dHn−1(t)

«
dt =

n

2
|B(0, 1)|

Z +∞

0
e−t2 tn−1 dt

=
n

2
|B(0, 1)|

Z +∞

0
s

n
2 −1e−s ds =

n

2
|B(0, 1)|Γ

“n

2

”
in terms of Euler’s Γ-function. If follows

ωn = |B(0, 1)| =
2

n

πn/2

Γ
“

n
2

” =
πn/2

Γ
“

n
2

+ 1
” .

2.91 Example. Let f : Rn → R be a function of class C1 (or merely locally Lipschitz-
continuous). From the coarea formula, for any positive h we have

1

h

Z
{t<f<t+h}

|Df | dx =
1

h

Z t+h

t
Hn−1({f = t}) dt

1

h

Z
{t−h<f<t}

|Df | dx =
1

h

Z t

t−h
Hn−1({f = t}) dt

hence, by the theorem of differentiation of integral, for L1-a.e. t ∈ R

d

dt

Z
{f<t}

|Df | dx = − d

dt

Z
{f>t}

|Df | dx = Hn−1({f = t}).

2.6 Gauss–Green Formulas

In this section, we state the Gauss–Green theorem and discuss the diver-
gence theorem. These topics are of fundamental relevance for the devel-
opment of the calculus for functions of several variables. In particular,
Gauss–Green formulas extend the fundamental theorem of calculus
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Figure 2.16. Two pages from the paper by Carl Friedrich Gauss (1777–1855), in which
the Gauss–Green formula appears.

f(b) − f(a) =
∫ b

a

f ′(t) dt

to functions of several variables.

a. Two simple situations
We begin with a very simple situation.

2.92 Proposition. Let A ⊂ Rn be open and f ∈ C1
c (A). Then∫

A

Dif(x) dx = 0 =
∫

∂A

f dHn−1 ∀i = 1, . . . , n.

Proof. We extend f to all Rn as zero outside A; we call it f . It is not restrictive to
assume that its support is contained in the unit cube. Since for every x1, . . . , xi−1,
xi+1,. . . , xn we haveZ 1

−1
Dif(x1, . . . , xi−1, xi, xi+1, . . . , xn) dxi =

= f(x1, . . . , xi−1, 1, xi+1, . . . , xn) − f(x1, . . . , xi−1,−1, xi+1, . . . , xn) = 0,

integrating with respect to the remaining variables we getZ
A

Dif(x) dx =

Z
Q

Dif(x) dx = 0.

��
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Split Rn as Rn−1 × R and let x = (x′, xn), x′ = (x1, x2, . . . , xn−1) ∈
Rn−1, xn ∈ R, be its coordinates. Let Q be a bounded open set in Rn−1

and let α : Q →]a, b[ be a function of class C1; set

A :=
{
x = (x′, xn) ∈ Q × [a, b]

∣∣∣ a < xn < α(x′)
}

.

Since the vector (−∇α(x′), 1) is perpendicular to the plane tangent to the
graph of α at (x′, α(x′)), the exterior normal vector to A at (x′, α(x′)) has
components ν = (ν1, ν2, . . . , νn) given by⎧⎪⎪⎨⎪⎪⎩

νi :=
−Diα√

1 + |Dα(x′)|2 ∀i = 1, . . . , n − 1,

νn :=
1√

1 + |Dα(x′)|2 .

2.93 Proposition. Let f ∈ C1(A) ∩ C0(A) with |Df | ∈ L1(A). Suppose
that f vanishes near ∂(Q × [a, b]) ∩ A, trivially∫

A

Dif(x) dx =
∫

∂A

fνiHn−1.

Proof. Since f vanishes on ∂(Q × [a, b]) ∩ A, triviallyZ
∂A

fνidHn−1 =

Z
Gα,Q

fνidHn−1

and, since the element of area on Gα,Q is dHn−1 =
p

1 + |Dα(x′)|2 dx′, we have

Z
∂A

fνiHn−1 =

8>>><>>>:
−
Z

Q
f(x′, α(x′))

∂α

∂xi
(x′) dx′ if i = 1, . . . , n − 1,

Z
Q

f(x′, α(x′)) dx′ if i = n.

(2.42)

From the fundamental theorem of calculus, since f = 0 near ∂(Q × [a, b]) ∩ A and
|Df | ∈ L1(A), we inferZ

A
Dnf(x′, xn) dx′dxn =

Z
Q

Z α(x′)

a
Dnf(x′, xn) dxndx′

=

Z
Q

(f(x′, α(x′)) − f(x′, a)) dx′ =

Z
Q

f(x′, α(x′)) dx′.
(2.43)

A comparison of (2.42) and (2.43) yields the result for i = n.
Now set

F (x′) :=

Z α(x′)

a
f(x′, xn) dxn, x′ ∈ Q.

Differentiating under the integral sign with respect to xi, we infer

DiF (x′) =

Z α(x′)

a
Dif(x′, xn) dxn + f(x′, α(x′))Diα(x′);

on the other hand
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Z
A

Dif(x′, xn) dx′dxn =

Z
Q

„Z α(x′)

a
Dif(x′, xn) dxn

«
dx′

=

Z
Q

DiF (x′) dx′ −
Z

Q
f(x′, α(x′))Diα(x′) dx′,

(2.44)

and, since f vanishes if x ∈ ∂(Q × [a, b]) ∩ A, F (x′) = 0 if x′ ∈ ∂Q andZ
Q

DiF (x′) dx′ =

Z
Q

DiF (x′) dx1 . . . dxn−1

=

Z Z “Z 1

−1
DiF (x′)dxi

”
dx1 . . . dxi−1 dxi+1 . . . dxn−1

=

Z Z “
F (x1, . . . , xi−1, 1, xi+1, . . . , xn−1) − F (x1, . . . , xi−1,−1, xi+1, . . . , xn−1)

”
dx1 . . . dxi−1 dxi+1 . . . dxn−1

=

Z Z
0 dx1 . . . dxi−1 dxi+1 . . . dxn−1 = 0.

Therefore, (2.44) becomesZ
A

Dif(x′, xn) dx′dxn = −
Z

Q
f(x′, α(x′))Diα(x′) dx′. (2.45)

From (2.45) and (2.42), we infer the result for i = 1, . . . , n − 1. ��

b. Admissible sets
In the sequel we shall limit ourselves to prove Gauss–Green formulas for a
class of sets, which we now introduce, sufficiently large for the applications.
Actually, measure theory would allow us to prove them for a much larger
class.

Let A ⊂ Rn be an open set. In this context, we say that x ∈ ∂A is
a regular point for ∂A if there exists an open cube with center at x and
sides parallel to the axes (that we write as Q× [a, b] where Q is a cube on
Rn−1) and a function α : Q →]a, b[ of class C1(Q) such that

(i) Ux ∩ A = {(x′, xn) | a < xn < α(x′), x′ ∈ Q},
(ii) Ux ∩ ∂A = {(x′, xn) |xn = α(x′), x′ ∈ Q}.

The set r(A) ⊂ ∂A of regular points for ∂A is open relatively to ∂A, and
for every x ∈ ∂A, the exterior unit vector to A at x is given by the vector
ν = (ν1, ν2, . . . , νn) given by

νi :=
−Diα√

1 + |Dα(x′)|2 ∀i = 1, . . . , n − 1, νn :=
1√

1 + |Dα(x′)|2 .

Obviously |ν| = 1, ν is perpendicular to the tangent plane to the graph of α
at x = (x′, α(x′)) and x− tν(x) ∈ A for all t > 0 sufficiently small positive
t. Of course, neither the cube nor the function α are uniquely defined by A;
however, it is not difficult to show, compare Chapter 5, that the exterior
unit normal is uniquely defined at the points x ∈ r(A). Moreover, one sees,
compare Chapter 5, that x ∈ ∂A is regular if and only if there exist an
open cube Q centered at x and a function ϕ : Ux → R of class C1 such
that
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(i) Ux ∩ A = {y ∈ Ux |ϕ(y) < 0},
(ii) Ux ∩ ∂A = {y ∈ Ux |ϕ(y) = 0},
(iii) ∇ϕ �= 0 in Ux ∩ ∂A.

In this case the exterior normal vector at x ∈ r(A) at x ∈ r(A) is

ν(x) =
∇ϕ(x)
|∇ϕ(x)| .

2.94 Definition. We shall say that an open set A ⊂ Rn is admissible if
A is open, Hn−1(∂A) < +∞ and Hn−1(∂A \ r(A)) = 0.

For example, an open set in R2 whose boundary is the union of a finite
number of closed and disjoint piecewise regular curves is an admissible set
of R2. Also a bounded set whose boundary is a polyhedron with a finite
number of faces is an admissible set. Actually, it is easily seen that A is
admissible if A is bounded and ∂A is a finite disjoint union ∂A = ∪N

i=0Γi

where Γ0 is closed with Hn−1(Γ0) = 0, and, for i = 1, . . . , N , Γi is a
(n − 1)-submanifold of Rn, see Chapter 5.

c. Decomposition of unity
The decomposition (or partition) of unity is a useful tool when we want to
transfer local information to global ones.

2.95 Theorem. Let {Vα} be a family of open sets in Rn and Ω := ∪αVα.
There exists a locally finite covering of Ω with balls Bj ⊂⊂ Ω such that for
every j we have Bj ⊂ Vα for some α.

Proof. For all j = 1, 2, . . . , we choose a sequence {Hj} of compact sets contained
in Ω with Hj ⊂⊂ int (Hj+1) and Ω = ∪jHj ; we also set H−1 = H−2 := ∅. For
j := 0, 1, . . . we consider the compact sets Kj := Hj \ int (Hj−1) and the open sets
Aj := int Hj+1 \ Hj−2. We have Kj ⊂⊂ Aj , Ω = ∪jAj and Ai ∩ Aj = ∅ except for
i = j − 1, j o j + 1. Now, for every x ∈ Kj choose λ = λ(x) such that x ∈ Vλ(x) and

a ball B(x, r(x)) with closure in Aj ∩ Vλ(x). The family {B(x, r(x))}x∈Kj
is clearly

an open covering of the compact set Kj from which we can choose a finite covering
{Bj,1, Bj,2, . . . Bj,Nj

}. The family

B :=
n

Bj,i

˛̨̨
j = 0, 1, . . . , i = 1, . . . Nj

o
has the required properties. ��

2.96 Lemma. The function

ϕ(x) :=

⎧⎨⎩exp
(

1
1−|x|2

)
if |x| < 1,

0 if |x| ≥ 1

is of class C∞ and nonzero exactly on B(0, 1).
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2.97 Theorem. Let {Bj} be a locally finite covering of Ω = ∪jBj, Bj

being balls. There exists functions wj : Rn → R of class C∞ such that

(i) 0 ≤ αj(x) ≤ 1 ∀x ∈ Rn,
(ii) αj(x) > 0 if and only if x ∈ Bj,
(iii)
∑∞

j=1 αj(x) = 1 ∀x ∈ Ω.

Proof. For j = 1, 2, . . . , we choose ϕj ∈ C∞(Rn) with ϕj > 0 on Bj and ϕj = 0 outside
Bj . The function

P∞
j=1 ϕj(x) is well defined on Rn since locally it is a finite sum ({Bj}

being locally finite) and positive in Ω, since {Bj} is a covering of Ω. Thus, we readily
see that the functions

αj(x) :=
ϕj(x)P∞

j=0 ϕj(x)

have the desired properties. ��

We notice that the number of functions αj of the decomposition of
unity that are nonzero at each x is finite and that they are exactly the
nonzero functions of the decomposition of unity that are nonzero at y if y
is suffciently close to x. Consequently, we also have

∞∑
j=1

Dαj(x) = D
( ∞∑

j=1

αj(x)
)

= 0 ∀x ∈ Ω

and ∫ ∞∑
j=1

αj(x) dμ =
∞∑

j=1

∫
αj(x) dμ

for μ = Ln or Hn−1.

d. Gauss–Green formulas
2.98 Theorem (Gauss–Green formulas). Let A ⊂ Rn be an admissi-
ble open set and let f be a function of class C1 in a neighborhood of A with
|Df | ∈ L1(A). Denote by ν : r(A) → Rn the field of exterior unit normal
vectors to A. Then ν is defined Hn−1-a.e. on ∂A. We have∫

A

Dif(x) dx =
∫

∂A

fνi dHn−1 ∀i = 1, . . . , n.

Proof. Recall that r(A) is the set of regular points for ∂A. We set s(A) := ∂A \ r(A),

Δ to be an open set so that Δ ⊃ A, and, finally, Ω := Δ \ s(A). Since s(A) is closed, Ω
is open. Now, for x ∈ Ω we can choose an open neighborhood Ux of x so that

(i) if x ∈ Ω \ A, then Ux is a cube centered at x and contained in Ω \ A,
(ii) if x ∈ A ∩ Ω, then Ux is a cube centered at x and contained in Ω ∩ A,
(iii) if x ∈ ∂A ∩ Ω, i.e., x ∈ r(∂A), then we choose Ux as in the definition of regular

points and, without loss of generality, we assume that Ux is small enough so that
Ux ⊂ Ω.

The family {Ux} covers Ω. Therefore, there exists a denumerable locally finite refine-
ment {Bj} of {Ux}, Theorem 2.95, with the associated decomposition of unity {αj},
Theorem 2.97, and we distinguish the following three cases:
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Figure 2.17. Two pages from the Essay by George Green (1793–1841), which appeared
in 1828 and was reprinted in 1850 in Crelle’s Journal where Gauss–Green formulas
appear.

◦ Bj is exterior to A. Then αj = 0 in A henceZ
A

Di(fαj) dx = 0 =

Z
∂A

fνiαj dHn−1.

◦ Bj is interior to A. Then from Proposition 2.92 and αj = 0 in ∂AZ
A

Di(fαj) dx = 0 =

Z
∂A

fνiαj dHn−1.

◦ Bj ∩∂A �= 0, then Bj is contained in some Ux of type (iii) and fαj : Ux → R satisfies
the assumptions of Proposition 2.93. If followsZ

A
Di(fαj) dx =

Z
Ux

Di(fαj) dx =

Z
∂A∩Ux

fνiαj dHn−1 =

Z
∂A

fνiαj dHn−1.

Summing on j = 1, . . . , since
P∞

j=1 αj = 1 in Ω, {Bj} is locally finite and

Hn−1(∂A ∩ Ω) = Hn−1(r(A)) = Hn−1(∂A),

we concludeZ
A

Dif dx =

Z
A∩Ω

Dif dx =

Z
A

∞X
j=1

(Dif)αj dx =
∞X

j=1

Z
A

Di(fαj ) dx

=
∞X

j=1

Z
∂A

fνiαj dHn−1 =

Z
∂A

fνi

∞X
j=1

αj dHn−1 =

Z
∂A∩Ω

fνi dHn−1

=

Z
∂A

fνi dHn−1.

��
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e. Integration by parts
As stated, Gauss–Green formulas may be thought of as the fundamental
theorem of calculus for functions of several variables. Applying them to the
product of two functions f and g, we deduce the formulas of integration
by parts.

2.99 Proposition. Let A be an admissible domain, ν : ∂A → Rn the field
of exterior unit normal vectors to A, and let f, g ∈ C0(A)∩C1(A) be such
that |Df | and |Dg| are summable in A. Then∫

A

Dif(x)g(x) dx =
∫

∂A

f(y)g(y)νi(y) dHn−1(y) −
∫

A

f(x)Dig(x) dx

(2.46)
for i = 1, 2, . . . , n.

f. The divergence theorem
Let A be an admissible domain and E : A → Rn, E = (E1, E2, . . . , En)
a field of class C0(A) ∩ C1(A) with summable Jacobian matrix DE. The
divergence of E at x ∈ A is the number

div E(x) := trDE(x) =
n∑

i=1

∂Ei

∂xi
(x) =

n∑
i=1

DiE
i(x).

Since the functions DiE
i : A → R, i = 1, . . . , n, are summable, if we apply

the Gauss–Green formulas to them, we find in particular∫
A

DiE
i dx =

∫
∂A

Eiνi dHn−1 ∀i = 1, . . . , n

and, summing over i, the divergence theorem∫
A

div E(x) dx =
∫

∂A

E •ν dHn−1. (2.47)

The quantity

φ(E, A) :=
∫

∂A

E •ν dHn−1

is called the flux of E outgoing from A.

g. Geometrical meaning of the divergence
Let E : A → Rn be a field that we assume of class C1(A). For every ball
B(x, r) ⊂⊂ A we denote by φ(E, r) the flux of E outgoing from B(x, r),

φ(E, r) :=
∫

∂B(x,r)

E •ν dHn−1, ν(x) := x/|x|.
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The divergence theorem yields

φ(E, r) =
∫

B(x,r)

div E(x) dx

hence, if we divide by |B(x, r)| = ωnrn and let r → 0, we infer

lim
r→0

φ(E, r)
ωnrn

= lim
r→0

1
|B(x, r)|

∫
B(x,r)

div E(y) dy = div E(x),

because of the continuity of div E(x), or

φ(E, r) = ωndiv E(x)rn + o(rn) as r → 0.

In other words, div E(x) represents the (rescaled) flow outgoing from an
infinitesimal ball centered at x.

h. Divergence and transport of volume
Let A ⊂ Rn be open and F : R × A → Rn be smooth. A curve γ(t) :
I → A satisfying the differential equation γ′(t) = F (t, γ(t)), i.e., a curve
t → (t, γ(t)) with velocity (1, F (t, γ(t))), is called a flux line or an integral
line of F . As we shall see in Chapter 6, for every x ∈ A there exists a
unique flux line defined for small times that at time t = 0 is at x. If we
denote by φ(x, t) these flux lines, i.e.,⎧⎨⎩

∂

∂t
φ(t, x) = F (t, φ(t, x)),

φ(0, x) = x,

and set φt(x) := φ(t, x), then Dφ0(x) = Id, and, for K ⊂⊂ Ω there exists
ε0 such that φ(t, x) is defined on ]− ε0, ε0[×K with detDφt(x) > 0. From
(1.28) with A(t) := Dφt(x), we then infer

∂

∂t
[detDφt(x)](t) = detDφt(x) tr

(
Dφt(x)−1 ∂

∂t
Dφt(x)

)
= detDφt(x) tr

(
Dφt(x)−1D

∂

∂t
φ(t, x)

)
= detDφt(x) tr

(
Dφt(x)−1 DF (t, φ(t, x))Dφt(x)

)
= detDφt(x) trDF (t, φ(t, x))
= detDφt(x) div F (t, φ(t, x)).

If Ω ⊂⊂ A and Ωt := φt(Ω) is the image of Ω at time t transported by
the flow, then the area formula says

Ln(Ωt) =
∫

Ω

| detDφt(x)|dx =
∫

Ω

detDφt(x)dx
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and, differentiating under the integral sign,

dLn(Ωt)
dt

(t) =
∫

Ω

∂

∂t
detDφt(x)dx

=
∫

Ω

detDφt(x) div F (t, φ(t, x)) dx =
∫

Ωt

div F (t, x) dx.

In the so-called autonomous case, F = F (x), and for t = 0, we get

1
Ln(Ω)

dLn(Ωt)
dt

(0) =
1

Ln(Ω)

∫
Ω

div F (x) dx,

i.e., div E(x) is the percentage variation of the infinitesimal volume when
transported by the flow at time t = 0.

2.7 Exercises
2.100 ¶. Let C(A) be the cone of basis A = {(x, y) ∈ R2 |x2 < y < 1}, and vertex
(0, 0, 1). Compute the volume of C \ B((0, 0, 1), 1/2).

2.101 ¶. Prove Schwarz’s theorem, Theorem 1.34, for functions of class C2(Ω) by using
the theorem of differentiation under the integral sign. [Hint: Differentiate at (t0, x0) the
identity

f(t, x0 + h) − f(t, x0) =

Z h

0

∂f

∂x
(t, s)dt

for |t − t0|, |h| small enough, and then use the fundamental theorem of calculus.]

2.102 ¶. Show that Airy’s function φ(t) := 1√
π

R∞
0

cos
“
tx + x3

3

”
dx solves the equa-

tion
ϕ′′(t) − tϕ(t) = 0.

2.103 ¶. Show a sequence {fn} of nonnegative summable functions on [0, 1] such that

lim
n→∞

Z 1

0
fn(x) dx = 0 and lim sup

n→∞
fn(x) = +∞ ∀x ∈ [0, 1].

2.104 ¶. Show that f ′ : [0, 1] → R is measurable if f : [0, 1] → R is differentiable.

2.105 ¶. Show that Z 1

0

x1/3

1 − x
log

1

x
dx =

∞X
n=0

9

(3n + 4)2
,

Z ∞

0
e−x cos

√
x dx =

∞X
n=0

(−1)n n!

(2n)!
,

Z π

0

∞X
n=1

n2 sinnx

an
=

2a(1 + a2)

(a2 − 1)2
∀a > 1.
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2.106 ¶. Show that for p, q > 0 we haveZ 1

0

xp−1

1 + xq
=

∞X
n=0

(−1)n

p + nq
;

infer that π
4

=
P∞

n=0
(−1)n

2n+1
.

2.107 ¶. Show that for |a| < 1,Z 1

0

1 − t

1 − at3
dt =

∞X
n=0

an

(3n + 1)(3n + 2)
;

infer that
π

3
√

3
=

∞X
n=0

1

(3n + 1)(3n + 2)
.

2.108 ¶. Compute
R
D

e−xy

y
dxdy where D := {(x, y) ∈ R2 | x ≥ 0, x2 ≤ y, 0 ≤ y ≤ 2}.

2.109 ¶. Show that Z ∞

0

xα−1

eat − 1
dt =

Γ(α)

aα

∞X
j=0

1

(n + 1)α
,

and Z 1

0

arctan t√
1 − t2

dt =
π

2
log(1 +

√
2).

2.110 ¶. Let A be a positive n × n symmetric matrix. Show thatZ
Rn

exp (−Ax •x ) dx =

r
πn

detA
.

2.111 ¶. Let f : [0, 1] → R be a continuous function. Show that L2(Gf,[0,1]) = 0.

2.112 ¶. Let E ⊂ Rn. Show that E is measurable if Ln∗(∂E) = 0.

2.113 ¶. Compute

lim
t→+∞

Z 4

−1

t2 +
p|x|

1 + t2x2
dx, lim

t→0+

Z 1

0

x +
√

tx

t + x
dx.

2.114 ¶. Show that for α > 0

lim
n→∞

Z n

0

“
1 − x

n

”n
xα−1 dx =

Z ∞

0
e−xxα−1 dx.

2.115 ¶ Astroid. Compute the area and the length of the boundary of the astroid

A :=
n
(x, y) ∈ R

2
˛̨̨
x2/3 + y2/3 ≤ 1

o
.

2.116 ¶. If S2 := {(x, y, z) |x2 + y2 + z2 = 1}, computeZ
S2

x2 dH2.
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2.117 ¶. Let T be the triangle in R3 with vertices (1, 0, 0), (0, 1, 0) and (0, 0, 1). Com-
pute Z

T
x dH2.

2.118 ¶. If G ⊂ R
3 is the graph of the function f : [0, 1]×[−1, 1] → R, f(x, y) = x2+y,

compute Z
G

x dH2.

2.119 ¶. For a, L > 0, let C ⊂ R3 be the truncated cone

C :=
n
(x, y, z) ∈ R

3
˛̨̨
z2 = a (x2 + y2), 0 ≤ z ≤ L

o
.

Compute the volume of C and the area of the boundary of C.

2.120 ¶ The Viviani solid. Let

V :=
n
(x, y, z)

˛̨̨
x2 + y2 + z2 ≤ 1, x2 + y2 ≤ x

o
be the intersection of the unit ball in R3 with the vertical cylinder {(x, y, z) ∈ R3 |x2 +
y2 − x ≤ 0}.

(i) Compute the colume of V .
(ii) Show that S := ∂V = S1 ∪ S2 where

S1 :=
n
(x, y, z) ∈ R

3
˛̨̨
x2 + y2 + z2 = 1, x2 + y2 ≤ x

o
,

S2 :=
n
(x, y, z) ∈ R

3
˛̨̨
x2 + y2 + z2 ≤ 1, x2 + y2 = x

o
,

and compute the area of S1 and S2.
(iii) Show that the curve s(α) := (cos2 α, cos α sinα, sinα) maps the interval ] − π, π[

onto S1 ∩ S2, and compute the length of S1 ∩ S2.

2.121 ¶. Compute Z
Rn−1

1

(1 + |x|2)n
dx.

2.122 ¶. Compute Hn−1(Σn−1) where

Σn−1 :=
n

x ∈ R
n,
˛̨̨ nX

i=1

xi = 1, 0 ≤ xi ≤ 1 ∀i
o

.

2.123 ¶ Feynman’s formula. Let a ∈ Rn be a point with positive coordinates. Show
that Z

Sn−1
+

1

a •x
dHn−1(x) =

1

(n − 1)!
Q

1≤j≤n aj
.

2.124 ¶. Let f : Rn \ {0} → R be positively homogeneous of degree d, f(tx) = tdf(x)
∀x ∈ Rn \ {0} ∀t > 0. Prove thatZ

B(0,1)
Δf(x) dx = d

Z
∂B(0,1)

f(x) dHn−1(x).

In particular, if x = (x1, . . . , xn), show that ∀j = 1, . . . , n

Ln(B(0, 1)) =

Z
Sn−1

x2
j dHn−1.
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2.125 ¶. If BR ⊂ Rn denotes the ball of radius R around 0 in Rn, show that for every
f ∈ C1(BR) we haveZ

BR

“ nX
i=1

xiDif(x) + nf(x)
”

dx = R

Z
∂BR

f(x) dHn−1(x).

2.126 ¶. If f ∈ C3(Ω) and ∇f = 0 on ∂Ω, show thatZ
Ω

(Δf)2 dx =

Z
Ω

X
1≤i,j≤n

(DiDjf)2 dx.

2.127 ¶. Compute the outgoing flux from the unit ball in R3 centered at 0 of the field
E := (2x, y2, z2).

2.128 ¶. Compute the outgoing flux from the lateral surface of the cylinder

C :=
n
(x, y, z) ∈ R

3
˛̨̨
x2 + y2 ≤ 1, −1 ≤ z ≤ 1

o
of the field E = (xy2, xy, y).

2.129 ¶. Let Ω be an open admissible set. Then

Ln(Ω) =
1

n

Z
∂Ω

x •νΩ dHn−1.





3. Curves and Differential
Forms

In this chapter we discuss notions such as force, work, vector field, differ-
ential form, conservative vector field and its potential, and the solvability
in an open set Ω ⊂ Rn of the equation

gradU = F.

We shall see that the vector field F is conservative, i.e., the equation
gradU = F is solvable, if and only if the work along closed curves in
Ω is zero, and we shall discuss how to compute a solution, a potential.

When n = 3, every function U of class C2 satisfies the equation
rot gradU = 0. Therefore, rotF = 0 in Ω is a necessary condition in order
for the vector field F ∈ C1 to be conservative in Ω. In terms of differential
forms, we shall also see that rotF = 0 suffices for F to be conservative in
simply connected domains.

Though Lebesgue’s theory of integration would allow us more general
results, here we prefer to limit ourselves to the use of Riemann integral.

3.1 Differential Forms, Vector Fields,

and Work

a. Vector fields and differential forms
We recall that with respect to a basis (e1, e2, . . . , en) in Rn with coordi-
nates (x1, x2, . . . , xn), every linear map � : Rn → R writes as

� =
n∑

i=1

�idxi

where, for i = 1, . . . , n, �i := �(ei) and for h =
∑n

i=1 hiei ∈ Rn dxi(h) :=
hi. From now on we shall denote the action of a linear map over the vector
h by

< � , h > := �(h).

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2009

M. Giaquinta and G. Modica, Mathematical Analysis: An Introduction to Functions 137
of Several Variables, DOI: 10.1007/978-0-8176-4612-7_3,
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We shall also recall that, if • is an inner product in Rn, then for every
linear map � : Rn → R, there is by Riesz theorem a unique vector F ∈ Rn

such that
< � , h > = �(h) = F •h ∀h ∈ Rn. (3.1)

The coordinates of F can be easily computed writing (3.1) for h =
e1, e2, . . . , en, to get F = G−1LT , where G is the metric tensor G := [Gij ],
Gij = ei •ej , and L is the row vector L := (�(e1), �(e2), . . . , �(en)).

The structure we have just described is used for instance in mechanics
to model the relationship between force and work. If we think of a force
as a primitive notion, (3.1) defines (F |h) as the elementary work done by
F in the direction h ∈ Rn, whereas, if the work h → �(h) is our primitive
notion (notice that, in fact, we measure the work and not the force), then
(3.1) provides us with the force F that does the work, see [GM3].

3.1 Definition. Let Ω be an open set of Rn.

(i) A vector field in Ω is a map F : Ω → Rn.
(ii) A differential form ω in Ω is a map ω : Ω → L(Rn, R) that associates

to every x ∈ Ω a linear map ω(x) : Rn → R.

Hence, in coordinates a differential form can be written as

ω(x) =
n∑

i=1

ωi(x) dxi, ωi(x) :=< ω(x), ei >, x ∈ Ω,

and a vector field as F (x) = (F (x)1, F (x)2, . . . , F (x)n). If ω is a differen-
tial form on Ω, and F is the (unique) vector field on Ω such that

< ω(x) , h > = F (x) •h ∀h ∈ Rn ∀x ∈ Ω, (3.2)

we say that F is the vector field associated to ω or that ω is the differential
form associated to F . We say that a differential form is of class Ck if its
components in a basis are of class Ck. Notice that a differential form is of
class Ck if and only if its associated vector field is of class Ck.

b. Curves
We briefly recall a few facts about curves, see, e.g., [GM3]. Let Ω be an
open set of Rn. A curve in Ω is a map γ : [a, b] → Ω. Its image γ([a, b]) is
the trajectory of the curve, γ(a) is its initial point, γ(b) is its final point.
A curve γ : [a, b] → Ω is said to be regular if γ′(t) �= 0 for all t ∈ [a, b],
closed if γ(a) = γ(b), and simple if γ(t) �= γ(s) t �= s ∈]a, b]. The length of
γ is given by

L(γ) :=
∫ b

a

|γ′(s)| ds.

At a point t where |γ′(t)| �= 0, the unit tangent vector to γ is defined by
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t(t) :=
γ′(t)
|γ′(t)| . (3.3)

Notice that Span t(t) is the tangent line to γ([a, b]) at γ(t).
A reparameterization of γ is a new curve δ ∈ C1([c, d], Rn) such that

there exists h : [c, d] → [a, b] of class C1 that is one-to-one and such that
δ(s) = γ(h(s)) ∀s ∈ [c, d]. Since either h′ > 0 or h′ < 0 on [c, d], we say
in the former case that δ is an increasing reparameterization of γ or that
h is an orientation preserving reparameterization, whereas in the latter
case we say that δ is a decreasing reparameterization of γ or that h is a
reversing orientation reparameterization. Trivially

δ′(s)
|δ′(s)| = sgn (h′)

γ′(h(s))
|γ′(h(s)| .

Recall that the length of a curve does not change under reparameterization
of it and also that two simple curves of class C1 are reparameterizations
of the same curve if and only if they have the same trajectory.

A natural reparameterization of a regular curve γ ∈ C1([a, b], Rn) is
obtained in terms of the curvilinear abscissa, or arc length, i.e., the pa-
rameterization in terms of the traveled space

s(t) :=
∫ t

a

|γ′(τ)| dτ.

In fact, the function s(t) : [a, b] → [0, L(γ)] is strictly increasing and of class
C1 with s′(t) = |γ′(t)| > 0. Therefore, its inverse t(s) : [0, L(γ)] → [a, b] is
also of class C1 and increasing with t′(s) = 1/|γ′(t(s))| for all s ∈ [0, L].
Consequently, the parameterization of γ by arc length

δ(s) := γ(t(s)), t ∈ [0, L(γ)]

has the same orientation of γ and |δ′(s)| = 1 ∀s ∈ [0, L(γ)].

3.2 Remark. Let γ : [a, b] → Rn and δ : [c, d] → Rn be two simple curves
with the same trajectory, γ([a, b]) = δ([c, d]). Though in general they are
not one the reparameterization of the other, we have δ = γ ◦ h where
h : [c, d] → [a, b] is a homeomorphism. This suffices to show that γ and δ
have the same length, see [GM3]. This follows also from the area formula,
Theorems 2.78 and 2.80, since for a simple curve γ of class C1 we have

L(γ) =
∫ b

a

|γ′(t)| dt = H1(γ([a, b])).
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F

( F • t ) t

Figure 3.1. The tangent component of a vector field at a point.

c. Integration along a curve and work
3.3 Definition. Let Ω ⊂ Rn be open and let γ : [a, b] → Ω be a curve
of class C1. The work, or integral of a differential form ω along γ is the
number, denoted by

∫
γ

ω or L(γ, ω), given by∫
γ

ω = L(γ, ω) :=
∫ b

a

< ω(γ(s)), γ′(s) > ds. (3.4)

Similarly, the work of a continuous vectorfield F in Ω is defined as∫
γ

(F |ds) = L(γ, F ) :=
∫ b

a

F (γ(s)) •γ′(s) ds.

It is easily seen that

◦ the work functional is linear on forms,∫
γ

(ω + η) =
∫

γ

ω +
∫

γ

η and
∫

γ

λω = λ

∫
γ

ω

for all couple of forms ω, η and every λ ∈ R,
◦ if < ω(x) , h > = F (x) •h ∀h ∀x ∈ Ω, then

∫
γ

ω =
∫

γ
F ds,

◦ the work of ω along γ does not change if we reparameterize γ preserving
the orientation and changes sign if we reverse the orientation,

◦ the definition of work extends to continuous curves that are piecewise
regular.

3.4 ¶. The use of continuous and piecewise regular curves is useful, but not necessary.
In fact, every such curve admits a reparameterization of class C1 with h′ ≥ 0, therefore
with L(δ, ω) = L(γ, ω).

If γi : [a, b] → Ω, i = 1, . . . , k , are k curves of class C1([a, b]) with
γi+1(a) = γi(b) on an open set Ω ⊂ Rn, we may and do define a new curve,
traveling successively on γ1, γ2, . . . , γn, called the join of γ1, γ2, . . . , γn as
follows. We choose (n+1) points {tj} in [a, b], for instance tj := j(b−a)/k+
a, j = 0, . . . , k, and for i = 1, . . . , k we reparameterize γi on [ti−1, ti] as
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δi := γ ◦ φi. φi(s) := a +
b − a

ti − ti−1
(s − ti−1).

The new curve γ, defined by γ(s) := δi(s) if s ∈ [ti−1, ti[, is also denoted
by

γ =
n∑

i=1

γi

and, for any continuous differential form on Ω, we have

L
( k∑

i=1

γi, ω
)

=
k∑

i=1

L(ω, δi) =
k∑

i=1

L(ω, γi)

since L(γi, ω) = L(δi, ω) ∀i.
Finally, if −γ(s) := γ((1− s)b + sa), s ∈ [0, 1], then −γ is a decreasing

reparametrization of γ and

L(−γ, ω) = −L(γ, ω).

3.5 Remark. Let γ : [a, b] → Rn be a simple curve of class C1 in an open
set Ω of Rn. For every t for which γ′(t) �= 0, the unit tangent vector

tγ(y) :=
γ′(t)
|γ′(t)| , γ(t) = y,

is well defined in y. If ω is a continuous differentiable form, we wish to
write

L(γ, ω) =
∫ b

a

< ω(γ(t)), γ′(t) > dt =
∫

R

< ω(γ(t)), tγ(γ(t)) > |γ′(t)| dt

(3.5)
where R := {t ∈ [a, b] | γ′(t) �= 0}. However, one can show nonnega-
tive scalar continuous functions for which the characteristic function of
{x | f(x) �= 0} is not Riemann integrable, hence the right-hand side in
(3.5) is meaningless, in general. However, the difficulty is overcome if we
interpret the integrals as Lebesgue’s integral. In fact, R is open in [a, b],
thus Lebesgue-measurable. Moreover, by the area formula, Theorems 2.78
and 2.80, we have

0 =
∫

[a,b]\R

|γ′(t)| dt = H1(γ([a, b] \ R)).

It follows that tγ(y) exists for H1-a.e. y ∈ γ([a, b]) and, again by the area
formula,
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∫ b

a

< ω(γ(t)), γ′(t) > dt =
∫

R

< ω(γ(t)), tγ(y) > |γ′(t)| dt

=
∫

γ(R)

< ω(y), tγ(y) > dH1(y)

=
∫

γ([a,b])

< ω(y), tγ(y) > dH1(y).

(3.6)

As a consequence of (3.6) we can state: if γ : [a, b] and δ : [c, d] → Rn are
two simple curves of class C1 with the same trajectory Δ = γ([a, b]) =
δ([c, d]) (not necessarily one the reparameterization of the other), then
either tγ(y) = tδ(y) for H1-q.o. y ∈ Δ and L(ω, γ) = L(ω, δ), or tγ(y) =
−tδ(y) for H1-a.e. y ∈ Δ and L(γ, ω) = −L(δ, ω).

3.2 Conservative Fields and

Potentials

a. Exact differential forms
3.6 Definition. Let Ω be an open set of Rn.

(i) A continuous differential form ω in Ω is said to be exact in Ω if there
exists f ∈ C1(Ω) such that ω(x) = df(x) for all x ∈ Ω. The function
f is called a potential of ω in Ω.

(ii) A continuous vector field, F in Ω is conservative in Ω if there exists
f ∈ C1(Ω) such that F (x) = ∇f(x) for all x ∈ Ω. The function f is
called a potential for F in Ω.

Trivially, a differential form is exact if and only if its associated vector field
is conservative, and a potential of ω is a potential of F and vice versa. We
notice that two potentials of ω (or of F ) in a connected open set differ by
a constant, see Corollary 1.45.

3.7 Example. According to Hooke’s law, the pulling force exerted by an ideal spring
fixed at the origin on a point x ∈ Rn is given by F (x) = −kx, where k > 0 is called the
elastic constant of the spring. The vector field F (x) := −kx, x ∈ Rn, is conservative,

since F (x) = ∇f(x) where f(x) = − k
2
|x|2 ∀x ∈ Rn. In general, a radial vector field

F : Rn \ {0} → Rn,

F (x) = ϕ(|x|)x, where ϕ : R+ → R, ϕ ∈ C0(]0,∞[),

is conservative in Rn \ {0} since the function

f(x) :=

Z |x|

1
sϕ(s) ds, , x ∈ R

n \ {0},

is a potential of F in Rn \ {0}, as it is easily seen by differentiating f .

A potential of the gravitational field F (x) := − G
|x|3 x, x ∈ R3, is
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V (x) =

Z |x|

+∞
G

s2
ds =

G

|x| .

We have chosen as an extremal point +∞ since 1/s2 is summable at ∞. This way the
potential V vanishes at ∞.

Let Ω be a connected open set in Rn, let f ∈ C1(Ω), and let γ : [a, b] →
Ω be a curve in Ω of class C1. By definition∫

γ

df =
∫ b

a

< df(γ(s)), γ′(s) > ds

=
∫ b

a

d

ds
f(γ(s)) ds = f(γ(b)) − f(γ(a))

(3.7)

or, in other words, the work of an exact differential form of class C1 de-
pends only on the difference of the potential at the extreme points of the
curve.

3.8 ¶. Show that (3.7) also holds for continuous and piecewise smooth curves.

Actually, the following holds.

3.9 Theorem (Fundamental theorem of calculus). Let ω be a con-
tinuous differential form in an open and connected set Ω ⊂ Rn and let
f : Ω → R. The following claims are equivalent.

(i) f is of class C1 and is a potential for ω in Ω.
(ii) For any couple of points x0, x ∈ Ω and for any piecewise smooth curve

γx0,x : [a, b] → Ω joining x0 to x we have

f(x) − f(x0) =
∫

γx0,x

ω.

(iii) For any x0 ∈ Ω there exists δ > 0 such that for every x ∈ B(x0, δ)
we have

f(x) − f(x0) =
∫

rx0,x

ω

where r(t) := (1 − t)x0 + tx, t ∈ [0, 1], is the segment curve going
from x0 to x.

Proof. As we have seen in (3.7), (i) implies (ii) and trivially (ii) implies (iii). Let us
show that (iii) implies (i). for x ∈ Ω, i = 1, . . . , n and h ∈ R, |h| small, consider the
segment δ(s) := x+ shei, 0 ≤ s ≤ 1, joining x to x+hei. On account of the mean value
theorem and of the continuity of ωi, we find

f(x + hei) − f(x)

h
=

1

h

Z 1

0
< ω(x + shei , hei > ds

=

Z 1

0
ωi(x + shei) ds

=
1

h

Z h

0
ωi(x + tei) dt −→ ωi(x),
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x0

γ

x

x + hei

Figure 3.2. The proof of Theorem 3.9.

hence the partial derivatives of f at x0 exist and

∂f

∂xi
(x) = ωi(x) ∀x ∈ Ω.

Since ω is continuous, the partial derivatives are continuous in Ω, hence f ∈ C1(Ω) and
df(x) = ω(x) in Ω. ��

3.10 Theorem. Let ω be a continuous differential form in an open and
connected set Ω ⊂ Rn. Then ω is exact if and only if the work of ω along
any closed piecewise smooth curve is zero. In this case, a potential for
ω is obtained as follows: fix x0 ∈ Ω and for any x ∈ Ω choose a curve
γx0,x : [a, b] → Ω joining x0 to x with γ(a) = x0 and γ(b) = x; then the
work function

f(x) :=
∫

γx0,x

ω, x ∈ Ω, (3.8)

is a potential of ω in Ω.

Proof. Trivially (3.7) yields
R
γ ω = 0 for any closed piecewise continuous curve, if

ω has a potential. Conversely, assume that
R
γ ω = 0 for all closed γ’s. If x, y ∈ Ω

and δ : [a, b] → Ω is a piecewise smooth curve with δ(a) = x and δ(b) = y, then
γ := γx0,x + δ − γx0,y is a closed curve in Ω, hence

0 = L(γ, ω) =

Z
γx0,x

ω +

Z
δ

ω −
Z

γx,x0

ω =

Z
δ

ω + f(x) − f(y).

��

3.11 ¶. We ask the reader to state the analogy of Theorem 3.9 for vector fields.

3.12 Exact forms in practice. Theorem 3.9 gives us a necessary and
sufficient condition for a form ω to be exact. The necessary condition is
useful to show that a differential form is not exact : if we find a closed curve
along which ω does work, then ω is not exact. Instead, it is difficult to use
the sufficient condition, as it requires us to verify that the work done on
every closed curve is zero.

To prove that a given differential form is exact, in practice, it is easier
to exhibit a potential, and, to do it, we essentially have two alternatives.

(i) Guess a potential.
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(ii) Suppose Ω is an open connected subset of Rn. Fix x0 ∈ Ω, and for
x ∈ Ω choose a curve γx from x0 to x, for example traveling parallel
to the coordinates axes going from x0 to x and compute the work
f(x) := L(ω, γx) along that curve. If f ∈ C1(Ω) and ∂f

∂xi (x) = ωi(x)
for all x ∈ Ω, then f is a potential for ω in Ω.

Notice that any two potentials of an (exact) differential form on a connec-
ted open set differ by a constant by Theorem 3.9.

3.13 Example. The differential form ω(x, y) :=
p

y/x dx +
p

x/y dy is exact in Ω =
{(x, y) ∈ R2 | x > 0, y > 0}.

In fact, the function f(x, y) = 2
√

xy is a potential of ω in Ω as

∂
√

xy

∂x
=

r
y

x
,

∂
√

xy

∂y
=

r
x

y
, x > 0, y > 0.

3.14 Example. The differential form

ω(x, y) = ex/y dx +
“
1 − x

y

”
ex/y dy,

is exact in Ω = {(x, y) ∈ R2 | y > 0}. In fact, if we fix the point (0, 1) and join it to (x, y)
first traveling from (0, 1) to (0, y) vertically and then from (0, y) to (x, y) horizontally,
the work done is

f(x, y) =

Z y

1

“
1− 0

y

”
e0/y dy+

Z x

0
ex/y dx = (y−1)+y

Z x/y

0
et dt = y−1+y(ex/y−1).

It is easy to show that f ∈ C1(Ω) and that df(x, y) = ω(x, y) in Ω, therefore f is a
potential of ω in Ω.

3.3 Closed Forms and Irrotational

Fields

a. Closed forms
There is another necessary condition for a differential form of class C1 to
be exact: If ω = df in an open set Ω, then f ∈ C2(Ω), hence

∂ωi

∂xj
=

∂

∂xj

∂f

∂xi
=

∂

∂xi

∂f

∂xj
=

∂ωj

∂xi

for i, j = 1, n, by Schwarz’s theorem. Motivated by this remark, we set the
following.

3.15 Definition. Let Ω be an open set of Rn. We say that a differential
form ω in Ω of class C1 is closed in Ω if

∂ωi

∂xj
(x) =

∂ωj

∂xi
(x) ∀i, j = 1, n, ∀x ∈ Ω.
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A vector field F : Ω → Rn of class C1 is said to be irrotational in Ω if

∂F i

∂xj
(x) =

∂F j

∂xi
(x) ∀i, j = 1, n, ∀x ∈ Ω.

The reason for naming it irrotational is that for n = 3, the curl of F given
by

curlF :=
(∂F 3

∂y
− ∂F 2

∂z
,
∂F 1

∂z
− ∂F 3

∂x
,
∂F 2

∂x
− ∂F 1

∂y

)
is also called the rotor of F and denoted rotF : F is irrotational if rotF =
curlF = 0.

Notice that F is irrotational if and only if its associated differential
form is closed.

3.16 Proposition. Let Ω ⊂ Rn be an open set. An exact differential form
of class C1(Ω) is closed in Ω. A conservative vector field of class C1(Ω) is
irrotational.

3.17 Example. There are closed forms that are not exact. For instance, the angle
form

ω(x, y) := − y

x2 + y2
dx +

x

x2 + y2
dy

is closed in Ω := R2 \ {0}, as one sees differentiating. However, ω is not exact since
the work of ω along the curve t → γ(t) = (cos t, sin t), t ∈ [0, 2π] that travels along the
boundary of the unit circle, is nonzero,Z

γ
ω =

Z 2π

0
(sin2 t + cos2 t) dt = 2π �= 0.

Notice that ω is exact in Ω := {(x, y) | y > 0}: The function f(x, y) := − arctan(x/y),
(x, y) ∈ Ω, is a potential for ω in Ω.

3.18 ¶. Let Γ be a halfline in R2 from the origin. Show that the angle form in Exam-
ple 3.17 is exact on R2 \ Γ.

Every matrix A ∈ Mn,n(R) splits into the sum of its symmetric part
and antisymmetric part

A =
1
2
(A + AT ) +

1
2
(A − AT ).

The symmetric part of the Jacobian matrix of a vector field F is called
the deformation gradient of F and its antisymmetric part the rotational
gradient of F that coincides with 1

2 rotF ,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
DF = ε(F ) + W (F )

ε(F ) = [ε(F )i
j ], ε(F )i

j :=
1
2

(∂F i

∂xj
+

∂F j

∂xi

)
,

W(F ) = [W(F )i
j ], W(F )i

j :=
1
2

(∂F i

∂xj
− ∂F j

∂xi

)
.
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Figure 3.3. George Gabriel Stokes (1819–
1903) and an introduction to differential
forms.

Similarly, if ω is a differential form, we call the matrix

W(ω) := [W(ω)ij ], W(ω)ij :=
∂ωi

∂xj
− ∂ωj

∂xi

the rotation matrix of ω. Thus, ω is closed if and only if its rotation matrix
is zero.

b. Poincaré lemma
We shall see that the obstruction to the exactness of every closed form in
Ω is in the form of Ω. First we consider a class of special domains.

3.19 Definition. We say that an open set Ω ⊂ Rn is star-shaped with
respect to one of its points x0 if the segment joining it to any other point
x ∈ Ω is contained in Ω. We simply say that Ω is star-shaped if Ω is
star-shaped with respect to one of its points.

3.20 Theorem (Poincaré lemma). Let Ω be a star-shaped domain of
Rn. Every closed differential form ω in Ω of class C1 is exact. Equivalently,
every irrotational vector field F in Ω of class C1 is conservative.

Proof. After a translation we may assume that Ω is star-shaped with respect to the
origin. If we parameterize the segment joining the origin to x as γ(t) := tx/|x|, t ∈
[0, |x|], we need to prove that

f(x) := L(γ, ω) =

Z |x|

0
< ω(th), h > dt =

Z 1

0

nX
i=1

ωi(th)hi dt, x ∈ Ω,
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H
g

f

Figure 3.4. A homotopy with fixed end points between f and g.

is a potential for ω in Ω. Differentiating under the integral sign, we find

∂f

∂xj
(x) =

∂

∂xj

Z 1

0

nX
i=1

ωi(tx)xi dt =

Z 1

0

∂

∂xj

h nX
i=1

ωi(tx)xi
i

dt

and, using the closedness of ω,

∂f

∂xj
(x) =

Z 1

0

“
ωj(tx) + t

∂ωi

∂xj
(tx)xi

”
dt =

Z 1

0

“
ωj(tx) + t

∂ωj

∂xi
(tx)xi

”
dt

=

Z 1

0

“
ωj(tx) + t

d

dt
ωj(tx)

”
dt =

Z 1

0

d

dt
(tωj (tx)) dt = ωj(x).

��

Of course, the balls of Rn are connected and star-shaped with respect
to its center, consequently we observe the following.

3.21 Proposition. Every closed form of class C1 is locally exact. Every
irrotational vector field of class C1 is locally conservative.

c. Homotopic curves and work
Let Ω be an open connected set in Rn. We recall, see [GM3], that two
continuous curves f, g : [0, 1] → Ω with f(0) = g(0), f(1) = g(1), are said
to be homotopic in Ω if there exists a continuous map

H : R = [0, 1] × [0, 1] → Ω

such that ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
H(0, t) = f(t), ∀t ∈ [0, 1],

H(1, t) = g(t), ∀t ∈ [0, 1],

H(s, a) = f(0) = g(0), ∀s ∈ [0, 1],

H(s, b) = f(1) = g(1), ∀s ∈ [0, 1],

see Figure 3.4. In this case, and with the previous notations, f(t) = H◦δ0(t)
and g(t) = H ◦ δ1(t); moreover, γ2 := H ◦ δ2 and γ3 := H ◦ δ3 are constant.

3.22 Theorem. Let γ, δ : [0, 1] → Ω be two piecewise curves of class C1

that are homotopic with fixed extreme points and let ω be a continuous
locally exact form in Ω. Then we have
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f

δ

γ(0) = γ(1)

H

Figure 3.5. A homotopy between γ and δ as closed curves.

L(γ, ω) = L(δ, ω).

Similarly, if F is a locally conservative continuous field in Ω, we have

L(γ, F ) = L(δ, F ).

Proof. Let h : [0, 1] × [0, 1] → Ω be a homotopy from γ to δ and, for every x ∈ Ω,
let Fx : B(x, ε(x)) → R be a potential of ω in B(x, ε(x)). Since h([0, 1] × [0, 1]) is
compact, one can suppose that ε(x) ≥ ε0 > 0 if x ∈ h([0, 1]× [0, 1]). Since h is uniformly
continuous on [0, 1] × [0, 1], we decompose [0, 1] × [0, 1] in adjacent squares {Ri,j},
i, j = 1, . . . , N with side length of 1/N , N large, such that h(Ri,j) ⊂ B(x, ε0) for some
x = xij ∈ h([0, 1] × [0, 1]). For every i, j = 1, . . . , N , let

φi,j(s, t) := Fx(i,j)(h(s, t)).

Since two potentials differ by a constant on a connected set, we can add, sequentially
by rows, a constant ci,j to φi,j in such a way that

φ(t, s) := φi,j(t, s) + ci,j if (t, s) ∈ Ri,j

is well defined on [0, 1] × [0, 1]. Clearly φ(t, s) is continuous on [0, 1] × [0, 1].
Now, let t0 = 0 < t1 < · · · < tN−1 < tN = 1 be the subdivision of [0, 1] such that

Ri,j = [ti−1, ti] × [tj−1, tj ]. Since we haveZ
γ

ω =
NX

i=1

Z
γ|[ti−1,ti]

ω =
NX

i=1

“
φi,j(0, ti) − φi,j(0, ti−1)

”

=

NX
i=1

“
φ(0, ti) − φ(0, ti−1)

”
= φ(0, 1) − φ(0, 0)

and, similarly, Z
δ

ω = φ(1, 1) − φ(1, 0),

the claim follows being also

φ(0, 0) = φ(1, 0) and φ(1, 0) = φ(1, 1). (3.9)

��

We also recall, see [GM3], that two continuous closed curves γ and
δ : [0, 1] → Ω are said to be homotopic as closed curves if there exists a
continuous map H : R → Ω such that
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x0

γ

Figure 3.6. γ is homotopic to x0.

⎧⎪⎪⎨⎪⎪⎩
H(0, t) = γ(t), ∀t ∈ [0, 1],

H(1, t) = δ(t), ∀t ∈ [0, 1],

H(s, 0) = H(s, 1), ∀s ∈ [0, 1],

see Figure 3.5. We have

3.23 Theorem. Let γ, δ : [0, 1] → Ω be two piecewise closed curves of
class C1 that are homotopic as closed curves. If ω is a locally exact form
in Ω, then

L(γ, ω) = L(δ, ω),

and, similarly, if F is a locally conservative continuous field in Ω, then

L(γ, F ) = L(δ, F ).

Proof. We proceed as in the proof of Theorem 3.23. The conclusion then follows since
this time we have φ(1, 1) − φ(1, 0) = φ(1, 0) − φ(0, 0) instead of (3.9). ��

d. Simply connected subsets and closed forms
3.24 Definition. An open connected set is said to be simply connected if
every closed curve in Ω is homotopic to a constant curve in Ω.

Since every open and connected set is also arc-connected, Ω is simply
connected if and only if for x0 ∈ Ω every closed curve with initial and
final end points at x0 is homotopic to the constant curve x0 with initial
and final points x0. In other words, an open and connected set Ω is simply
connected if and only if its first homotopy group π1(Ω) vanishes.

As consequence of Theorem 3.23 the following holds.

3.25 Corollary. Let Ω be an open, connected and simply connected do-
main. Every closed form in Ω is exact in Ω, or, equivalently, every irrota-
tional field F in Ω is conservative in Ω, i.e., if rotF = 0 in Ω, then there
exists f ∈ C2(Ω) such that F = ∇f in Ω.

We now illustrate a few situations in which Corollary 3.25 applies.
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PN

0

Figure 3.7. R
3 \ {x0} is simply connected.

For example Rn and balls in Rn are star-shaped with respect to any
of their points, as well as open convex sets. Instead, Rn \ {0} or the an-
ulus, {x ∈ Rn | 1 < |x| < 2} are not star-shaped. Notice that star-shaped
domains are necessarily connected.

If Ω is star-shaped with respect to x0, then every closed curve f :
[0, 1] → Ω with f(1) = f(0) = x0 is homotopic to x0 as the homotopy
H(t, x) = (1− s)x0 + sf(t), s ∈ [0, 1], t ∈ [0, 1], shows. Consequently every
star-shaped domain is connected and simply connected.

3.26 Example. Trivially R2 \ {0} is not simply connected at least because the angle
form of Example 3.17 is not exact though closed. Instead, R3 \{0} is simply connected.
In fact, if γ is a closed curve in R3 \ {0}, there exists δ > 0 such that the trajectory of
γ lies outside B(0, δ), since γ([0, 1]) is compact. The curve δ(t) := γ(t)/|γ(t)|, t ∈ [0, 1]
is then a well-defined curve of class C1, its trajectory is on S2 and necessarily has to
avoid a point, say the North Pole, and consequently, a neighborhood of the North Pole,
again by Weierstrass theorem. In conclusion, γ lies outside a cone with axis through
the origin and the North Pole and, therefore, it can be homotoped to the South Pole,
see Figure 3.7.

3.3.1 Pull back of a differential form

Let Δ and Ω be open sets respectively in Rr and Rn. If φ : Δ → Ω is
continuous and f ∈ C0(Ω), then f ◦ φ is continuous on Δ and, if φ is of
class C1 and f ∈ C1(Δ), then f ◦φ ∈ C1(Δ); therefore, if we think of φ as
an operator φ#, φ#(f) := f ◦ φ, φ# maps C0(Ω) into C0(Δ), C1(Ω) into
C1(Δ). Moreover, if φ is of class Ck, then φ# maps Ck(Ω) into Ck(Δ).

Similarly, we may pull back differential forms in Ω to differential forms
in Δ.

3.27 Definition. Let φ ∈ C1(Δ, Ω) be a map of class C1 from an open
set Δ ⊂ Rr into an open set Ω ⊂ Rn. The pull back of a continuous
differential form ω in Ω is the continuous differential form in Δ defined
by

< φ#ω(x) , h > := < ω(φ(x)) ,Dφ(x)h > ∀h ∈ Rr. (3.10)
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3.28 ¶ Inverse image of a vector field. It is less intuitive to pull back a vector
field. Show that if φ : Δ → Ω and F : Ω ⊂ Rr → Rn, then the unique definition of pull
back that is compatible with the definition of pull back of the associated form is

φ#F (x) := Dφ(x)∗F (φ(x)),

where Dφ(x)∗ is the adjoint operator of Dφ(x).

3.29 φ#ω. We can write φ#ω in several ways.

◦ Let ω =
∑n

i=1 ωi(y) dyi and let y = φ(x) = (φ(x)1, φ(x)2, . . . , φ(x)n)T ,
then we have

< φ#ω(x) , h > = < ω(φ(x)) ,Dφ(x)h > =
n∑

i=1

ωi(φ(x))Dφi(x)h

=
n∑

i=1

ωi(φ(x)) < dφi(x) , h >

for every h ∈ Rn hence

φ#ω(x) =
n∑

i=1

ωi(φ(x))dφi(x)

and

φ#ω(x) =
n∑

i=1

ωi(φ(x))dφi(x) =
r∑

j=1

( n∑
i=1

ωi(φ(x))
∂φi

∂xj

)
dxj .

◦ If we write the components of ω as a row vector, ω = (ω1, ω2, . . . , ωn),
with n components, we can write φ#ω as the row vector with r compo-
nents

φ#ω(x) = ((φ#ω(x))1, (φ#ω(x))2, . . . , (φ#ω(x))r)
= (ω(φ(x))1, ω(φ(x))2, . . . , ω(φ(x))n)Dφ(x).

3.30 Invariance of work. From the definition (3.10) we see that

d(φ#f)(x) = φ#df(x) (3.11)

for all f ∈ C1(Ω), which implies in particular that φ#ω is exact in Δ if ω
is exact in ω := φ(Δ). Moreover, we have

< φ#ω(γ(s)), γ′(s) >: =< ω(φ(γ(s))),Dφ(γ(s))γ′(s) >

=< ω(φ ◦ γ(s)), (φ ◦ γ)′(s) >

for every curve γ : [a, b] → Δ of class C1. Integrating we get

L(γ, φ#ω) = L(φ ◦ γ, ω). (3.12)

In particular, (3.11) (3.12) state respectively the invariance of the differ-
ential of a function and the invariance of work of a differential form under
changes of references in Rn.
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3.31 ¶. Write the angle form of Example 3.17 in polar coordinates, i.e., compute the
pull back via the transformation x = ρ cos θ, y = ρ sin θ.

3.32 Proposition (Differential of the pull back of forms). Let ω be
a differential form of class C1 in an open set Ω ⊂ Rn, let H : Δ ⊂
Rr → Ω be a map of class C2 from the open set Δ into Ω and denote by
(u1, u2, . . . , ur) the coordinates in Rr. Then H#ω writes as

H#ω =
r∑

i=1

Pi(u) dui,

where Pi(u) are of class C1 and we have

∂P h

∂uk
− ∂Pk

∂uh
=

n∑
i,j=1

(∂ωi

∂xj
− ∂ωj

∂xi

)∂Hi

∂uh

∂Hj

∂uk
; (3.13)

here ∂Ph

∂uk , ∂Pk

∂uh , ∂Hi

∂uh , ∂Hj

∂uk , are evaluated at u ∈ Δ and ∂ωi

∂xj and ∂ωj

∂xi in
H(u).

In particular, H#ω is closed in Δ if ω is closed in Ω.

Proof. In fact, computing the derivatives of Ph :=
Pn

i=1 ωi
∂Hi

∂uh , we find8>>>><>>>>:
∂Ph

∂uk
=

nX
i,j=1

∂ωi

∂xj

∂Hj

∂uk

∂Hi

∂uh
+

nX
i=1

ωi
∂2Hi

∂uk∂uh

∂Pk

∂uh
=

nX
i,j=1

∂ωi

∂xj

∂Hj

∂uh

∂Hi

∂uk
+

nX
i=1

ωi
∂2Hi

∂uh∂uk
,

and (3.13) follows subtracting the two equations, since the Hessian matrices of the
components of H are symmetric. ��

3.33 ¶. Since the rotation matrix of a form is antisymmetric, (3.13) can also be written
as

∂P h

∂uk
− ∂P k

∂uh
=

1

2

nX
i,j=1

“∂ωi

∂xj
− ∂ωj

∂xi

”“∂Hi

∂uh

∂Hj

∂uk
− ∂Hj

∂uh

∂Hi

∂uk
). (3.14)

3.3.2 Homotopy formula

a. Stokes’s theorem in a square
If R = [0, 1]× [0, 1] ⊂ R2, we denote by δ0, δ1, δ2, δ3 : [0, 1] → R2 the curves
defined by ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

δ0(t) := (0, t),

δ1(t) := (1, t),

δ2(t) := (t, 1),

δ3(t) := (t, 0),

t ∈ [0, 1],
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δ2

δ3

δ1δ0
δ

Figure 3.8. δ travels along ∂R anticlockwise.

in such a way that the curve

δ := δ3 + δ1 − δ2 − δ0, (3.15)

goes anticlockwise along ∂R, see Figure 3.8.
As we know, if f : R ⊂ R2 → R is continuous (or piecewise continu-

ous) and bounded on R = [a, b] × [c, d], then we can change the order of
integration,∫ b

a

(∫ d

c

f(x, y) dy

)
dx =

∫ d

c

(∫ b

a

f(x, y) dx

)
dy =:

∫ d

c

∫ b

a

f(x, y) dx dy.

3.34 ¶. The reader is invited to prove this directly, first showing that the formula holds
for constant functions f(x, y) = λ (the value of the two integrals is λ(b − a)(d − c)),
then for a piecewise constant function on a squaring of [a, b] × [c, d] and finally for a
continuous function (approximating it with piecewise constant functions).

3.35 Proposition (Stokes). Let R := [0, 1]× [0, 1] and let δ : [0, 1] → R2

be the curve in (3.15) with trajectory ∂R oriented anticlockwise. Suppose
that η(s, t) := P (s, t) ds + Q(s, t) dt is a differential form of class C1 in a
neighborhood of R. Then

L(δ, η) =
∫ 1

0

∫ 1

0

(∂Q

∂s
− ∂P

∂t

)
ds dt.

Proof. In fact, if δi, i = 0, 3 are the parameterizations in (3.15), we haveZ
δ

η =

Z
δ1

η −
Z

δ0

η +

Z
δ3

η −
Z

δ2

η

=

Z 1

0
Q(1, t) dt −

Z 1

0
Q(0, t) dt +

Z 1

0
P (s, 0) ds −

Z 1

0
P (s, 1) ds

=

Z 1

0

„Z 1

0

∂Q

∂s
(s, t) ds

«
dt −

Z 1

0

„Z 1

0

∂P

∂t
dt

«
ds

=

Z 1

0

Z 1

0

“∂Q

∂s
− ∂P

∂t

”
ds dt.

Here the first two equalities are by definition of work, the third follows from the funda-
mental theorem of calculus and the last by interchanging the integral signs. ��
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H
f

g

Figure 3.9. A linear homotpy between f and g.

b. Homotopy formula
3.36 Proposition (Homotopy formula). Let f, g : [0, 1] → Rn be two
curves of class C1 and let H : R → R2, H(s, t) := sf(t) + (1 − s)g(t)
be the linear homotopy. Set K := H(R), and denote by L(f) and L(g)
respectively, the lengths of f and g. Then for every differential form ω of
class C1 in a neighborhood of K we have∣∣∣L(f, ω) − L(g, ω)

∣∣∣ ≤ 1
2
||W (ω)||∞,K(L(f) + L(g)) ||f − g||∞,[0,1],

where W (ω) is the rotation matrix of ω, see (3.14). In particular, L(f, ω) =
L(g, ω) if ω is closed.

Proof. If δ is the curve in (3.15), by (3.12) we have

L(f, ω) − L(g, ω) = L(δ, H#ω);

thus, we need to estimate L(δ, H#ω). Writing H#ω =: P ds + Q dt, the functions
s → Q(s, t) and t → P (s, t) are piecewise continuous of class C1, therefore by Stokes’s
theorem

L(δ, H#ω) =

Z 1

0

Z 1

0

“∂P

∂t
− ∂Q

∂s

”
ds dt. (3.16)

From (3.13) we infer

∂P

∂t
− ∂Q

∂s
=
X
i,j

Wij(ω)
“
s f i′ (t) + (1 − s)gi′ (t)

”
(fj(t) − gj(t)),

thus ˛̨̨∂P

∂t
− ∂Q

∂s

˛̨̨
≤ ||W (ω)||∞,K||f − g||∞,[0,1]

“
s|f ′(t)| + (1 − s)|g′(t)|

”
.

We therefore conclude from (3.16)

1/n

1/n γn

γ

Figure 3.10. For every C1 form, L(γn, ω) → L(γ, ω) though the lengths of γn do not
converge to the length of γ.
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˛̨̨
L(δ, H#ω)

˛̨̨
=

˛̨̨̨ Z 1

0

Z 1

0

“∂P

∂t
− ∂Q

∂s

”
dt ds

˛̨̨̨
=

Z 1

0

Z 1

0

˛̨̨∂P

∂t
− ∂Q

∂s

˛̨̨
dt ds

≤ ||W (ω)||∞,K ||f − g||∞,[0,1]

Z 1

0

„
s

Z 1

0
|φ′(t)| dt + (1 − s)

Z 1

0
|γ′(t)| dt

«
ds

=
1

2
||W (ω)||∞,K (L(f) + L(g)) ||f − g||∞,[0,1].

This proves the first part of the claim. If ω is a closed form, then W (ω) = 0 everywhere,
and the second part follows at once. ��

As a consequence we find that the work of a differential form is con-
tinuous, contrary to the length, with respect to the uniform convergence.

3.37 Proposition. Let Ω be an open set in Rn and let γ : [0, 1] → Ω and
γk : [0, 1] → Rn, k = 1, 2, . . . , be piecewise smooth curves, say of class C1.
It the lengths of the γk’s are equibounded and γk → γ uniformly, i.e.,

sup
k

L(γk) ≤ M < +∞, ||γk − γ||∞,[0,1] → 0,

then for large k’s both γk and the linear homotopy Hk(s, t) := sγk(t)+(1−
s)γ(t) have image in Ω and

L(γk, ω) → L(γ, ω) as k → ∞.

Proof. Let us show that for k large, γk is a curve in Ω and the image Kk := Hk(R) of
Hk is contained in Ω. Let K0 be the trajectory of γ and δ0 := dist (K0, ∂Ω). Since K0

is compact, we have δ0 > 0. Since {γk} converges uniformly to γ, there exists k0 such
that |γk(t) − γ(t)| < δ0 for k ≥ k0 and therefore

|Hk(t, s) − γ(t)| ≤ |γk(t) − γ(t)| < δ0,

i.e., the images of the Kk’s and of the trajectories of the γk ’s are in Ω for k ≥ k0. From
the homotopy formula we also infer for k ≥ k0˛̨̨

L(γk, ω) −L(γ, ω)
˛̨̨
≤ ||W (ω)||∞,Kk0

M ||γk − γ||∞,[0,1]

which yields the result when k → ∞. ��

3.4 Stokes’s Formula in the Plane

Let A ⊂ Ω ⊂ R2 be an admissible set, see Definition 2.94, as for instance
a bounded open set Ω whose boundary is the disjoint union of a finite
number of trajectories of closed curves. For every regular point y ∈ ∂A,
an exterior unit normal vector n(y) = (n1(y), n2(y)) is well defined, and

t(y) := (−n2(y), n1(y))

is tangent to ∂A at y. We define the work of a continuous differential form
ω ∈ C0(∂A) along the anticlockwise oriented boundary of A as
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∫
∂+A

ω :=
∫

∂+A

< ω(y), t(y) > dH1(y).

Notice, see Remark 3.5, that
∫

∂+A
ω = L(ω, γ) if γ : [0, 1] → R2 is a simple

closed curve piecewise of class C1 whose trajectory is the boundary of A
and such that det[γ′(t)|n(γ(t))] < 0.

3.38 Proposition (Stokes). Let A be an admissible open domain of R2

and let ω, ω(x, y) = P (x, y) dx + Q(x, y) dy, be a differential form of class
C1 in a neighborhood of A. We have∫

∂+A

ω =
∫∫

A

(∂Q

∂x
− ∂P

∂y

)
dxdy. (3.17)

Proof. In fact, Gauss–Green formulas yieldZ
∂+A

ω =

Z
∂A

(P (y)t1(y) + Q(y)t2(y)) dH1(y)

=

Z
∂A

(−P (y)n2(y) + Q(y)n1(y)) dH1(y)

=

ZZ
A

“∂Q

∂x
− ∂P

∂y

”
dxdy.

��

Formula (3.17) allows us to compute the area of a plane figure as a
boundary integral. In fact, if ω is one of the differential forms xdy, −y dx,
1
2 (xdy − y dx) or αxdy − βy dx, α + β = 1, we get∫

∂+A

ω =
∫∫

A

1 dxdy.

3.39 Example. Suppose we want to compute the area of the cardioid

C :=
n
(ρ cos θ, ρ sin θ)

˛̨̨
0 ≤ θ ≤ 2π, 0 ≤ ρ ≤ (1 − cos θ)

o
.

Its anticlockwise oriented boundary is the trajectory of the curve γ(t) := ((1 −
cos θ) cos θ, (1 − cos θ) sin θ), t ∈ [0, 2π], thus

L2(C) =

Z
C

1 dx dy =
1

2

Z
∂+C

(x dy − y dx) =
1

2

Z 2π

0
(1 − cos θ)2 dt =

3

2
π.

3.40 Example. In general, if ϕ(θ), θ ∈ [0, 2π], is piecewise of class C1 and nonnegative,
the area of the figure defined in polar coordinates by

A :=
n
(ρ, θ)

˛̨̨
0 ≤ ρ < ϕ(θ), θ ∈ [0, 2π]

o
is

L2(A) =

ZZ
A

dx dy =
1

2

Z
∂+A

(x dy − y dx)

=
1

2

Z 2π

0

“
ϕ(θ) cos θ(ϕ(θ) sin θ)′ − ϕ(θ) sin θ(ϕ(θ) cos θ)′

”
dθ

=
1

2

Z 2π

0
ϕ2(θ) dθ.
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3.5 Exercises

3.41 ¶. Decide whether the following differential forms are exact:

xy dx +
1

3
x2 dy

yz dx + xz dy + xy dz“ 1

x2
+

1

y2

”
(y dx − x dy), x �= 0, y �= 0.

3.42 ¶. A vector field is said to be central if F (x) := f(x) x
|x| , x ∈ Rn \ {0}, where

f : Rn \ {0} → R. Prove that F is conservative if and only if F is a radial vector field,
i.e., F (x) := ϕ(|x|) x

|x| where ϕ : R → R.

3.43 ¶. Let Ω = R2 \ {0}, let γ(t) := (cos t, sin t), t ∈ [0, 2π] and let ω be a closed
differential form on Ω with L(ω, γ) = 0. Show that ω is exact on R2 \ {0}. Show that
every closed form ω decomposes as

ω = λω0 + α

where λ ∈ R, α is an exact form and ω0 is the angle form, see Example 3.17.

3.44 ¶. Let ω be a closed differential form in Rn \{0}. Prove that ω is exact in Rn \{0}
if

lim
x→0

ω(x)|x| = 0.

3.45 ¶. Let Ω be an open set in R3. For every u ∈ C2(Ω) we have div rot u = 0 in Ω,
therefore a necessary condition for the solvability of rot u = f is that div f = 0 in Ω.
Suppose Ω star-shaped with respect to the origin and prove the following.

(i) Two solutions of rot u = f differ by the gradient of an arbitrary function.
(ii) If div f = 0, then

rot (tf(x) × x) =
d

dt
(t2f(tx)),

thus integrating, infer that

u(x) :=

Z 1

0
tf(tx) × x dt

is a solution of rot u = f . Here a × b denotes the vector product defined by

a × b := (a2b3 − a3b2,−(a1b3 − a3b1), a1b2 − a2b1)

if a = (a1, a2, a3) and b = (b1, b2, b3), see [GM5, Chapter 4].



4. Holomorphic Functions

The theory of functions of one complex variable is one of the most cen-
tral and fascinating chapters of mathematics. It has its prehistory with the
works of Leonhard Euler (1707–1783), Joseph-Louis Lagrange (1736–1813),
and Carl Friedrich Gauss (1777–1855), its gold period with Augustin-Louis
Cauchy (1789–1857), G. F. Bernhard Riemann (1826–1866), Hermann
Schwarz (1843–1921), and Karl Weierstrass (1815–1897), and it is the re-
sult of the contributions of many mathematicians in the period 1800–1950.
The ideas, the methods, and the results of the theory of holomorphic func-
tions play a fundamental role in several fields of mathematics both pure
and applied, beyond their essential beauty. Here we shall limit ourselves
to an elementary introduction.

4.1 Functions from C to C

a. Complex numbers
Recall that the correspondence z = a + ib ∈ C to (a, b) ∈ R2 identifies
C and R2 as vector spaces, and the product in C gives a simple way of
describing oriented rotations in the plane. In fact, for z = a + ib and
w = c + id we have

zw = (a+ ib)(c− id) = (ac+ bd)+ i(bc−ad) = (z|w)R2 + i det(w, z) (4.1)

hence, if θ is the angle between the two vectors z = (a, b) and w = (c, d)
measured from w to z, then

wz = |z||w|(cos θ + i sin θ).

In particular, multiplying z by i means rotating anticlockwise the vector
z by π/2: izz = i|z|2 = |z|2(0 + i1).

b. Complex derivative
4.1 Definition. Let f : Ω ⊂ C → C be a complex-valued function where Ω
is open in C and let z0 ∈ Ω. We say that f is differentiable in the complex
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sense at z0, in short f is C-differentiable with complex derivative f ′(z0),
if the following limit

f ′(z0) = lim
z→z0

f(z) − f(z0)
z − z0

exists in C. If f has complex derivative at every point of Ω, we say that f
is holomorphic (or analytic) in Ω. The class of holomorphic functions on
Ω is denoted H(Ω).

4.2 ¶. Show that the following facts hold:

(i) If f is C-differentiable at z0, then f is continuous at z0.
(ii) If f and g are C-differentiable at z0, then f + g and fg are C-differentiable at z0

and

(f + g)′(z0) = f ′(z0) + g′(z0), (fg)′(z0) = f ′(z0)g(z0) + f(z0)g′(z0).

(iii) If f and g are C-differentiable at z0 and g(z0) �= 0, then f/g is C-differentiable
at z0 and “f

g

”′
(z0) =

f ′(z0)g(z0) − g′(z0)f(z0)

g2(z0)
.

(iv) Let f be a map from an open set Ω ⊂ C into C and z0 ∈ Ω; let g : A ⊂ C → C

be a map with f(z0) ∈ A. If f is C-differentiable at z0 and g is C-differentiable
at f(z0), then g ◦ f is C-differentiable at z0 and (g ◦ f)′(z0) = g′(f(z0))f ′(z0).

(v) Let F ∈ H(Ω) and γ : [0, 1] → Ω be of class C1, then t → F (γ(t)) is differentiable
on [0, 1] and

d

dt
F (γ(t)) = F ′(γ(t))γ′(t) ∀t ∈ [0, 1].

4.3 ¶. Let f ∈ H(Ω) and g ∈ H(Δ) for Ω and Δ open sets, and let f = g on Ω ∩ Δ.
Prove that the function

F (z) :=

8<:f(z) if z ∈ Ω,

g(z) if z ∈ Δ

is holomorphic in Ω ∪ Δ.

4.4 ¶. Show that

(i) Polynomials in one complex variable are holomorphic functions on C.
(ii) A rational function R(z) := P (z)/Q(z) for P and Q polynomials is holomorphic

on Ω := {z ∈ C |Q(z) �= 0}.

c. Cauchy–Riemann equations
Let us identify complex numbers and vectors of R2, i.e., z = x + iy with
(x, y), and let f : Ω ⊂ C → C be a function. Clearly, f is R-differentiable
at z0 = x0 + iy0 if

f(z0 + w) − f(z0) = Df(z0)w + o(|w|) as w → 0, (4.2)

and f is C-differentiable at z0 if

f(z0 + w) − f(z0) = f ′(z0)w + o(|w|) as w → 0. (4.3)

A comparison between (4.2) and (4.3) yields at once the following.
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Figure 4.1. Augustin-Louis Cauchy (1789–1857), Karl Weierstrass (1815–1897), and
G. F. Bernhard Riemann (1826–1866).

4.5 Proposition. The function f : Ω ⊂ C → C has complex derivative at
z0 ∈ Ω if and only if f is R-differentiable at z0 and for some λ ∈ C

∂f

∂w
(z0) = Df(z0)(w) = λw. (4.4)

If so, then λ = f ′(z0).

Condition (4.4) states that the R-differential of a C-differentiable func-
tion f at z0 exists and acts on C as a complex multiplication

w −→ ∂f

∂w
(z0) = df(z0)(w) = λw.

This is quite a restrictive condition. In fact, two vectors w1, w2 ∈ C are
mapped by the differential into the vectors λw1, λw2, i.e., into vectors
rotated of the same angle and scaled by |λ|. In particular, perpendicular
vectors w1, w2 of the same length have as images the perpendicular vectors
λw1 and λw2 of the same length.

Write now f as f(x, y) = u(x, y) + iv(x, y) for z := x + iy, and denote
by fx and fy the first and the second column of the Jacobian matrix of
f(x, y)

Df(z) = [fx|fy] =
(

ux uy

vx vy

)
.

One easily shows that (4.4) is equivalent to

fy(z0) = ifx(z0) (4.5)

which says that the vector fy is obtained by rotating anticlockwise by π/2
the vector fx. In fact, if (4.4) holds, then

fx(z0) =
∂f

∂(1, 0)
(z0) = λ(1 + i0),

fy(z0) =
∂f

∂(0, 1)
(z0) = λ(0 + i1),
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and, conversely, if w = a + ib ∈ C, (4.5) yields

Df(z0)(w) = fx(z0)a + fy(z0)b = fx(z0)(a + ib) = fx(z0)w.

Equation (4.5) can also be written as⎧⎪⎪⎨⎪⎪⎩
∂u

∂x
(x0, y0) =

∂v

∂y
(x0, y0),

∂u

∂y
(x0, y0) = −∂v

∂x
(x0, y0)

(4.6)

in terms of the components of f , f =: u+ iv. Moreover, (4.5) is equivalent
to ⎧⎪⎪⎨⎪⎪⎩

|fx(z0)| = |fy(z0)|,
(fx(z0)|fy(z0)) = 0,

detDf(z0) ≥ 0.

(4.7)

Finally, if one defines the partial derivatives of f with respect to z and
z as

∂f

∂z
= fz :=

1
2
(fx − ify),

∂f

∂z
= fz :=

1
2
(fx + ify),

(4.5) writes also as
∂f

∂z
(z0) = 0. (4.8)

Summarizing, we can state the following

4.6 Proposition. Let Ω be an open set of C. Then f ∈ H(Ω) if and only
if it is R-differentiable and one of the following equivalent conditions holds.

(i) fy(z) = ifx(z) ∀z ∈ Ω,
(ii) ∂f

∂z (z) = 0 ∀z ∈ Ω,
(iii) f := u + iv satisfies the Cauchy–Riemann equations⎧⎪⎪⎨⎪⎪⎩

∂u

∂x
(x, y) =

∂v

∂y
(x, y),

∂u

∂y
(x, y) = −∂v

∂x
(x, y)

∀z = x + iy ∈ Ω,

(iv) f fulfills the conformality relations{
|fx(z)| = |fy(z)|,
(fx(z)|fy(z)) = 0,

and preserves the orientation,

detDf(z) ≥ 0 ∀z ∈ Ω.
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If f is C-differentiable, then

f ′(z) =
∂f

∂z
(z) =

∂f

∂x
(z) = fx(z) ∀z ∈ Ω.

4.7 Remark. Notice that currently holomorphic functions a priori may
not be of class C1 and we are not allowed to use theorems that require
the continuity of the derivatives. We shall see in the following that in fact
holomorphic functions are of class C∞ and even more.

4.2 The Fundamental Theorem of

Calculus on C

a. Line integrals
Let Ω ⊂ C be an open domain, let f : Ω → C be a continuous function,
and let γ : [a, b] → Ω ⊂ C be a C1 curve in Ω. The integral

∫
γ f(z) dz of f

along γ is defined as ∫
γ

f(z) dz :=
∫ b

a

f(γ(t))γ′(t) dt.

If f := u+iv and γ(t) = x(t)+iy(t), then f(γ)γ′ = (ux′−vy′)+i(uy′+vx′)
hence ∫

γ

f(z) dz =
∫ b

a

(ux′ − vy′) dt + i

∫ b

a

(uy′ + vx′) dt,

is the line integral along γ of the differential 1-form (u dx−v dy)+ i(v dx+
u dy). Notice that if γ is the segment joining (x0, 0) to (x, 0), then∫

γ

f(z) dz =
∫ x

x0

f(s) ds,

i.e., the usual oriented integral of f on the interval [x0, x] of the real line.
By the change of variable formula, one easily sees that, if δ : [a, b] → Ω

is a reparameterization of γ, i.e., δ = γ ◦ h where h : [a, b] → [0, 1] is of
class C1, then ∫

δ

f(z) dz =
∫

γ

f(z) dz,

if h is orientation preserving (h′ ≥ 0) and∫
δ

f(z) dz = −
∫

γ

f(z) dz,
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if h reverses the orientation. Recall also that if γ : [0, 1] → Ω is a simple
curve of class C1, ∫

γ

f(z) dz

depends only on the trajectory of γ and on its orientation.
Finally, from the definition we easily get∣∣∣∣ ∫

γ

f(z) dz

∣∣∣∣ ≤ ∫
γ

|f(z)| |dz| ≤ ||f ||∞,ΓL(γ)

where |dz| denotes the element of length, L(γ) is the length of γ, Γ :=
γ([a, b]), and

||f ||∞,Γ := sup
z∈Γ

|f(z)|.

b. Holomorphic primitives and line integrals
4.8 Definition. Let Ω ⊂ C be an open set and let f, F : Ω → C be two
functions. We say that F is a holomorphic primitive of f in Ω if F ∈ H(Ω)
and F ′(z) = f(z) ∀z ∈ Ω.

Assuming f ∈ C0(Ω), we shall now give neccessary and sufficient con-
ditions in order for a function F : Ω → C to be a holomorphic primitive of
f .

Let z0 = x0 + iy0, z = x + iy be two points in C. Denote by δz0,z(t)
the polygonal line that joins linearly z0 to x + iy0 and then x + iy0 to
z = x + iy. Notice that if Ω is a rectangle with sides parallel to the axis,
the curve δz0,z(t) is inside the rectangle for every couple z0, z ∈ Ω, while
in general, if Ω is open, we have δz0,z ⊂ Ω if z0 and z are sufficiently close.

4.9 Theorem (Fundamental theorem of calculus). Let f ∈ C0(Ω, C)
and let F : Ω → C. The following claims are equivalent.

(i) F is a holomorphic primitive of f in Ω, F ∈ H(Ω) and F ′(z) = f(z)
∀z ∈ Ω.

(ii) For every couple of points z, w ∈ Ω and every curve γ : [0, 1] → Ω of
class C1 with γ(0) = w and γ(1) = z we have

F (z) − F (w) =
∫

γ

f(z) dz. (4.9)

(iii) For every z ∈ Ω there exists δ > 0 such that for all w ∈ B(z, δ) we
have

F (z) − F (w) =
∫

δw,z

f(ζ) dζ.
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z

w

z0

Figure 4.2. Illustration of the proof of the fundamental theorem of calculus.

Proof. (i) ⇒ (ii). We have f(γ(t))γ′(t) = F ′(γ(t))γ′(t) = d
dt

(F (γ(t))), see Exercise 4.2.
From the fundamental theorem of calculus for functions of one real variable, we deduceZ

γ
f(z) dz =

Z 1

0
F ′(γ(t))γ′(t) dt =

Z 1

0

d

dt
(F (γ(t))) dt = F (γ(1)) − F (γ(0)).

(ii) ⇒ (iii) is trivial.

(iii) ⇒ (i) Fix z ∈ Ω. For every h ∈ C, |h| < δ, from the assumption we have

F (z + h) − F (z) =

Z
δz,z+h

f(w) dw

where δz,z+h is the polygonal line that joins z to z + h first moving horizontally and

then vertically, see Figure 4.2. Of course, the length of δz,z+h is not greater than
√

2 |h|
and its image is contained in B(z, |h|). SinceZ

δz,z+h

dw = h,

we have˛̨̨
F (z + h) − F (z) − hf(z)

˛̨̨
=

˛̨̨̨ Z
δz,z+h

(f(ζ) − f(z)) dζ

˛̨̨̨
≤ sup

ζ∈B(z,|h|)

˛̨̨
f(ζ) − f(z)

˛̨̨√
2 |h|

hence ˛̨̨̨
F (z + h) − F (z)

h
− f(z)

˛̨̨̨
≤

√
2 sup

ζ∈B(z,|h|)
|f(ζ) − f(z)|.

For h → 0, we find F ′(z) = f(z), f being continuous in z. ��

A continuous, or even holomorphic function in Ω does not need to have
a holomorphic primitive in Ω.

4.10 Example. Let f(z) = 1
z
, z �= 0 and let γ(t) := eit, t ∈ [0, 2π]. Trivially f ∈ H(Ω),

Ω = C \ {0}. However, if F were a primitive of f on Ω, then by (4.9)

0 = F (1) − F (1) = F (γ(2π)) − F (γ(0)) =

Z
γ

dz

z
=

Z 2π

0

ieit

eit
dt = 2π i, (4.10)

an absurdity.
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4.11 Theorem. Let Ω be an open connected set of C. A continuous func-
tion f : Ω → C has a holomorphic primitive in Ω if and only if∫

γ

f(z) dz = 0 (4.11)

for every closed curve γ piecewise of class C1 with image in Ω.

Proof. If f has a holomorphic primitive, then (4.11) follows from (4.9). Conversely,
suppose (4.11). Fix z0 ∈ Ω and for every z ∈ Ω let δz : [0, 1] → Ω a curve piecewise of
class C1 with δ(0) = z0 and δ(1) = z. Define F : Ω → C by

F (z) :=

Z
δz

f(ζ) dζ, z ∈ C.

We then compute for every z, w ∈ Ω and for every curve γ : [0, 1] → Ω piecewise of class
C1 with γ(0) = w and γ(1) = z

F (z) − F (w) =

Z
δz

f(ζ) dζ −
Z

δw

f(ζ) dζ =

Z
γ

f(ζ) dζ

on account of (4.11). Theorem 4.9 says that F is a holomorphic primitive of f on Ω. ��

When Ω is a rectangle, a condition weaker than (4.11) suffices. For a
rectangle R we denote by ∂+R a simple, regular, piecewise smooth, closed
curve whose oriented trajectory is the boundary of R oriented counter-
clockwise.

4.12 Theorem. Let Ω be a rectangle with sides parallel to the axis. A
continuous function f : Ω → C has a holomorphic primitive in Ω if and
only if for every rectangle R ⊂⊂ Ω with sides parallel to the sides of Ω we
have ∫

∂+R

f(z) dz = 0. (4.12)

Proof. Fix z0 ∈ Ω and for every z ∈ Ω, denote by δz0,z the polygonal line that travels
from z0 to z first horizontally and then vertically. Then define F : Ω → C by

F (z) :=

Z
δz

f(ζ) dζ, z ∈ Ω.

Using (4.12), we infer for every z, w ∈ Ω that

F (z) − F (w) =

Z
δz0,z

f(ζ) dζ −
Z

δz0,w

f(ζ) dζ =

Z
δw,z

f(ζ) dζ,

thus F is a holomorphic primitive of f on Ω, again by Theorem 4.9. ��

It is worth emphasizing the differences between Theorems 4.11 and 4.12.

4.13 Corollary. Let Ω be a connected open set in C and let f : Ω → C be
a continuous function. Then
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(i) f : Ω → C has locally holomorphic primitives if and only if for every
rectangle R ⊂⊂ Ω with sides parallel to the axis we have∫

∂+R

f(z) dz = 0.

(ii) f has a holomorphic primitive in Ω if and only if∫
γ

f(z) dz = 0

for any curve γ : [0, 1] → Ω piecewise of class C1.

Later we shall prove the following.

4.14 Theorem. Let Ω be a connected open set in C and let f : Ω → C be
a function.

(i) f has locally holomorphic primitives if and only if f is holomorphic.
(ii) f has a holomorphic primitive in Ω if f holomorphic and Ω is simply

connected.

4.3 Fundamental Theorems about

Holomorphic Functions

In this section we prove some basic theorems about holomorphic functions,
in particular we shall prove that holomorphic functions are exactly the
functions that locally admit a power series development.

4.3.1 Goursat and Cauchy theorems

a. Goursat lemma
4.15 Lemma. Let Ω be an open set of C and f ∈ H(Ω). Then∫

∂+R

f(z) dz = 0

for every rectangle R ⊂⊂ Ω. In particular, f has locally holomorphic prim-
itives.
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R
(4)
1R

(1)
1

R
(2)
1 R

(3)
1

Figure 4.3. Illustration of the proof of the Goursat lemma.

Proof. Following Edouard Goursat (1858–1936), suppose that

η(R) :=

Z
∂+R

f(z) dz �= 0, (4.13)

and divide R in four equal rectangles R
(1)
1 , . . . R

(4)
1 . Since the integrals along the common

segments of the boundaries of every two adjacent rectangles cancel, we find

η(R) =
4X

i=1

η(R
(i)
1 ).

Therefore at least for one of them R1 := R
(j)
1 we have

|η(R1)| ≥ 1

4
|η(R)|.

Dividing R1 in four parts and proceeding in this way by induction, we find a decreas-
ing sequence of rectangles {Rn} such that Rn+1 ⊂ Rn, diag (Rn) = 2−ndiag (R),
perimeter (Rn) = 2−nperimeter (R) and

|η(Rn)| ≥ 4−n|η(R)|. (4.14)

Set z∗ = ∩nRn. Since f is C-differentiable at z∗, for every ε > 0 there exist δ > 0 and
n such that for every n ≥ n we have Rn ⊂ B(z∗, δ) and

|f(z) − f(z∗) − f ′(z∗)(z − z∗)| ≤ ε |z − z∗| ∀z ∈ B(z∗, δ).

Therefore, for n large we have

|η(Rn)| =

˛̨̨̨ Z
∂+Rn

“
f(z) − f(z∗) − f ′(z∗)(z − z∗)

”
dz

˛̨̨̨
≤ ε

Z
∂+Rn

|z − z∗| dz ≤ ε diag (Rn) perimeter (Rn)

≤ c 4−n ε.

This together with (4.14) yields |η(R)| ≤ c ε, i.e., η(R) = 0. ��

b. Elementary domains and Goursat’s theorem
An open and connected set in C is called a domain of C. We recall that a
domain A is said to be regular if its boundary is the union of the images
of a finite number of simple curves of class C1 that meet eventually at the
extreme points. In this case, for all but finitely many points of ∂A, the ex-
terior unit normal to ∂A is well defined, and we denote by ∂+A a piecewise
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R

A

Figure 4.4. An elementary domain A of C for which A∩R is not an elementary domain
for R.

smooth and simple curve that travels the boundary ∂A of A anticlockwise,
i.e., leaving on the right the exterior unit normal to ∂A. Though ∂+A is
not uniquely defined, we call it the counterclockwise oriented boundary of
A as, for any continuous function f : Ω → C, the integral∫

∂+A

f(z) dz

does not depend on the parameterization of ∂A (provided it is counter-
clockwise).

Let Ω be an open set. If A ⊂⊂ Ω is a regular domain and R ⊂⊂ Ω is
a rectangle, in general A ∩R is not a regular domain of C, see Figure 4.4.
We say that a domain A is an elementary domain of Ω if A ⊂⊂ Ω, and we
can square off C with squares with sides parallel to the axes in such a way
that for each of its open squares R with R ∩ A �= ∅ we have

(i) R ⊂ Ω,
(ii) R ∩ A is a regular domain of C.

We do not dwell any further on this definition, since it is only a technical
means and a posteriori it will be superfluous. We only notice that the
rectangles and the balls inside Ω are elementary for Ω. We use in the
sequel the following.

4.16 Proposition. Let Ω be an open set of C, let A, B be elementary
domains for Ω with A ⊂⊂ B ⊂⊂ Ω, and let z0 ∈ A. Then A \ B is an
elementary domain of Ω \ {z0}.

4.17 Proposition. Let f : Ω → C be a continuous function in an open
set of Ω ⊂ C. The following claims are equivalent.

(i) For every rectangle R ⊂⊂ Ω with sides parallel to the coordinate axes
we have

∫
∂+R f(z) dz = 0.

(ii) For every elementary domain A of Ω we have∫
∂+A

f(z) dz = 0.
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Figure 4.5. A domain A ⊂ C that is an elementary domain of Ω.

Proof. It suffices to prove that (i) implies (ii). Let R be a rectangle as in (i); from (i)
and Theorem 4.12 we infer that f has a holomorphic primitive FR in R, henceZ

γ
f(z)dz =

Z 1

0
f(γ(t))γ′(t) dt =

Z 1

0

d

dt
FR(γ(t)) dt = FR(γ(1)) − FR(γ(0))

for every curve γ in R that is piecewise regular. In particular,Z
∂+A

f(z) dz = 0

for every elementary domain A of R, since ∂+A is a closed curve. Now, split A as
A = ∪N

i=1Ai where the Ai’s are domains with disjoint interiors each contained in a
rectangle Ri ⊂ Ω, the segments common to more than one Ai are traveled exactly twice
with opposite orientation when traveling along the boundaries of the Ai’s; consequently
the integrals over these segments cancel to getZ

∂+A
f(z) dz =

NX
i=1

Z
∂+Ai

f(z) dz = 0.

��

From Goursat’s lemma and Proposition 4.17 we then infer the following.

4.18 Theorem (Goursat). Let Ω be a domain of C and f ∈ H(Ω). Then∫
∂+A

f(z) dz = 0

for every elementary domain A of Ω.
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Figure 4.6. Illustration of the proof of Proposition 4.17.
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z

∂+A

Figure 4.7. ∂+A.

The converse of Theorem 4.18 is also true as we shall prove later on.

4.19 ¶. Let Ω be a domain of C, let A, B be elementary domains of Ω such that
A ⊂⊂ B and let z0 ∈ A. Show thatZ

∂+A
f(z) dz =

Z
∂+B

f(z) dz ∀f ∈ H(Ω \ {z0}).

c. Cauchy formula and power series development
4.20 Theorem (Cauchy formula, I). If f is holomorphic in a domain
Ω, then for every elementary domain A of Ω and every z ∈ A we have

f(z) =
1

2πi

∫
∂+A

f(ζ)
ζ − z

dζ.

Proof. Let δ0 be such that B(z, δ0) ⊂ A. For every δ, 0 < δ ≤ δ0, the set A \ B(z, δ) is
an elementary domain for Ω \ {z} and the function ζ → f(ζ)/(ζ − z) is holomorphic in
Ω \ {z}, hence Z

∂+(A\B(z,δ))

f(ζ)

ζ − z
dζ = 0

on account of Goursat’s theorem, Theorem 4.18. ThereforeZ
∂+A

f(ζ)

ζ − z
dζ =

Z
∂+B(z,δ)

f(ζ)

ζ − z
dζ

= f(z)

Z
∂+B(z,δ)

1

ζ − z
dζ +

Z
∂+B(z,δ)

f(ζ) − f(z)

ζ − z
dζ

= 2πif(z) +

Z
∂+B(z,δ)

f(ζ) − f(z)

ζ − z
dζ ∀δ ≤ δ0.

In particular, the function

δ →
Z

∂+B(z,δ)

f(ζ) − f(z)

ζ − z
dζ

is constant and the claim follows if

lim
δ→0

Z
∂+B(z,δ)

f(ζ) − f(z)

ζ − z
dζ = 0.

The latter claim is in fact true: On account of the continuity of f at z we have
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˛̨̨̨ Z
∂+B(z,δ)

f(ζ) − f(z)

ζ − z
dζ

˛̨̨̨
≤ 1

δ
(2π δ) sup

ζ∈B(z,δ)
|f(ζ) − f(z)| = o(1) as δ → 0.

��

As a consequence of Cauchy’s formula and of the theorem of differenti-
ation under the integral sign we get that f ∈ C∞(Ω) if f ∈ H(Ω) and for
every elementary domain A of Ω and every z ∈ A

f (k)(z) =
1

2πi

∫
∂+A

f(ζ)
dk

dzk

1
(ζ − z)

dζ =
k!
2πi

∫
∂+A

f(ζ)
(ζ − z)k+1

dζ. (4.15)

Actually, we have more.

4.21 Theorem. Let Ω ⊂ C be an open set, let f ∈ H(Ω), let z0 ∈ Ω and
ρ := dist (z0, ∂Ω). Then

f(z) =
∞∑

k=0

ak(z − z0)k, ∀z ∈ B(z0, ρ),

where for every k ∈ N

ak :=
1

2πi

∫
∂+A

f(ζ)
(ζ − z0)k+1

dζ, (4.16)

A being an elementary domain of Ω containing z0.

4.22 Lemma. Let f : B(z0, r) ⊂ C → C be a continuous function such
that

f(z) =
1

2πi

∫
∂+B(z0,r)

f(ζ)
ζ − z

dζ ∀z ∈ B(z0, r).

Then

f(z) =
∞∑

k=0

ak(z − z0)k, ∀z ∈ B(z0, r)

where for every k ∈ N

ak :=
1

2πi

∫
∂+B(z0,r)

f(ζ)
(ζ − z0)k+1

dζ.

Proof. We write for ζ with |ζ − z0| = r

1

ζ − z
=

1

ζ − z0

1

1 − z−z0
ζ−z0

=
1

ζ − z0

∞X
k=0

“z − z0

ζ − z0

”k

with uniform convergence (when ζ varies) since | z−z0
ζ−z0

| = |z−z0|
r

< 1. By integrating

term by term, we then find

f(z) =
1

2πi

Z
∂+B(z0,r)

f(ζ)

ζ − z
dζ =

∞X
k=0

„
1

2πi

Z
∂+B(z0,r)

f(ζ)

(ζ − z0)k+1
dζ

«
(z − z0)

k .

��
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Proof of Theorem 4.21. If z ∈ B(z0, ρ) and r is such that |z − z0| < r < ρ, the Cauchy
formula,

f(w) =
1

2πi

Z
∂+B(z0,r)

f(ζ)

ζ − w
dζ ∀w ∈ B(z0, r),

then yields f(z) =
P∞

k=0 ak(z − z0)k with

ak :=
1

2πi

Z
∂+B(z0,r)

f(ζ)

(ζ − z0)k+1
dζ.

Choose now ε > 0 such that B(z0, ε) ⊂ A. Since g(ζ) := f(ζ)/(ζ−z0)k+1 is holomorphic
in Ω\{z0}, we may apply Goursat’s theorem to g on the elementary domains B(z0, r)\
B(z0, ε) and A \ B(z0, ε) of Ω \ {z0} to getZ

∂+B(z0,r)
g(ζ) dζ =

Z
∂+B(z0,ε)

g(ζ) dζ =

Z
∂+A

g(ζ) dζ.

��

4.23 Remark. We have in fact proved that any function for which the
Cauchy formula holds true has locally a power series development.

4.24 Theorem. If S(z) =
∑∞

k=0 ak(z − z0)k, z ∈ B(z0, r), r > 0, is the
sum of a power series, then S is of class C∞(B(z0, r)) and has complex
derivatives S(k)(z) of any order in B(z0, r); in particular, S(z) is holo-
morphic. Moreover, for every k ∈ N we have

S(k)(z) =
∞∑

n=k

n(n − 1) . . . (n − k + 1) an(z − z0)n−k ∀z ∈ B(z0, ρ),

hence S(k)(z) is holomorphic and

S(k)(z0) = k! ak ∀k ≥ 0. (4.17)

This follows by applying inductively the following.

4.25 Proposition. If S(z) =
∑∞

k=0 ak(z − z0)k, z ∈ B(z0, r), r > 0, then
S ∈ C1(B(z0, r)) ∩H(B(z0, r)) and

S′(z) =
∞∑

k=1

k ak(z − z0)k−1 ∀z ∈ B(z0, r).

Proof. Since the radius of convergence of
P∞

k=1 k ak (z−z0)k−1 is the same as the radius

of
P∞

k=0 ak(z−z0)k , it is at least r. In B(z0, r) set then T (z) :=
P∞

k=1 k ak (z−z0)k−1.
For every z, w ∈ B(z0, r) and every curve γ : [0, 1] → B(z0, r) piecewise of class C1

with γ(0) = w and γ(1) = z, we have

pX
k=1

ak(z − z0)
k −

pX
k=1

ak(w − z0)k =

Z
γ

pX
k=1

k ak(ζ − z0)k−1 dζ,

as D((z−z0)k) = k(z−z0)k−1. Since the sequence of the partial sums of a power series
converges uniformly in compact sets of the domain of convergence, when p → ∞ we get
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Figure 4.8. Joseph Liouville (1809–1882) and Giacinto Morera (1856–1909).

pX
k=1

ak(z − z0)
k → S(z) − a0,

pX
k=1

ak(w − z0)k → S(w) − a0,

Z
γ

pX
k=1

k ak(ζ − z0)
k−1 dζ →

Z
γ

T (ζ) dζ,

hence

S(z) − S(w) =

Z
γ

T (ζ) dζ.

Since z, w ∈ B(z0, r) and γ are arbitrary, Theorem 4.9, says that S is holomorphic in
B(z0, r) with S′(z) = T (z) ∀z ∈ B(z0, r). ��

4.26 Corollary. Let Ω be an open set of C. If f ∈ H(Ω), then all the
derivatives of f exist and are holomorphic functions in Ω.

Finally, we can state the following.

4.27 Corollary. Let f : Ω ⊂ C → C be a function. The following claims
are equivalent.

(i) f ∈ H(Ω),
(ii) f admits locally holomorphic pimitives.
(iii)
∫

∂+A f(z) dz = 0 for every elementary domain A of Ω,
(iv) Cauchy’s formula holds: for every elementary domain A of Ω we have

f(z) =
1

2πi

∫
∂+A

f(ζ)
ζ − z

dζ ∀z ∈ A,

(v) f is locally the sum of a power series.
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Proof. (i) ⇒ (iii) is Theorem 4.18, and (ii) and (iii) are equivalent by Proposition 4.17.
The implications (i) ⇒ (iv), (iv) ⇒ (v), (v) ⇒ (i) are, respectively, Theorems 4.20, 4.21
and 4.24.

It remains to prove that (ii) ⇒ (i). If (ii) holds, f is locally the derivative of a holo-
morphic function, thus in turn it is a holomorphic function because of Corollary 4.26.

��

4.28 Remark. The implication f holomorphic ⇒ f ∈ C1(Ω) is known
in the literature as Goursat’s lemma, and the equivalence (i) ⇔ (iii) as
Morera’s theorem.

4.3.2 Liouville’s theorem

From (4.17) and (4.16) or from (4.15) we infer the following.

4.29 Proposition (Cauchy’s estimates). If f ∈ H(Ω), then

|f (k)(z0)| ≤ k!
rk

max
∂B(z0,r)

|f(z)| (4.18)

for every z0 ∈ Ω, k ∈ N and r < dist (z0, ∂Ω).

As a corollary we get the following.

4.30 Theorem (Liouville). The only bounded and holomorphic func-
tions in the whole complex plane are the constants.

Proof. If |f(z)| ≤ M ∀z ∈ C, we have for all z ∈ C and r > 0

|f ′(z)| ≤ M

r

on account of Cauchy’s estimate for f ′. Letting r → ∞, we infer f ′(z) = 0 for all z ∈ C,
i.e., f is constant. ��

As an application of Liouville’s theorem we find another proof of the
fundamental theorem of algebra.

4.31 Theorem (fundamental of algebra).
gree n, n ≥ 1, has n roots.

Proof. It suffices to prove that a nonconstant polynomial has at least one root. Suppose
that P (z) is a nonconstant polynomial such that P (z) �= 0 ∀z. Then 1/P (z) is holo-
morphic in C and bounded by the Weierstrass theorem since lim|z|→∞ |P (z)| = +∞.

It follows that 1/P (z) =const, a contradiction. ��

Actually, we have proved more.

4.32 Theorem. Let f : C → C be holomorphic in C and assume that
lim infz→∞ |f(z)| > 0. Then, either f(z) is constant or f has a zero.

A complex polynomial of de-
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4.3.3 The unique continuation principle

If f is holomorphic in the open set Ω with all derivatives vanishing at a
point z0 ∈ Ω, by (4.17) f vanishes in a neighborhood of z0. In other words,
the set

X(f) :=
{
z ∈ Ω | f (k)(z) = 0 ∀k

}
is open. On the other hand X(f) is closed since all derivatives of f are
continuous. Therefore X(f) is the connected component of Ω that contains
z0. This is known as the unique continuation or identity principle.

4.33 Theorem (The identity principle). Let f and g be two holo-
morphic functions in a domain Ω. Suppose that at z0 ∈ Ω we have
f (k)(z0) = g(k)(z0) for all k = 0, 1, . . . , then f = g in Ω.

Denote the set of zeros of a function f in Ω by

Z(f) :=
{
z ∈ Ω

∣∣∣ f(z) = 0
}
.

4.34 Theorem. Let Ω be a domain of C and f ∈ H(Ω). If f is not iden-
tically zero, then Z(f) is discrete and without accumulation points in Ω.

Proof. Since Z(f) is closed in Ω, it suffices to prove that Z(f) is discrete. Let z0 ∈ Z(f)

and let k be the first nonnegative integer such that f(k)(z0) �= 0. In a neighborhood of
z0 we have

f(z) =

∞X
j=k

f(k)(z0)

k!
(z − z0)

j = (z − z0)kg(z)

with g(z0) �= 0. Since g(z) �= 0 in a neighborhood U of z0, clearly U has no zero other
than z0. ��

In conclusion we can state the identity principle as follows.

4.35 Theorem (The identity principle). Let f and g be two holomor-
phic functions in the domain Ω of C. The following claims are equivalent

(i) f = g in Ω
(ii) There exists z0 ∈ Ω such that f (k)(z0) = g(k)(z0) for all k.
(iii) The set {z ∈ Ω | f(z) = g(z)} has at least an accumulation point in

Ω.

4.3.4 Holomorphic differentials

Let Ω be an open set of C and let f := u + iv : Ω → C be a function of
class C1. It is easy to check that the two differential 1-forms

ω1 := udx − vdy, ω2 := vdx + udy (4.19)
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are closed in Ω if and only if the Cauchy–Riemann equations for f{
vx = uy,

vy = −ux

hold in Ω. Since holomorphic functions are of class C1, see Corollary 4.26,
on account of Theorem 4.9 we therefore conclude the following.

4.36 Proposition. Let f = u + iv : Ω ⊂ C → C be of class C1. Then
f ∈ H(Ω) if and only if the two differential 1-forms

ω1 := udx − vdy, ω2 = vdx + udy

are closed C1 forms.

Suppose now that α, β : Ω → R of class C1 are potentials, respectively,
of ω1 and ω2, that is,{

αx = u,

αy = −v,

{
βx = v,

βy = u.

Setting F := α + iβ, we have{
Fx = αx + iβx = u + iv = f,

Fy = αy + iβy = −v + iu = if,

that is F ∈ H(Ω), and F ′ = f in Ω. We therefore conclude the following.

4.37 Proposition. The function f = u + iv ∈ H(Ω) has a holomorphic
primitive in Ω if and only if the forms ω1 and ω2 in (4.19) are exact in
Ω. Moreover, F ∈ H(Ω) and F ′ = f in Ω if and only if α := �(F (z)) and
β := �(F (z)) are the potentials of respectively, ω1 and ω2.

The theory of differential forms then applies to holomorphic functions.
In particular, the following holds. Since a holomorphic function has locally
holomorphic primitives on account of Goursat’s lemma, we then have the
following.

4.38 Theorem (Homotopy invariance). Let Ω be a domain of C and
f ∈ H(Ω). If γ, δ : [0, 1] → Ω are two homotopic curves in Ω of class C1,
then ∫

γ

f(z) dz =
∫

δ

f(z) dz.

4.39 Corollary. Let Ω be a simply connected domain. Then every f ∈
H(Ω) has a holomorphic primitive in Ω.
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z0

z0

Figure 4.9. From the left: (a) I(γ, z0) = 2 and (b) I(γ, z0) = 0.

a. Winding number
Let γ : [0, 1] → Ω be a closed curve that is piecewise of class C1 and let
z /∈ γ([0, 1]). The winding number of γ around z or the index of γ with
respect to z is

I(γ, z) :=
1

2πi

∫
γ

dζ

ζ − z
.

For example, if γ(t) := z + eikt, t ∈ [0, 2π] and k ∈ Z, then

I(γ, z) =
1

2πi

∫ 2π

0

ikeikt

eikt
dt = k.

If γ : [0, 1] → C is a smooth curve with z /∈ γ([0, 1]), then γ is homotopic
to

δ(t) := z +
γ(t) − z

|γ(t) − z|
in C \ {z}, a homotopy h being given by

h(t, s) = (1 − s)γ(t) + sδ(t), t, s ∈ [0, 1].

Since ζ → dζ
ζ−z is a holomorphic differential on C\{z}, Theorem 4.38 yields

that homotopic curves in C \ {z} have the same index,

I(γ, z) = I(δ, z).

We therefore see that the index of γ with respect to z is the topological
degree of the map t → γ(t)−z

|γ(t)−z| from [0, 2π] into S1 = ∂B(0, 1) and the
following holds, see [GM3].

4.40 Proposition. Let z, z0 ∈ C, z �= z0 and let π1(C \ {z}, z0) be the
first homotopy group of C \ {z} with base point z0. The winding number is
surjective and injective as a map from π1(C\{z}, z0) into Z. In particular,
we have:

(i) Homotopic curves have the same index.
(ii) The index is an integer.
(iii) For every k ∈ Z there is a curve through z0 avoiding z and with index

with respect to z that equals k.
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(iv) Two curves are homotopic if and only if they have the same index.
(v) Let γ : [0, 1] → C be a closed curve. The winding number map

z → I(γ, z), z ∈ C \ γ([0, 1]), is continuous, hence constant on each
connected component of C \ γ([0, 1]).

4.41 ¶. Prove that

(i) I(γ, z) = 0 for every z in the unbounded connected component of C \ γ([0, 1]).
(ii) I(γ, z) is locally constant in C \ Supp (γ), hence on each connected component of

C \ spt γ.

(iii) I(∂+B(0, 1), z) = 0 if z /∈ B(0, 1), and I(∂+B(0, 1), z) = 1 if z ∈ B(0, 1).

4.42 Theorem (Cauchy formula, II). Let Ω ⊂ C be open and let f ∈
H(Ω). For every closed curve γ : [0, 1] → Ω that is piecewise of class C1

and for all z /∈ γ([0, 1]), we have

I(γ, z)f(z) =
1

2πi

∫
γ

f(ζ)
ζ − z

dζ.

Proof. Let r > 0 be so that B(z, r) ⊂ Ω and set k := I(γ, z). The curve γ is homotopic
in C\{z} to δ(t) := z+reikt, t ∈ [0, 2π] since I(γ, z) = k = I(δ, z). Using the periodicity
of t → eit and Theorem 4.18, we then computeZ

γ

f(ζ)

ζ − z
dζ =

Z
δ

f(ζ)

ζ − z
dζ =

Z 2π

0

f(eikt)

eikt
ikeikt dt = ik

Z 2π

0
f(eikt) dt

= k

Z
∂+B(z,r)

f(ζ)

ζ − z
dζ = 2π k i f(z).

��

b. Stokes’s formula and Cauchy’s and Morera’s theorems
Let Ω be an open set of C and let f ∈ H(Ω). Since f is of class C1, see
Corollary 4.26, we may apply Stokes’s formulas in the plane, see Proposi-
tion 3.38, to the closed differential forms u dx− v dy and v dx+u dy to get
for every regular domain A ⊂⊂ Ω∫

∂+A

(u dx − v dy) =
∫∫

A

(
− ∂v

∂x
− ∂u

∂y

)
dx dy = 0∫

∂+A

(v dx + u dy) =
∫∫

A

(∂u

∂x
− ∂v

∂y

)
dx dy = 0,

hence the following extensions of Cauchy’s and Morera’s theorems hold.

4.43 Theorem (Cauchy formula, III). Let A ⊂⊂ Ω be a regular do-
main of C and let f ∈ H(Ω). We have∫

∂+A

f(z) dz = 0

and, for all z ∈ A,

f(z) =
∫

∂+A

f(ζ)
ζ − z

dζ.



180 4. Holomorphic Functions

4.44 Remark. Actually, if we switch to Lebesgue’s integral, Stokes’s the-
orem holds for every admissible domain, see Section 3.4. Consequently,
switching to Lebesgue’s integral, we infer that Theorem 4.43 holds for ev-
ery admissible domain A ⊂⊂ Ω. Furthermore, if we also assume that Ω is
admissible and f ∈ H(Ω) ∩ C0(Ω) with |Df | ∈ L1(Ω), then Theorem 4.43
also holds with A = Ω.

4.45 Remark. Theorem 4.43 in particular says that Goursat’s lemma for
functions in H(Ω) ∩ C1(Ω) is a trivial consequence of Stokes’s formula in
the plane. Since a priori it is not evident that holomorphic functions are of
class C1, we need a proof that applies to solely holomorphic functions: this
was done in the proof of Theorem 4.18 or can be done by an approximation
procedure, see [GM5].

4.4 Examples of Holomorphic

Functions

4.4.1 Some simple functions

Here we present basic examples of holomorphic functions.

4.46 f(z) = z2. It is a holomorphic function from C to C with f ′(z) = 2z. In real
Cartesian coordinates we have

z2 = (x2 − y2) + i2xy if z = x + iy,

and in polar coordinates
z2 = r2e2iθ if z = reiθ.

It is easily seen that the transformation z → z2

(i) maps lines through the origin into half-lines from the origin,
(ii) maps circles around the origin into circles around the origin,
(iii) maps the hyperbolas x2 − y2 = k into vertical lines,
(iv) maps the hyperbolas 2xy = k into horizontal lines.

4.47 The exponential function. The complex exponential is defined as

ez = ex(cos y + i sin y), z = x + iy ∈ C.

It is a holomorphic function in C with Dez = ez since, for instance,

∂ez

∂x
= ez ,

∂ez

∂y
= iez .

It is easily seen that the transformation z → ez

(i) maps horizontal lines into half-lines from the origin,
(ii) maps vertical lines into circles around the origin,
(iii) satisfies |ez| = ex, in particular ez is bounded on the half-planes {z = x+ iy |x <

x0}, x0 ∈ R,
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(iv) satisfies ez �= 0 ∀z ∈ C,
(v) satisfies ez+w = ezew ζ, w ∈ C,
(vi) is not injective, in fact, ez = ew if and only if ez−w = 1, i.e., if and only if z and

w have the same real part and imaginary part differing for a multiple of 2π

ez = ew if and only if z − w = i 2πk, k ∈ Z :

we say that ez is periodic of period 2πi,
(vii) is the sum of the power series

ez =

∞X
n=0

zn

n!
, z ∈ C

that converges uniformly on the compact sets of C.

4.48 Sinus and cosinus and hyperbolic sinus and cosinus. The functions sin z
and cos z, z ∈ C, and the hyperbolic functions sinh z, cosh z, z ∈ C are defined by means
of Euler’s formulas

cos z :=
eiz + e−iz

2
, sin z =

eiz − e−iz

2i
,

cosh z :=
ez + e−z

2
, sinh z =

ez − e−z

2
.

They are holomorphic in C with

D sin z = cos z, D cos z = − sin z,

D sinh z = cosh z, D cosh z = sinh z.

The functions cos z and sin z vanish only at points z = π/2 + kπ, k ∈ Z and z = kπ,
k ∈ Z, respectively, of the real axis; moreover they are unbounded in C since we have

e|y| − e−|y|

2
≤ | cos z| =

|eixe−y + e−ixey|
2

≤ ey + e−y

2
= cosh y

and, similarly,

e|y| − e−|y|

2
≤ | sin z| =

|eixe−y − e−ixey|
2

≤ ey + e−y

2
= cosh y.

The hyperbolic functions cosh z and sinh z are related to the trigonometric functions by

cosh z = cos(iz), sinh z = −i sin(iz).

Therefore they vanish respectively at the points z = i(π/2 + kπ), k ∈ Z, and z = ikπ,
k ∈ Z, on the imaginary axis.

Finally, trigonometric and hyperbolic functions are all sums in C of their power
series, see [GM2],

cos z =
∞X

k=0

(−1)k z2k

(2k)!
, sin z =

∞X
k=0

(−1)k z2k+1

(2k + 1)!
.

cosh z =
∞X

k=0

z2k

(2k)!
, sinh z =

∞X
k=0

z2k+1

(2k + 1)!
.

4.49 Tangent and hyperbolic tangent. The map tan z := sin z
cos z

is well defined and
holomorphic in C \ {z = π/2+ kπ | k ∈ Z}. Notice that tan z is bounded and away from
zero as far as z stays away from the real axis; in fact, for z = x + iy we have

| tan z| =
|eixe−y − e−ixey|
|eixe−y + e−ixey| ≤

e−y + ey

ey − e−y
= coth y, (4.20)

hence | tan z| ≤ coth y0 in A := {z | |Im (z)| ≥ y0}. Similarly,

| cot z| =
1

| tan z| =
|eixe−y + e−ixey|
|eixe−y − e−ixey| ≤

e−y + ey

ey − e−y
= coth y. (4.21)
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4.4.2 Inverses of holomorphic functions

Let Ω ⊂ C. We recall that a function f : Ω → C is locally invertible if
for every x0 ∈ Ω there exists a neighborhood Ux0 of x0 such that f|Ux0

is
invertible. We say that h : Δ → C is a local inverse of f defined on Δ if
f(h(w)) = w for all w ∈ Δ. We have

4.50 Theorem (Local inverse of a holomorphic function). Let Ω ⊂
C be an open set and let f ∈ H(Ω) with f ′(z) �= 0 ∀z ∈ Ω. Then

(i) f is open and locally invertible with continuous inverses.
(ii) If Δ ⊂ C is open and g : Δ → C is a continuous inverse of f , then

g ∈ H(Δ) and

g′(w) =
1

f ′(g(w))
∀w ∈ Δ.

Proof. (i) By identifying R2 with C, we denote by f also the real map f : Ω ⊂ R2 → R2.
Since f is holomorphic,

Df(z0) =

 
a −b

b a

!
where fx := a + ib. Consequently,

0 �= |f ′(z0)|2 = |fx(z0)|2 = a2 + b2 = det Df(z0)

for any z0 ∈ Ω. The (real) local invertibility theorem then yields a neighborhood Uz0
of z0 such that f|Uz0

is open and invertible. It then follows that f is an open map and

that g := f−1
|Uz0

is a continuous local inverse of f .

(ii) For v, w ∈ Δ we have

g(v) − g(w)

v − w
=

g(v) − g(w)

f(g(v)) − f(g(w))
→ 1

f ′(g(w))
as v → w

since g is continuous. ��

As already noticed in Chapter 1, the condition detDf(z) �= 0 at every
point z ∈ Ω does not suffice to give the global invertibility of f , the expo-
nential function being an example.

Theorem 4.50 (ii) reduces the existence of a holomorphic inverse of f
to the existence of a continuous inverse of f . Therefore, covering maps
and in particular Theorem 8.47 of [GM3] is a useful tool in discussing the
existence of holomorphic inverses. We have in fact the following.

4.51 Theorem. Let Ω be an open set in C and let f : Ω → f(Ω) be a
covering of f(Ω) and a holomorphic function with f ′(z) �= 0 ∀z ∈ Ω. Then
f has a local inverse hΔ ∈ H(Δ) for every connected and simply connected
open set Δ ⊂ f(Ω). Moreover, the number of distinct inverse maps of f
on Δ agrees with the number of the connected components of f−1(Δ).
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Proof. First observe that Δ is path-connected and locally path-connected since it is
open and connected by assumption. Choose now a point x0 ∈ Ω such that y0 :=
f(x0) ∈ Δ and let X0 be the connected component of f−1(Δ) that contains x0. Clearly
X0 is open in C, hence path-connected and locally path-connected.

We now claim that f|X0 : X0 → Δ is onto, hence a covering of Δ. In fact, by

Proposition 8.45 of [GM3], starting from a continuous curve α joining y0 to y ∈ Δ,
there exists a continuous curve β on f−1(Δ) with β(0) = x0 and f(b(t)) = α(t) ∀t. In
particular we have β(1) ∈ X0 and f(β(1)) = α(1) = y.

Therefore, Theorem 8.47 of [GM3] yields that f|X0 is a homeomorphism from X0

onto Δ. Thus h := (f|X0 )−1 is a continuous local inverse of f , and h is holomorphic by

Theorem 4.50 (ii).
By construction the number of continuous inverses defined on Δ is greater than or

equal to the number of the connected components of f−1(Δ). On the other hand, if
h : Δ → C is a continuous inverse of f , then h(Δ) is connected, hence coincides with a

connected component bX of f−1(Δ), thus concluding h = (f| bX
)−1. ��

4.52 Remark. If f is locally invertible but not globally invertible, the
equation w = f(z) may have several solutions for a given w. In other
words, the graph of f(z){

(z, w) ∈ C × C

∣∣∣w = f(z)
}

(4.22)

is not the graph of a function h(w) of the second variable w. However, the
classic literature insists on seeing (4.22) as the graph of a multifunction
f−1, and refers to a local inverse h : Δ → C of f as to a leaf on Δ of the
multifunction f−1.

a. Complex logarithm
The previous considerations apply to the complex logarithm.

For z ∈ C, z �= 0, every w ∈ C such that ew = z is called a complex
logarithm of z. Since z → ez is 2πi-periodic, there are infinitely many
w such that ew = z differing by 2kπ i, k ∈ Z. In other words, ez is not
globally invertible even, as we know, if it is locally invertible.

Observe that f(z) := ez is a covering map f : C → C \ {0} of C \ {0}.
Therefore, see Theorem 4.51, for any connected and simply connected open
set Δ ⊂ C\{0}, there exists at least a local inverse logΔ ∈ H(Δ) of z → ez,
called also a leaf on Δ of the complex logarithm . By definition we have

exp (logΔ(w)) = w ∀w ∈ Δ

and by Theorem 4.50 (ii),

D logΔ(w) =
1
w

∀w ∈ Δ.

The complex logarithm has infinitely many leaves on Δ. In fact, if h : Δ →
C is any leaf of the the complex logarithm, then

exp (h(w)) = w = exp (logΔ(w)) ∀w ∈ Δ
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i.e.,
h(w) − logΔ(w) = 2πik(w) ∀w ∈ Δ

for some integer valued function k(w), actually an integer valued constant,
since the left-hand side of the previous equation is continuous and Δ is
connected. We therefore conclude the following.

4.53 Proposition. Let Δ ⊂ C \ {0} be open, connected, and simply
connected. Then there exist infinitely many local holomorphic inverses of
z → ez on Δ. Equivalently, there exist infinitely many leaves on Δ of the
complex logarithm. Moreover, if ϕ : Δ → C is one of these inverses, then
the functions ϕ(z) + 2πki, k ∈ Z are distinct leaves on Δ of the complex
logarithm, and any leaf on Δ has such a form.

As a special case, let R be the negative real axis,

R :=
{
z = x + iy ∈ C

∣∣∣ y = 0, x ≤ 0
}
,

and let
Δ := C \ R

which is open, connected and simply connected. The connected compo-
nents of its inverse image

f−1(Δ) =
{
z ∈ C

∣∣∣ z �= π + 2kπ, k ∈ Z

}
are the sets

Sk :=
{
z = x + iy,

∣∣∣ (2k − 1)π < y < (2k + 1)π
}

k ∈ Z.

Using Theorem 4.51 or directly, we infer that the map z → ez when re-
stricted to Sk has a holomorphic inverse defined on C \ R with values on
Sk, that we call the kth leaf on C \ R of the logarithm; we denote it by
log(k).

The 0th leaf on C \ R is denoted simply by z = log w; we also call it
the principal determination of the logarithm, or the principal logarithm.
By definition, elog(k) w = w ∀w ∈ C \ R and

z = log(k) w if and only if

{
z ∈ Sk,

ez = w.

In particular, log 1 = 0 since e0 = 1 and 0 ∈ S0. All the leaves of the
logarithm on Δ agree up to an integer multiple of 2πi. In particular,

log(k)(z) = log z + i2kπ ∀z ∈ Δ, ∀k ∈ Z.

Moreover,
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log(1 + z) = log(0)(1 + z) =
∞∑

n=0

(−1)n zn+1

n + 1
, |z| < 1.

Notice that the difficulty in inverting the complex exponential is the
same we encounter in inverting the uniform motion map, t → eit, t ∈ R.
In fact, for z with |z| = 1, the argument of z is the real number t defined
modulus 2π such that eit = z. For k ∈ Z and z ∈ C, z �= −1, define the kth
leaf on C \ R of the argument of z, as the unique t ∈]− π + 2kπ, π + 2kπ[
such that eit = z and denote it by arg (k)(z). If z = x+ iy with −π+2kπ <
y < π + 2kπ and w ∈ C \ R, then

{
w = ez = exeiy,

(2k − 1)π < y < (2k + 1)π
iff

⎧⎪⎪⎨⎪⎪⎩
ex = |w|,
eiy = w

|w| ,

(2k − 1)π < y < (2k + 1)π
(4.23)

which yields the polar formula for the logarithm on C \ R

log(k) w := x + iy = log |w| + iarg (k)
( w

|w|
)

(4.24)

∀k ∈ Z and ∀w ∈ C \ {0}.
From (4.23) it easily follows that log z has a constant jump of 2πi

through R. In fact, if z0 ∈ R, z0 = x0 + i0, x0 �= 0, then

lim
z→z0
�z>0

log z = log |z0| + iπ,

lim
z→z0
�z<0

log z = log |z0| − iπ.

Finally, since log z takes its values on S0, a special care is needed in
computing with it: for instance, from the polar formula for the logarithm,
we have

log(zw) = log z + log w +

⎧⎪⎪⎨⎪⎪⎩
πi if − 2π < arg (z) + arg (w) ≤ −π,

0 if − π < arg (z) + arg (w) < π,

−πi if π ≤ arg (z) + arg (w) < 2π.

b. Real powers
Let Δ be a connected and simply connected set of C \ {0} and let logΔ :
Δ → C be a leaf on Δ of the logarithm. We define the leaves of zα : Δ → C,
α ∈ R, by means of the leaves of the logarithm by

zα := eα logΔ z, z ∈ Δ.

Of course, each leaf of zα is holomorphic on Δ with
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D(zα) = eα logΔ z α

z
= αzα−1, z ∈ Δ.

In general zα has at most infinitely many leaves as the complex logarithm.
Let us compute the number of distinct leaves of zα on Δ. Let h1 and h2 be
two leaves of the logarithm that, we know, differ by 2πki for some k ∈ Z.
The corresponding leaves of zα then agree if and only if α(h2(w)−h1(w)) =
α2πki is an integer multiple of 2πi, i.e., if and only if αk is an integer.
Therefore, we distinguish three cases:

(i) α ∈ Z. In this case, αk is always an integer; hence, all the leaves of
zα are the same, and

zα =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z · z . . . · z︸ ︷︷ ︸

|α| times

if α ≥ 0,

1
z
· 1
z
· · · · · 1

z︸ ︷︷ ︸
|α| times

if α < 0.

(ii) α ∈ Q, α = p/q with p, q coprime. In this case, αk is an integer if
and only if k is a multiple of q. Hence, zα has q distinct leaves. If
p = 1, then z1/q denotes the local inverses defined on Δ of z → zq,
since z1/q = exp (1

q logΔ z), and

(z1/q)q =

q times︷ ︸︸ ︷
z1/q · · · · · z1/q =

q∑
i=1

exp (
1
q

logΔ(z))

= exp (logΔ(z)) = z ∀z ∈ Δ.

(iii) α is irrational. In this case there are infinitely many distinct leaves
since αk is not integer for any k.

Finally, notice that in a fixed leaf on Δ, in general

(zw)α �= zαwα.

In fact,

(zw)α

zαwα
= exp

(
α(log(zw) − log z − log w)

)

=

⎧⎪⎪⎨⎪⎪⎩
exp (πiα) if − 2π < arg (z) + arg (w) ≤ π,

1 if − π < arg (z) + arg (w) < π,

exp (−πiα) if π ≤ arg (z) + arg (w) < 2π.
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Figure 4.10. Two textbooks on holomorphic functions.

4.5 Singularities

Let us begin stating a remark that will be useful for the sequel on the
zeros of a holomorphic function. Let Ω ⊂ C be an open set, f ∈ H(Ω) and
z0 ∈ Ω. As we have seen, f agrees with its power series expansion in a
neighborhood of z0. We say that f has a zero of order m at z0 if

f(z) =
∞∑

k=m

ak(z − z0)k = (z − z0)m
∞∑

k=0

ak+m(z − z0)k

with am �= 0.

4.54 Proposition. Let Ω ⊂ C be an open set, f ∈ H(Ω), and z0 ∈ Ω.
The following claims are equivalent.

(i) f has a zero of order m at z0.
(ii) f(z0) = f ′(z0) = f ′′(z0) = · · · = f (m−1)(z0) = 0 and f (m)(z0) �= 0.
(iii) There exists g ∈ H(Ω) such that f(z) = (z−z0)mg(z) with g(z0) �= 0.
(iv) m is the largest integer k such that f(z)/(z − z0)k extends to a holo-

morphic function on Ω.

4.55 ¶. Prove Proposition 4.54.

Let Ω ⊂ C be an open set and let z0 ∈ Ω. If f ∈ H(Ω \ {z0}), we say
that z0 is a singularity for f .

We say that f ∈ H(Ω \ {z0}) has a continuous (resp. holomorphic)
extension to z0 if there is a map F ∈ C0(Ω) (respectively F ∈ H(Ω)) such
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that F = f on Ω\ {z0}. If f ∈ H(Ω\ {z0}) has a holomorphic extension to
Ω, we say that z0 is a removable singularity for f , otherwise, we say that
z0 is a singular point for f .

a. Removable singularities

4.56 Theorem (Riemann’s extension theorem). Let Ω ⊂ C be an
open set, let z0 ∈ Ω and f ∈ H(Ω \ {z0}). The following claims are equiv-
alent

(i) z0 is a removable singularity for f .
(ii) f has a holomorphic extension to Ω.
(iii) f has a continuous extension to Ω.
(iv) f is bounded in a neighborhood of z0.
(v) limz→z0(z − z0)f(z) = 0.

Proof. Trivially (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v). Let us prove that (v) ⇒ (i). Set

g(z) :=

8<:(z − z0)f(z) if z ∈ C \ {z0}
0 if z = z0

, and h(z) := (z − z0)g(z).

The claim (v) is equivalent to the continuity of g(z) at z0, hence

h(z) − h(z0) = h(z) = (z − z0)g(z0) + (z − z0)o(1) as z → z0.

In other words, h(z) is C-differentiable at z0 with h(z0) = 0 and h′(z0) = g(z0) = 0. It
follows that h ∈ H(Ω), and, by Proposition 4.54,

h(z) = (z − z0)
2k(z)

for some k ∈ H(Ω). Therefore

(z − z0)
2f(z) = h(z) = (z − z0)

2k(z),

and k(z) is a holomorphic extension of f to Ω. ��

4.57 Corollary. Let Ω ⊂ C be an open set, z0 ∈ Ω and f ∈ H(Ω \ {z0}).
Then

(i) z0 is a removable singularity for f if and only if

lim sup
z→z0

|f(z)| < +∞.

(ii) z0 is a singular point for f if and only if

lim sup
z→z0

|f(z)| = +∞.
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Figure 4.11. Two more textbooks on holomorphic functions.

b. Poles
4.58 Definition. Let Ω ⊂ C be an open set, z0 ∈ Ω, f ∈ H(Ω \ {z0}) and
let m be a positive integer. We say that z0 is a pole of order m for f if z0

is a removable singularity of (z − z0)mf(z) but not of (z − z0)m−1f(z).

As a consequence of Riemann’s extension theorem we get the following.

4.59 Proposition. Let f ∈ H(Ω \ {z0}). z0 is a pole of order m for f if
and only if m is the smallest integer k for which |(z− z0)kf(z)| is bounded
in a neighborhood of z0.

Pole singularities are well-characterized.

4.60 Theorem. Let Ω ⊂ C be an open set, z0 ∈ Ω and f ∈ H(Ω \ {z0}).
Then f has a pole at z0 if and only if |f(z)| → +∞ as z → z0. Moreover,
for any integer m ≥ 1, the following claims are equivalent.

(i) f has a pole of order m at z0.
(ii) There exists g ∈ H(Ω) with g(z0) �= 0 such that

f(z) =
g(z)

(z − z0)m
∀z ∈ Ω \ {z0}.

(iii) There exists r > 0 such that f(z) =
∑∞

k=−m ak(z − z0)k ∀B(z0, r) \
{z0}.

(iv) There exist a ball B(z0, r) ⊂ Ω and h ∈ H(B(z0, r)), h �= 0, such that
f(z) = 1

(z−z0)mh(z) ∀z ∈ B(z0, r) \ {z0}.
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(v) There exist a ball B(z0, r) ⊂ Ω and positive constants 0 < λ < Λ
independent of r such that

λ
1

|z − z0|m ≤ |f(z)| ≤ Λ
1

|z − z0|m ∀z ∈ B(z0, r) \ {z0}.

Proof. Let us prove the second part of the claim, as the first part follows at once from
(v).

(i) ⇒ (ii). Since z0 is a removable singularity for (z − z0)mf(z), there exists g ∈ H(Ω)
such that (z−z0)mf(z) = g(z) ∀z �= z0. Moreover, if g(z0) = 0, then g(z) = (z−z0)bg(z)
with bg ∈ H(Ω), hence (z − z0)m−1f(z) = bg(z), i.e., z0 is a removable singularity for
(z − z0)m−1f(z), contradicting the fact that f has a pole of order m at z0.

(ii) is trivially equivalent to (iii).

(ii) ⇒ (iv). Since g(z0) �= 0 and g ∈ H(Ω), then there exists r > 0 such that B(z0, r) ⊂ Ω
and h := 1/g is holomorphic in B(z0, r) ⊂ Ω.

(iv) ⇒ (v) Set

λ := inf
z∈B(z0,r/2)

1

|h(z)| , Λ := sup
z∈B(z0,r/2)

1

|h(z)| .

Then 0 < λ ≤ Λ < ∞ and, since f(z) = 1
(z−z0)mh(z)

in B(z0, ρ), we infer

λ
1

|z − z0|m
≤ |f(z)| ≤ Λ

1

|z − z0|m
∀z ∈ B(z0, r/2) \ {z0}.

(v) ⇒ (i) The estimate |(z−z0)mf(z)| ≤ Λ implies by Riemann’s extension theorem that
z0 is a removable singularity for (z − z0)mf(z), and the estimate |(z − z0)m−1f(z)| ≥
λ|z− z0|−1 implies that (z − z0)m−1f(z) is unbounded around z0. Again by Riemann’s
extension theorem z0 is not a removable singularity for (z − z0)m−1f(z). ��

4.61 ¶. Let P, Q be two polynomials. Suppose that z0 is a zero of order m for Q and

P (z0) �= 0. Show that z0 is a pole of order m for f(z) :=
P (z)
Q(z)

.

c. Essential singularities
Let Ω ⊂ C be an open set, z0 ∈ Ω, and f ∈ H(Ω \ {z0}). If z0 is neither a
removable singularity nor a pole for f , we say that z0 is an essential singu-
larity. From Corollary 4.57 and Theorem 4.60 z0 is an essential singularity
if and only if

lim inf
z→z0

|f(z)| < +∞, and lim sup
z→z0

|f(z)| = +∞.

Actually, the following holds.

4.62 Proposition. Let Ω ⊂ C be an open set, z0 ∈ Ω, and f ∈ H(Ω \
{z0}). z0 is an essential singularity for f if and only if

lim inf
z→z0

|f(z)| = 0, lim sup
z→z0

|f(z)| = +∞.

Proof. In fact, if lim infz→z0 |f(z)| > 0, then 1/|f(z)| is bounded in a neighborhood of
z0, hence z0 is a removable singularity for 1/f . Consequently |f(z)| → L (L = ∞ or
L ∈ C), and z0 needs to be a removable singularity or a pole for f , a contradiction. ��
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In other words, f has an essential singularity at z0 if, roughly, |f(z)|
oscillates between zero and infinity in every neighborhood of z0. The fol-
lowing theorem is even stronger.

4.63 Theorem (Casorati–Weierstrass). If f ∈ H(Ω\{z0}) has an es-
sential singularity at z0, then for all δ > 0 the set f(B(z0, δ) \ {z0}) of
values of f|B(z0,δ)\{z0} is dense in C.

Proof. Suppose that for a c ∈ C and an ε0 > 0 we have |f(z) − c| ≥ ε0 for all z ∈
B(z0, δ) \ {z0}. Then

ϕ(z) :=
f(z) − c

z − z0

has a pole at z0 since |ϕ(z)| = |z− z0|−1|f(z)− c| → ∞ as z → z0. Consequently, there
exists an integer m ≥ 1 such that |z− z0|m|f(z)| → 0, i.e., z0 is a removable singularity
for (z − z0)mf(z), a contradiction. ��

We also state without proof the following celebrated result about es-
sential singularities.

4.64 Theorem (Picard). If f ∈ H(Ω\{z0}) has an essential singularity
at z0, then for all δ > 0 the set f(B(z0, δ)\ {z0}) of values of f|B(z0,δ)\{z0}
leaves out at most one point.

4.65 ¶. Show that e1/z has an essential singularity at 0.

4.66 ¶. Show that 1/ sin(z) has poles at the points z = kπ, k ∈ Z.

4.67 ¶. Show that z
ez−1

has a removable singularity at 0 and poles of order 1 at the

points zk := 2kπ i, k ∈ Z \ {0}. Consequently show that

z

ez − 1
=

∞X
k=0

Bk

k!
zk, ∀z, |z| < 2π.

The numbers {Bk} are called Bernoulli’s numbers; they are characterized by the re-
cursive formulas 8<:B0 := 1,Pn

j=0

`n+1
j

´
Bj = 0 ∀n ≥ 1,

(4.25)

see [GM2].

d. Singularities at infinity
4.68 Definition. We say that f : {|z| > R} → C has a removable singu-
larity, a pole, or an essential singularity at infinity if f(1/z) has respec-
tively a removable singularity, a pole, or an essential singularity at 0.

4.69 Example. For example
(i) zn has a pole of order n at infinity,
(ii) ez has an essential singularity at infinity,
(iii) z

1+z
has a removable singularity at infinity.

4.70 ¶. Show that a nonconstant function f ∈ H(C \ {z1, z2, . . . , zn}) has at least a
singular point in the plane or at infinity.
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e. Singular points at boundary and radius of convergence
The notion of a singular point extends also to boundary points. For a
holomorphic function f ∈ H(Ω) we say that z0 ∈ ∂Ω is a singular point
for f at ∂Ω, if there is no neighborhood B(z0, δ) of z0 and no holomorphic
function f̂ ∈ H(B(z0, δ)) such that f̂ = f on B(z0, δ) ∩ Ω.

4.71 Theorem. Let f : B(z0, ρ) → C be the sum of a power series,

f(z) =
∞∑

k=0

ak(z − z0)k,

with convergence radius ρ > 0. Then there exists at least a point ζ ∈
∂B(z0, r) that is singular for f .

Proof. Let Ω ⊃ B(z0, ρ) be the largest open set in which f can be holomorphically
extended. Since the extension of f has a power series development around z0 with
radius of convergence r := dist (z0, ∂Ω) and ∂Ω is closed, we find ζ ∈ ∂Ω such that
|ζ − z0| = r. By construction ζ is a singular point of f . ��

4.72 ¶. Show that f(z) :=
P∞

n=1
zn

n
has a singularity at z = 1.

4.73 ¶. Show that
P∞

n=1
zn

n2 has a singularity at z = 1.

f. Laurent series development
A Laurent series around z0 is the sum of a power series in the variable
z − z0 with radius of convergence ρ2 and of a power series in the variable

1
z−z0

of radius 1/ρ1 with ρ1 < ρ2,

∞∑
k=−∞

ak(z − z0)k :=
∞∑

k=0

ak(z − z0)k +
∞∑

k=1

a−k
1

(z − z0)k
. (4.26)

We call the series
∑∞

k=1 a−k
1

(z−z0)k the singular part of the Laurent series
(4.26).

From the theorems about power series we find:

(i) The Laurent series (4.26) converges absolutely in the open annulus

A(z0, ρ1, ρ2) :=
{

z
∣∣∣ ρ1 < |z − z0| < ρ2

}
,

and uniformly on compact sets K ⊂ A(z0, ρ1, ρ2).
(ii) The sum of the Laurent series (4.26) is holomorphic in A(z0, ρ1, ρ2).

From Cauchy’s formula, we immediately get that every function f ∈
H(B(z0, r) \ {z0}) with a pole of order m at z0 has a Laurent series devel-
opment on the annulus B(z0, r) \ {z0},
f(z) =

a−m

(z − z0)m
+

a−m+1

(z − z0)m−1
+ · · · + a−1

z − z0
+ a0 + a1(z − z0) + . . . .

Actually, we have the following.
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4.74 Theorem. Let 0 ≤ ρ1 < ρ2 ≤ ∞ and let f ∈ H(A(z0, ρ1, ρ2)). Then

f(z) =
∞∑

k=−∞
ak(z − z0)k ∀z ∈ A(z0, ρ1, ρ2)

where ∀k ∈ Z

ak =
1

2πi

∫
∂+B(z0,r)

f(ζ)
(ζ − z0)k+1

dζ, (4.27)

r being arbitrary in ]ρ1, ρ2[.

Proof. The uniqueness of the Laurent series development follows from the identity
principle, and the calculus of the development follows from Cauchy’s formula. For z ∈
A(z0, ρ1, ρ2), choose r1 < r2 such that ρ1 < r1 < |z − z0| < r2 < ρ2. From Cauchy’s
formula

f(z) =
1

2πi

Z
∂+A(z0,r1,r2)

f(ζ)

ζ − z
dζ

=
1

2πi

Z
∂+B(z0,r2)

f(ζ)

ζ − z
dζ − 1

2πi

Z
∂+B(z0,r1)

f(ζ)

ζ − z
dζ.

(4.28)

If ζ ∈ ∂B(z0, r2) we have

1

ζ − z
=

1

ζ − z

∞X
k=0

“z − z0

ζ − z0

”k
=

∞X
k=0

(z − z0)k

(ζ − z0)k+1

where the series converges uniformly on ∂B(z0, r2), and, similarly, for z ∈ ∂B(z0, r1)

1

ζ − z
=

−1

z − z0

∞X
k=0

“ ζ − z0

z − z0

”k
=

−1

z − z0

∞X
k=0

“ ζ − z0

z − z0

”k

= −
−1X

k=−∞

(z − z0)k

(ζ − z0)k+1

uniformly in ∂B(z0, r1). Therefore, by interchanging the series and the integral signs,
from (4.28) we infer

f(z) =
∞X

k=−∞
ak(z − z0)k

in A(z0, r1, r2) with

ak =

8>>><>>>:
1

2πi

Z
∂+B(z0,r2)

f(ζ)

(ζ − z0)k+1
dζ if k ≥ 0,

1

2πi

Z
∂+B(z0,r1)

f(ζ)

(ζ − z0)k+1
dζ if k < 0.

Since Z
∂+B(z0,r)

f(ζ)

(ζ − z0)k+1
dζ

does not depend on r for ρ1 < r < ρ2 (ζ → f(ζ)

(ζ−z0)k is holomorphic in A(z0, ρ1, ρ2)),

the claim in the theorem follows. ��
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4.75 Laurent and Fourier series. Let f be holomorphic on A(0; 1 −
ε, 1 + ε), where ε > 0, and let

+∞∑
n=−∞

cnzn = f(z)

be its Laurent series development. As we know,

cn =
1

2πi

∫
|ζ|=1

f(ζ)
ζn+1

dζ =
1
2π

∫ 2π

0

f(eiθ)e−inθ dθ.

If we set ϕ(t) := f(eit) =
∑+∞

n=−∞ cneint, then we see that the Laurent
series of f at eit is the Fourier series of ϕ(t) at t ∈ R.

Conversely, every trigonometric series in the complex variable z

a0

2
+

∞∑
k=1

(ak cos kz + bk sin kz)

can be written, by the change of variable eiz := ζ, as the Laurent series

+∞∑
−∞

cnζn

with

c0 :=
a0

2
, cn :=

⎧⎪⎨⎪⎩
an − ibn

2
if n > 0

a−n + ib−n

2
if n < 0.

If the last series converges in the annulus {z | r < |ζ| < R}, r < 1 <

R, then
∑+∞

−∞ cnζn is a Laurent series with sum a holomorphic function.
Consequently the trigonometric series converges in the strip log r < −y <
log R parallel to the real axis and has a holomorphic function as sum. In
the limit case, r = R = 1, the Fourier series may or may not converge, see
[GM3].

4.76 ¶. Write the Fourier series of

ϕ(t) =
a sin t

1 − 2a cos t + a2
, |a| < 1.

[Hint: Notice that ϕ(t) = f(eit) where

f(z) :=
1 − z2

2 i
h
z2 − (a + 1

a
)z + 1

i ,

then compute the Laurent series of f(z) to find ϕ(t) =
P∞

k=1 an sinnt.]



4.6 Residues 195

4.6 Residues
Let Ω be open, z0 ∈ Ω, and f ∈ H(Ω\{z0}). Goursat’s lemma tells us that
the number ∫

∂+B(z0,r)

f(z) dz

is independent on r as far as B(z0, r) ⊂ Ω. The number

Res (f, z0) :=
1

2πi

∫
∂+B(z0,r)

f(z) dz

is called the residue of f at z0. Of course, by Goursat’s lemma

Res (f, z) = 0

if f is holomorphic in a neighborhood of z.
Similarly, if A is bounded and f ∈ H(C\A), the residue of f at infinity

is the number
Res (f,∞) := − 1

2πi

∫
∂+B(0,r)

f(z) dz

where r is such that A ⊂ B(0, r). If we change variable, see Exercise 4.145,
we find

Res (f,∞) = − 1
2πi

∫
∂+B(0,2r)

f(z) dz

= − 1
2πi

∫
∂+B(0,1/(2r))

f
(1

ζ

) 1
ζ2

dζ

= −Res
(
f
(1

z

) 1
z2

, 0
)
.

(4.29)

As a consequence of Goursat’s lemma, we then get the following at once.

4.77 Theorem (Residue theorem, I). Let Ω ⊂ C be open, z1, . . . , zn ∈
Ω, f ∈ H(Ω \ {z1, z2, . . . , zn}) and let A ⊂⊂ Ω be a regular domain such
that {z1, z2, . . . , zn} ⊂ A. Then∫

∂+A

f(z) dz = 2πi

n∑
j=1

Res (f, zj).

4.78 Theorem (Residue theorem, II). Let K ⊂ C be a compact set,
let Ω := C \ K, let A ⊂ Ω be a bounded regular domain, and let f ∈
H(Ω \ {z1, z2, . . . , zn}) where z1, . . . , zn ∈ A. Then∫

∂+A

f(z) dz = −2πi
(
Res (f,∞) +

n∑
j=1

Res (f, zj)
)
.

4.79 Corollary. If f ∈ H(C \ {z1, z2, . . . , zn}), then

Res (f,∞) +
n∑

i=1

Res (f, zi) = 0.
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a. Calculus of residues
On account of Theorem 4.74, we have

4.80 Corollary. Let f be the sum of a Laurent series,

f(z) =
∞∑

k=−∞
ak(z − z0)k

on B(z0, r) \ {z0}, r > 0. Then Res (f, z0) = a−1.

Let us discuss a few cases.

(i) Trivially, we have

Res
( 1

(z − z0)m
, z0

)
=

{
1 if m = 1,

0 otherwise.

(ii) If f has a removable singularity at z0, then Res (f, z0) = 0.
(iii) Suppose that f has a pole of order one at z0,

f(z) =
a−1

z − z0
+ a0 + a1(z − z0) + . . . .

Multiplying by z − z0, we find

(z − z0)f(z) = a−1 + O(1) as z → z0

hence
Res (f, z0) = lim

z→z0
(z − z0)f(z).

In the special case f(z) = g(z)/h(z) where g, h are holomorphic and
h(z) has a simple zero at z0 we have h′(z0) �= 0 and

(z − z0)
g(z)
h(z)

=
z − z0

h(z) − h(z0)
g(z) → g(z0)

h′(z0)
as z → z0,

thus concluding

Res
( g(z)

h(z)
, z0

)
=

g(z0)
h′(z0)

.

(iv) If f is holomorphic in B(z0, δ) \ {z0} and has a pole of order m > 1
at z0, we have

f(z) =
g(z)

(z − z0)m
,

where g ∈ H(B(z0, δ)) with g(z0) �= 0. It follows that the coefficient
a−1 of the Laurent series of f is the coefficient of (z − z0)m−1 of the
power series development of g. Consequently

Res (f, z0) = a−1 =
Dm−1(g)(z0)

(m − 1)!

=
1

(m − 1)!
lim

z→z0
Dm−1

(
(z − z0)mf(z)

)
.
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(v) If f is holomorphic in B(z0, δ) \ {z0} and has a pole of order m > 1
at z0, we can also proceed by computing inductively the singular part
of the development of f . In fact, if

f(z) =
a−m

(z − z0)m
+ · · · + a−1

z − z0
+ h(z)

with h ∈ H(B(z0, δ)), then⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
a−m = limz→z0(z − z0)mf(z),

a−m+1 = limz→z0(z − z0)m−1
(
f(z) − a−m

(z−z0)m

)
,

. . .

a−1 = limz→z0(z − z0)
(
f(z) −∑−2

k=−m ak(z − z0)k
)
,

and we may proceed as follows. For f(z) = g(z)/(z − z0)m we set
hm(z) := g(z), and inductively when j = m, m − 1, . . . , 1{

λj := gj(z0),

gj−1(z) := g(z)−g(z0)
z−z0

.

Then

f(z) =
g(z)

(z − z0)m
=

λm

(z − z0)m
+ · · · + λ1

z − z0
+ h0(z).

(vi) If f is the quotient of two polynomials, one can also use Hermite’s
algorithm to compute the singular part of the Laurent development,
see [GM2].

b. Definite integrals by the residue method
A number of integrals can be computed by means of the residue theorem.
In fact, if the domain of integration is a nonclosed curve γ : [0, 1] → C

as for instance, an interval, we may think this trajectory as part of the
oriented boundary of a domain A. If f extends as a holomorphic function
with possibly singularities on a domain Ω ⊃ A, and we are able to compute
the integral of f on ∂+A\γ([0, 1]), then the method of residues applies for
computing the integral over γ. In trying to do that, of course, there is no
general rule. Here we collect some significant cases.

4.81 Trigonometric integrands. Consider a definite integral of the
type ∫ 2π

0

R(cos t, sin t) dt,

where R is a rational function. We may interpret it as an integral on
∂B(0, 1). In fact, since
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Figure 4.12. Frontispieces of two treatises on holomorphic functions.

1
2

(
z +

1
z

)
= cos θ,

1
2i

(
z − 1

z

)
= sin θ, if z := eiθ,

by setting

f(z) :=
1
iz

R

(
1
2

(
z +

1
z

)
,

1
2i

(
z − 1

z

))
we get ∫ 2π

0

R(cos t, sin t) dt =
∫

∂+B(0,1)

f(z) dz.

If f has no singular point on ∂B(0, 1), equivalently, if t → R(cos t, sin t) is
continuous on [0, 2π], Theorem 4.77 yields∫ 2π

0

R(cos t, sin t) dt =
∫

∂+B(0,1)

f(z) dz = 2πi
∑

z∈B(0,1)

Res (f, z).

4.82 ¶. If p1, p2, . . . , pk are the poles of f on ∂B(0, 1), compute the integral along the
oriented boundary of the domain B(0, 1) \ ∪iB(pi, ε), ε << 1. Infer, as in the proof of
the residue theorem, that when ε → 0 one hasZ 2π

0
R(cos t, sin t) dt =

Z
∂+B(0,1)

f(z) dz

= 2πi
X

z∈B(0,1)

Res (f, z) + πi
X

z∈∂B(0,1)

Res (f, z).

4.83 Example. Let us show that for a > |b| we haveZ 2π

0

1

a + b sin θ
dθ =

2π√
a2 − b2

.
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γr

r

Cr

Figure 4.13. Path integrations for improper and Fourier type integrals.

Writing sin y = eiy−e−iy

2i
and rewriting the integral as a line integral on the boundary

of the unit ball, we getZ 2π

0

1

a + b sin θ
dθ =

Z
∂+B(0,1)

dz

iz(a + b(z − z−1)/2i)
=

Z
∂+B(0,1)

2 dz

bz2 + 2iaz − b

The function bz2 + 2iaz − b has exactly two zeros

z1 :=
−a +

√
a2 − b2

b
i, z2 :=

−a −√
a2 − b2

b
i

and only z1 belongs to the disk. It is a pole of order one for f(z) = 2
bz2+2iaz−b

hence

Res (f, z1) =
2

2bz1 + 2ia
= · · · =

1

i
√

a2 − b2
.

Therefore, from the residue theorem we getZ 2π

0

dθ

a + b sin θ
=

2πi

i
√

a2 − b2
=

2π√
a2 − b2

.

4.84 Improper integrals. Consider an integral of the type∫ +∞

−∞
f(t) dt := lim

r→+∞

∫ r

−r

f(t) dt

where f is continuous on R. Suppose moreover that f extends as a func-
tion f(z) that is holomorphic except for at most finitely many points on
a neighborhood of the upper half-plane A := {z | �z ≥ 0} and such that
|zf(z)| → 0 as |z| → ∞, z ∈ A. Since f is continuous on the real line, sin-
gularities of f(z) do not lie on the real line by assumption, and, moreover,
the singularies of f with positive imaginary part are contained in a ball
B(0, R) for a suitably large R since zf(z) → 0 as z → ∞, z ∈ A. Then for
r > R we have∫ r

−r

f(x) dx +
∫

γr

f(z) dz = 2πi
∑
�z>0

Res (f, z)

where γr is the counterclockwise oriented boundary of the half-disk Cr in
Figure 4.13. From the assumption,∣∣∣∣ ∫

γr

f(z) dz

∣∣∣∣ ≤ M(r) · π r → 0 per r → ∞
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where M(r) := supz∈γr
|f(z)|, hence∫ ∞

−∞
f(x) dx = lim

r→∞

∫ r

−r

f(x) dx = 2πi
∑
�z>0

Res (f, z).

4.85 Example. The above applies to computeZ ∞

0

dx

1 + x6
.

In fact, if Cr , r >> 1, is as above, of the six distinct roots of z6+1 = 0, zk := e
i(2k+1)π

6 ,
k = 0, . . . , 5, that are the (simple) poles of f(z) := 1/(1 + z6), only z0, z1, z2 belong to
Cr . For k = 0, 1, 2 we have

Res (f, zk) =
1

6z5
k

=
1

6
e
−i

5(2k + 1)π

6 .

Therefore, we have

Z r

−r

dx

1 + x6
+

Z
γr

dz

1 + z6
=

2πi

6

2X
k=0

e
−i

5(2k + 1)π

6 =
2π

3
,

where γr(t) := reit, t ∈ [0, π]. Since
R
γr

dz
1+z6 → 0 when r → ∞, we concludeZ ∞

0

dx

1 + x6
=

π

3
.

4.86 Proposition (Fourier type integrals). Let A := {z = x+iy | y ≥
0} and let f(z) be a holomorphic function on a neighborhood of A except for
a finite number of singularities none of which is real, such that |f(z)| → 0
per |z| → ∞, z ∈ A. Then, if ω > 0, we have∫ ∞

−∞
f(x) eiωx dx = 2π i

∑
z∈�z>0

Res (f(z)eiωz, z). (4.30)

4.87 Lemma. Let A = {z = x + iy | y ≥ 0} and let f : A ∩ B(0, R)c → C

be a continuous function such that |f(z)| → 0 as z → ∞, z ∈ A. Then, if
ω > 0, ∫

γr

f(z) eiωx dz → 0 as r → ∞

where γr, r > R, denotes the counterclockwise oriented upper bound of the
half-disk Cr in Figure 4.13.

Proof. For r > R we haveZ
γr

f(z)eiωz dz =

Z π

0
f(reiθ)eiωr cos θe−ωr sin θireiθ dθ,

hence ˛̨̨̨ Z
γr

f(z)eiωz dz

˛̨̨̨
≤ M(r)

Z π

0
e−ωr sin θr dθ
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rε

Figure 4.14. Path integrations for integrating eit/t and for Euler’s integral in Exer-
cise 4.91.

where M(r) := supz∈γr
|f(z)|. Since from Jordan’s inequality 2

π
≤ sin θ

θ
≤ 1 for 0 ≤

θ ≤ π
2
, we haveZ π

0
e−ωr sin θr dθ = 2

Z π/2

0
e−ωr sin θr dθ ≤ π

2ω
(1 − e−rω) ≤ π

2ω
,

the result follows. ��
Proof of Proposition 4.86. Choosing R large enough so that the poles of f with positive
imaginary part lie in CR, for r > R we infer from the residue theoremZ r

−r
f(x)eiωx dx +

Z
γr

f(z)eiωz dz = 2πi
X

�z>0

Res (f(z)eiωz , z)

and, when r → ∞, the claim on account of Lemma 4.87. ��

Applying Proposition 4.86 to f(−z) we also have the following.

4.88 Proposition. Let B := {z = x + iy | y ≤ 0} and let f(z) be a
holomorphic function on a neighborhood of B except for a finite number
of singularities none of which is real, such that |f(z)| → 0 as |z| → ∞,
z ∈ B. Then, if ω > 0, we have∫ ∞

−∞
f(x) e−iωx dx = −2π i

∑
z∈�z<0

Res (f(z)e−iωz, z). (4.31)

4.89 Example. For k > 0 we haveZ ∞

0

cos kx

1 + x2
dx =

π

2
e−k.

The only poles of f(z) := eikz/(1 + z2) are simple and at z = ±i. Integrating along the
curves in Figure 4.13, we findZ r

−r

eikxdx

1 + x2
+

Z
γr

eikz

1 + z2
dz = Res (f, i) = 2πi

e−k

2i
= πe−k.

Similarly, we find Z ∞

−∞
e−ikx

1 + x2
dx = πe−k,

and, in conclusion,

2

Z ∞

0

cos kx

1 + x2
dx =

Z ∞

−∞
cos kx

1 + x2
dx = πe−k.
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r
c = eiπ/n

c2r

Figure 4.15. The integration curve to integrate Fresnel integrals.

4.90 ¶ Laplace’s formulas. Prove that for α, β > 0Z +

0
∞β cos(αx)

x2 + β2
dx =

Z +

0
∞β sin(αx)

x2 + β2
dx =

π

2
e−αβ .

4.91 ¶ Euler’s integral. For α = 1 and β = 0, Laplace’s formulas suggest thatZ ∞

0

sinx

x
dx = lim

r→∞

Z r

0

sinx

x
dx =

π

2
.

[Hint: Write sin z = eiz−e−iz

2i
and show integrating along the line γε,r in Figure 4.14

that for ε → 0 and r → ∞Z ∞

−∞
eiz

z
dz = lim

r→∞ lim
ε→0

Z
ε<|x|<r

eix

x
dx = πi.]

4.92 Example (Fresnel integrals). Let us prove thatZ ∞

0
sin x2 dx =

Z ∞

0
cos x2 dx =

1

2

r
π

2
.

We first compute Z ∞

0
eix2

dx =
1

2

r
π

2
(1 + i).

We integrate the function f(z) := eiz2
holomorphic on C along the curve in Fig-

ure 4.15, then we split such a curve as the sum of the three curves

γ1(t) = t, t ∈ [0, r], γ2(t) =
t(1 + i)√

2
, t ∈ [0, r]

and γ3(t) := reit, t ∈ [0, π/4]. Goursat’s theorem yieldsZ
γ1

f(z) dz −
Z

γ2

f(z) dz +

Z
γ3

f(z) dz = 0 (4.32)

where Z
γ1

f(z) dz =

Z r

0
eix2

dx,Z
γ2

f(z) dz =
1 + i√

2

Z r

0
e−t2 dt → 1 + i√

2

Z ∞

0
e−t2 dt =

1

2

r
π

2
(1 + i),Z

γ3

f(z) dz =

Z π/4

0
ireir2θ2

eiθ dθ.
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ε

r

δ

Figure 4.16. Path integrations to integrate Mellin integrals.

Since i(cos θ + i sin θ)2 = i cos(2θ) − sin 2θ, we can estimate the modulus of the third
integrals by Z π/4

0
re−r2 sin(2θ) dθ ≤

Z π/4

0
re−r2 4

π
θ dθ =

π

4r
(1 − e−r2

),

thus it converges to zero as r → ∞. From (4.32) we conclude when r → ∞ that the

improper integral of eix2
exists on (0, +∞) andZ ∞

0
eix2

dx = lim
r→∞

Z r

0
eix2

dx =
1

2

r
π

2
(1 + i).

Similarly, we have Z ∞

0
e−ix2

dx =
1

2

r
π

2
(1 − i),

thus the claim, using Euler’s formulas for sin x and cos x. Finally, we notice that the
change of variables x =

√
t, t > 0, yields alsoZ ∞

0

sin t√
t

dt =

r
π

2
,

Z ∞

0

cos t√
t

dt =

r
π

2
.

4.93 Proposition (Mellin integrals). Let f be a holomorphic function
in C minus finitely many points leaving outside R+ := {z = x + iy | y =
0, x ≥ 0} and let α be a real number with 0 < α < 1. Suppose that
f(x) → 0 as x → ∞, x ∈ R. Then

(1 − e2πiα)
∫ ∞

0

f(x)
xα

dx = 2π i
∑
z �=0

Res
(f(z)

zα
, z
)

where zα denotes the leaf of zα on C \ R+ such that (−1)α = eα log(−1) =
eiπα.

Proof. Set g(z) := f(z)
zα , z ∈ C \ {0}. Denote by γr,ε,δ the oriented boundary of Dr,ε,δ

in Figure 4.16 where r >> 1, ε << 1 and δ << ε in such a way that all singularities of
f but zero are contained in Dr,ε,δ. The residue theorem yieldsZ

γr,ε,δ

g(z) dz = 2πi
X
z 
=0

Res
“
g(z), z

”
for all r >> 1, ε << 1 and δ << ε. Denoting with γ+ and γ− the two horizontal parts
of γr,ε,δ and noticing that for z = x + iy, x > 0 and y → 0+, we have
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zα = eα log z → eα log x = xα as y → 0+

zα = eα log z → eα log x+i2πα = e2πiαxα as y → 0−,

we deduce for δ → 0Z
γr,ε,δ

g(z) dz → (1 − e2πiα)

Z r

ε
g(x) dx +

Z
∂+B(0,r)

g(z) dz −
Z

∂+B(0,ε)
g(z) dz.

Consequently, we have

(1−e2πiα)

Z r

ε

f(x)

xα
dx+

Z
∂+B(0,r)

f(z)

zα
dz−

Z
∂+B(0,ε)

f(z)

zα
dz = 2πi

X
z 
=0

Res
“f(z)

zα
, z
”
.

(4.33)

On the other hand, by Lemma 4.87 we have
R

∂+B(0,r)
f(z)
zα dz → 0 as r → ∞, and˛̨̨̨ Z

∂+B(0,ε)

f(z)

zα
dz

˛̨̨̨
≤ M(ε)ε−α2πε → 0 as ε → 0.

Letting ε → 0 and r → ∞ in (4.33) we get the result. ��

4.94 ¶. Show that
R∞
0

dx√
x(1+x)

= π.

c. Sums of series by the residue method
4.95 Gauss’s sums. For n ≥ 1, Gauss’s sums are defined as

Sn :=
n−1∑
k=0

e
2πik2

n .

For instance, S2 = 2, S3 = 1 + i
√

3, S4 = 2(1 + i). For large n, consider
the function

f(z) := 2
exp (2πiz2/n)

e2πiz − 1
which has poles at 0,±1,±2, . . . . All poles are simple with residues
1
πie

2πik2/n respectively. Using the periodicity of t → eit, integrating along
the path in Figure 4.17, and letting ω → ∞, a long computation1 yields

Sn = 2i(1 + i3n)
√

n

∫ ∞

0

e−2πit2 dt,

in particular,

2(1 + i) = S4 = 8 i

∫ ∞

0

e−2πit2 dt

hence
n−1∑
k=0

e
2πik2

n =
1
2
(1 + i)(1 + i3n)

√
n =

1 + (−i)n

1 − i

√
n.

4.96 ¶. Compute the asymptotic development of
R∞
x e−tt dt.
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n

0

n + iω

n − iω

Figure 4.17. Path integration for Gauss’s sums.

4.97 Theorem (Sums of series). Let f(z) be a holomorphic function in
C except on a finite number of isolated singularities at points different from
±1,±2, . . . . Moreover, suppose that for some M, α > 1 we have |f(z)| ≤
M/|z|α for all z with |z| >> 1. Then the series

+∞∑
n=−∞

n �=0

|f(n)| converges and

we have
+∞∑

n=−∞
n �=0

f(n) = −
∑

z singularity of f
or z=0

Res
( πf(z)

tan(πz)
, z
)
,

+∞∑
n=−∞

n �=0

(−1)nf(n) = −
∑

z singularity of f
or z=0

Res
( πf(z)

sin(πz)
, z
)
.

To prove the previous theorem, we observe the following.

4.98 Proposition. The functions cot(πz) and 1/ sin(πz) are bounded on
the boundary of the square

Qn :=
{

z = x + iy
∣∣∣ |x|, |y| ≤ n +

1
2

}
independently on n.

Proof. Let z = x + iy ∈ ∂+Qn. We distinguish two cases. If |y| ≥ 1/2 then, see (4.21),

| cot(πz)| ≤ coth(π|y|) =
1 + e−2]pi|y|

1 − e−2π|y| ≤ 1 + e−π

1 − e−π
=: C1,

whereas, if |y| < 1/2, then necessarily |x| = n + 1/2, hence cot(π(x + iy)) = cot(π/2 +
iπy) = tanh(πy), from which

| cot(πz)| ≤ tanh π|y| ≤ 1.

Therefore | cot(πz)| ≤ C := max(C1, 1) on ∂Qn. Similarly, one proceeds to prove that
1/ sin(πz) is bounded on ∂Qn independently on n. ��
1 see, e.g., G. Sansone, J. Gerretsen, Lectures on the Theory of Functions of a Complex

Variable, P. Noordhoff, Gröningen, 1960, vol. 1, p. 139–141.
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Figure 4.18. Leonhard Euler (1707–1783) and Gösta Mittag-Leffler (1846–1927).

Proof of Theorem 4.97. The decay at infinity of |f | clearly implies the convergence of
the two series

P∞
n=1 |f(n)| and

P∞
n=1 |f(−n)|. Let us prove the first equality; one can

similarly prove the second using instead the boundedness of 1/ sin(πz). Set g(z) :=
f(z)π cot(πz). Since | cot z| ≤ C on ∂Qn with C independent on n, we have˛̨̨̨ Z

∂+Qn

f(z) cot(πz) dz

˛̨̨̨
≤ 8C M“

n + 1
2

”α

“
n +

1

2

”
→ 0 (4.34)

as n → ∞. On the other hand, f has no singularites outside Qn for n large and g
has poles only at 0,±1,±2, . . . or inside Qn for n large. From the residue theorem and
(4.34) we infer that X

z∈Qn

Res
“
πf(z) cot(πz), z

”
→ 0 as n → ∞.

Since the singular points of cot(πz) different from zero are simple poles and f is holo-
morphic in a neighborhood of those points, we find for k ∈ Z, k �= 0

Res (g(z), k) = Res
“
f(z)π

cos(πz)

sin(πz)
, k
”

= f(k)
π cos(πk)

π cos(πk)
= f(k).

hence
nX

k=−n
k �=0

f(k) +
X

z∈Qn
zsingularity of f or z=0

Res (g(z), z) → 0 as n → ∞,

i.e., the result. ��

4.99 Theorem (Mittag-Leffler). Let f be a holomorphic function in
C minus a sequence of points {an}, all simple poles for f and without
accumulation points. Set bn := Res (f(z), an). Suppose there is a sequence
of radii {rn} with rn → ∞ such that the restriction of f to ∂B(0, rn) is
continuous and for some M > 0 we have |f(z)| ≤ M ∀z ∈ ∂B(0, rn) ∀n.
Then for all z and ζ ∈ C \ {an}, the series

∞∑
n=1

bn

( 1
an − z

− 1
an − ζ

)
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converges, and

f(z) − f(ζ) = −
∞∑

n=1

bn

( 1
an − z

− 1
an − ζ

)
∀z, ζ ∈ C \ {an}. (4.35)

Moreover, equality holds in the sense of uniform convergence on compact
subsets of C × C.

Proof. If w �= an ∀n, the function g(t) := f(t)/(t − w)

(i) is holomorphic in C \ {a1, a2, . . . , w},
(ii) has a simple pole at each an with residue given by

Res
“ f(z)

z − w
, an

”
= lim

z→an

(z − an)f(z)

z − w
=

bn

an − w
,

(iii) has a simple pole at w with residue given by

Res
“ f(z)

z − w
, w
”

= lim
z→w

(z − w)f(z)

z − w
= f(w).

From the residue theorem we can deduce

f(w) +
X

ak∈B(0,rn)

bk

ak − w
=

1

2πi

Z
∂+B(0,rn)

f(η)

η − w
dη.

Evaluating with w = z and ζ and subtracting we get

f(z) − f(ζ) +
X

ak∈B(0,rn)

bk

“ 1

ak − z
− 1

ak − ζ

”
(4.36)

=
1

2πi

Z
∂+B(0,rn)

f(t)
“ 1

t − z
− 1

t − ζ

”
dt

=
1

2πi

Z
∂+B(0,rn)

f(t)
ζ − z

(t − z)(t − ζ)
dt.

If now rn ≥ max(|z|, |ζ|) and |t| = rn, we have |(t − z)(t − ζ)| ≥ (rn − |z|)(|rn| − |ζ|)
hence˛̨̨̨ Z

∂+B(0,rn)
f(t)

“ 1

t − z
− 1

t − ζ

”
dt

˛̨̨̨
≤ M |ζ − z|2πrn

(rn − |z|)(rn − ζ)
→ 0 as n → ∞

uniformly on C × C. It follows from (4.36) that for all z and ζ in C \ {an},

f(z) − f(ζ) +
X

ak∈B(0,rn)

bk

“ 1

ak − z
− 1

ak − ζ

”
→ 0

as n → ∞ uniformly on bounded sets of C×C, i.e., the convergence of
P∞

n=1 bn

“
1

an−z
−

1
an−ζ

”
and the (4.35). ��

4.100 Example (The Euler formula for cot z). The function

f(z) = cot z − 1

z

has singular points at z = kπ, k ∈ Z. Since

cot z − 1

z
=

z cos z − sin z

z sin z
,
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f has a removable singularity at zero, and we may assume that f(0) = 0, has simple
poles at the points zk = kπ, k = ±1,±2, . . . and, by Proposition 4.98, is bounded
independently on n on ∂Qn, Qn := {x + iy | |x|, |y| ≤ n + 1/2}; finally,

Res (f(z), kπ) =
kπ cos(kπ) − sin(kπ)

sin(kπ) + kπ cos(kπ)
= 1.

Therefore, by Mittag-Leffler’s theorem we have at any point z �= kπ, k ∈ Z, k �= 0,

cot z − 1

z
= f(z) − f(0) = −

X
n=−∞,∞

n �=0

“ 1

nπ − z
− 1

nπ

”

=
X

n=−∞,∞
n �=0

“ 1

z − nπ
+

1

nπ

”
.

Rearranging the sum by first summing the terms with indices ±1, ±2,. . . , we find

cot z − 1

z
=

∞X
n=1

“ 1

z − nπ
+

1

z + nπ

”
= 2z

∞X
n=1

1

z2 − n2π2
, (4.37)

i.e., the celebrated Euler’s formula for cotangent : the series
P∞

n=1
1

z2−n2π2 converges

for every z �= kπ, k ∈ Z, k �= 0, uniformly on bounded sets and

z cot z − 1 = 2
∞X

n=1

z2

z2 − n2π2
∀z �= kπ, k ∈ Z, k �= 0. (4.38)

Integrating (4.37), we get for every z �= kπ, k ∈ Z, k �= 0,

log
“ sin z

z

”
=

∞X
k=1

log
“
1 − z2

k2π2

”
uniformly on bounded sets of C. Here log denotes a leaf of the complex logarithm
containing 1 and sin(z)/z with log 1 = 0. Finally, by taking the exponential, we get the
Euler formula for sin z

sin z = z
∞Y

n=1

“
1 − z2

n2π2

”
∀z �= kπ, k ∈ Z,

uniformly on bounded sets of C.

d. Z-transform
Let a = {an} be a sequence that grows at most exponentially, i.e., there
are C and R such that |an| ≤ CRn, so that

r := lim sup
n→∞

n
√
|an| ≤ R < +∞.

To the sequence {an} one can associate the power series
∑∞

n=0 anwn,
which, as we know, converges in the disk {z | |z| < 1/r} to a holomor-
phic function S(w),

S(w) =
∞∑

n=0

anwn ∀w, |w| < 1/r.
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The function S(w), or its unique holomorphic maximal extension, which we
denote again by S, is sometimes called in the applications the generating
function of the sequence {an}. Trivially, it is also well possible to consider
the negative power series

∑∞
n=0 an

1
zn , which in turn converges in {z | |z| >

r} to a function A(z)

A(z) =
∞∑

n=0

an
1
zn

, ∀z, |z| > r (4.39)

which is holomorphic in |z| > r since trivially

A(z) = S
(1

z

)
∀z, |z| > r.

The function A(z), or its unique holomorphic maximal extension, which
we denote again by A, is called the Z-transform of the sequence {an}. The
number r is called the radius of convergence of the Z-transform.

The generating function and the Z-transform are trivially equivalent
tools that are useful in many circumstances as for instance in combina-
torics, probability theory, or when studying sampling or digital filters. We
state here a few facts as they follow easily from the theory of power series
and holomorphic functions by changing variable w → z = 1

w .

4.101 Proposition. Let A(z) be the Z-transform of {an} and let ra :=
lim supn→∞

n
√|an|. Then the series

∑∞
n=0 an

1
zn

(i) converges absolutely if |z| > ra,
(ii) does not converge if |z| < ra,
(iii) converges to A(z) uniformly on any closed set strictly contained in

{z | |z| > ra}.
We have

A′(z) = −
∞∑

n=0

an
n

zn+1
, ∀z, |z| > ra.

4.102 Proposition. Let {an} and {bn} be two sequences and let A(z) and
B(z) be their Z-transforms with radii of convergence respectively ra and
rb.

(i) (Linearity) Let λ, μ ∈ C. The Z-transform C(z) of {λan + μbn} is
defined at least on {z | |z| > max(ra, rb)|} and

C(z) = λA(z) + μB(z).

(ii) (Convolution product) Let {(a ∗ b)n}, (a ∗ b)n :=
∑n

k=0 akbn−k,
be the convolution product of the sequences {an} and {bn}. The
Z-transform C(z) of {(a ∗ b)n} is defined at least on {z | |z| >
max(ra, rb)} and

C(z) = A(z)B(z).
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(iii) (Product) The Z-transform C(z) of the sequence {anbn} is defined
at least on {z | |z| > rarb|} and

C(z) =
1

2πi

∫
∂+B(0,ρ)

A(w)B
( z

w

)
dw

where ra < ρ < |z|/rb.

4.103 Example. Let us collect a few examples.

(i) Let δk be the sequence with 1 at place k and zero otherwise, often called the
Kronecker sequence. Its Z-transform is A(z) := 1

zk with r = 0.

(ii) (Constant samples) The Z-transform of {an} with an := 1 ∀n is

A(z) =
∞X

n=0

1

zn
=

1

1 − 1
z

=
z

z − 1
, |z| > 1.

(iii) (Linear samples) The Z-transform of {an}, an := n ∀n is

A(z) =
∞X

n=0

z

zn
= z

∞X
n=0

nz−n−1 = −z
∞X

n=0

D(z−n)

= −zD
z

z − 1
= − z

(z − 1)2
, |z| > 1.

(iv) (Exponential samples) The Z-transform of {qn} is

A(z) =
∞X

n=0

qn 1

zn
=

z/q

z/q − 1
=

z

z − q
, |z| > q.

For instance A(z) = z
z−eiω if an = einω .

4.104 Example. The following examples illustrate how the action on a sequence op-
erates on the corresponding Z-transform.

(i) (Forward shift) Let an := {0, . . . , 0| {z }
k times

, a1, a2, . . . } be the forward shift of k places

of the sequence {an}. We have ra = rb and

B(z) =
∞X

n=k

an
1

zn+k
=

1

zk
A(z), |z| > ra.

(ii) (Backward shift) If bn := an+k defines the backward shifting of k places, then
again rb = ra and

B(z) =
∞X

n=0

an+k
1

zn
= zk

“
A(z) − a0 − a1

z
− · · · − ak−1

zk−1

”
, |z| > rb.

(iii) (Linear sampling) If bn = nan ∀n, then rb = ra and

B(z) =
∞X

n=0

nbn
1

zn
= −zA′(z), |z| > rb.

(iv) (Exponential sampling) If bn = qnan, then rb = |q|ra and

B(z) = A
“z

q

”
, |z| > rb.
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(v) (Periodic sampling) If {bn} is periodic of period p, i.e., bn+p = bn ∀n, and

an :=

8<:bn if 0 ≤ n < p,

0 if n ≥ p,

then

B(z) =
∞X

n=0

bn
1

zn
=

∞X
k=0

“ (k+1)p−1X
n=kp

bn
1

zn

”
=

∞X
k=0

p−1X
n=0

bn
1

zn+kp

=
∞X

k=0

1

zkp

“ p−1X
n=0

bn
1

zn

”
=

∞X
k=0

1

zkp

“ ∞X
n=0

an
1

zn

”
=

zp

zp − 1
A(z), |z| > 1.

Let A(z) be a holomorphic function on {z | |z| > r} with a removable
singularity at infinity, i.e.,

lim
w→0

wA(1/w) = lim
z→∞

A(z)
z

= 0,

then A(1/w) is the sum of a power series A(1/w) =
∑∞

n=0 anwn in the
ball B(0, 1/r), and

A(z) =
∞∑

n=0

an
1
zn

, |z| > r.

According to Theorem 4.74 and (4.29)

an =
1

2πi

∫
∂+B(0,t)

S(s)
sn+1

ds = Res
(S(z)

zn+1
, 0
)

= −Res (A(z)zn−1,∞)

where 0 < t < 1/r. Thus we can state the following.

4.105 Proposition. If A(z) =
∑∞

n=0 an
1

zn , |z| > r, then

an = −Res (A(z)zn−1,∞) ∀n.

Finally, we notice that if A is holomorphic in C but a finite number
of points {p1, . . . , pk}, as in the case of the quotient of two polynomials,
Corollary 4.79 yields

an = −Res (zn−1A(z),∞) =
k∑

j=1

Res (A(z)zn−1, pj).

Notice that for every j, pj is a singularity of A(z)zn−1 of order independent
of n, so the computation of all residues Res (A(z)zn−1, pj) ∀n at pj can be
done in one single step.

The Z-transform is particularly useful when dealing with difference
linear equations.
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4.106 Example (Fibonacci numbers). The sequence {fn} of Fibonacci numbers is
defined by 8<:fn+2 = fn+1 + fn, n ≥ 0,

f0 = 0, f1 = 1,

and one computes, see [GM2],

fn :=
1√
5

„“ 1 +
√

5

2

”n −
“1 −√

5

2

”n
«

, n ≥ 0. (4.40)

We may get the same result by means of the Z-transform. We notice that the Z-
transform of {fn},

F (z) :=
∞X

n=0

fn
1

zn
,

converges at least at each z with |z| > 2. Multiplying by 1/zn each equation and
summing on n, we find

z2(F (z) − f0 − f11/z) = z(F (z) − f0) − F (z) = 0,

i.e.,

F (z) =
z

z2 − z − 1
∀z, |z| > 2.

Therefore,

fn =
1

2πi

Z
∂+B(0,r)

zn

z2 − z − 1
dz

where r > 2, or

fn = −Res (gn(z),∞), gn(z) :=
zn

z2 − z − 1
.

Now the computation of fn is only apparently iterative. The functions gn(z) are holo-
morphic on C \ {a, b} where

a =
1 +

√
5

2
, b =

1 −√
5

2

are the simple roots of the equation z2 − z − 1 = 0. From Corollary 4.79

−Res (gn(z),∞) = Res (gn(z), a) + Res (gn(z), b)

i.e.,

fn = Res (gn(z), a) + Res (gn(z), b) = an 1

2a − 1
+ bn 1

2b − 1

=
1√
5

an − 1√
5

bn.

hence (4.40).

In general, consider the linear difference equation

anxn+k + ak−1xn+k−1 + · · · + a0xn = fn+1, n ≥ 0. (4.41)

Suppose that the Z-transform X(z) and F (z) of the sequences xn and fn

(where f0 = 0) have radius of convergence rx and rf . Then by the linearity
and the formula for backward shifting we find
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∞∑
n=0

fn+1
1
zn

= zF (z),

∞∑
n=0

(
akxn+k + ak−1xn+k−1 + · · · + a0xn

) 1
zn

=
∞∑

n=0

k∑
j=0

ajxn+j
1
zn

=
k∑

j=0

∞∑
n=0

ajxn+j
1
zn

=
k∑

j=0

ajz
j
(
X(z) −

j−1∑
i=0

xi

zi

)
hence the equality

P (z)X(z)−
k∑

j=0

ajz
j
( j−1∑

i=0

xi

zi

)
= z F (z),

where P (z) :=
∑k

j=0 ajz
j is the characteristic equation of (4.41), which

allows us to compute the Z-transform of the sequence {xn} in terms of
P (z), F (z) and of the first k terms of the sequence.

4.107 Proposition. Let P (z) be the characteristic polynomial of (4.41)
and F (z) the Z-transform of {fn}, f0 = 0. If 1/P (z) and F (z) are
holomorphic respectively in {|z| > rP } and {z | |z| > rf}, then the Z-
transform X(z) of a sequence {xn} satisfying (4.41) exists at least on
{z | |z| > max(rF , rP )} and

X(z) =
1

P (z)

(
z F (z) +

k∑
j=0

ajz
j
( j−1∑

i=0

xi

zi

))
.

e. Z-transform of a sequence of vectors
The method of Z-transform is not limited to scalar equations. We may
extend it to sequences in a normed space, in particular to sequences in Cn.

Consider the series
∞∑

k=0

fkzk :=
∞∑

k=0

zkfk, fk ∈ CN . (4.42)

It is easily seen that the series (4.42) converges absolutely for every z with
|z| < ρ where

1
ρ

:= lim sup
n→∞

n
√
|fn|.

Consequently the series (4.42) converges absolutely to a function F (z) with
values in CN
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F (z) :=
∞∑

k=0

fkzk ∈ CN , |z| < ρ

or, in coordinates, if fk := (f1
k , f2

k , . . . , fN
k ) and F (z) := (F 1(z), F 2(z),

. . . , FN (z)),

F i(z) =
∞∑

k=0

f i
kzk, |z| < ρ

for all i = 1, . . . , N .
Consequently, we may apply the theory of residues to conclude for

instance that

f i
n = Res

(F i(z)
zn+1

, 0
)

∀i = 1, . . . , N, ∀n ≥ 0,

or in vectorial notation

fn = Res
(F (z)

zn+1
, 0
)

∀n ≥ 0.

Similarly, we may define the Z-transform of a sequence {fn}, fn ∈ CN ,
with |fn| ≤ CRn for some C and R > 0, as the series

∞∑
n=0

fn
1
zn

.

It converges absolutely at every z with |z| > r where

r := lim sup
n→∞

n
√
|fn|,

to a function S(z),

S(z) =
∞∑

n=0

fn
1
zn

, |z| > r

with values on CN . Each component of S(z) is holomorphic, and by the
residue formula we have

fn = −Res (zn−1S(z),∞) ∀n ≥ 0.

Moreover, if S(z) is holomorphic on Cn except for a finite number of sin-
gularities at p1, p2, . . . , pk, then

fn = −Res (zn−1S(z),∞) =
k∑

j=1

Res (zn−1S(z), pj).
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4.108 Remark. A special interesting case is the case of series with matrix
coefficients Fk ∈ MM×N (C),

∞∑
n=0

Fnzn. (4.43)

The power series (4.43) converges absolutely for all z with |z| < ρ,

1
ρ

:= lim sup
n→∞

n
√
|Fn|

where |F| is the norm of the associated operator F , x → Fx, i.e.,

|F| := sup
x∈CN

x �=0

|Fx|
|x|

to a function F : B(0, ρ) ⊂ C → MM,N(C),

F(z) :=
∞∑

n=0

Fnzn ∈ MM,N(C), |z| < ρ,

or, term by term,

Fi
j(z) =

∞∑
n=0

(Fn)i
jz

n, |z| < ρ.

f. Systems of recurrences and Z-transform
Let A ∈ Mk×k and {Fn} ⊂ Ck with F0 = 0. Consider the system of
recurrences {

Xn+1 = AXn + Fn+1 ∀n ≥ 0,

X0 given.
(4.44)

Here we want to find its solution, given by

Xn = AnX0 +
n∑

j=1

An−jFj ∀n ≥ 1, (4.45)

by means of the Z-transform.
Let X(z) =

∑∞
n=0 Xn

1
zn and F (z) =

∑∞
n=0 Fn

1
zn be the Z-transforms

of {Xn} and {Fn} (F0 := 0) with radius of convergence rX and rF , re-
spectively. Multiplying the equations in (4.44) by 1

zn we find

z(X(z) − X0) = AX(z) + zF (z), |z| >> 1

i.e., (
z Id − A

)
X(z) = z(F (z) + X0).
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If z is not an eigenvalue of A, in particular if |z| is sufficiently large, then
z Id − A is invertible, hence

X(z) = z
(
z Id − A

)−1

(F (z) + X0), |z| >> 1 (4.46)

or, by Cramer’s formula,

X(z) =
1

det(z Id − A)
zcof(z Id − A)(F (z) + X0)

from which
Xn = −Res (zn−1X(z),∞) ∀n ≥ 0.

Cramer’s formula shows us that the singularities of X(z) are the eigen-
values of A and the possible singularities of F (z). In particular, if F (z) is
holomorphic on the whole of C, we get

Xn = −Res (zn−1X(z),∞) =
∑

λ eigenvalue of A

Res (zn−1X(z), λ). (4.47)

4.109 Example (Fibonacci numbers, II). Fibonacci’s recurrence can be written as8>><>>:
Fn+1 = AFn ∀n ≥ 0,

F0 =

0@0

1

1A A :=

 
0 1

1 1

!
.

If F (z) :=
P∞

n=0 Fn
1

zn , multiplying by 1
zn each equation we find

z(F (z) − F0) = AF (z),

i.e.,
F (z) = z(z Id − A)−1F0

if z is not an eigenvalue for A. Now

z Id − A =

 
z −1

−1 z − 1

!

and by Cramer’s rule

(z Id − A)−1 =
z

z2 − z − 1

 
z − 1 1

1 z

!
.

Thus

X(z) =
z

z2 − z − 1

 
1

z

!
and again, see Example 4.106,

fn = X1
n = −Res

“ zn

z2 − z − 1
,∞
”
.
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4.7 Further Consequences of Cauchy’s

Formula

a. The argument principle
4.110 Theorem (The argument principle). Let A ⊂⊂ Ω be a regular
domain of C, b1, b2, . . . , bk ∈ A and let f ∈ H(Ω \ {b1, b2, . . . , bk}) be
continuous and nonzero on ∂A. Assume that b1, b2, . . . , bk are poles of
order respectively q1, q2, . . . , qk, and let a1, a2, . . . , ah be the zeros of f in
A with multiplicity respectively p1, p2, . . . , ph. Then

1
2πi

∫
∂+A

f ′(ζ)
f(ζ)

dζ =
h∑

j=1

pj −
k∑

j=1

qj

= # zeros - # poles of f according to multiplicity.

Proof. The residue theorem yields

1

2πi

Z
∂+A

f ′(ζ)

f(ζ)
dζ =

hX
j=1

Res
“f ′

f
, aj

”
+

kX
j=1

Res
“f ′

f
, bj

”
.

In a neighborhood of aj we have

f(z) = ϕ(z)(z − aj)
pj , ϕ holomorphic, ϕ(aj) �= 0,

hence

f ′(z)

f(z)
=

ϕ′(z)(z − aj)
pj + ϕ(z) pj(z − aj)

pj−1

ϕ(z)(z − aj)
pj

=
ϕ′(z)

ϕ(z)
+

pj

z − aj
,

therefore Res
“

f ′
f

, aj

”
= pj .

Similarly, in a neighborhood of bj we have f(z) = ψ(z)(z−bj )−qj for a holomorphic
function ψ with ψ(bj) �= 0. It follows

f ′(z)

f(z)
=

ψ′(z)

ψ(z)
− qj

z − bj
,

i.e., Res
“

f ′
f

, bj

”
= −qj . ��

4.111 Theorem. As in Theorem 4.110, suppose moreover that g is a
holomorphic function in Ω. Then we have

1
2πi

∫
∂+A

g(z)
f ′(ζ)
f(ζ)

dζ =
h∑

j=1

pjg(aj) −
k∑

j=1

qjg(bj).

4.112 ¶. Prove Theorem 4.111.

4.113 ¶. Under the assumptions of Theorem 4.110, compute

1

2πi

Z
∂+A

zf ′(z)

f(z)
dz,

1

2πi

Z
∂+A

z2f ′(z)

f(z)
dz.
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4.114 ¶. By means of Theorem 4.111 prove the following.

Theorem (Jensen). Let f be a holomorphic function with singularities in an open
set Ω with finitely many poles b1, b2, . . . , bh of order respectively q1, q2, . . . , qh con-
tained in a ball B(0, R). Suppose moreover that f is continuous on ∂B(0, R) and let
a1, a2, . . . , ak be the zeros of f of multiplicity respectively p1, p2, . . . , pk on the ball
B(0, R). Suppose that f(0) exists and f(0) �= 0. Then

1

2π

Z 2π

0
log |f(reiθ)| dθ = log |f(0)| +

kX
i=1

pi log(R/|ai|) −
hX

i=1

qi log(R/|bi|).

b. Rouché’s theorem
4.115 Theorem (Rouché). Let Ω ⊂ C be an open set, let f, g ∈ H(Ω),
and let A ⊂⊂ Ω be a regular domain of C. If

|f(ζ) − g(ζ)| < |g(ζ)| ∀ζ ∈ ∂A,

then f and g have the same number of zeros in A counted according to
their multiplicities.

Proof. For t ∈ [0, 1] the function ht(z) := g(z) + t(f(z) − g(z)) belongs to H(Ω). From
the assumption, we have

|ht(ζ)| = |g(ζ) + t(f(ζ) − g(ζ))| ≤ |γ(ζ)| − t|f(ζ) − g(ζ)| > 0

for all ζ ∈ ∂A. The argument principle yieldsZ
∂+A

h′
t(ζ)

ht(ζ)
dζ = # zeros of ht in A.

Since the quantity on the left is continuous in t, the number of zeros of ht in A (counted
according to their multiplicities) varies with continuity when t varies in [0, 1]. Since the
number of zeros is an integer quantity, it is constant. Thus, we find

# zeros of g = # zeros of h0 = # zeros of h1 = # zeros of f in A.

��

4.116 ¶. Let f ∈ H(Ω) be nonconstant and let z0 ∈ Ω be a root of multiplicty k
of f(z) = a. Show that, for every sufficiently small neighborhood U of z0, there is a
neighborhood V of a such that for all b ∈ V the equation f(z) = b has exactly k distinct
solutions in U . [Hint: Notice that there exists ρ > 0 such that |f(z) − a| ≥ δ > 0 on
∂B(z0, ρ) and that

2πik =

Z
∂+B(z0,ρ)

f ′(z)

f(z) − a
dz =

Z
γ

1

ζ − a
dζ = I(γ, a)

where γ is the image of ∂+B(z0, ρ) by f and I(γ, a) is the winding number of γ with
respect to a. If b is close to a, we also have |f(z) − b| ≥ δ/2 > 0 ∀z ∈ ∂B(z0, ρ) and
I(γ, b) = I(γ, a), see Proposition 4.40. It follows that f(z) = b has k roots in B(z0, ρ)
when counted according to their multiplicities. They are simple since f ′(z) �= 0 in a
sufficiently small neighborhood of z0.]
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c. Maximum principle
Let Ω be a bounded domain in C and f ∈ H(Ω). If B(z0, r) ⊂ C, Cauchy’s
formula

f(z0) =
1

2πi

∫
∂+B(z0,r)

f(ζ)
ζ − z0

dζ

rewrites as

f(z0) =
1
2π

∫ 2π

0

f(z0 + reiθ) dθ, (4.48)

i.e., f(z0) is the average of f on ∂B(z0, r) ∀r. This implies, or, better,
is equivalent to saying that f(z0) is the average of f on B(z0, r), as one
can easily prove. This is referred to as the mean property of holomorphic
functions. As a consequence we have the following.

4.117 Theorem (Maximum principle). Let f ∈ H(Ω), Ω being a do-
main of C. If |f | has an interior local maximum point, then f is constant.
Moreover, if f ∈ H(Ω) ∩ C0(Ω), then

|f(z)| ≤ sup
∂Ω

|f(z)| ∀z ∈ Ω

and, if f is not constant,

|f(z)| < sup
∂Ω

|f(z)| z ∈ Ω.

Proof. Let us prove the first part of the claim, from which the second part follows at
once.

If f(z0) = 0 the claim is trivial. Otherwise, multiplying by 1/f(z0), we can and do
assume that f(z0) = 1. In this case, we trivially have

�(1 − f(z)) ≥ �(1 − |f(z)|) ≥ 0 for z ∈ B(z0, r0),

�(1 − f(z)) = 0 if and only if f(z) = 1.
(4.49)

We deduce from the mean property thatZ 2π

0
�(1 − f(z0 + reiθ)) dθ = 0;

while, from the first of (4.49), that f(z) = 1 on ∂B(z0, r). Since r is arbitrary, f = 1 in
a ball B(z0, r0) ⊂ Ω, hence in Ω, since Ω is connected. ��

4.118 Corollary. Let Ω be a domain of C, B(z0, r) ⊂⊂ Ω, and let f ∈
H(Ω). If

|f(z0)| < min
{
|f(ζ)|

∣∣∣ ζ ∈ ∂B(z0, r)
}

,

then f has a zero in B(z0, r).

Proof. Suppose f �= 0 in B(z0, r), then g(z) := 1/f(z) is holomorphic in some open set
Ω′ with B(x0, r) ⊂⊂ Ω′. From the maximum principle

|g(z0)| ≤ sup
ζ∈∂B(z0,r)

|g(ζ)|

i.e.,

min
n
|f(ζ)|

˛̨̨
ζ ∈ ∂B(z0, r)

o
≤ |f(z0)|,

a contradiction. ��
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d. On the convergence of holomorphic functions
From Cauchy’s formula and the maximum principle, we infer at once the
following theorems.

4.119 Theorem (Weierstrass). Let {fk} ⊂ H(Ω). If {fk} converges
uniformly to f in Ω, then f ∈ H(Ω).

4.120 Theorem (Morera). Let {fk} ⊂ H(Ω). If {fk} converges uni-
formly to f on compact subsets of Ω, then f ∈ H(Ω) and for all integers
j, Djfk → Djf uniformly on compact sets of Ω.

Cauchy’s estimates, which give uniform equiboundedness on compact
sets of each sequence of derivatives of a uniformly equibounded sequence
of holomorphic functions, together with the Ascoli–Arzelà theorem yields
at once the following.

4.121 Theorem (Montel). Let {fk} be a sequence of holomorphic func-
tions in Ω that are uniformly equibounded on the compact sets of Ω. There
exists a subsequence of {fk} that converges uniformly on the compact sets
of Ω to a function f ∈ H(Ω).

4.122 Theorem (Vitali). Let {fk} ⊂ H(Ω) be an equibounded sequence
on the compact sets of Ω and let {zn} be a sequence converging to z0 ∈ Ω.
If {fk} converges pointwise in {zn} ∪ {z0}, then {fk} converges uniformly
on compact sets of Ω to f ∈ H(Ω).

Another classical theorem concerning the convergence of holomorphic
functions is the following.

4.123 Theorem (Hurwitz). Let {fk} ⊂ H(Ω) be a sequence that con-
verges uniformly on compact subsets of Ω to f ∈ H(Ω).

(i) If B(z0, r) ⊂⊂ Ω and f(z) �= 0 on ∂B(z0, r), then there exists n such
that fn and f have the same number of zeros in B(z0, r),

(ii) If every fn is injective and f is nonconstant, then f is injective.

Proof. Let δ := inf{|f(z)| | |z − z0| = r} > 0. Since fk → f uniformly on the compact
sets of Ω, there exists n such that for all n ≥ n

|f(ζ)| ≥ δ >
δ

2
≥ |fn(ζ) − f(ζ)| ∀ζ ∈ ∂B(z0, r).

(i) then follows from Rouché’s theorem. Let us prove (ii). Suppose that f is nonconstant
and noninjective. Then there exist two distinct points z and w such that f(z) = f(w).
Set F (ζ) := f(ζ) − f(w) and Fn(ζ) := fn(ζ) − fn(w). Since F (z) = 0 and F is non-
constant, we infer from Theorem 4.35 that z is an isolated zero of F , i.e., there exists
r < min(dist (z, ∂Ω), dist (z, w)) such that F (ζ) �= 0 for all ζ ∈ ∂B(z, r). Since Fn → F
uniformly on compact sets of Ω, from (i) we infer that Fn and F have the same number
of zeros on B(z0, r), a contradiction since Fn is injective and F (z) = 0. ��
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e. Schwarz’s lemma
4.124 Theorem (Schwarz’s lemma). Let f ∈ H(D) where D is the
unit disk D := {z | |z| < 1}. If

f(0) = 0 and |f(z)| < 1 for all z, |z| < 1,

then

(i) |f ′(0)| ≤ 1 and |f(z)| ≤ |z| ∀z ∈ D,
(ii) if |f ′(0)| = 1 or |f(z0)| = |z0| at z0 �= 0, then f(z) = αz ∀z ∈ D for

some α ∈ C with |α| = 1.

Proof. (i) The function

g(z) :=

8<:f(z)/z if z �= 0,

f ′(0) if z = 0,

is holomorphic in D. Since |f(z)| ≤ 1 ∀z ∈ D, we have |g(z)| ≤ r−1 on ∂B(0, r) ∀r,
0 < r < 1, and the maximum principle yields |g(z)| ≤ r−1 for all z ∈ B(0, r). When
r → 1, it follows that |g(z)| ≤ 1 for all z ∈ D, i.e., |f(z)| ≤ |z| and |f ′(0)| = |g(0)| ≤ 1.

(ii) If |f(z0)| = |z0| for some z0 ∈ D, z0 �= 0, or, if |f ′(0)| = 1, the function |g| attains
its maximum at an interior point of D. Thus, by the maximum principle, g is constant,
g(z) = α with |α| = 1, consequently f(z) = α z. ��

f. Open mapping and the inverse theorem
The maximum principle yields a self-contained proof of the local invert-
ibility theorem for holomorphic functions. We have the following.

4.125 Theorem. Every nonconstant holomorphic function f ∈ H(Ω) is
an open map.

Proof. Let z0 ∈ Ω and w0 = f(z0). We need to prove that for every r > 0 there exists
δ > 0 such that B(w0, δ) ⊂ f(B(z0, r)). Since f is not constant, z → f(z) − w0 has an
isolated zero in Ω. Therefore, for r small enough, we have f(z) �= 0 in ∂B(z0, r). Set

0 < 2δ := min
ζ∈∂B(z0,r)

|f(z) − w0|.

For all w ∈ B(w0, δ) and all ζ ∈ ∂B(z0, r) we have

|f(ζ) − w| ≥ |f(ζ) − w0| − |w0 − w| ≥ δ

while |f(z0) − w| < δ. Consequently, for the holomorphic function Fw(z) := f(z) − w
we have

|Fw(z0)| < min
ζ∈∂B(z0,r)

|Fw(ζ)|.

This implies that Fw has a zero in B(z0, r), i.e., for every w ∈ B(w0, ε) there exists
z ∈ B(z0, r) such that f(z) = w. In other words, B(w0, δ) ⊂ f(B(z0, r)). ��

4.126 Theorem. Let f ∈ H(Ω) be one-to-one. Then f ′ never vanishes,
f(Ω) is open, and f−1 : f(Ω) → Ω is holomorphic with

(f−1)′(w)f ′(f−1(w))) = 1 ∀w ∈ f(Ω).
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Proof. Since f is open by Theorem 4.125, f(Ω) is open and f is a homeomorphism
from Ω into f(Ω). Suppose now that f ′(z0) �= 0 at some z0 ∈ Ω and let g = f−1 and
w0 = f(z0). We have

g(w) − g(w0)

w − w0
=

g(w) − g(w0)

f(g(w)) − f(g(w0))
→ 1

f ′(g(w0))

since w → g(w) is continuous. This proves that g = f−1 is holomorphic on the open
set S := {z ∈ Ω | f ′(z) �= 0} and

(f−1)′f(z)f ′(z) = 1 ∀z ∈ S. (4.50)

Let us show finally that f ′ �= 0 in Ω. Since f is nonconstant, the zeros of f ′ form a
closed and discrete subset of Ω. Therefore, f(S) is closed and discrete, too. Moreover,
as we have seen, f−1 is holomorphic on f(Ω \ S) = f(Ω) \ f(S), thus f−1 : f(Ω) → Ω
is a holomorphic function with eventually a closed, discrete set of point singularities,
which are, in fact, removable since f−1 is continuous on f(Ω). Finally, passing to the
limit, we extend (4.50) to all points z0 ∈ f(Ω). ��

4.8 Biholomorphisms

Let Ω be an open set of C. A function f : Ω → f(Ω) ⊂ C is called a
biholomorphism between Ω and f(Ω) if f is holomorphic, invertible with
holomorphic inverse. Of course, a biholomorphism is also a homeomor-
phism and, as we stated in Theorem 4.126, f is a biholomorphism between
Ω and f(Ω) iff f is holomorphic and injective. A biholomorphism with
Ω = f(Ω) is called an automorphism of Ω. We now discuss automorphisms
of the unit disk D = B(0, 1).

4.127 Definition. Let a ∈ C, |a| < 1. The map

ϕa(z) :=
z − a

1 − az
, z �= 1

a

is called a Möbius transformation.

It is easy to show that

(i) ϕa is holomorphic in {z �= 1/a}, in particular, ϕa ∈ H(D),
(ii) ϕa maps D one-to-one into D, and ϕ−1

a = ϕ−a since ϕa(ϕ−a(z)) =
z = ϕ−a(ϕa(z)),

(iii) |ϕa(eiθ)| = |eiθ−a|
|e−iθ−a| = 1, i.e., ϕa : ∂D → ∂D is injective and surjec-

tive.
(iv) ϕ′(0) = 1 − |a|2, ϕ′

a(a) = (1 − |a|2)−1.

Essentially, Möbius transformations are all and the sole automorphisms
of D.
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4.128 Theorem. If f : D → D is an automorphism of D, then f = α ϕa

for some a ∈ D and α ∈ C with |α| = 1, i.e., every automorphism of D is
the composition of a Möbius transformation with a rotation. In particular,
f extends to a biholomorphism in a neighborhood Ω of D, which is in
particular a homeomorphism from D into D.

Proof. Suppose that f(0) = 0. Schwarz’s lemma applied to f and f−1 yields

|f(z)| ≤ |z| = |f−1(f(z))| ≤ |f(z)| ∀z ∈ D,

hence |f(z)| = |z|. Now, again by Schwarz’s lemma f(z) = cz. For the general case it
suffices to consider F := f ◦ ϕ−a, a = f−1(0). ��

The following also holds, but we shall not prove it.

4.129 Theorem. We have

(i) All and the sole automorphisms of C are the maps

z → az + b, a ∈ C \ {0}, b ∈ C,

(ii) All and the sole automorphisms of C \ {0} are the maps of the type
z → az or z → b/z with a, b ∈ C \ {0}.

a. Riemann mapping theorem
A natural question to ask is whether or when two given domains Ω and
Ω′ are biholomorphic. Of course, they need to be homeomorphic, but this
does not suffice. We have the following.

4.130 Proposition. C and the unit disk {|z| < 1} are not biholomorphic.

Proof. In fact, if f : C → D is holomorphic, f is constant by Liouville’s theorem. ��

We could also prove the following, but we shall not do it.

4.131 Proposition. The annuli {r1 < |z| < R1} and {r2 < |z| < R2}
are biholomorphic if and only if R1/r1 = R2/r2; in this case, a family of
biholomorphisms is given by z → eiθλ z, λ := r2/r1, ω ∈ R.

We shall only discuss the case of simply-connected domains Ω and Ω′.

4.132 Theorem (Riemann). Every simply connected domain Ω �= C is
biholomorphic to the unit disk. More precisely, for every z0 ∈ Ω there exists
a unique f ∈ H(Ω) with f(z0) = 0, f ′(z0) real with f ′(z0) > 0 such that f
is a biholomorphism between Ω and the unit disk {|z| < 1}.
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Proof. Uniqueness: The uniqueness is proved by contradiction: if f1 and f2 are two
biholomorphisms between Ω and the unit disk D, then f2 ◦ f−1

1 is an automorphism of

the unit disk, and by Schwarz’s lemma, f2 ◦ f−1
1 (z) = z ∀z ∈ D, i.e., f1 = f2.

Existence: The existence is proved by successive steps. Following Koebe2, one considers
the family

F :=
n

g ∈ H(Ω), g injective, |g(z)| ≤ 1, g(z0) = 0 and g′(z0) ∈ R, g′(z0) > 0
o

We then show that there exists f ∈ F that maximizes |f ′(z0)| and that such a function
has the requested properties.

Step 1 F �= ∅. Choose a /∈ Ω and, Ω being simply connected, consider in Ω a leaf
of

√
z − a, which we denote by h(z). The image h(Ω) is open hence covers a disk

B(h(z0), ρ) of sufficiently small radius. Moreover, h(Ω) is contained in one of the two
connected components of f−1(Ω), f(z) = z2 + a. Thus h(z0) and −h(z0) belong to
different connected components of f−1(Ω), hence for a sufficiently small ρ we also have
B(−h(z0), ρ)) ∩ Ω = ∅, i.e., |h(z) + h(z0)| ≥ ρ ∀z ∈ Ω, in particular 2|h(z0)| ≥ ρ. We
now claim that the function

g0(z) :=
ρ

4

|h′(z0)|
|h(z0)|2

h(z0)

h′(z0)

h(z) − h(z0)

h(z) + h(z0)

belongs to F . In fact, it is holomorphic, g0(z0) = 0, g′(z0) ∈ R and is positive, and
|g0(z)| < 1 ∀z ∈ Ω, since˛̨̨h(z) − h(z0)

h(z) + h(z0)

˛̨̨
= |h(z0)|

˛̨̨ 1

h(z0)
− 2

h(z) + h(z0)

˛̨̨
≤ 4

|h(z0)|
ρ

.

Step 2. Let {gn} ⊂ F be a sequence such that |g′n(z0)| → supg∈F |g′(z0)|. Since {gn}
is equibounded, it has a subsequence, which we still denote by {gn}, which converges
uniformly on compact sets of Ω to a holomorphic function f . Clearly, in Ω we have
f(z0) = 0 and f ′(z0) = γ, |γ| = supg∈F |g′(z0)| < +∞ and f is not constant. Moreover,

f is injective. In fact, for g ∈ F with g(z) − g(z1) �= 0 in Ω \ {z1}, Hurwitz’s theorem
grants that for the limit f we also have f(z) − f(z1) �= 0 in Ω \ {z1}. This proves that
f ∈ F , f maximizes |g′(z0)| among the functions in g ∈ F , and, by Theorem 4.126, f
is a biholomorphism between Ω onto f(Ω).

Step 3. We claim that the function f constructed in Step 2 maps onto the disk. Suppose
this is not the case and let w0 with |w0| < 1 be such that f(z) �= w0 ∀z ∈ Ω. Then we
can define a leaf in Ω of

F (z) :=

s
f(z) − w0

1 − w0f(z)

that is again injective with |F | ≤ 1. Now set

G(z) :=
|F ′(z0)|
F ′(z0)

F (z) − F (z0)

1 − F (z0)F (z)

that belongs to F since it vanishes at z0 and has positive derivative at z0. It turns out
that

G′(z0) =
1 + |w0|
2
p|w0|

γ > γ,

a contradiction. ��

2 See L. V. Ahlfors, Complex Analysis, McGraw-Hill, New York, 1966.
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We may ask what happens when z → z0 ∈ ∂Ω. It can be shown that
in this case f(zn) converges to the boundary of the disk and that, if f :
Ω → Ω′ is a biholomorphism and ∂Ω and ∂Ω′ are Jordan curves, then f
extends to a homeomorphism from Ω to Ω′. In general, the study of the
boundary values of holomorphic functions is quite complicated and we skip
this topic.

b. Harmonic functions and Riemann’s mapping theorem
Consider the problem of solving the Dirichlet problem in a simply connec-
ted domain Ω for the Laplace equation{

Δu = 0 in Ω,

u = g su ∂Ω.

If f : Ω → Ω′ is a biholomorphism that extends continuously to Ω and

U(z) := u(f(z)), z ∈ Ω,

it is easy to show that u is harmonic in Ω′ if and only if U is harmonic
in Ω and U(z) = g(f(z)) on ∂Ω′. Therefore Riemann’s mapping theorem
transforms in this case the problem of solving the Dirichlet problem in a
simply connected domain Ω into the problem of solving on the unit disk
D the corresponding Dirichlet problem{

Δv = 0 in D,

v = g(f) on ∂D

for which an explicit solution is available, see Poisson’s and Schwarz’s
formulas.

According to Riemann there is a strong connection between solving in
the simply connected domain Ω the Dirichlet problem{

Δu = 0 in Ω,

u = g su ∂Ω

for all g and constructing a biholomorphism of Ω onto the unit disk.
In fact, let f : Ω → D be a biholomorphism with only a zero at z0,

i.e., f(z0) = 0, and suppose that z0 is a simple zero, f ′(z0) �= 0. In a
neighborhood of z0 we then have

f(z) = c1(z − z0) + . . . , c1 := f ′(z0) �= 0.

Consequently
f(z)

z − z0
= c1 + c2(z − z0) + . . .

is holomorphic near z0, hence in Ω, and nonzero (since f vanishes only at
z0), therefore
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F (z) := − log
f(z)

z − z0

is holomorphic in Ω, and its real part

u(z) := − log
|f(z)|
|z − z0|

is harmonic. Therefore we conclude that, if a biholomorphism from Ω to
D has to exists, then |f(z)| = 1 on ∂D, and u has to solve{

Δu = 0 in Ω,

u(z) = log 1
|z−z0| on ∂Ω.

Conversely, if we are able to solve this problem, defining the conjugate
harmonic of u as a primitive v of the differential form

−uy dx + ux dy

according to Cauchy–Riemann equations, u + iv is holomorphic and actu-
ally f(z) := u(z) + iv(z) is the biholomorphism we were looking for.

c. Schwarz’s and Poisson’s formulas
Let f ∈ C0(B(0, R)) ∩ H(B(0, R)), f(z) = u(x, y) + iv(x, y), z = x + iy.
As we know functions u and v are harmonic. Moreover, the function v,
called the harmonic conjugate of u, is determined apart from an additive
constant by the values of u on B(0, R), and, actually, by the values of u
on ∂B(0, R).

4.133 Theorem. Let B := B(0, R) and let f ∈ H(B) ∩ C0(B), f(z) =
u(r, θ) + iv(r, θ), (r, θ) being the polar coordinates in B. Then

u(r, θ) =
1
2π

∫ 2π

0

u(R, ϕ)
( ζ

ζ − z
− z

ζ − z

)
dϕ,

i v(r, θ) = i v(0) +
1
2π

∫ 2π

0

u(R, ϕ)
( ζ

ζ − z
− z

ζ − z

)
dϕ.

Consequently we get Schwarz’s formula

f(z) = iv(0) +
1
2π

∫ 2π

0

u(R, ϕ)
ζ + z

ζ − z
dζ,

where ζ = Reiϕ, z = reiθ, or, equivalently, Poisson’s formula

u(r, θ) =
1
2π

∫ 2π

0

u(R, ϕ)
R2 − r2

R2 − 2Rr cos(θ − ϕ) + r2
dϕ,

v(r, θ) = v(0) +
1
2π

∫ 2π

0

u(R, ϕ)
2Rr sin(θ − ϕ)

R2 − 2Rr cos(θ − ϕ) + r2
dϕ.
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Proof. For ζ := Reiϕ and B := B(0, R), we have

f(z) =
1

2πi

Z
∂+B

f(ζ)

ζ − z
dζ =

1

2π

Z 2π

0
f(ζ)

ζ

ζ − z
dϕ (4.51)

if z ∈ B and
1

2πi

Z
∂+B

f(ζ)
ζ

ζ − z
d ϕ = 0 (4.52)

if z /∈ B. Now for

z :=
r2

z
=

ζζ

z

(4.52) gives

0 =
1

2π

Z 2π

0
f(ζ)

z

z − ζ
d ϕ

and subtracting from (4.51)

f(z) =
1

2π

Z 2π

0
f(ζ)

“ ζ

ζ − z
− z

z − ζ

”
d ϕ, (4.53)

while summing to (4.51)

f(z) =
1

2π

Z 2π

0
f(ζ)

“ ζ

ζ − z
+

z

z − ζ

”
d ϕ

= f(0) +
1

2π

Z 2π

0
f(ζ)

“ ζ

ζ − z
− z

ζ − z

”
d ϕ, (4.54)

from which Schwarz’s formula follows at once. ��

4.134 Remark. We notice that for every continuous function u ∈ C0(D)
Schwarz’s and Poisson’s formulas yield a holomorphic function f ∈ H(D)
with �(f) = u on ∂D.

4.135 ¶. Develop ζ+z
ζ−z

as a geometric series to find

u(r, θ) =
1

2
a0 +

∞X
i=1

“ r

R

”ν
(aν cos νθ + bν sin νθ),

v(r, θ) = v(0) +
∞X

i=1

“ r

R

”ν
(−bν cos νθ + aν sin νθ),

where

aν :=
1

π

Z 2π

0
u(R, ϕ) cos(nϕ) dϕ, bν :=

1

π

Z 2π

0
u(R, ϕ) sin(nϕ) dϕ.

d. Hilbert’s transform
4.136 Theorem. Let H := {z | �z > 0}, f ∈ H(H) ∩ C0(H) and let u
and v denote respectively the real and the imaginary part of f on the real
axis, f(x + i 0) =: u(x) + iv(x). If

(i) lim|z|→∞
f(z)

z
= 0,
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Dε,R
ΓR

x

Γε

ΓR

Γε

x

Figure 4.19. The domain Dε,R.

(ii) f ∈ C0,α locally in H, i.e.,

|f(z) − f(x + i0)| ≤ C |z − x|α for all x + i0, z ∈ H, |x − z| ≤ 1

for some constant C > 0,

then
f(x + i0) :=

1
iπ

∫ ∞

−∞
f(t)

1
t − x

dt,

or, equivalently, ⎧⎪⎪⎪⎨⎪⎪⎪⎩
u(x) = − 1

π

∫ +∞

−∞

v(t)
x − t

dx,

v(x) =
1
π

∫ +∞

−∞

u(t)
x − t

dx,

where the integrals have to be interpreted as Cauchy’s principal integrals3∫ +∞

−∞

u(t)
t − x

dx = lim
ε→0

∫
{|t−x|>ε}

u(t)
t − x

dx.

Proof. Set g(z) :=
f(z)
z−x

, z ∈ H \ {x} and let 0 < ε < R. Since g is holomorphic in H

and continuous in H \ {x}, we haveZ
∂+Dε,R

g(z) dz = 0,

where Dε,R is the domain in Figure 4.19. Therefore,Z
∂+ΓR

f(z)

z − x
dz −

Z
∂+Γε

f(z)

z − x
dz +

Z ε

−R

f(t)

t − x
dt +

Z R

ε

f(t)

t − x
dt = 0. (4.55)

From the growth of f at infinity, we inferZ
∂+ΓR

f(z)

z − x
dz → 0 as R → ∞,

and from the Hölder-continuity of f at x, we inferZ
∂+Γε

f(z)

z − x
dz = f(x)

Z
∂+Γε

1

z − x
dz +

Z
∂+Γε

f(z) − f(x)

z − x
dz = iπf(x) + O(εα))

as ε → 0, and the claim follows from (4.55) when R → ∞ and ε → 0. ��
3 In the sense, for instance,Z +∞

−∞

1

x3
dx = lim

ε→0+

„Z −ε

−∞

1

x3
dx +

Z +∞

ε

1

x3
dx

«
= 0.
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y

z0

x

f(z0)

fy

fx

π/2

Figure 4.20. A C-linear transformation.

4.9 Exercises
4.137 ¶. Let f : Ω ⊂ R2 → C be differentiable. Prove that

(fx|fy)R2 = −2�(fzfz), detDf = |fz|2 − |fz|2.

[Hint: Infer from (4.1)

(fx|fy)R2 + i det Df = fyfx. ]

4.138 ¶. Let f : Ω → C be C-differentiable. Prove that

|f ′(z0)|2 = det Df(z0).

4.139 ¶. Let f ∈ H(Ω) where Ω is a connected open set. Prove that f is constant if
f ′(z) = 0 ∀z ∈ C.

4.140 ¶. Let f ∈ H(Ω). Then f is constant in Ω iff one of the following conditions
holds:

(i) �f(z) is constant in Ω,
(ii) �f(z) is constant in Ω,
(iii) |f(z)| is constant in Ω.

4.141 ¶. Let � : C � R2 → C � R2 be a R-linear map with associated matrix A. Prove
that � is C-linear, �(z) = az, a ∈ C, if and only if

AJ = JA

where J is the matrix

 
0 1

−1 0

!
associated to the counterclockwise rotation of an angle

π/2.

4.142 ¶. A matrix A ∈ M2,2(R), A =

 
a c

b d

!
is called conform if

a2 + b2 = c2 + d2, ac + bd = 0.

Prove that, if A is conform, then there exist λ ∈ R and a rotation matrix R, RT R = Id,
detR = 1, such that A = λR. Moreover, prove in the case A �= 0 that A is conform iff
A preserves the cosinus of the angle between two generic vectors:

cos(Au, Av) =
(Au|Av)

|Au| |Av| =
(u|v)

|u| |v| = cos(u, v).
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4.143 ¶. Check that

4
∂2u

∂z∂z
= 4

∂2u

∂z∂z
= Δu.

4.144 ¶. Let f : ∂B(z0, R) → C be a continuous function. Prove thatZ
∂+B(z0,R)

f(z) dz = −
Z

∂+B(−z0,R)
f(−z) dz.

4.145 ¶. Let f : ∂B(0, R) → C be a continuous function. Prove thatZ
∂+B(0,R)

f(z) dz =

Z
∂+B(0,1/R)

f
“ 1

w

” 1

w2
dw.

4.146 ¶. Let Ω ⊂ C be open and let A be an elementary domain for Ω. Prove

1

2πi

Z
∂+A

f(ζ)

ζ − z
dζ =

8<:f(z) if z ∈ A,

0 if z /∈ A.

4.147 ¶. Prove the following.

cos(z1 + z2) = cos z1 cos z2 − sin z1 sin z2, cos2 z + sin2 z = 1,

sin(z1 + z2) = cos z1 sin z2 + cos z2 sin z1, cosh2 z − sinh2 z = 1,

cos(−z) = cos z, sin(−z) = − sin z, cos
“
z − π

2

”
= sin z,

ez = cosh z + sinh z, eiz = cos z + i sin z,

sin(x + iy) = sinx cosh y + i cos x sinh y, cos(x + iy) = cos x cosh y − i sin x sinh y.

4.148 ¶. Compute the derivatives of the trigonometric and hyperbolic functions and
try to find relationships among those functions.

4.149 ¶. Prove that the restriction of sin z to {z = x+ iy | |x| < π/2} is invertible with

inverse given by sin−1 z = 1
i

log(iz +
√

1 − z2).

4.150 ¶. Prove that the restriction of tanh z to {z = x + iy | |h| < π/2} is invertible

with inverse given by tanh−1 z = 1
2

log 1+z
1−z

.

4.151 ¶. Prove the following.Z 2π

0

cos kθ

5 + 3 cos θ
dθ =

1

2

(−1)kπ

3k
,

Z ∞

−∞

eiαx

a2 + x2
dx =

π

|a| e
−α |a|.

4.152 ¶. Compute the asymptotic development of
R∞

x
e−tt dt.

4.153 ¶. Compute the residues of

f(z) =
z2 − 2z

(z + 1)2(z2 + 4)
, and f(z) =

ez

sin z

both directly or by means of their Laurent development.
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4.154 ¶. Compute
1

2πi

Z
∂+B(0,3)

ezt

z2(z2 + 2z + 2)
dz.

4.155 ¶. Prove that

Z 2π

0

dt

1 − 2p cos t + p2
=

8<:
2π

1−p2 if |p| < 1,

2π
p2−1

if |p| > 1,
p ∈ C \ ∂B(0, 1),

Z 2π

0

dt

(p + cos t)2
=

2πp

(
p

p2 − 1)3
, p > 1.

4.156 ¶. Prove that Z +∞

−∞

x2

1 + x4
dx =

π√
2

,Z +∞

−∞
dx

(x4 + a4)2
=

3
√

2

8

π

a7
, a > 0,Z ∞

−∞

x2

(x2 + 1)2(x2 + 2x + 2)
dx,Z +∞

0

x2p

1 + x2q
dx =

1

q

π

sin
“

2p+1
2q

π
” ,

for all p, q ∈ N, 0 < p < q.

4.157 ¶. Prove that, if a > 0 and b > 0, thenZ +∞

−∞

eiax

x − ib
dx = 2πie−ab,

Z +∞

−∞

eiax

x + ib
dx = 0.

Summing and subtracting, find again Laplace’s formulasZ ∞

0

β cos αx

x2 + β2
dx =

Z ∞

0

x sinαx

x2 + β2
dx =

1

2
πe−αβ , α, β > 0.

4.158 ¶. Compute Z +∞

−∞
x sinx

x2 − σ2
dx.
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log z

log z

z + 1
z

−2 2

1+z
1−z

“
1+z
1−z

”2

1

1

iπ

iπ

1

Figure 4.21. A few holomorphic transformations.



4.9 Exercises 233

4.159 ¶. Prove that

∞X
n=1

1

n2
=

π2

6
,

∞X
n=1

1

n4
=

π4

90
,

∞X
n=−∞

1

n2 + a2
=

π

a
coth a, a > 0,

∞X
n=1

(−1)n−1

n2
=

π2

12
,

∞X
n=−∞

1

n4 + 4a4
=

π

4a3

“ sinh 2πa + sin 2πa

cosh 2πa − cos 2πa

”
, a > 0.

4.160 ¶. Prove thatZ ∞

0

log(1 + x2)

1 + x2
dx = π log 2,

Z ∞

0

(log x)2

1 + x2
dx =

π3

8
.

4.161 ¶. Prove the following identities.

1

sin z
=

1

z
+ 2z

∞X
k=1

(−1)k

z2 − k2π2
,

1

cos z
= π

∞X
k=1

(−1)k 2k + 1“
(2k + 1)π

2

”2 − z2

.

4.162 ¶. Prove that, if g is holomorphic around 0 and γε is the path given by the
upper half-circle oriented anticlockwise with center 0 and radius ε > 0, then

lim
ε→0

1

2πi

Z
γε

g(z)

z
dz =

g(z0)

2
=

1

2
Res

“g(z)

z
, 0
”
.

4.163 ¶. Show thatZ ∞

−∞

sin2(πx)

x2
dx = π2,Z ∞

−∞
sin2(πx)

(a + x2)(1 − x2)
dx =

π

8
(1 − e−2π) +

π2

4
,Z ∞

−∞
eαx

e2x − 1
dx =

π

2
cot

πα

2
.

4.164 ¶. Show that

π2

sin2(πz)
=

∞X
n=−∞

1

(z − n)2
.

4.165 ¶. Compute

F (a) :=
1

2πi

Z
∂B+(0,1)

1

ζ(ζ − 2))(ζ − a)
dζ

for a ∈ C, |a| �= 1.
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4.166 ¶. Show that the functions F (z) below are holomorphic in the respective do-
mains.

F (z) =

Z ∞

0

e−tz

1 + t2
dt, �(z) > 0, F (z) =

Z ∞

0

tz−1

t2 + 1
dt, 0 < �(z) < 2,

F (z) =

Z 1

0

cot tz

z + t
dt, �(z) /∈ [−1, 0], F (z) =

Z 1

0

t sin z

t2 + z2
dt, Re(z) > 0.

4.167 ¶. Show that 0 is a removable singularity for the function

sin z

z
,

z

tan z
, cot z − 1

z
,

1

ez − 1
− 1

sin z
.

4.168 ¶. Show that z = 0 is a pole for the functions

z

1 − cos z
,

z

(ez − 1)2
,

while z = ∞ for
sin z, ez , e−z2

and z = 0 for
z2 cos

π

z
, z(e1/z − 1)

are essential singularities.

4.169 ¶ Schwarz’s lemma. Let f : D → D, D = B(0, 1), be holomorphic. Prove
that ˛̨̨ f(z) − f(z0)

1 − f(z)f(z0)

˛̨̨
≤ |z − z0|

|1 − zz0|
, |f ′(z0)| ≤ 1 − |f(z0)|2

|1 − |z0|2
.

[Hint: Use a Möbius transformation both in the domain and the target disk.]

4.170 ¶. Let f be holomorphic in the strip �(z) < π/4, and such that |f(z)| < 1 and
f(0) = 0. Prove that |f(z)| ≤ | tan z|.

4.171 ¶ Schwarz’s reflection principle. Let Ω be an open set, Ω ⊂ {x+iy | y > 0},
let Ω∗ be symmetric to Ω with respect to the real axis. Suppose that the intersection
of Ω with the real axis is an interval I. Prove that, if f ∈ C0(Ω ∪ I) ∩H(Ω), then

F (z) :=

8<:f(z) if z ∈ Ω ∪ I,

f(z) if z ∈ Ω∗

is holomorphic on Ω ∪ I ∪ Ω∗.

4.172 ¶. Let D be the unit disk and f ∈ C0(D) ∩ H(D). Prove that f is constant if

|f(z)| = 1 for every z with |z| = 1. [Hint: Extend f with f(z) := f(1/z), z ∈ C \ D to
the entire C.]

4.173 ¶ A representation formula for the inverse. Let f ∈ H(B(0, R)) be holo-
morphic in |z| < r with f(0) = 0, f ′(0) �= 0 and f(z) �= 0 in 0 < |z| < r and let
ρ < r.

(i) Show that

g(w) :=
1

2πi

Z
∂+B(0,ρ)

zf ′(z)

f(z) − w
dz

defines a holomorphic function on {w | |w| < infz∈∂B(0,ρ) |f(z)|}.
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(ii) Prove that f(g(w)) = w if |w| < inf∂B(0,ρ) |f |.
[Hint: Notice that |f(z)| > |w| if |w| < inf∂B(0,ρ) |f |, consequently f(z) and f(z) − w

have the same number of zeros in B(0, ρ) by Rouché’s theorem. From Theorem 4.111,
infer that g is the inverse of f .]

4.174 ¶ Hadamard’s three circles theorem. Let f be holomorphic in an open set
0 < R1 < |z| < R2 that contains the annulus R1 ≤ |z| ≤ R2. Set

M(R) := max{|f(z)|
˛̨̨
|z| = R},

and prove that for R1 < R < R2,

M(R)
log

R2
R1 ≤ M(R1)log

R2
R M(R2)

log R
R1 ,

or in other words, prove that log M(R) is a convex function of log R. [Hint: Notice that
for all z, R1 < |z| < R2, we have

|z|α|f(z)| ≤ max
n
|z|α|f(z)|

˛̨̨
|z| = R1 or |z| = R2

o
and choose

α :=
log

M(R2)
M(R1)

log R1
R2

.]

4.175 ¶. Let f be holomorphic in H := {z | �(z) > 0} and continuous in {�(z) ≥ 0}.
Prove that f identically vanishes if it vanishes in {z = x + iy | y = 0, x ∈ [0, 1]}.

4.176 ¶. Let f(z) = u(x, y) + iv(x, y) be holomorphic in a neighborhood of [0, 1] ×
[0, 1] ⊂ R2. Suppose that u(x, y) = 0 in [0, 1]×{0} and [0, 1]×{1} and that v(x, y) = 0
in {0} × [0, 1] and {1} × [0, 1]. Show that f = 0 in Ω. [Hint: Consider f2(z).]





5. Surfaces and Level Sets

In the first two sections of this chapter we discuss the notion of surface and,
related to it, the inverse and the implicit function theorems. Applications
as well as some aspects of the local theory of surfaces will be discussed in
the last two sections.

5.1 Immersed and Embedded

Surfaces

An important step for the development of analysis and geometry is the
realization of the intuitive idea of a regular surface in Rn. A sphere and a
cylinder are regular surfaces in R3, the cone is not, at least near the vertex.
The idea of a surface develops around the concept of a diffeomorphism and
its analysis uses the inverse function theorem.

5.1.1 Diffeomorphisms

5.1 Definition. Let X ⊂ Rr and Y ⊂ Rn be two sets. A map ϕ : X → Y
is called a diffeomorphism if

(i) ϕ is injective and surjective between X and Y ,
(ii) ϕ has an extension ϕ : Ω → Rn of class C1 to an open set Ω ⊃ X,
(iii) ϕ−1 has an extension ψ : Δ → Rr of class C1 to an open set Δ ⊃ Y .

Of course, ϕ is a diffeomorphism from X to Y if and only if ϕ−1 is a
diffeomorphism from Y to X . Therefore, we say that X and Y are diffeo-
morphic if there exists a diffeomorphism between X and Y . Moreover, if
a map ϕ : X → Y can be chosen in such a way that both ϕ and ϕ−1 are
of class Ck, k ≥ 1, respectively, in suitable open sets Ω ⊃ X and Δ ⊃ Y ,
we say that X and Y are Ck-diffeomorphic.

In the literature, the definition is somewhat different, as in general one
refers to intrinsic differential structures on X and Y . However, Defini-
tion 5.1 is more suitable when discussing submanifolds of Rn.

© Birkhäuser Boston, a part of Springer Science + Business Media, LLC 2009

M. Giaquinta and G. Modica, Mathematical Analysis: An Introduction to Functions
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Figure 5.1. A regular noninjective map.

5.2 ¶. Let ϕ : X ⊂ Rr → Rn be a diffeomorphism between X and Y = ϕ(X). Observe
the following.

(i) ϕ and ϕ−1 extend to C1 maps, in particular, ϕ is a homeomorphism between X
and Y .

(ii) ϕ is also a diffeomorphism between A and ϕ(A) for every A ⊂ X.

5.3 ¶. Show that being diffeomorphic is an equivalence relation, i.e.,

(i) X is diffeomorphic to X, ∀X ⊂ Rr ,
(ii) if Y ⊂ Rn is diffeomorphic to X ⊂ Rr , then X is diffeomorphic to Y ,
(iii) if Z ⊂ Rk is diffeomorphic to Y ⊂ Rn and Y is diffeomorphic to X ⊂ Rr , then Z

is diffeomorphic to X.

If Ω ⊂ Rr is an open set, a map ϕ : Ω → Rr of class C1 is a diffeo-
morphism onto ϕ(Ω) if there exists an open set W ⊃ ϕ(Ω) and a map
ψ : W → Rn of class C1(W ) such that ψ(ϕ(x)) = x ∀x ∈ Ω. In this case
we say that ϕ(Ω) is an embedded submanifold of Rn. The chain rule then
yields

Dψ(ϕ(x))Dϕ(x) = Id for all x ∈ Ω;

hence Dϕ(x) is injective and we have proved the following.

5.4 Proposition. Let ϕ : Ω ⊂ Rr → Rn be a diffeomorphism from an
open set Ω ⊂ Rr into Rn, then r ≤ n, and for every x ∈ Ω the linear map
Dϕ(x) is injective or, equivalently, Dϕ(x) has maximal rank r.

5.5 ¶. Let ϕ : Ω ⊂ Rr → Rn, Ω open, be a diffeomorphism. Prove that, if ϕ(Ω) is open
in Rn, then r = n and Df(x) is nonsingular.

A typical diffeomorphism from an open set of Rr is the projection of a
graph.

5.6 Proposition. Let Ω ⊂ Rr be an open set and let f : Ω → Rm be a
map of class C1. Then the map ϕ : Ω → Rr×Rm given by ϕ(x) := (x, f(x))
is a diffemorphism from Ω onto the graph of f

Gf :=
{
(x, y) ∈ Rn × Rm

∣∣∣x ∈ Ω, y = f(x)
}

.

Proof. In fact, ϕ is injective, Im ϕ = Gf , and the inverse of ϕ : Gf → Ω has a C∞
extension as, for instance, the orthogonal projection on the first factor Ω × Rn → Ω
defined by (x, y) → x. ��
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Figure 5.2. Two books on surfaces.

a. Tangent vectors
5.7 Definition. Let Ω ⊂ Rr be an open set and let ϕ : Ω → Rn be a
diffeomorphism with 1 ≤ r < n. For x0 ∈ ϕ(Ω), let u0 ∈ Ω be the unique
point with ϕ(u0) = x0. The tangent space to ϕ(Ω) at x0 ∈ ϕ(Ω) is the
linear subspace of Rn image of the tangent map of ϕ at u0,

Tan x0ϕ(Ω) := Im (Dϕ(u0)).

Since ϕ is a diffeomorphism, Dϕ(u0) has maximal rank r, hence Tan x0ϕ(Ω)
has dimension r.

As it is defined, the tangent space depends on the parameterization
ϕ and not just on its image ϕ(Ω), meaning that there may exist another
diffeomorphism ψ : Δ → Rn defined on another open set Δ ⊂ Rs with
ψ(Δ) = ϕ(Ω) such that Im (Dψ(x0)) �= Im (Dϕ(u0)) at some point x0 =
ϕ(u0) = ψ(v0). But this cannot happen. In fact, from Proposition 5.8
below we have r = s and ψ = ϕ ◦ h for a diffeomorphism h : Δ → Ω, thus
h(v0) = u0 and

Dψ(v0) = Dϕ(x0)Dh(v0).

Since h is nonsingular, we conclude Im (Dψ(v0)) = Im (Dϕ(u0)). This also
shows that the dimension of a parameterized surface depends only on the
surface and not on the particular parameterization.

5.8 Proposition. Let Ω and Δ be two open sets respectively in Rr and Rs,
and let ϕ : Ω → Rn, ψ : Δ → Rn be two diffeomorphisms. If ϕ(Ω) = ψ(Δ),
then there exists a diffeomorphism h : Δ → Ω onto Ω such that ψ = ϕ ◦ h.
In particular r = s.
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CxS

S

Tan xS

S

Figure 5.3. CxS and Tan xS.

Proof. Of course, h := ϕ−1◦ψ does it: we only need to show that h and h−1 are of class
C1. If W ⊃ ϕ(Ω) is open and f : W → Ω is the C1-map that extends ϕ−1, then we have
h(z) = ϕ−1 ◦ ψ(z) = f(ψ(z)) ∀z ∈ ψ−1(W ). Therefore h is of class C1 as composition
of two maps of class C1. Similarly, one shows that h−1 is of class C1. In conclusion, h
is a diffeomorphism from Ω onto Δ, in particular r = s, see Proposition 5.4. ��

We conclude with a few remarks on the tangent space to a surface. Let
S ⊂ Rn be a set. We say that a vector v ∈ Rn is tangent to S at x ∈ S if
there exists a curve s :]− δ, δ[→ S of class C1 with s(0) = 0 and s′(0) = v.
As λv, λ ∈ R+ is tangent to S at x if v is tangent to S at x, the set of
tangent vectors to S at x form a cone with vertex at 0 denoted

CxS.

5.9 Proposition. Let Ω be an open set in Rr. Let ϕ : Ω ⊂ Rr → Rn, Ω
open, be a diffeomorphism. Then the tangent cone to ϕ(Ω) at x0 := ϕ(u0)
is the tangent space to ϕ(Ω) at x0,

Cx0ϕ(Ω) = Tan x0ϕ(Ω).

Proof. Let r(t) := νt + u0, ν ∈ Rr, be the line in Rr through u0. The curve s(t) :=
ϕ(r(t)) is well defined for t near zero, lies in ϕ(Ω) and is of class C1; moreover s(0) = x0

and s′(0) = Dϕ(x0)ν. Since ν ∈ Rr is arbitrary, we then infer

Im (Dϕ(u0)) ⊂ Cx0ϕ(Ω).

Let s :] − δ, δ[→ S be a curve of class C1 with trajectory in ϕ(Ω) with s(0) = x0 and
let r(t) := ϕ−1(s(t)) be the corresponding curve in Ω. Since ϕ is a diffeomorphism, r(t)
is of class C1 in Ω, and we have r(0) = u0 and s′(0) = Dϕ(u0)(r′(0)), therefore

Cx0ϕ(Ω) ⊂ Im (Dϕ(u0)).

��
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5.1.2 r-dimensional surfaces in Rn

The image of an open set Ω of Rr by a diffeomorphism ϕ : Ω → Rn

into Rn, 1 ≤ r < n, realizes only partially the intuitive idea of a surface,
since several surfaces cannot be parameterized on a open set of Rr, as, for
instance, the circle S1 := {x2 + y2 = 1} in R2, which is not homeomorphic
to any interval of R.

Roughly an r-dimensional surface in Rn, 1 ≤ r ≤ n, is a subset that is
locally diffeomorphic to an open set of Rr. However, there are two possible
ways of localizing: in the space of parameters or in the target space. This
leads to two notions of surface, both useful.

a. Submanifolds
Localizing the definition of diffeomorphism in the target space yields the
following.

5.10 Definition. A r-submanifold of Rn of class Ck is a set M ⊂ Rn all
points of which have an open neighborhood W ⊂ Rn such that M ∩ W is
Ck-diffeomorphic to an open set of Cr.

Of course, if ϕ : Ω ⊂ Rr, Ω open, is a diffeomorphism, then ϕ(Ω) is trivially
a r-submanifold of Rn. We say that ϕ(Ω) is an embedded submanifold of
Rn of dimension r. In particular, the graph of a map f : Ω ⊂ Rr → Rm of
class C1 is an r-dimensional embedded submanifold of Rr+m.

As a consequence of Proposition 5.9 we easily get

5.11 Corollary. Let M be an r-submanifold of Rn. Then Tan xM has
dimension r and CxM = Tan xM ∀x ∈ M .

5.12 ¶. Show the following.

(i) In R
2, the hyperbolas x2 − y2 = 1, the parabola y = x2, the ellipse x2 + 2y2 = 1

define 1-dimensional submanifolds of class C∞ of R2.
(ii) The unit sphere Rn

Sn−1 :=
n

x ∈ R
n
˛̨̨
|x|2 = 1

o
is a (n − 1)-submanifold of Rn of class C∞.

(iii) The set {(x, y) ∈ R2 | x2 = y2} is not an r-submanifold of Rn.
(iv) An r-submanifold of Rn is locally homeomorphic to an open set of Rr .

b. Immersions
Localizing the definition of diffeomorphism in the space of parameters we
instead set the following.

5.13 Definition. An immersion is a map ϕ : Ω → Rn, where Ω ⊂ Rr is
open, 1 ≤ r < n, that is locally a diffeomorphism, i.e., any u0 ∈ Ω has
an open neighborhood Ux0 such that ϕ|Uu0

is a diffeomorphism from Uu0

onto ϕ(Uu0). An r-dimensional immersed submanifold in Rn is the image
ϕ(Ω) of an immersion ϕ : Ω ⊂ Rr → Rn.
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Figure 5.4. From the left: (i) and (ii) are two injective immersed 1-surfaces in R2, and
(iii) is a 1-submanifold in R2.

Notice that, if ϕ : Ω → Rn is an immersion, then Dϕ(u) has maximal rank
r at every u ∈ Ω.

Let ϕ : Ω ⊂ Rr → Rn be an immersion. Of course, the noninjectivity of
ϕ is an obstruction for ϕ to be a diffeomorphism from Ω onto ϕ(Ω). More-
over, an injective immersion is not yet a diffeomorphism, see Figure 5.5.
Also the tangent cone at a point is in general a real cone and not a plane,
see Figure 5.3. However, the obstruction for ϕ to be a diffeomorphism is
purely topological. We in fact have the following.

5.14 Theorem. Let ϕ : Ω ⊂ Rr → Rn, 1 ≤ r < n be an injective immer-
sion. The following claims are equivalent.

(i) ϕ is open, equivalently, ϕ−1 : ϕ(Ω) → Ω is continuous.
(ii) ϕ(Ω) is an r-dimensional embedded submanifold of Rn.
(iii) ϕ is a diffeomorphism.

Proof. Trivially (iii) implies (i) and (ii).

Let us prove that (i) implies (ii) and (iii). Let x0 ∈ ϕ(Ω), u0 ∈ Ω be such that ϕ(u0) = x0

and let U0 be an open neighborhood of u0 such that ϕ|U0 is a diffeomorphism. Since

ϕ is open, we have ϕ(U0) = W ∩ ϕ(Ω) for an open set W ⊂ Rn that contains x0, thus
x0 has an open neighborhood W such that W ∩ϕ(Ω) is diffeomorphic to Uu0 . Since x0

is arbitrary, (ii) holds. Moreover, on account of Theorem 2.95 we have a locally finite
covering {Bi} of ϕ(Ω) by open balls, and corresponding maps ψi : Rn → Ui ⊂ Rr of
class C1 such that ψi(ϕ(u)) = u ∀u ∈ Ui. Let {αi} be an associated partition of unity
to {Bi}, see Theorem 2.97. Set Δ := ∪iBi and let ψ : Δ → Rr be defined by

ψ(x) =
∞X

i=1

αi(x)ψ(x), x ∈ Δ,

where we think of the ψ’s as defined on the whole space. Trivially, Δ is open, Δ ⊃ ϕ(Ω),
ψ is of class C1 and for all u ∈ Ω we have

ψ(ϕ(u)) =
∞X

i=1

αi(ϕ(u))ψi(ϕ(u)) =
X

{i | ϕ(u)∈Bi}
αi(ϕ(u))ψi(ϕ(u))

=
X

{i | ϕ(u)∈Bi}
αi(ϕ(u))u =

X
{i | ϕ(u)∈Bi}

“ ∞X
i=1

αi(ϕ(u))
”

u = u.

It remains to prove that (ii) implies (i). For that, fix x0 ∈ Ω, let u0 be such that ϕ(u0) =
x0, and let W ⊂ Rn be an open neighborhood of x0, let A ⊂ Rr , let h : A → W ∩ϕ(Ω)
be a diffeomorphism and k : W → Rr be such that k(h(y)) = y ∀y ∈ A. Then the map
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ϕ−1(B)

B

U

Figure 5.5. On the left an injective immersion that is not a homeomorphism since
ϕ(Ω) ∩ B is connected whereasϕ−1(B) is not; nevertheless, ϕ|U is a diffeomorphism as
shown on the right.

g := k ◦ϕ : ϕ−1(W ) → A is injective, of class C1 and trivially, ϕ−1 = g−1 ◦h. Now, by
the chain rule Dg(u) = Dk(ϕ(u))Dϕ(u), hence Dg(u) is nonsingular. It then follows
from the local invertibility theorem that g has a C1 inverse, in particular, ϕ−1 = g−1◦h
is continuous. ��

5.1.3 Parameterizations of maximal rank

5.15 Theorem. Let ϕ : Ω ⊂ Rr → Rn be a function of class Ck, k ≥ 1,
where Ω is an open set in Rr, 1 ≤ r < n. If Dϕ(u0) has maximal rank r
at u0 ∈ Ω, then there exists an open neighborhood U of u0 such that ϕ|U is
a Ck-diffeomorphism. Moreover, ϕ(U) is the graph of a map of class Ck

defined on an open set of a coordinate r-plane of Rn.

Proof. Let ϕ = (ϕ1, ϕ2, . . . , ϕr, . . . , ϕn). By reordering the coordinates we
may assume that

det
∂(ϕ1, . . . , ϕr)

∂u
(u0) �= 0.

Split Rn as Rn = Rr×Rn−r, and denote by (x, y), x ∈ Rr, y ∈ Rn−r, its co-
ordinates; finally, set ϕ(1) := (ϕ1, ϕ2, . . . , ϕr) and ϕ(2) := (ϕr+1, . . . , ϕn).
Since the Jacobian of the map ϕ(1) : Ω → Rr is nonzero at u0, the local
invertibility theorem yields an open neighborhood U ⊂ Rr of u0 such that
the restriction γ := ϕ

(1)
|U is an open map with inverse h : γ(U) → U of class

Ck, i.e.,⎧⎪⎪⎨⎪⎪⎩
x = ϕ(1)(u),

y = ϕ(2)(u),

u ∈ U

if and only if

⎧⎪⎪⎨⎪⎪⎩
u = h(x),

y = ϕ(2)(h(x)),

x ∈ γ(U).

In other words, the map ψ : γ(U) × Rn−r → U , ψ(x, y) := h(x) is of
class Ck and inverts ϕ|U ; finally ϕ(U) is the graph of the function k(x) :=
ϕ(2)(h(x)), x ∈ γ(U). ��
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γ(x0)

R
r

Rn−r

U
x0

γ

R
r

ϕ(2)

ϕ(x0)

ϕ(U)

Figure 5.6. Illustration of the proof of Theorem 5.15.

5.16 Definition. Let ϕ : Ω → Rn be a map of class C1 defined on an
open set Ω ⊂ Rr, 1 ≤ r < n. If Dϕ(u0) has maximal rank r at every point
u0 ∈ Ω, we say that ϕ is a regular parameterization of ϕ(Ω).

Theorem 5.15 then yields the following.

5.17 Corollary. Let ϕ : Ω ⊂ Rr → Rn, Ω open, 1 ≤ r < n, be a map of
class Ck, k ≥ 1. The following claims are equivalent.

(i) ϕ is a regular parameterization of ϕ(Ω),
(ii) ϕ is an immersion,
(iii) for every u0 ∈ Ω there exists a neighborhood U of u0 such that ϕ(U)

is the graph of a Ck-map k : W → Rn−r defined on an open set W
of a r-dimensional coordinate plane.

5.18 ¶. Let N be an r-dimensional linear subspace of Rn, 1 ≤ r < n. We say that
Σ ⊂ Rn is a graph with respect to N or over N if there exist an open set W ⊂ Rr and
a map k : W → Rn−r such that

R(Σ) =
n
(u, v) ∈ R

r × R
n−r

˛̨̨
u ∈ W, v = k(u)

o
where R : Rn → Rn maps linearly N onto {(u, v) ∈ Rr × Rn−r | v = 0}.

Show that each of the claims in Corollary 5.17 is actually equivalent to saying that
for every u0 ∈ Ω there exists a neighborhood U of u0 such that ϕ(U) is a graph of a
Ck-map over Tan ϕ(u0)ϕ(U). [Hint: Observe that Dϕ(u0) and D(R ◦ ϕ)(u0) have the

same rank and use Theorem 5.15.]

The next theorem is a consequence, actually is equivalent to Theo-
rem 5.15. It claims that if ϕ : Ω ⊂ Rr → Rn has maximal rank at some
point u0 ∈ Ω, then we can deform the target space with a diffeomorphism
in such a way that ϕ(Ω) becomes flat. Here we present a direct proof:
Instead of factorizing ϕ, we apply the local invertibility theorem to an
extension of ϕ.

5.19 Theorem. Let Ω ⊂ Rr be an open set and let ϕ : Ω → Rn, r < n,
be a regular Ck-map, k ≥ 1. For every x0 ∈ Ω there exist a neighborhood
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Rm

x0

Rr

ϕ

g ◦ ϕ

(x0, 0)

g

W

ϕ(x0)

U

ϕ(Ω)

Rr

Figure 5.7. Illustration of the proof of Theorem 5.19.

U of x0 in Rr, a ball B(0, δ) ⊂ Rn−r, an open neighborhood W of ϕ(x0)
in Rn and a diffeomorphism g : W ⊂ Rn → U × B(0, r) ⊂ Rn of class Ck

such that
g(ϕ(x)) = (x, 0) ∀x ∈ U. (5.1)

Therefore, the maps h := (g1, . . . , gr) and k := (gr+1, . . . , gn) defined on
W are of class Ck and{

h(ϕ(x)) = x,

k(ϕ(x)) = 0,
∀x ∈ U.

Moreover, the map h extends (ϕ|U )−1 to the open set W , ϕ(U) is the zero-
set of k,

ϕ(U) =
{

w ∈ W
∣∣∣ k(w) = 0

}
, (5.2)

and, finally, the Jacobian matrices of h and k have maximal rank.

Proof. By reordering the variables of Rn, we can assume

det
∂(ϕ1, . . . , ϕr)

∂(x1, . . . , xr)
(x) �= 0.

Let f be the extension of ϕ to Ω × Rn−r , f = f(x1 . . . , xr , t1, . . . , tn−r) given by
f = (f1, f2, . . . , fn) with8<:f i(x, t) := ϕi(x) if i ≤ n − r,

f i(x, t) := ϕi(x) + ti−r if r < i ≤ n.
(5.3)

We have
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detDf(x, 0) = det

0BBBBBBBBBBBBBBBB@

∂(ϕ1...,ϕr)

∂(x1...,xr)
0

∂(ϕr+1...,ϕn)
∂(x1...,xr)

Idn−r

1CCCCCCCCCCCCCCCCA
= det

∂(ϕ1 . . . , ϕr)

∂(x1 . . . , xr)
(x),

hence detDf(x0, 0) �= 0. By Theorem 5.15 there exist a neighborhood Z := U ×B(0, δ)
of (x0, 0) in Rr × Rn−r , an open set W := f(Z) in Rn, and a map g : W → Z of class
Ck that inverts f|Z . Therefore, g is a diffeomorphism from W to Z and for all x ∈ U

and t ∈ B(0, r) we have

g(f(x, t)) = (x, t) ∀x ∈ U, ∀t ∈ B(0, δ); (5.4)

in particular g(f(x, 0)) = (x, 0), i.e., (5.1).
The relation (5.1) can be written as8<:h(ϕ(x)) = x,

k(ϕ(x)) = 0
∀x ∈ U

if g =: (h, k). The first equality says that h : W → Rr extends (ϕ|U )−1 to W . The

second relation implies that ϕ(U) ⊂ {w ∈ W | k(w) = 0}. On the other hand, if w ∈ W ,
there exists (x, t) ∈ U × B(U, δ) such that f(x, t) = w. If k(w) = 0, then t = 0 and in
conclusion there exists x ∈ U such that ϕ(x) = f(x, 0) = w, that is,n

w ∈ W
˛̨̨
k(w) = 0

o
⊂ ϕ(U),

and (5.2) is proved.
Observing that Df(x0, 0) is the block matrix

Df(x0, 0) =

0BBBBBBBB@
A 0

B Id

1CCCCCCCCA
with detA �= 0, we deduce that Dg(ϕ(x0)) has the form

Dg(ϕ(x0)) =

0BBBBBBBB@
A−1 0

−BA−1 Id .

1CCCCCCCCA
Consequently, the Jacobian matrices of the maps h and g at ϕ(x0) are given by the two
matrices of maximal rank
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Figure 5.8. From the left: (a) y = −√
1 − x2 or x =

p
1 − y2, and (b) x =

p
1 − y2.

Dh =

0BB@ A−1 0

1CCA , and Dk =

 
−BA−1 Id

!
. (5.5)

��

5.20 ¶. Deduce Theorem 5.19 from Theorem 5.15.

5.2 Implicit Function Theorem

5.2.1 Implicit functions

The linear implicit equation in R2

ax + by = 0

rewrites as y = (−a/b)x if b �= 0, i.e., its solutions are the points of the
graph of a real function of one variable. If we consider nonlinear implicit
equations as for instance

φ(x, y) = x2 + y2 − 1,

the situation is more complex. For instance, the solutions of x2+y2−1 = 0
are the points of the unit circle of R2 which is not a graph. However, pieces
of it are graphs. We say that the circle is locally a graph, see Figure 5.8.

A theorem due to Ulisse Dini (1845–1918) states that the solutions of a
generic nonlinear implicit equation or system are locally a graph provided
some qualitative conditions hold. Let

φ(x) = 0, x = (x1, x2, . . . , xn) ∈ Rn

be a nonlinear equation, φ : Rn → R of class C1 and let x0 be a solution.
If Dφ(x0) �= 0, then the solutions of φ(x) = 0 are locally the points of the
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graph of a C1-function of (n − 1) variables defined on an open set of a
coordinate (n − 1)-plane of Rn. In other words, the set of solutions

Γ :=
{
x ∈ Rn

∣∣∣φ(x) = 0
}

is near x0 a (n − 1)-submanifold. In particular, the tangent space to Γ at
x0 exists and

Tan x0Γ = kerDφ(x0) = ∇φ(x0)⊥.

As stated the theorem also holds for systems of implicit equations⎧⎪⎪⎨⎪⎪⎩
φ1(x1, . . . , xn) = 0,

. . .

φm(x1, . . . , xn) = 0

(5.6)

and it is known as the implicit function theorem. Again the linear case is il-
luminating. Let C ∈ Mm,n(R) be a matrix of maximal rank. By reordering
the variables we may assume

C =
(

A B
)

where A ∈ Mm,n−m(R) and B ∈ Mm,m(R) and detB �= 0. Denoting by
z = (x, y), x ∈ Rn−m, y ∈ Rm, the coordinates in Rn, the system Cz = 0
rewrites as (

A B
)(

x

y

)
= Ax + By = 0.

Since detB �= 0, we may write the m-variable y as function of the n − m-
variable x

y = −B−1Ax.

Therefore, if C has maximal rank n, the solutions of Cz = 0 are the points
on the (linear) graph of y = −B−1Ax.

The implicit function theorem extends the previous claim to the case
of a system of nonlinear equations.

5.21 Theorem (Implicit function theorem, I). Let x0 ∈ Rn be a so-
lution of φ(x0) = 0 where φ := (φ1, φ2, . . . , φm), m < n, is of class C1 in
an open neighborhood U ⊂ Rn of x0. Suppose that Dφ(x0) has maximal
rank m. Then the zero set of φ, Γ := {x ∈ U |φ(x) = 0} is near x0 the
graph of a function of class C1 of n−m coordinate variables defined on an
open set of an (n−m)-dimensional coordinate plane of Rn. In particular,
the tangent space at x0 to Γ is the kernel of the linear tangent map of φ
at x0

Tan x0Γ = kerDφ(x0) = Span
{
∇φ1(x0),∇φ2(x0), . . . ,∇φm(x0)

}⊥
.

Actually, a more precise statement holds. We present it in the next
paragraph together with a few examples.
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Rm

y0

x0 U Rr

φ(x, y) = 0

φ : Ω ⊂ R
r × Rm → Rm

Figure 5.9. The implicit function theorem.

a. The theorem
Let φ : Ω ⊂ Rn → Rm, m < n, φ = (φ1, . . . , φm) be of class Ck, k ≥ 1,
and let us consider the system

φ(x1, x2, . . . , xn) = 0. (5.7)

Suppose that the variables in Rn are split in two groups of respectively
r and m variables r + m = n, which we reorder in such a way that x =
(x1, . . . , xr) ∈ Rr and y = (xr+1, . . . , xn) ∈ Rm. Denote now by

∂φ

∂x
(x, y) ∈ Mm,r(R) and

∂φ

∂y
(x, y) ∈ Mm,m(R)

respectively the m × r submatrix of the first r columns and the m × m-
submatrix of the remaining m-columns of Dφ at (x, y). We have

Dφ =

⎛⎜⎜⎝ ∂φ

∂x

∂φ

∂y

⎞⎟⎟⎠ .

5.22 Theorem (Implicit function theorem, II). Let φ : Ω ⊂ Rn →
Rm be a map of class Ck(Ω), k ≥ 1, where Ω is open. With the previous
notations, suppose that Rn = Rr × Rm,

φ(x0, y0) = 0 and det
∂φ

∂y
(x0, y0) �= 0

at some (x0, y0) ∈ Ω. Then there exist open neighborhoods W of (x0, y0)
in Rr × Rm, U of x0 in Rr and a map ϕ : U → Rm such that

(i) φ|W : W → Rm is open,
(ii) ϕ is open and of class Ck,
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(iii) finally, {
(x, y) ∈ W,

φ(x, y) = 0
if and only if

{
x ∈ U,

y = ϕ(x).

We again postpone its proof until we state an apparently more general
version of it, Theorem 5.29, and we instead discuss a few consequences.
Set

Γ :=
{
(x, y) ∈ Ω

∣∣∣φ(x, y) = 0
}

for the zero level set of φ.

5.23 Corollary. Under the previous hypotheses and notations, the follow-
ing holds.

(i) Γ ∩ W is the graph of the map ϕ : U → Rm,

Γ ∩ W =
{

(x, y) ∈ W
∣∣∣φ(x, y) = 0

}
=
{

(x, y)
∣∣∣x ∈ U, y = ϕ(x)

}
.

(ii) By differentiating the system φ(x, ϕ(x)) = 0 ∀x ∈ U , we get

Dϕ(x) = −
(∂φ

∂x

)−1

(x, ϕ(x))
∂φ

∂y
(x, ϕ(x)) ∀x ∈ U. (5.8)

and for every z ∈ Γ ∩ W

Tan zΓ = kerDφ(z) = Span
{
∇φ1(z), . . . ,∇φm(z)

}⊥
. (5.9)

Proof. (i) It is a rewriting of Theorem 5.22 (iii).

(ii) On account of (i), we have φ(x, ϕ(x)) = 0 ∀x ∈ U . Differentiating (recall the chain
rule) we get

Dφ(x, ϕ(x))

0BBBBBBB@
Id

Dϕ(x)

1CCCCCCCA
= 0, (5.10)

that one can rewrite as

∂φ

∂x
(x, ϕ(x)) +

∂φ

∂y
(x, ϕ(x))Dϕ(x) = 0,

i.e., (5.8). Moreover, the tangent space to Γ ∩ W at z = (x, ϕ(x)) ∈ W is the tangent
space to the graph of ϕ at (x, ϕ(x)), which is spanned by the linearly independent
columns of the right matrix in (5.10), hence by (5.10)

Tan (x,ϕ(x))Γ ⊂ kerDφ(x, ϕ(x));

(5.9) then follows since Tan (x,ϕ(x))Γ and kerDφ(x, ϕ(x)) have the same dimension
n − m. ��
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∇φ(x)

Tan xΓ

Γ = {φ(x) = 0}

Figure 5.10. The tangent and normal planes to Γ.

5.24 Remark. We emphasize that, in the scalar case, m = 1, i.e., φ :
Ω → R, for every z ∈ Γ∩W , the tangent space Tan zΓ is the perpendicular
hyperplane to ∇φ(z), as we recall, kerDφ(z) = Span∇φ(z)⊥.

5.25 Example. Trivially, the point (x0, y0) := (1/
√

2, 1/
√

2) is on the unit circle

φ(x, y) = x2 + y2 − 1 = 0 in R
2,

and (x − x0) + (y − y0) = 1 and x + y = 1 are respectively the tangent line and the
tangent space to the circle at (x0, y0).

Let us discuss this simple situation in terms of the implicit function theorem. We
have Dφ(x, y) = (2x, 2y), hence Dφ(x0, y0) =

√
2(1, 1). Therefore, near (x0, y0), the

circle is both the graph of a function y = ϕ(x) and x = ψ(y) of class C∞, and the
tangent space is

kerDφ(x0, y0) =
n
(x, y)

˛̨̨√
2(1, 1)

 
x

y

!
= 0
o

,

i.e., x + y = 0.
Once we assume that φ(x, y) = 0 is the graph of a C1 map y = ϕ(x) near 1/

√
2, in

order to compute the tangent space, we may also write

x2 + ϕ2(x) = 1 for x near to 1/
√

2.

Differentiating with respect to x we get 2x + 2ϕ(x)ϕ′(x) = 0, hence ϕ′(x0) = −1; in
other words, (1,−1) is the velocity vector of the curve x → ϕ(x), thus (1,−1) spans the
tangent space to the circle at (x0, y0).

5.26 Example. Let Γ ⊂ R3 be the set of solutions of8<:x + log y + 2z − 2 = 0,

2x + y2 + ez − 1 − e = 0

and let φ(x, y, z) := (x + log y + 2z − 2, 2x + y2 + ez − 1− e). We have (0, 1, 1) ∈ Γ and

Dφ(0, 1, 1) =

 
1 1 2

2 2 e

!
.

Since det

 
1 2

2 e

!
= e− 4 �= 0, there is an open neighborhood W ⊂ R

3 of (0, 1, 1) such

that Γ ∩ W writes as
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Figure 5.11. Ulisse Dini (1845–1918) and
a page of his Lezioni di Analisi Infinites-
imale, Pisa, 1909.

Γ ∩ W =
n
(x, y, z)

˛̨̨
y = α(x), z = β(x)

o
(5.11)

where ϕ := (α, β) is of class C∞, i.e., Γ∩W is the trajectory of the parameterized curve
x → (x, α(x), β(x)). Moreover, the tangent space (i.e., the tangent line) to the curve is
the kernel of Dφ(0, 1, 1), i.e., the solutions of8<:x + 2y = 0,

2x + 2y + ez = 0.

Notice that these solutions are orthogonal to the two rows (1, 1, 2) and (2, 2, e) of
Dϕ(0, 0, 1).

Alternatively, once we assume (5.11), i.e.,8<:x + log α(x) + 2β(x) − 2 = 0,

2x + α2(x) + eβ(x) − 1 − e = 0

near zero, differentiating and taking into account that α(0) = β(0) = 1, we find8<:2 + 2α′(0) + 4β′(0) = 0,

2 + 2α′(0) + eβ′(0) = 0,

i.e., α′(0) = −1, β′(0) = 0. As (1, α′(0), β′(0)) is the velocity vector of the curve
x → (x, α(x), β(x)), we conclude that the parametric equation of the tangent line to Γ
at (0, 1, 1) is 0B@x

y

z

1CA = t

0B@ 1

−1

0

1CA+

0B@0

1

1

1CA .

Notice that (1,−1, 0) is perpendicular both to (1, 1, 2) and (2, 2, e).
Finally, notice that the tangent line to Γ is the intersection of the tangent planes

at (0, 1, 1) to the surfaces of equations
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x + log y + 2z − 2 = 0 and 2x + y2 + ez − 1 − e = 0

corresponding to the rows of φ.

5.27 ¶. Prove that the level set xey + yex = 1 is the graph of a smooth function
y = ϕ(x) in a neighborhood of (1, 0). Compute ϕ′′(0).

5.28 ¶. Prove that the subset of R3 of solutions of8<:x2 + y2 + z2 = 1,

xey + y cos z + xz = 1

is the graph of a curve x = x(z), y = y(z) in a neighborhood of (1, 0, 0), and compute
its acceleration at (1, 0, 0).

b. Foliations
Let φ : Ω → Rm be a function of class C1 defined on an open set Ω ⊂
Rr × Rm. For every c ∈ Rm the c level set of φ is the set

Γc :=
{
(x, y) ∈ Ω

∣∣∣φ(x, y) = c
}

,

with evident analogy with the level lines of a geographic map in which
φ models the altitude over the sea. The implicit function theorem states
that, if

φ(x0, y0) = 0 and det
∂φ

∂y
(x0, y0) �= 0,

then the zero level line is the graph of a function y = ϕ(x) of class C1 near
(x0, y0). What can we say about the close level lines, i.e., about

Γc :=
{
(x, y)

∣∣∣φ(x, y) = c
}
, c ∈ Rm, |c| small?

Of course, det ∂φ
∂y (x, y) �= 0 in a neighborhood of (x0, y0). Since φ is of class

C1, the implicit function theorem applies to close level sets. Actually, there
is a C1-map (x, c) → ϕ(x, c) such that for c close to zero, the c level line
is near (x0, y0) the graph of x → ϕ(x, c), see Figure 5.12, as it is stated in
the following.

5.29 Theorem (Implicit function theorem, III). Let φ : Ω → Rm be
a function of class Ck, k ≥ 1, where Ω ⊂ Rr × Rm is an open set, m < n
and r := n − m. Suppose that at (x0, y0) ∈ Ω we have

φ(x0, y0) = 0 and det
∂φ

∂y
(x0, y0) �= 0.

Then there exist an open connected neighborhood U of x0 ∈ Rr a ball
B(0, δ) in Rm, an open set W ⊂ Rr+m and a function ϕ : U × B(0, δ) →
Rm such that
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φ ∈ Rm

(x, φ(x, y))

W

x ∈ R
r

U × B(0, δ)

U

δ

U

Rr

Ω

g

Figure 5.12. Illustration of the implicit function theorem.

(i) φ|W is open,
(ii) ϕ is an open map of class Ck,
(iii) finally,⎧⎪⎪⎨⎪⎪⎩

(x, y) ∈ W,

c ∈ B(0, δ),

φ(x, y) = c,

if and only if

⎧⎪⎪⎨⎪⎪⎩
x ∈ U,

c ∈ B(0, δ),

y = ϕ(x).

Consequently, we have the following.

5.30 Corollary. Under the hypotheses and with the notation of Theo-
rem 5.29, we have

(i) for all c ∈ B(0, δ), the c level line Γc of φ is the graph of the map
x → ϕ(x, c), x ∈ U ,

Γc ∩ W =
{

(x, y)
∣∣∣x ∈ U, y = ϕ(x, c)

}
, (5.12)

in particular Γc ∩ W is a (n − m)-submanifold in Rn.
(ii) We have φ(x, ϕ(x, c)) = c ∀(x, c) ∈ U × B(0, δ), and, differentiating,

we get⎧⎪⎨⎪⎩
∂ϕ

∂x
(x, c) = −

[∂φ

∂y

(
x, ϕ(x, c)

)]−1 ∂φ

∂x
(x, ϕ(x, c)),

∂ϕ

∂c
(x, c) =

[∂φ

∂y

(
x, ϕ(x, c)

)]−1

.
(5.13)

In particular, for every z ∈ Γ ∩ W

Tan zΓ ∩ W = kerDφ(z) = Span
{
∇φ1(z), . . . ,∇φm(z)

}⊥
.
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Proof. (i) is a rewriting of Theorem 5.29 (iii); this yields also that φ(x, ϕ(x, c)) = c
∀(x, c) ∈ U × B(0, δ). Thus, differentiating the previous identity we get

Dφ(x, ϕ(x, c))

0BBBBBBBBB@

Idr 0

∂φ

∂x

∂φ

∂c

1CCCCCCCCCA
=

0@ 0 Idm

1A

i.e., (5.13) and the last part of the claim. ��
Proof of Theorem 5.29. The function f(x, y) := (x, φ(x, y)), (x, y) ∈ Ω, is of class Ck

and its Jacobian (r + m) × (r + m)-matrix is given by

Df =

0BBBBBBBBB@

Idr 0

∂φ

∂x

∂φ

∂y

1CCCCCCCCCA
.

We have det Df = det ∂φ
∂y

, hence det Df is nonzero at (x0, y0). From the local invert-

ibility theorem, Theorem 1.89, there exists an open neighborhood V of (x0, y0) such
that Z := f(V ) is open and f|V is a diffeomorphism of class Ck from V onto Z. Now

we choose an open connected neighborhood U of x0 in Rr and a ball B(0, δ) in Rm

such that U × B(0, δ) ⊂ Z. If W := f−1(U × B(0, δ)), then f is also a diffeomorphism
of class Ck from W onto U × B(0, δ). In particular, f|W is open, hence φ|W is open
as composition of f with the orthogonal projection onto the second factor. The inverse
map g : U × B(0, δ) → W of f|W is of class Ck and open. Let us write g as g =: (ψ, ϕ)
where

ψ := (g1, g2, . . . , gr) and ϕ := (gr+1, . . . , gr+m).

The maps ψ, ϕ are clearly of class Ck and open since they are the compositions of g
with an orthogonal projection. This concludes the proof of (i) and (ii).

(iii) then readily follows. We only notice that the identities8<:f(g(x, c)) = (x, c) ∀(x, c) ∈ U × B(0, δ),

g(f(x, y)) = (x, y) ∀(x, y) ∈ W

are clearly equivalent to8>><>>:
ψ(x, c) = x ∀(x, c) ∈ U × B(0, δ),

φ(ψ(x, c), ϕ(x, c)) = c ∀(x, c) ∈ U × B(0, δ),

ϕ(x, φ(x, y)) = y ∀(x, y) ∈ W

(5.14)

because of the form of f and g, and x ∈ U if (x, y) ∈ W and φ(x, y) = c. ��

5.31 Remark. We have in fact proved that f : W → Z = U × B(0, δ)
is a diffeomorphism from the ambient space Rn into Rn that maps each
level set Γc = {(x, y) ∈ W |φ(x, y) = c} of φ onto the planar surface
{(x, c), x ∈ U} if c ∈ B(0, δ).
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5.32 ¶. Theorem 5.29 generalizes Theorem 5.22. Prove that the two theorems are ac-
tually equivalent. [Hint: Under the assumptions of Theorem 5.29, apply Theorem 5.22
to the function

ψ : R
r × R

m × R
m → R

m, ψ(x, c, y) := φ(x, y) − c

to get the conclusion of Theorem 5.29.]

5.33 Example. The hypotheses of Theorem 5.22 are only sufficient to prove the
smoothness of the zero level set. In fact, if ϕ : U ×Rm is of class C1 and φ : U ×R → R

is defined by φ(x, y) := y − ϕ(x), we have det ∂φ
∂y

(x, y) = 1 and det ∂φ2

∂y
(x, y) = 0 while

the zero level set of both functions φ and φ2 is given by the graph y = ϕ(x).

5.34 An algorithm for the level sets. Let Ω be open in Rr ×Rm and
let φ : Ω → Rm be a map of class C1 with

φ(0, 0) = 0 and det
∂φ

∂y
(0, 0) �= 0.

Near (0, 0) the zero level set is the graph of a C1-function y = ϕ(x).
Thinking of the proofs of the inverse and the implicit function theorems,
we may design an algorithm for the approximation of ϕ. Let

L =
∂φ

∂x
(0, 0), M :=

∂φ

∂y
(0, 0).

From the first-order Taylor formula, we infer

0 = f(x, y) − f(0, 0) = Lx + My + R(x, y)

with |R(x, y)| = o(|x| + |y|); therefore, since M is invertible,

y = −M−1Lx − M−1R(x, y).

Hence, for a given x, ϕ(x) is a fixed point of

y → F (y) := −M−1Lx − M−1R(x, y).

For |x| sufficiently small, F is a contraction on a suitable defined Banach
space. Therefore, an approximation scheme for ϕ(x) is given by{

y0 := F (0),

yk+1 := F (yk)

as k → ∞, and one sees that, for |x| sufficiently small, {yk} converges to
ϕ(x) at least exponentially.

5.35 ¶. Prove Theorem 5.22 in the case m = 1 and n = 2 developing the following
steps that use only the one-dimensional calculus.

(i) Show that there exists ε > 0 such that φ(x0, y) < 0 if y0 − ε ≤ y < y0 and
φ(x0, y) > 0 if y0 < y ≤ y0 + ε.
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Figure 5.13. Intersection of two transversal surfaces.

(ii) Show that there exists δ > 0 such that φ(x, y0 − ε) < 0 and φ(x, y0 + ε) > 0 if
|x − x0| < δ.

(iii) Set R := {(x, y) | |x−x0| < δ, |y−y0| < ε}, and observe that one can choose ε and
δ in such a way that φy(x, y) > 0 ∀ (x, y) ∈ R. Then show that for |x1 − x0| < δ
the equation φ(x1, y) = 0 has a unique solution y1 with (x1, y1) ∈ R: This defines
a function y = ϕ(x) such that φ(x, ϕ(x)) = 0 for all x ∈ (x0 − δ, x0 + δ).

(d) Finally, show that ϕ is of class C1 and

φx(x, ϕ(x)) + φy(x, ϕ(x))ϕ′(x) = 0.

Extend the previous proof to the case m = 1, n ≥ 2.

5.36 ¶. Assume that the implicit function theorem, Theorem 5.22, holds true. Infer
from it the local invertibility theorem, Theorem 1.89. Conclude that the statements of
Theorems 1.89 and 5.22 are equivalent. [Hint: Consider the equation y − φ(x) = 0.]

c. Submersions
5.37 Definition. Let Ω be an open set of Rn. A map φ : Ω → Rm of
class C1 for which m < n and RankDφ(x) = m for all x ∈ Ω is called a
submersion.

If φ : Ω ⊂ Rn → Rm is a submersion, at every point x ∈ Ω an m × m
submatrix of the Jacobian matrix has nonzero determinant. After eventu-
ally reordering the variables, we can apply the implicit function theorem
to state the following.

5.38 Theorem. Let φ : Ω ⊂ Rn → Rm be a submersion of class Ck,
k ≥ 1. Then φ is an open map, and every level line of it is a (n − m)-
submanifold of Rn of class C1; moreover, Tan xΓφ(x) = kerDφ(x) ∀x ∈
Ω ∩ Γφ(x) where Γt := {y |φ(y) = t} is the t level set of φ.

For future use, we explicitly restate the case m = 1.

5.39 Proposition. Let φ : Ω ⊂ Rn → R be a submersion of class C1.
Then for every x ∈ Ω, the level set of φ through x,

Γx :=
{

y ∈ Ω |φ(y) = φ(x)
}
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Figure 5.14. From the left: (a) x2−y2 = 0, (b) ρ2−2a2 cos θ = 0 and (c) ρ = sin θ cos 2θ.

is an (n − 1)-submanifold of Rn and

Tan xΓx = kerDφ(x) = ∇φ(x)⊥ ∀x ∈ Ω.

5.40 ¶ Intersections of submanifolds. Let M and N be two submanifolds of di-
mension 2 of R3 with N ∩ M �= ∅. Show that if the tangent planes of M and N at each
point do not agree, then M ∩ N is a C1-curve.

In general, prove that, if M and N are submanifolds of Rn of dimension respectively
r and s, with r+s > n, and if Tan x0M∩Tan x0N has dimension r+s−n at x0 ∈ M∩N ,
then there exists an open neighborhood W of x0 such that M ∩ N ∩W is an r + s− n-
submanifold of Rn. [Hint: Write M and N locally as level sets and apply the implicit
function theorem.]

5.2.2 Irregular level sets

The study and actually the behavior of the level set of a function near a
point at which its Jacobian matrix does not have maximal rank is more
complicated. A theorem that goes in this direction is in Section 5.3.8. Here
we confine ourselves to showing a few examples of irregular level sets in
two variables {

(x, y) ∈ R2
∣∣∣φ(x, y) = φ(x0, y0)

}
in a neighborhood of a critical point (x0, y0).

5.41 Example. For φ(x, y) = x2 + y2, the zero level set φ(x, y) = 0 is just the point
(0, 0).

5.42 Example. Let φ(x, y) := x2 − y2. The zero level set is the union of two lines
y = ±x, see Figure 5.14. Near the origin we have a similar situation for Bernoulli’s
lemniscate

(x2 + y2)2 − 2a2(x2 − y2) = 0 a > 0,

i.e., in polar coordinates, ρ2 − 2a2 cos θ = 0, see Figure 5.14.
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5.43 Example. The zero level set of

φ(x, y) := (x2 + y2)2 − y(x2 − y2),

that in polar coordinates is the graph of ρ = sin θ cos 2θ has a double knot at the origin,
see Figure 5.14.

5.44 Example. The cissoid of Diocles is the zero level set of the function

φ(x, y) = x(x2 + y2) − 2y2.

It has a cusp at the origin with the positive x-axis as tangent cone, Figure 5.15.

5.45 Example. The zero level set of

(x2 + y2)2 − 3xy2 = 0,

has a triple point at the origin, see Figure 5.15.

5.46 Example. A famous example is the family of algebraic curves

y2 = x2(x + λ)

that depend continuously on the parameter λ. They have the form in Figure 5.16. When
λ moves from positive to negative values, we are in the presence of a drastic change of
form, a “catastrophe”.

5.3 Some Applications

The local invertibility theorem and the implicit function theorems are use-
ful tools in several contexts. In this section we shall illustrate some of their
applications.

5.3.1 Small perturbations

This is a typical situation that appears quite often: Quadratic terms are
smaller than linear terms if the variable is small.

Figure 5.15. From the left: (a) The cissoid of Diocles and (b) (x2 + y2)2 − 3xy2 = 0.
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Figure 5.16. y2 = x2(x + λ): From the left (a) λ > 0, (b) λ = 0 and (c) λ < 0.

a. Quadratic systems
Suppose we want to solve the following system of n equations in n un-
knowns

n∑
ij=1

ah
ijxixj +

n∑
i=1

bh
i xi + ch = 0, h = 1, n (5.15)

or in brief
XTAX + BX + C = 0

where X ∈ Rn, A ∈ Mn,n(Rn), Aij := (ah
ij), B ∈ Mn,n, and C ∈ Rn.

The map φ : Rn → Rn defined by φ(X) := XT AX + BX is of class C∞,
moreover, φ(0) = 0, and

dφX(v)h =
n∑

i,j=1

(ah
ij + ah

ji)X
ivj +

n∑
i=1

Bh
i vi

so that dφ0(v) = Bv. If B is invertible, the local invertibility theorem says
that there are two neighborhoods U and V of 0 ∈ Rn so that (5.15) is
uniquely solvable in U for every C ∈ V .

b. Nonlinear Cauchy problem
Suppose we want to solve the Cauchy problem{

u′(t) = F (u(t)), t ∈ [0, T ],

u(0) = u0

(5.16)

where F : Ω ⊂ Rn → Rn is of class C1, F (0) = 0, and (0, u0) ∈ Ω. Observe
that if u0 = 0, then u(t) = 0 is the unique solution to the problem.

Consider the transformation φ : X → Y , f(u) := (u′ − F (u), u(0)),
between the Banach spaces X := C1([0, b]) and Y := C0([0, b]) × R. It is
easily seen that φ(0) = (0, 0), φ is of class C1 with differential at 0 given
by the linear map dφ0 : X → Y , dφ0(v(t)) = (v′(t)−DF (0)v(t), v(0)). The
theory of linear systems yields a unique solution for the Cauchy problem
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{
v′(t) − DF (0)v(t) = f(t), t ∈ [0, T ]

v(0) = v0

for any f ∈ C0([0, T ]) and v0 ∈ R for which

||v||C1([0,T ]) ≤ C
(
||f ||∞,[0,T ], v0

)
see [GM3], or, in other words the map dφ0 : X → Y is an isomorphism
of Banach spaces. The local invertibility theorem (in Banach spaces) then
yields the unique solvability of (5.16) in a neighborhood of 0 in C1([a, b])
provided u0 is sufficiently small.

c. A boundary value problem
Suppose we want to solve the following boundary value problem⎧⎪⎪⎨⎪⎪⎩

u′′(t) + F (u(t)) = ϕ(t), t ∈ [0, 1],

u(0) = u0,

u(1) = u1

(5.17)

where F : Ω ⊂ Rn → Rn is of class C1, F (0) = DF (0) = 0 and u0, u1

are given real numbers. We consider the transformation φ : X → Y from
the Banach spaces X := C2([0, 1]) and Y := C0([0, 1]) × R × R given by
φ(u(t)) := (u′′(t) + F (u(t)), u(0), u(1)). It is not difficult to check that
φ(0) = (0, 0, 0), φ is differentiable at every u ∈ X with differential given
by

dfu(v(t)) =
(
v′′(t) + DF (u(t))v(t), v(0), v(1)

)
,

in particular, df0(v(t)) = (v′′(t), v(0), v(1)). Since df0 : X → Y is invert-
ible, the local invertibility theorem tell us that, for u0, u1 small enough
and for ϕ(t) close to zero in the uniform norm, there is a unique function
close to zero in norm C2 that solves (5.17).

d. C1-dependence on initial data
Let F (t, y) be a function of class C1 in a neighborhood of (t0, y0) ∈ R×Rn.
As we know, see, e.g., [GM3, Chapter 3], the Cauchy problem{

y′(t) = F (t, y(t)),

y(t0) = y0

(5.18)

has a unique local solution in a neighborhood of (t0, y0); moreover, the
solution y(t; y0) depends continuously on the initial datum y0. Fix y0 and
shorten y(t; y0) as y :]t0 − δ, t0 + δ[→ Rn.

Consider the map φ : X → Y between the Banach spaces X :=
C1(]t0 − δ, t0 + δ[, Rn) and Y := C0(]t0 − δ, t0 + δ[) × Rn given by
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φ(u) := (u′ − F (t, u), u(t0)). Trivially, φ(y) = (0, y0); one also checks that
φ is differentiable with differential dφy : X → Y given by

dφy(v(t)) =
(
v′(t) − F (t, y(t))v(t), v(t0)

)
.

The theory of linear systems of ODE says that dφy : X → Y is an isomor-
phism of Banach spaces. Then the local invertibility theorem states that
φ has an inverse φ−1 of class C1. In particular, for every choice (ε(t), ξ),
where ε(t) is a continuous function sufficiently close in the uniform norm
to 0 and ξ a vector close to y0, the problem{

y′(t) = F (t, y(t)) + ε(t),

y(t0) = ξ
(5.19)

has a unique solution close to y(t) in X . Such a solution y(t, ξ) :=
φ−1(ε(t), ξ) has a C1-dependence on ξ. In particular, we have proved the
following.

5.47 Theorem. Let F (t, y) be a function of class C1 in a neighborhood
of (t0, y0) in R × Rn. There exist δ > 0 and ρ > 0 such that for every
ξ ∈ B(y0, ρ) there exists a solution y = y(t, ξ) ∈ C1(]t0−δ, t0+δ[×B(y0, ρ))
that is of class C1 in the variables (t, ξ).

5.48 ¶. Let F (t, y, λ) be of class C1 in a neighborhood of (t0, y0, λ0). Prove that the
local solution of 8<:y(t, λ) = F (t, y(t, λ), λ),

y(t0, λ) = y0

has a C1-dependence on the parameter λ, and infer Theorem 5.47 from this. [Hint:
Consider the local solutions to8<:

∂
∂t

z(t, λ) = ∂F
∂y

(t, y(t, λ), λ)z(t, λ) + ∂F
∂λj

(t, y(t, λ), λ)

z(t0, λ) = 0

and the differential increments uh,j := h−1
“
z(t, λ+hej)−z(t, λ)

”
, and prove by means

of Gronwall’s lemma that uh,j → z as h → 0.]

5.3.2 Rectifiability theorem for vector fields

Let Ω be an open set of Rn and let a(x) := (a1(x), . . . , an(x)), x ∈ Ω, be
a vector field of class C1. In a neighborhood of every point of Ω the local
(in time) flow of a, denoted by ϕt(x), is defined as the unique solution of
the Cauchy problem {

d
dtϕt(x) = a(ϕt(x)),

ϕ0(x) = x.
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For t sufficiently small, the system being autonomous, we have

ϕs ◦ ϕt(x) = ϕt+s(x) = ϕt ◦ ϕs(x).

5.49 Definition. Two vector fields a ∈ C1(Ω, Rn) and b ∈ C1(Ω∗, Rn)
are said to be equivalent if there is a diffeomorphism u : Ω∗ → Ω such that
b(y) = (Du)−1(y)a(u(y)) ∀y ∈ Ω∗.

The relation of equivalence among vector fields is symmetric, reflexive,
and transitive. Moreover, a and b are equivalent if and only if there is a
diffeomorphism that transforms the flow of a into the flow of b. In fact, if
b(y) = (Du)−1(u(y))a(u(y)), and ϕt(x), ψt(y) are the flows respectively of
a and b, then

ψt(y) = u−1 ◦ ϕt ◦ u(y),

since for the map vt(y) := u−1 ◦ ϕt ◦ u(y), we compute v0(y) = y and

dvt

dt
(y) = Du−1(ϕt(y))

dϕt

dt
(u(y)) = (Du)−1(vt(y))a(ϕt(u(y)) = b(vt(y)),

thus ψt = vt because of the uniqueness of the Cauchy problem. Conversely,
differentiating ψt = u−1 ◦ ϕt ◦ u we see that a and b are equivalent.

5.50 Definition. We say that x0 is a singular point, or a point in equi-
librium or a stagnation point for the vector field a(x) if a(x0) = 0.

5.51 Theorem (Rectifiability of vector fields). Let a be a vector field
of class C1 in Ω. Suppose a(x0) �= 0. Then in a neighborhood of x0, the
vector field a(x) is equivalent to the parallel vector field e1 := (1, 0, . . . , 0).
Consequently, two vector fields without stagnation points are locally equiv-
alent.

Proof. After an affine transformation, we may assume x0 = 0, and even a(x0) = e1. Let
ϕt be the flow generated by a. In a neighborhood of y = 0, the map x = u(y) defined
as

u(y) := ϕy1(0, y2, . . . , yn)

is a local diffeomorphism since det Du(0) = 1; moreover, from

ϕt(u(y)) = ϕt ◦ ϕy1(0, y2, . . . , yn) = ϕy1+t(0, y2, . . . , yn)

= u(t + y1, y2, . . . , yn),

we conclude

u ◦ ϕt ◦ u(y) = y + te1.

��
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5.3.3 Critical points and critical values:
Sard’s lemma

Let Ω be an open set in Rn and let f : Ω → Rm be a map of class C1.

5.52 Definition. We say that x ∈ Ω is a critical point for f if the rank
of Df(x) is not maximal, i.e., RankDf(x) < m. A point y ∈ Rm, whose
counterimage f−1(y) contains a critical point, is called a critical value for
f .

The set of critical points of f is closed in Ω. In terms of the new terminology
we can state the following.

5.53 Theorem (Local invertibility theorem). Let f : Ω ⊂ Rn → Rn

be a map of class C1. If y ∈ Rn is not a critical value for f , then the level
set f−1(y) is a discrete set.

5.54 Theorem (Implicit function theorem). Let f : Ω ⊂ Rn → Rm,
m < n, be a map of class C1. If y ∈ Rm is not a critical value for f , then
the level set f−1(y) is a (n − m)-submanifold of Rn.

A natural question to ask is how large the set of critical values can be.
If m > n, then all points of Ω are critical for f , hence all points of f(Ω)
are critical values for f . Instead, if m ≤ n, critical values are rare.

5.55 Theorem. Let f : Ω ⊂ Rn → Rm be a function of class C1.

(i) If n ≤ m, then the set of critical values has zero Lebesgue measure in
Rm.

(ii) (Sard) If m < n and f is sufficiently smooth, for instance f ∈ Ck,
k ≥ n − m + 1, then the set f(A) has zero Lebesgue measure in Rm.

In particular, in both cases the set of noncritical values is dense in the
image of f .

The proof of Theorem 5.55 goes beyond the goals of this book. However,
we notice that the result (i) is contained in the area formula, and actually,
it is part of its proof, compare Chapter 2 and [GMS, Vol. 5]. The claim (ii)
is instead more delicate.1 Nontrivial examples show that the smoothness
of f is essential. For the reader’s convenience we prove Theorem 5.55 (i)
only in the case n = m.

1 The proof, see, e.g., J. Milnor, Topology from the Differentiable Viewpoint, Prince-
ton Univ. Press, 1965, uses both the implicit function theorem and Fubini’s theorem
and consists in showing, by induction on n, that, if Ci denotes the set of points
at which the partial derivatives of f or order ≤ i vanish, then successively the sets
f(Ω \ C1), f(Ci+1 \ Ci), and f(Ck), k large, have zero measure.
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Proof. The open set Ω is a denumerable union of bounded closed cubes, see, e.g., [GM2];
therefore we can assume that Q = [0, 1] × · · · × [0, 1] is contained in Ω and that f(A)
has zero measure for

A :=
n

x ∈ Q
˛̨̨
x is a critical value for f

o
.

Set M := supx∈Q ||Df(x)||, so that

|f(x) − f(y)| ≤ M |x − y| ∀x, y ∈ Q,

consequently, f(y) ∈ B(f(x), M |x − y|) for all x, y ∈ Q. Also notice that, by Taylor’s
formula, we have

|f(x) − f(y) − Df(y)(x − y)| ≤ ω(|x − y|) |x − y|

with ω(t) nondecreasing, 0 ≤ ω(t) ≤ M and ω(t) → 0 as t → 0+.

Let a be a critical point for f . The image of the linear tangent map is a linear
subspace of dimension strictly less than n. If x ∈ Q, then

dist (f(x), f(a) + Df(a)(Rn)) ≤ |f(x) − f(a) − Df(a)(x − a)| ≤ ω(|x − a|) |x − a|

i.e., if H := f(a) + Df(a)(Rn),

dist (f(x), H) ≤ ω(|x − a|) |x − a|.

We then infer for η > 0 and x ∈ Q ∩ B(a, η)

dist (f(x), H) ≤ ω(η) η

while |f(x) − f(a)| ≤ Mη. Therefore f(Q ∩ B(a, η)) is contained in the intersection of
the ball B(f(a), η) with the strip parallel to H of width 2 ω(η) η, thus in a parallelepiped
of volume at most

2n−1Mn−1ηn−1 2 ω(η) η = 2nMn−1ηn ω(η).

Now divide Q in equal cubes of side 1/k. If one of these cubes contains a critical
point, then it is contained in the ball B(a,

√
n/k) and its image lies in a parallelepiped

of volume at most

2nMn−1nn/2k−nω
“√n

k

”
.

Since there are at most kn cubes in Q, we have covered f(A) with a finite union of
cubes of total measure at most

2nMn−1nn/2ω
“√n

k

”
.

The result follows since ω(
√

n
k

) → 0 as k → ∞. ��

5.56 Corollary. Let f : Ω ⊂ Rn → Rn be a map of class C1. The set of
noncritical values of f is dense in f(Ω). In particular, the counterimage
f−1(y) of y is made of a finite set of points for a.e. y ∈ f(Ω).
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5.3.4 Morse lemma

5.57 Proposition (Morse lemma). Let f be a smooth function defined
in an open set of Rn. Suppose that 0 ∈ Ω is a nondegenerate critical point of
f , i.e., Df(0) = 0, detHf(0) �= 0. Then there exist an open neighborhood
U of 0 and a diffeomorphism ϕ : U → Rn such that

f(ϕ(ξ)) = −(ξ1)2 − · · · − (ξk)2 + (ξk+1)2 + · · · + (ξn)2

where k is the dimension of the largest eigenspace on which the quadratic
form associated to the Hessian matrix Hf(0)ξ • ξ is negative.

Proof. We recall that by Hadamard’s lemma we have

f(x) =
nX

i,j=1

hij(x)xixj

in a ball around 0.

Let us prove the claim by induction on the dimension. After a linear transformation
we may assume that h11(0) = 1. Consider now the trasnformation y := γ(x) defined by8<:yi = xi if i �= 1,

y1 = x1 +
P

i≥1 h1i(x)xi.

Since Dγ(0) �= 0, γ is invertible in a neighborhood of zero and it is not difficult to show
that

f(γ−1(y)) = ±(y1)2 +
X

i,j>1

h
(1)
ij (y)yiyj .

Now, assume that in a neighborhood of 0 we have in suitable coordinates

f(y) = ±(y1)2 ± (y2)2 ± · · · ± (yr−1)2 +
nX

i,j=r

Hij(x)yiyj ,

then by a linear change of coordinates we may achieve Hrr(0) �= 0; the transform8<:yi = xi if i �= r,

yr = xr +
P

i>r Hir(x)xi

is then invertible near zero and again

f(y) =
X
i≤r

±(yi)2 +
X

i,j>r

Hij(y)yiyj .

��

5.58 Corollary. The nondegenerate critical points of a C2-function are
isolated.
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Figure 5.17. The gradient flow.

5.3.5 Gradient flow

Let A be an open set in Rn and let f : A → R be a function of class C2(A).
For every initial position that is not critical for f the (local in time) unique
solution of {

x′(t) = ∇f(x(t)),

x(0) = x,

is called a trajectory of the gradient flow through x. We have:

(i) The trajectories of the gradient flow are orthogonal to the level sets
of f .

(ii) f is increasing along the trajectories of the gradient flow of f , in fact,

d

dt
f(x(t)) = ∇f(x(t)) •x′(t) = |∇f(x(t))|2.

5.59 Proposition. If a trajectory of the gradient flow exists for all times
t > 0 and has a limit x0 when t → ∞, then x0 is a critical point for f .

Proof. On the contrary, suppose ∇f(x0) �= 0. Then there exists a bounded neighbor-
hood U of x0 such that |∇f(x)| ≥ m > 0 ∀x ∈ U for some m > 0. We may also assume
that |f(x)| ≤ M for some M > 0 and that for t > t the trajectory lies in U , x(t) ∈ U .
For all t > t we then infer

f(x(t)) − f(x(t)) =

Z t

t

d

ds
f(x(s)) ds ≥ m2(t − t),

i.e., f(x(t)) → +∞, in contradiction with f(x(t)) → f(x0). ��

5.60 Proposition. Let x0 be a critical point for f with Hf(x0) < 0.
Then there exists a neighborhood U of x0 such that every trajectory of the
gradient flow that begins at time t = 0 in U ends at x0.

Proof. We have

∇f(x) • (x − x0) =
nX

i,j=1

fxixj (x0 + s(x − x0))(x − x0)i(x − x0)j ≤ −m

2
|x − x0|2

for all x in a ball B(x0, δ) in which Hf(x)v •v < −(m/2)|v|2. If we set ψ(t) := |x(t) −
x0|2, we find
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ψ′(t) = 2 (x(t) − x0) •x′(t) ≤ −m|x(t) − x0|2 = −m ψ(t),

and, after integration,
log(ψ(t)) − log(ψ(0)) ≤ −mt (5.20)

for all times for which the trajectory is contained in B(x0, δ). Thus the trajectory x(t)

is contained in B(x0, r), r := |x(0) − x0|. Therefore, x(t) is defined for all t ≥ 0 and,
passing to the limit as t → ∞ in (5.20), one concludes that x(t) → x0. ��

Proposition 5.60 motivates the terminology of stable critical point for a
point for which ∇f(x0) = 0 and Hf(x0) < 0. The above provides us with
a method for finding critical points of f . It is called the gradient method,
or the method of steepest descent (ascent, in our case).

5.3.6 Constrained critical points: the
multiplier rule

In this section, we discuss some necessary conditions for the extremals of a
smooth function in presence of constraints for the independent variables.

Let Ω be an open set in Rn and let S ⊂ Rn be a set. We say that x0 ∈ S
is a relative or local maximum (minimum) point for f constrained to S if
there exists an open neighborhood W of x0 in Rn such that f(x0) ≥ f(x)
(f(x0) ≤ f(x)) for all x ∈ S ∩W . Maximum and minimum points are also
called extremal points.

We shall only discuss extremals relative to smooth bilateral constraints,
i.e., submanifolds. For more general situations, see, e.g., [GM5].

Our considerations are purely local. Thus, we assume that ϕ : U ⊂
Rr → Rn is a diffeomorphism and the constraint is given by the embedded
submanifold ϕ(U). Let Ω ⊃ ϕ(U) be an open set and let f : Ω → R

be a C1-map. If x0 = ϕ(u0) is a relative maximum or minimum point
constrained to ϕ(U), then u0 is a relative internal maximum or minimum
point for f ◦ ϕ : U → R. By Fermat’s theorem

D(f ◦ ϕ)(u0) = 0

i.e., using the chain rule,

Df(x0)Dϕ(u0) = 0.

Since the columns of the Jacobian matrix Dϕ(u0) span the tangent space
to ϕ(U) at x0, the derivatives in the tangential directions of Γ vanish,

Df(x0)(v) = 0 ∀v ∈ Tan x0Γ

or, equivalently,
∇f(x0) ⊥ Tan x0ϕ(U).

The above motivates the following definition.
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5.61 Definition. Let Ω be an open set in Rn, let f : Ω → R be a C1-
function, and let Γ be an r-dimensional submanifold, 1 ≤ r < n. We say
that x0 ∈ Γ is a critical point of f constrained (or relative to) Γ if

∇f(x0) ⊥ Tan x0Γ. (5.21)

In other words, x0 is a critical point of f relative to Γ if the derivatives in
the tangential directions of Γ vanish,

∂f

∂v
(x0) = Df(x0)(v) = ∇f(x0) •v = 0 ∀v ∈ Tan x0Γ.

5.62 Theorem (Lagrange multiplier rule). Let φ : Ω → Rm, φ =
(φ1, φ2, . . . , φm) be a function of class C1 where Ω is an open set of Rn

and m < n. Let x0 ∈ Ω be a point for which RankDφ(x0) = m and let
Γ := {x ∈ Ω |φ(x) = φ(x0)}. Finally let f : Ω → R be a function of class
C1. The following claims are equivalent

(i) x0 is a critical point for f constrained on Γ.
(ii) There exist constants λ0

1, . . . , λ
0
m such that

Df(x0) =
m∑

i=1

λ0
i Dφi(x0). (5.22)

(iii) There exist constants λ0
1, . . . , λ

0
m such that

∇f(x0) =
m∑

i=1

λ0
i∇φi(x0). (5.23)

(iv) There exists λ0 ∈ Rr such that (x0, λ
0) is an unconstrained critical

point for the function F : Ω × Rr → R,

F (x, λ) := f(x) −
m∑

i=1

λiφ
i(x).

(v) We have ∇f(x0) ∈ ImDφ(x0)∗, where Dφ(x0)∗ denotes the adjoint
matrix of Dφ(x0) computed using an arbitrary scalar product in Rm.

The numbers λ0
1, . . . , λ

0
m are called the Lagrange multipliers.

Proof. (i) ⇔ (ii). We have
Tan x0Γ = kerDφ(x0)

and
Df(x0)(v) = 0 ∀v such that Dφ(x0)(v) = 0.

If we introduce the (n − r + 1) × n matrix

G :=

0BBBBB@
Dφ(x0)

Df(x0)

1CCCCCA ,
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then (i) holds if and only if dimker G = dimker Dφ(x0) = r. Since the rows of Dφ(x0)
are linearly independent, (i) holds if and only if Df(x0) is a linear combination of the
rows of Dφ(x0).

(ii) ⇔ (iii) is trivial, since for any map f : Ω → R Df(v) = ∇f •v ∀v ∈ Rn.

(ii) ⇔ (iv) since ker Dφ(x0)⊥ = ImDφ(x0)∗ by the alternative theorem.

(ii) ⇔ (v). The vanishing of the gradient of F (x, λ) at (x0, λ0) is in fact equivalent to
(ii), 8<:Df(x0) =

Pr
i=1 λ0

i Dφi(x0),

φ(x0) = 0.

��

5.63 ¶. Notice that in Theorem 5.62 the assumption that Γ is a submanifold is essen-
tial. If f(x, y) = y in R2 and Γ := {(x, y) | y3 − x2 = 0}, show that (0, 0) is an absolute
minimizer for f constrained to Γ; however, F (x, y, λ) := y + λ(y3 − x2) has no critical
point.

5.3.7 Some applications

Several relevant inequalities, which are obtained by linear algebra meth-
ods or by Jensen’s inequality, can also be proved by means of Lagrange’s
multiplier rule. We conclude this section with a few examples.

a. Orthogonal projection and eigenvectors

5.64 Orthogonal projection. Let S be a linear subspace of Rn, ( | ) an inner prod-
uct on Rn, ||x||2 := (x|x) the induced norm, and b ∈ Rn. The function f(x) := ||x−b||2,
x ∈ S, is continuous and nonnegative; moreover, f(||x||) → +∞ as ||x|| → +∞, x ∈ S.
Therefore, f has at least a minimum point x0 constrained to S for which

∇(||x0 − b||2) = 2(x0 − b) ⊥ Tan x0S = S,

i.e.,
2(x0 − b|v) = 0 ∀v ∈ S.

In other words, x0 is the foot of the perpendicular to S through b.

5.65 The method of least squares. In the least mean square method and in the
linear regression, we need to find the minimizers of the function x → ||Ax− y||2 where
y ∈ RN and A ∈ Mk,N (R). As we have seen, using linear algebra x is such that

y − Ax ⊥ ImA, i.e., once we fix an inner product also in Rk, A∗(Ax − y) = 0. This
last equation is easily found using Fermat’s theorem since

||Ax − y||2 = ||y||2 − 2 y •Ax + ||Ax||2,

∇( y •Ax ) = ∇(A∗y •x ) = A∗y,

∇||Ax||2 = ∇(A∗Ax •x ) = 2A∗Ax

hence
∇||Ax − y||2 = A∗(Ax − y).

Of course, we may proceed similarly if the data model is nonlinear as for instance
if the data model is built upon a diffeomorphism φ : Ω ⊂ Rk → Rn of class C1. In this
case we minimize
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x → ||φ(x) − b|| =
p

(φ(x) − b) • (φ(x) − b) ,

and by Fermat’s theorem, we get

0 =
∂||φ(x) − b||2

∂xi
(x0) = 2

NX
i=1

(φ(x0) − b)iDφi(x0),

i.e., φ(x) − y ⊥ Tan ϕ(x)ϕ(Ω).

5.66 Eigenvalues of a self-adjoint matrix. Let A ∈ Mn,n(Rn) be a self-adjoint
matrix. In linear algebra, see, e.g., [GM3], one sees that for the largest eigenvalue L one
has

L = max
|x|=1

Ax •x

and the maximum is attained at the corresponding eigenvectors. We can find again such
a result by means of the Lagrange multiplier rule applied to the problem8<:Maximize Ax •x

on the constraint |x|2 = 1.

Since S := {x | |x| = 1} is compact, Ax •x attains its maximum at some x0 ∈ S. Since
S is a submanifold of Rn,

∇(Ax •x )(x0) = 2Ax0 ⊥ Tan x0S, and |x|2 − 1 = 0

i.e., 8<:2Ax0 = 2λ x0,

|x0| = 1

for some λ ∈ R. In other words, x0 is an eigenvector, and λ is the corresponding
eigenvalue. Since Ax0 •x0 = λ |x0|2 = λ, and x0 maximizes Ax •x on S, we conclude
that λ is the largest eigenvalue and x0 a corresponding eigenvector of norm one.

5.67 Least distance between two surfaces. Let S and T be two compact and
boundary-less submanifolds of Rn. We want to describe the minimizers of |x − y| with
the constraint x ∈ S and y ∈ T . Since the function |x − y|, (x, y) ∈ Rn × Rn, is con-
tinuous, and S × T ⊂ Rn × Rn is compact, S and T being compact, the existence of a
couple (x0, y0), x0 ∈ S and y0 ∈ T , which realizes the least distance between S and T
follows at once from Weierstrass’s theorem. Clearly, S ∩ T �= ∅ if and only if the least
distance between S and T is zero, and, in this case, all points (x, x), x ∈ S ∩ T , are
minimum points. Otherwise, i.e., if S ∩ T = ∅, if (x0, y0), x0 �= y0, is a point of least
distance, then y → |x0 − y|, y ∈ T , has a mimimum at y0, and x → |x − y0|, x ∈ S
has a minimum at x0. Therefore, see 5.64, the vector x0 − y0 is both perpendicular to
Tan x0S and Tan y0T .

5.68 ¶ Linear programming. Let {cj}, {aij} and {bi}, i = 1, . . . , m, j = 1, . . . , n
be given constants. Consider the problems8<:Minimize

Pn
j=1 cjxj → min

under the constraints
Pn

j=1 aijxj = bi, i = 1, . . . , m,
(5.24)

and 8<:Maximize
Pm

i=1 biwi → max

under the constraints
Pm

i=1 aijwi = cj , j = 1, . . . , n.
(5.25)

Prove that (5.24) is solvable if and only if (5.25) is solvable.
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5.69 Boltzmann’s distribution. Let E be the energy of a system of N particles, let
E1, E2, . . . Ek be the possible energetic levels of the particles, and let ni be the number
of particles with Ei as energy. The most probable distribution is the one that maximizes
the quantity“N

n1

”“N − n1

n2

”
. . .
“N − n1 − n2 · · · − nk−2

nk − 1

”
=

N !

n1!n2! . . . nk!

under the constraints

N =

kX
i=1

ni, E =
kX

i=1

niEi. (5.26)

Assuming N and ni, i = 1, . . . , k large enough and using Stirling’s formula to approxi-
mate the form of the distribution energy, we need to minimize

kX
i=1

“
ni(log ni − 1) +

1

2
log ni

”
under the constraints (5.26). If we further simplify, assuming that the ni are continuous
variables, and set

F (n1, n2, . . . ,nk, λ, μ)

:=
kX

i=1

“
ni(log ni − 1) +

1

2
log ni

”
+ λ
“ kX

i=1

ni − N
”

+ μ
“ kX

i=1

niEi − E
”
,

differentiating we get

ni
1

ni
+ log ni − 1 +

1

2ni
+ λ + μEi = 0, i = 1, . . . , k

and, neglecting the term 1/ni,

log ni = μE − λ,

concluding that the Boltzmann distribution is given by

ni = Ce−μEi

where C and μ are constants to be found so that (5.26) holds.

5.70 ¶. Taking the asymptotic development of log Γ and of its derivative, substantiate
the procedure we followed.

b. Inequalities

5.71 Young’s inequality. If a, b > 0 and p−1 + q−1 = 1, then ab ≤ ap

p
+ bq

q
, see

[GM1]. To prove it we can also proceed by minimizing the function (a, b) → f(a, b) :=
ap

p
+ bq

q
under the constraints ab = 1, a > 0, b > 0. Since when ab = 1, for

ϕ(a) := f(a, b) = f(a, 1/a) =
ap

p
+

a−q

q

we have ϕ(t) → +∞ as t → 0+ and t → +∞, the function f has at least a minimizer
(x, y) in S = {ab = 1, a > 0, b > 0}. The multiplier rule says that8<:∇f(x, y) = λ∇(xy − 1),

xy = 1
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for some λ ∈ R, i.e., 8>><>>:
xp−1 = λy,

yq−1 = λx,

xy = 1, x > 0, y > 0.

This system has (x, y, λ) = (1, 1, 1) as unique solution, thus the unique constrained
minimizer is (1, 1), and f(1, 1) = 1.

5.72 Arithmetic and geometric means. Recall that, for positive numbers x1, x2,
. . . , xn we have

n
√

x1x2 · · · xn ≤ 1

n

nX
i=1

xi

with equality if and only if x1 = x2 = · · · = xn, see [GM1]. We may find it again by
minimizing the function

f(x1, x2, . . . , xn) :=
1

n

nX
i=1

xi

constrained to

S :=
n

x = (x1, x2, . . . , xn)
˛̨̨

x1x2 · · ·xn = 1, xi > 0
o

and proving that the unique minimizer is x := (1, 1, . . . , 1).
First, S is a submanifold. Next, it is easy to see that f(x) → +∞ when x tends

to a boundary point of S. Therefore, Weierstrass’s theorem implies the existence of a
minimizer x = (x1, x2, . . . , xn) for f . The multiplier rule yields8<:∇f(x) = λ∇(x1x2 · · ·xn − 1),

x1x2 · · · xn = 1, xi > 0,

for some λ ∈ R, i.e., 8>>>>><>>>>>:
x1 = nλx2x3 · · ·xn,

x2 = nλx1x3 · · ·xn,

. . .

xn = nλx1x2 · · ·xn−1.

Multiplying the ith row by xi, we find x2
i = nλ for all i, hence x2

1 = x2
2 = · · · = x2

n,
thus x1 = 1 for all i. Finally, λ = 1/n.

The inequality between geometric and arithmetic means follows at once. In fact, if
x = (x1, x2, . . . , xn) ∈ Rn and x1x2 . . . xn = kn, then x/k ∈ S, hence

1

n

nX
i=1

xi

k
≥ 1,

that yields

1

n

nX
i=1

xi ≥ k = n
√

x1x2 · · · xn.

5.73 Hadamard’s inequality. Let A ∈ Mn,n(R) and let A1, A2, . . . An be its
columns. The Hadamard inequality

(det A)2 ≤
nY

i=1

|Ai|2 (5.27)
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holds with equality if and only if the columns of A are orthogonal.
The following proof uses only linear algebra and the inequality between geometric

and arithmetic means.
First, suppose that A is symmetric with nonnegative eigenvalues. λ1, λ2, λn so that

detA = λ1λ2 · · ·λn and tr A =
Pn

i=1 λi. From the inequality between geometric and
arithmetic means we get

detA = λ1λ2 · · · λn ≤
“ 1

n

nX
i=1

λi

”n
=
“ trA

n

”n
(5.28)

with equality if and only if A = λ Id, λ ≥ 0.
Now, we observe that (5.27) is trivial if one of the columns is zero, otherwise, we

can assume that each column has length 1, |Ai| = 1. In this case it suffices to prove
that

(det A)2 ≤ 1,

with equality if and only if Ai •Aj = δij . Since AT A is symmetric, with nonnegative
eigenvalues, we get from (5.28)

(det A)2 = det AT A ≤
“ trAT A

n

”n
= 1

with equality if and only if AT A = Id, i.e., Ai •Aj = δij .
An alternative proof of Hadamard’s inequality can be done using the multiplier

rule. It suffices to show that the function

f : Mn,n(R) → R+, f(A) = det A,

constrained to

Σ :=
n
A ∈ Mn,n

˛̨̨
|Ai| = 1 ∀i = 1, n

o
,

Ai being the columns of A, has a constrained maximum point, and all such constrained
maximum points X satisfy XT X = Id.

Since Σ is compact and f is continuous, both maximizers and minimizers exist in
Σ. Σ is defined by the equations8>>>>><>>>>>:

a2
11 + a2

12 + · · · + a2
1n = 1,

a2
21 + a2

22 + · · · + a2
2n = 1,

. . .

a2
n1 + a2

n2 + · · · + a2
nn = 1.

Its Jacobian matrix is the n × n2-matrix given by

2

0BBBB@
a11 . . . a1n 0 . . . . . . . . . . . . 0

0 . . . 0 a21 . . . a2n 0 . . . 0
.
..

.

..
.
..

.

..
.
..

.

..
.
..

.

..
.
..

0 . . . . . . . . . . . . 0 an1 . . . ann

1CCCCA .

Thus it has maximal rank n since its column vectors are nonzero. Consequently, at
points X = [xij ] of constrained maximum or minimum for f we have

∂detX

∂xij
=

nX
h=1

λhxij

for some (λ1, λ2, . . . , λn) ∈ Rn. Since

X cof (X) = detX Id, (5.29)
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we infer ∂detX
∂xij

= cof (X)ji, hence the stationarity equations become8<:cof (X)ji = 2λixij , if i, j = 1, . . . , n,

(XT X)ii =
Pn

j=1 xjixji = 1

for some (λ1, λ2, . . . , λn). Multiplying the first equation for xkj , k �= i, and summing
on j, we find, using again (5.29),8<:0 = (Xcof (X))ki = 2λi

Pn
j=1 xkjxij = 2λi(XXT )ki,

(XT X)ii = 1.

Now, we claim that the multipliers are nonzero. In fact, if one of the λi’s is zero, then
cof (X)ji = 0 for all j, hence det X = 0 by (5.29): a contradiction, if X is a maximum
or a minimum point of A → detA restricted to Σ.

The stationarity equations then say that XT X = Id, and we conclude that, if X
is a maximizer or a minimizer for A → detA constrained to Σ, then XT X = Id. For
these matrices we finally have

(det X)2 = det XT X = 1

hence | detA| ≤ | detX| = 1 ∀A ∈ Σ, with equality if and only if AT A = Id.

5.74 Isoperimetric inequality. As a consequence of Hadamard’s formula, using
again the geometric-arithmetic inequality,

(det A)2 ≤
nY

i=1

|Ai|2 ≤
“ 1

n

nX
i=1

|Ai|2
”n

= n−n||A||2n
2 , ||A||22 :=

X
ij

A2
ij ,

i.e, the isoperimetric inequality for matrices

| detA| ≤ n−n/2||A||2,

with equality if and only if AT A = Id.

5.3.8 Lyapunov–Schmidt procedure

We can make use of the implicit function theorem for the study of nonlinear
equations

φ(x) = 0
in a neighborhood of a solution x0 also when the linear tangent map of φ
is not of maximal rank at x0.

Let φ : Ω ⊂ Rn → Rq be a given map of class C1. We assume that
we can split the coordinates of the domain space Rn and the components
of φ into two groups, respectively x := (x1, . . . , xr), y := (xr+1, . . . , xn)
and φ(1) := (φ1, . . . , φq−m), φ(2) := (φq−m+1, . . . , φq), in such a way that
r = n − m and

φ(x0, y0) = 0, det
∂φ(2)

∂y
(x0, y0) �= 0.

Though Dφ is not of maximal rank if q > m, we can apply Theo-
rem 5.22 to φ(2) : Ω → Rm that is of maximal rank to find the following
formulation of the implicit function theorem.
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Figure 5.18. The level set of φ is a graph over the level set of g.

5.75 Theorem (Implicit function theorem, IV). Let φ : Ω ⊂ Rr ×
Rm → Rq be of class Ck, k ≥ 1, where Ω ⊂ Rr+m is open and q > m. Set

φ(1) := (φ1, . . . , φq−m), φ(2) := (φq−m+1, . . . , φq).

If at (x0, y0) ∈ Ω ⊂ Rr × Rm we have

φ(x0, y0) = 0, det
∂φ(2)

∂y
(x0, y0) �= 0,

then there exist an open neighborhood U of x0, an open set W ⊂ Rr ×Rm,
and a map ϕ : U → Rm that is open and of class Ck(U) such that

{
(x, y) ∈ W,

φ(x, y) = 0
if and only if

⎧⎪⎪⎨⎪⎪⎩
x ∈ U,

φ(1)(x, ϕ(x)) = 0,

y = ϕ(x).

In other words, if Γ = {(x, y) ∈ Ω |φ(x, y) = 0} is the zero level set of
φ, then

Γ ∩ W =
{

x ∈ U
∣∣∣φ(1)(x, ϕ(x)) = 0, y = ϕ(x)

}
i.e., Γ ∩ W is a graph over the zero level set Δ,

Δ :=
{
x ∈ U

∣∣∣φ(1)(x, ϕ(x)) = 0
}
,

of the function ψ(x) := φ(1)(x, ϕ(x)). This way, the analysis of the level
set Γ ⊂ Rr+m is reduced to the analysis of the level set Δ ⊂ Rr defined
with less equations and less unknowns, thus potentially easier. Notice that
Γ ∩ W and Δ are diffeomorphic.

5.76 Remark. Notice that the number of equations and independent
variables of ψ := φ(1)(x, ϕ(x)) is smaller and at most m. Therefore, the
best we can do is choose coordinates so that m = RankDφ(x0). In this
case the residual implicit equation

φ(1)(x, ϕ(x)) = 0, x ∈ U ⊂ Rr, r := dimkerDφ(x0, y0)

is called the bifurcation equation of the level φ(x, y) = 0. Of course, when
Dφ(x0, y0) has maximal rank, we have no bifurcation equation, and The-
orem 5.75 reduces to Theorem 5.22.
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Theorem 5.75 is the finite dimensional version in coordinates of the so-
called Lyapunov–Schmidt reduction procedure that has its natural context
in Banach spaces. First, we recall that we can decompose the domain and
the range of a linear map L : X → Y between vector spaces of finite
dimension into supplementary spaces

X := kerL ⊕ S, Y := ImL ⊕ T

so that all x ∈ X , y ∈ Y uniquely decompose as

x = x1 + x2, x1 ∈ kerL, x2 ∈ S,

y = y1 + y2, y1 ∈ Im L, y2 ∈ T.

and the map L|S : S → Im L is one-to-one and onto.
If we choose coordinates in X in such a way that the first group de-

scribes kerL and the remaining y the supplementing space S, and we
choose the coordinates in Y in such a way that the first q describe Im L,
then q = dimS and det ∂L

∂y �= 0. Moreover, the previous decomposition
identifies L|S as the invertible factor of L.

Secondly, we recall that the previous construction can be done for every
linear continuous map L : X → Y between Banach spaces X and Y
provided L has closed range (this is always true if Y is finite dimensional,
see [GM3]). The implicit function theorem takes then the following form.

5.77 Theorem (Lyapunov–Schmidt procedure). Let φ : X → Y be
a map of class Ck, k ≥ 1 with φ(0) = 0 between the Banach spaces X and
Y . Suppose that the Frechét differential at 0 of L := φ′(0) has closed image.
Then X = kerL⊕S, i.e., every x ∈ X uniquely decomposes as x = x1+x2,
x1 ∈ kerL, x2 ∈ S; moreover, there are two open sets U, W ∈ X and two
maps ϕ : U ∩ kerL → X and ψ : U ∩ kerL → Y such that

{
x ∈ W,

φ(x) = 0
if and only if

⎧⎪⎪⎨⎪⎪⎩
x = x1 + x2, x1 ∈ U ∩ kerL,

ψ(x1) = 0,

x2 = ϕ(x1).
(5.30)

In other words, for

Γ =
{
x ∈ X

∣∣∣φ(x) = 0
}
,

the piece Γ ∩ W of the level set Γ is the graph of the Ck-map ϕ over the
level set {x1 ∈ kerL |ψ(x1) = 0}. The equation ψ(x1) = 0, x1 ∈ U ∩kerL,
is called the bifurcation equation of Γ ∩ W .

Since Γ∩W and Δ = {x ∈ U ∩ker L | ψ(x) = 0} are diffeomorphic, the
invariants under diffeomorphisms of Γ∩W are described by the invariants
under diffeomorphisms of Δ ⊂ kerL.
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Proof. Step 1. As already stated, since the Fréchet differential of φ at 0 has closed
range, there exist closed subspaces S ⊂ X and T ⊂ Y supplementing respectively, ker L
and Im L,

X := ker L ⊕ S, Y := Im L ⊕ T,

so that every x ∈ X and y ∈ Y uniquely decompose as

x = x1 + x2, x1 ∈ ker L, x2 ∈ S,

y = y1 + y2, y1 ∈ Im L, y2 ∈ T

and the restriction L|S is one-to-one, onto, continuous as map form S to Im L, and its

inverse (L|S)−1 : Im L → S is continuous by Banach’s theorem, see [GM3]. Now we

extend (L|S)−1 to a continuous linear map M : Y → S by M(y1 + y2) := L−1(y1). By
construction ker M = T and Im M = S.

Now we repeat the proof of the implicit function theorem. Let F : X → X be the
map defined by

F (x) = x1 + Mφ(x).

For v ∈ X we have

F ′(0)(v) = v1 + ML(v) = v1 + ML(v1 + v2) = x1 + ML(v2) = v1 + v2 = v.

Then, the local invertibility theorem implies that F is locally invertible near 0. There
exists an open neighborhood W of 0 such that F|W is a diffeomorphism with inverse

G : U → W , U = F (W ) of class Ck. Finally, we set for x1 ∈ U ∩ ker L

ϕ(x1) := G(x1)2, ψ(x1) = φ(G(x1))2. (5.31)

Step 2. We have

G(x1)1 = x1 and x1 + ϕ(x1) = G(x1) (5.32)

for all x1 ∈ U ∩ ker L. In fact, for x1 ∈ U , we have G(x1) ∈ W and x1 = F (G(x1)) =
G(x1) + Mφ(G(x1)). Since the image of M is S, we have (My)1 = 0 ∀y, thus

x1 = (x1)1 = G(x1)1 hence G(x1) = G(x1)1 + G(x1)2 = x1 + ϕ(x1).

Step 3. Finally, let us prove (5.30). If x ∈ W and φ(x) = 0, then

x = G(F (x)) = G(x1 + Mφ(x)) = G(x1),

in particular, x1 ∈ U . From the first equality of (5.32) we infer x1 ∈ ker L, and from
the second one of (5.32) that x1 + x2 = x = G(x1) = x1 + ϕ(x1), i.e., x2 = ϕ(x1).
Moreover,

ψ(x1) = φ(G(x1))2 = φ(x)2 = 02 = 0.

Conversely, from 8>><>>:
x = x1 + x2, x ∈ U ∩ ker L,

ψ(x1) = 0,

x2 = ϕ(x1)

and the second equality of (5.32) we get x = x1 + x2 = x1 + ϕ(x1) = G(x1). In
particular, x ∈ G(U) = W . Also F (x) = x1 + Mφ(x) = x1, thus Mφ(x) = 0 and, M
being invertible, φ(x)1 = 0. Since φ(x)2 = φ(G(x1))2 = ψ(x1) = 0, we conclude

φ(x) = φ(x)1 + φ(x)2 = 0.

��

5.78 Remark. We conclude this section with some remarks. We refer to
the notation in the statement and the proof of Theorem 5.77.
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(i) Suppose φ′(0) is surjective. We then have T = {0}, and the bifurca-
tion equation ψ(x1) = 0 holds for every x1 ∈ kerL by definition of
ψ. Therefore, in this case, the level set {x ∈ W |φ(x) = 0} is a graph
over kerL.

(ii) An interesting case in which the Lyapunov–Schmidt procedure ap-
plies is that of maps whose Fréchet differential L = φ′(x0) is a Fred-
holm operator. Recall that L is a Fredholm operator if kerL and
the supplementary space to Im L are both finite-dimensional; Fred-
holm operators have closed range. In this case the set of solutions
of φ(x) = 0 is, near x0, a graph over a level set contained in kerL,
hence of finite dimension. This way, the study of a large class of
infinite-dimensional equations transforms into the study of a system
of finitely many equations in a finite number of unknowns.

(iii) A special case arises when X = Y = H is a Hilbert space and L :=
φ′(0) is a compact perturbation of the identity, see [GM3], as L has
closed range because of the alternative theorem. In this case, it is
convenient to choose S := kerL⊥, T := ImL⊥ and to repeat the proof
of the Lyapunov–Schmidt theorem by choosing as M the adjoint L∗
of L instead of L−1

|S , since kerL∗ = ImL⊥, kerL = Im L∗⊥ and

F (x) := x1 + L∗φ(x)

is also a local diffeomorphism. This last claim deserves an expla-
nation. The function L∗L : kerL⊥ → kerL⊥ is an isomorphism of
Hilbert spaces by the alternative theorem. It follows that F ′(0)(v) =
v1 + L∗L(v) = v1 + L∗L(v2) is an isomorphism of H onto itself and
F (x) := x1 + L∗φ(x) is a local diffeomorphism because of the local
invertibility theorem.

(iv) Since the inverse G of F (x) = x1 + Mφ(x) is obtained via local
invertibility, we can set for G a scheme of successive approximations
that allow us to work in quite an explicit way on the bifurcation
equation ψ(x1) = φ(G(x1))2 = 0.

(v) The critical points of a map V : Ω ⊂ Rn → R are the solutions
of the system of n equations φ(x) := DV (x) = 0 in n unkowns;
assume 0 is one of the critical points. We have Dφ(0) = D2V (0) and
the bifurcation equation ψ(x1) = [DV (G(x1))]2 = 0 is defined on
kerDφ(0), i.e., on the null space of D2V (0).

5.3.9 Maps with locally constant rank and
functional dependence

Suppose that the n × n matrix of the linear system

Ax = 0

has rank smaller than n. Then some of the equations are linear combi-
nations of the others and therefore they can be eliminated as irrelevant.
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In the spirit of the implicit function theorem, a similar result holds for
nonlinear equations φ(x) = 0 when Dφ has constant rank.

5.79 Theorem. Let φ : Ω ⊂ Rr × Rm → Rq be a function of class Ck,
k ≥ 1 where Ω is open and q > m. Set φ := (φ(1), φ(2)) where

φ(1) := (φ1, . . . , φq−m), φ(2) := (φq−m+1, . . . , φq)

and suppose that at (x0, y0) ∈ Ω ⊂ Rr × Rm we have

φ(x0, y0) = 0, Rank
∂φ(2)

∂y
(x0, y0) = m,

and, moreover, that RankDφ(x, y) is m in all points of a neighborhood of
(x0, y0). Then there exist an open neighborhood W of (x0, y0) ∈ Rr+m, a
ball B(0, δ) ⊂ Rm, an open set Z ⊂ Rm, and a map k : Z → Rq−m of class
Ck such that φ(W ) is the graph of k over Z,

φ(W ) =
{

(u, v) ∈ Rq
∣∣∣u ∈ Rq−m, v ∈ Z, u = k(v)

}
. (5.33)

In particular,

φ(1)(x, y) = k(φ(2)(x, y)) ∀(x, y) ∈ W. (5.34)

In particular, (5.33) states that φ(W ) is an m-submanifold of Rq, and
(5.34) states the functional dependence of the first components φ(1) from
the second φ(2) according to the following.

5.80 Definition. Let φ1, . . . , φq be q functions of class C1 defined in the
open set Ω ⊂ Rn, and let φ : Ω → Rq, φ := (φ1, . . . , φq). We say that
φ1, . . . , φq are functionally dependent if there exists a submersion F : Δ →
Rp, where Δ is open, φ(Ω) ⊂ Δ ⊂ Rq, and p < q, such that

F (φ1(x), φ2(x), . . . , φq(x)) = 0 ∀x ∈ Ω.

Proof of Theorem 5.79. Step 1. We repeat once again the proof of the implicit function
theorem. The function f(x, y) := (x, φ(2)(x, y)) is a local diffeomorphism near (x0, y0)
since detDf(x0, y0) �= 0. Therefore, there exist an open connected neighborhood U of
x0 and a ball B(0, δ) ⊂ Rm such that for W := f−1(U × B(0, δ)), the map f|W is

invertible with inverse g : U ×B(0, δ) → W of class Ck. The map ϕ : U ×B(0, δ) → Rm

defined by g(x, c) =: (x, ϕ(x, c)), is then open, of class Ck, and8>><>>:
(x, y) ∈ W,

c ∈ B(0, δ),

φ(2)(x, y) = c

if and only if

8>><>>:
x ∈ U,

c ∈ B(0, δ),

y = ϕ(x, c).

In particular, φ(2)(x, ϕ(x, c)) = c ∀(x, c) ∈ U × B(0, δ). Differentiating in x, we get

Dφ(2)(x, ϕ(x, c))T(x, c) = 0 ∀x ∈ U (5.35)

where
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T(x) :=

0BBBBBBB@
Id

∂ϕ
∂x

(x, c)

1CCCCCCCA
.

Step 2. Since Rank Dφ is constantly m near x0 and det ∂φ(2)

∂y
(x, y) �= 0 near (x0, y0),

we may assume, possibly with smaller U and B(0, δ), that the rows of Dφ(1)(x, y)

linearly depend on the rows of Dφ(2)(x, y) at every point of W . Consequently, there is
R(x, y) ∈ Mm−r,m such that

Dφ(1)(x, ϕ(x, c)) = R(x, ϕ(x, c))Dφ(2)(x, ϕ(x, c)), ∀x ∈ U, ∀c ∈ B(0, δ). (5.36)

By differentiating the function ψ(x, c) := φ(1)(x, ϕ(x, c)) with respect to x, we infer
from (5.36) and (5.35)

Dψ(x) = Dφ(1)(x, ϕ(x, c))T(x, c) = R(x, ϕ(x, c))Dφ(2)(x, ϕ(x, c))T(x, c) = 0.

Therefore ψ is constant in x,

ψ(x, c) = k(c) = φ(2)(x, ϕ(x, c)) ∀(x, c) ∈ U × B(0, δ),

consequently, if Z := φ(2)(W ) ⊂ Rm, we have that Z is open, k is of class Ck(Z), and

φ(1)(x, ϕ(x, c)) = k
“
φ(2)(x, ϕ(x, c))

”
∀(x, c) ∈ U × B(0, δ),

or, equivalently, φ(1)(z) = k
“
φ(2)(z)

”
∀z ∈ W . ��

5.4 Curvature of Curves and Surfaces

5.4.1 Curvature of a curve in Rn

Let γ : [0, L] → Rn be a curve of class C2 parameterized by its arc length so
that |γ′(s)| = 1. The unit vector �t(s) := γ′(s) is tangent to the trajectory of
γ at s, and the acceleration vector, γ′′(s), i.e., the variation of the tangent
unit vector �t(s) to γ, is perpendicular to �t since

0 =
d

ds
|γ′(s)|2 = 2(γ′(s)|γ′′(s)).

The vector

�k(s) :=
d�t

ds
(s) = γ′′(s)

is also called the curvature vector of γ. When �k(s) is nonzero, the vector
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�n(s) :=
�k(s)

|�k(s)| =
γ′′(s)
|γ′′(s)|

is called the principal normal to γ at s, the nonnegative number |�k(s)| is
called the scalar curvature of γ, its inverse, ρ(s) := 1/|�k(s)| is called the
radius of curvature of γ at s, and, finally, the circle of center γ(s)+ρ(s)�n(s)
and radius ρ(s) in the plane generated by (�t(s), �n(s)) is called the osculating
circle to γ at s.

5.81 ¶. Prove that a circle of radius R in R2 has 1/R and R respectively, as curvature
and curvature radius.

Writing Taylor’s formula γ(s + h) = γ(s) + γ′(s)h + γ′′(s)h2/2 + o(h2)
as

γ(s + h) = γ(s) + h�t(s) +
h2

2
�k(s) + o(|h|2) as h → 0;

we see that the curvature vector points in the direction in which the curve
turns, and its modulus is a measure (up to second order) of how regularly
the curve deflects from its tangent line in the plane spanned by �t(s) and
�n(s).

5.82 ¶. Prove that Taylor’s developments of γ and its osculating circle (both parameteri-
zed by the arc length) agree up to second terms included.

Let γ : [a, b] → Rn be a regular and simple curve of class C1 with
γ(a) �= γ(b). At each of its points p there are two unit tangent vectors �t(s)
and −�t(s) corresponding to the parameterization of γ by the arc length and
to the opposite reparameterization respectively, δ : [0, L] → Rn, δ(s) :=∫ s

0 |γ′(t)| dt, and δ1 : [0, L] → Rn, δ1(s) = δ(L − s). In both cases the
curvature vector at p = δ(s) depends only on the trajectory of the curve
(independently of its parameterization). Therefore, we may also refer to
the curvature vector, the scalar curvature, and the osculating circle of γ
at a point p = δ(s) of its trajectory and write

�k(p) := �k(s) if p = γ(s).

5.83 Curvature for a parameterized curve. Let γ : [a, b] → Rn be
a curve of class C2 parameterized by an arbitrary parameter t. Then,

�t(t) :=
γ′(t)
|γ′(t)|

hence

�k(t) :=
d�t

ds
=

d�t

dt

dt

ds
=

d

dt

( γ′(t)
|γ′(t)|

) 1
|γ′(t)| =

1
|γ′|2
(
γ′′ − γ′′ •γ′

|γ′|2 γ′
)
.

By denoting with [v]N , v ∈ Rn, the orthogonal projection of v into the
normal space to �t,



5.4 Curvature of Curves and Surfaces 283

Figure 5.19. Frontispieces of two books on curves and surfaces.

[v]N := v − ( v •�t )�t,

we also have
�k(t) =

1
|γ′(t)|2

[
γ′′(t)
]N

. (5.37)

The curvature is strongly related to the first variation of the length
with respect to deformations.

5.84 Proposition (First variation of the length). Let γ : [a, b] →
Rn be a regular curve of class C2 and let φ : [−1, 1] × Rn → Rn be a
deformation of γ for which the end-points remain fixed, i.e., a map of
class C2 with φ(0, x) = x ∀x and

φ(ε, γ(a)) = γ(a), φ(ε, γ(b)) = γ(b) ∀ε.

If Lε denotes the length of the curve γε(t) := φ(ε, t), then

dLε

dε |ε=0

= −
∫

γ

�k •V dH1 (5.38)

where V (x) := ∂φ
∂ε (0, x) is the velocity of the flow φ(ε, x) at ε = 0.

Proof. Without loss of generality, we assume that γ is parameterized by the arc length,

γ : [0, L] → Rn, L = length of γ and |γ′(t)| = 1, so that �t(t) = γ′(t) and �k(t) := γ′′(t).
We set

h(ε, t) := γε(t) = φ(ε, γ(t))

and notice h ∈ C2(] − 1, 1[×[a, b]). For every ε we have

Lε =

Z L

0

˛̨̨∂h

∂t
(ε, t)

˛̨̨
dt
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and, differentiating under the integral sign, with respect to ε we infer

dLε

dε
(ε) =

Z L

0

∂

∂ε

“˛̨̨∂h

∂t
(ε, t)

˛̨̨”
dt =

Z L

0

1˛̨̨
∂h
∂t

(ε, t)
˛̨̨ “ ∂h

∂t
(ε, t) •

∂2h

∂ε∂t
(ε, t)

”
dt.

Since

∂h

∂t
(0, t) = γ′(t), |γ′(t)| = 1,

∂h

∂ε
(0, t) =

∂φ

∂ε
(0, γ(t)) = V (γ(t)),

we find
dLε

dε |ε=0

=

Z L

0
γ′(t) •

dV (γ(t))

dt
dt. (5.39)

Integrating by parts, since V is zero at the extreme points of the curve, we conclude

dLε

dε |ε=0

= −
Z L

0
γ′′(t) •V (γ(t)) dt,

i.e., (5.38). ��

a. Moving frame for a planar curve
5.85 Moving frame and oriented curvature. For planar curves the
following alternative presentation can be useful. Let γ : [0, L] → R2 be a
simple plane curve of class C2 parameterized by the arc length and let �t(s)
be its velocity vector. We choose the unit vector �n(s) perpendicular to �t(s)
so that (�t(s), �n(s)) is positively oriented, meaning that det[�t(s)|�n(s)] = 1.
In coordinates, if �t(s) = (x(s), y(s)), set �n(s) := (−y(s), x(s)). Thus,

�k(s) = k(s)�n(s) where k(s) := �k(s) •�n(s) = γ′′(s) •�n(s) ;

the sign of k(s) depends on the choice of �n, accordingly k(s) is called the
oriented curvature of γ, and the vectors (�t(s), �n(s)) are called the moving
frame along γ.

5.86 ¶. Show that k > 0 if γ “turns left”.

5.87 ¶. Prove that the oriented curvature of the graph of f : [a, b] → R, x → (x, f(x)),
is

k(x) =
f ′′(x)

(1 + |f ′(x)|2)3/2
=

„
f ′p

1 + f ′2

«′
(x).

In particular, k(x) ≥ 0 ∀x if and only if f is convex.

Formula (5.37) writes with respect to the moving frame as the Huygens
formula

γ′′(t) = ( γ′′(t) •�t(t) )�t(t) + |γ′(t)|2 k(t)�n(t)

from which we deduce

k(t) =
1

|γ′(t)|2 γ′′(t) •�n(γ(t)) =
det[γ′(t)|γ′′(t)]

|γ′|3 (5.40)
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or, in terms of the components (x(t), y(t)) of γ(t),

k(t) =
x′(t)y′′(t) − y′(t)x′′(t)

(x′(t)2 + y′(t)2)3/2
. (5.41)

5.88 Serret–Frenet formulas. Let γ be a curve in R2 of class C2, and
let (�t(s), �n(s)) be its moving frame. The curvature vector of γ is a multiple
of �n and by the definition of oriented curvature

�t
′
(s) = �k(s) = k(s)�n(s).

On the other hand, since �n(s) and �n′(s) are perpendicular and n = 2, we
have �n′(s) = α(s)�t(s). We may compute the proportionality coefficient
α(s) from

0 =
d

ds
�t(s) •�n(s) = (k(s)�n(s))�n(s) + (�t(s))α(s)�t(s) = k(s) + α(s),

hence
�n′(s) = −κ(s)�t(s).

In conclusion, the moving frame (�t(s), �n(s)) along γ and the oriented cur-
vature k(s) are related by the Serret–Frenet formulas for planar curves{

�t
′
(s) = k(s)�n(s),

�n′(s) = −k(s)�t(s),
(5.42)

which can be written as the system of first-order differential equations[
�t
′
(s)
∣∣∣�n′(s)

]
= A(s)

[
�t(s)
∣∣∣�n(s)
]
, A(s) =

(
0 k(s)

−k(s) 0

)
.

Integrating these equations twice, we see that the curvature vector of
a curve determines the curve apart from an isometry. More interesting is
the fact that the oriented curvature of a curve suffices to determine the
curve (modulus rigid motions of the plane).

5.89 Theorem. For any given continuous function h : [0, L] → R there
exists a curve γ : [0, L] → R2 parameterized by the arc length with oriented
curvature h; moreover, γ is unique modulus isometries of the plane.

Proof. Uniqueness. Suppose γ1, γ2 : [0, L] → R2 with respectively, (�t1, �n1), (�t2, �n2) as
moving frames, have the same oriented curvature. Let R be the rotation that moves
the vectors �t1(0) and �n1(0) respectively into �t2(0) and �n2(0), and let

γ3(s) := R(γ2(s) − γ2(0)) + γ1(0), ∀s ∈ [0, 1]

be the curve (obtained by a rigid motion of γ2) so that its moving frame agrees at s = 0
with the moving frame of γ1. We claim that γ3(s) = γ1(s) ∀s.

It is easily seen that
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8<:�t2 ′(s) = k(s)�n2(s),

�n2
′(s) = −k(s))�t2(s)

implies

8<:�t3
′
(s) = k(s)�n3(s),

�n3
′(s) = −k(s))�t3(s).

Therefore the matrices X1(s) =
h
�t1(s)|�n1(s)

i
and X3(s) =

h
�t3(s)|�n3(s)

i
both solve

the Cauchy problem8<:X′(s) = A(s)X(s),

X(0) = X1(0),
A(s) :=

 
0 h(s)

−h(s) 0

!

hence agree for all s. In particular, γ′
3(s) = �t3(s) = �t1(s) = γ′

1(s) ∀s and, since γ3(0) =
γ1(0), we conclude γ3(s) = γ1(s) ∀s.

Existence. Let A :=

 
0 h

−h 0

!
. The Cauchy problem for X(t) ∈ M2,2(R)

8<:X′(s) = A(s)X(s),

X(0) = Id

has a unique global solution X(s), s ∈ [0, L], see [GM3]. Moreover, since A is antisym-
metric, we have

(XT X)′ = XT AT X + XT AX = XT (AT + A)X = 0,

hence XT X is constant. Since X(0) = Id, we conclude that the columns u, v of X = [u|v]
are orthonormal det[u|v] = 1. If we define

γ(s) :=

Z s

0
u(τ) dτ, s ∈ [0, L],

γ is parameterized by its arc length with (u, v) as moving frame and oriented curvature.
��

b. Moving frame of a curve in R3

n. For the sake of brevity, we only
deal with curves in R3.

5.90 Moving frame and torsion. Let γ : I → R3 be a curve of R3 of
class C3 parameterized by the arc length with γ′(s) �= 0 and γ′′(s) �= 0. The
unit vectors �t(s) = γ′(s) and �n(s) := γ′′(s)/|γ′′(s)| are orthonormal, and
we call γ′′(s) the (vector) curvature of γ at s, and denote by k(s) := |γ′′(s)|
the scalar curvature so that γ′′(s) = k(s)�n(s).

We now choose a third unit vector �b(s), which is called the binormal
vector, perpendicular to both �t(s) and �n(s) such that det

[
�t(s)|�n(s)|�b(s)

]
=

1, or, in terms of cross product,

�b(s) := �t(s) × �n(s).

The triplet (�t(s), �n(s),�b(s)) is called the moving frame along γ and the
plane generated by �t(s) and �n(s) is called the osculating plane to γ at
γ(s). Trivially,

We can proceed similarly for curves in R
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�n(s) ×�b(s) = �t(s), �b(s) × �t(s) = �n(s).

Since |�n(s)| = 1 and �n(s) and �n′(s) are perpendicular,

�n′(s) = α(s)�t(s) − τ(s)�b(s)

where α can be computed as

α(s) = �n′(s) •�t(s) =
d

ds
�n(s) •�t(s) − �n(s) •�t

′
(s) = −k(s)|�n(s)|2 = −k(s),

while the function τ(s) := −β(s) = −�n′(s) •�b(s) is called the torsion of γ
at γ(s).

5.91 Serret–Frenet formulas. Since
�b′(s) = (�t(s) × �n(s))′ = k(s)�n(s) × �n(s) + �t(s) × �n′(s)

= β(s)�t(s) ×�b(s) = −β(s)�n(s),

the moving frame (�t, �n,�b) along γ satisfies the system of Serret–Frenet
ordinary differential equations⎧⎪⎪⎨⎪⎪⎩

�t
′
(s) = −k(s)�n(s),

�n′(s) = −k(s)�t(s) + τ(s)�b(s),
�b′(s) = −τ(s)�n(s),

equivalently,

[
�t
∣∣∣�n ∣∣∣�n]′(s) = A(s)

[
�t
∣∣∣�n ∣∣∣�n](s), A(s) =

⎛⎝ 0 k(s) 0
−k(s) 0 τ(s)

0 −τ(s) 0

⎞⎠ .

We notice that the torsion of a planar curve is null. Moreover, if γ ∈ C3,
since⎧⎪⎪⎨⎪⎪⎩

γ′(s) = �t(s),

γ′′(s) = k(s)�n(s),

γ′′′(s) = (k(s)�n(s))′ = k′(s)�n(s) − k2(s)�t(s) + k(s)τ(s)�b(s)

Taylor’s formula of third order writes as

γ(s + h) = γ(s) +
(
h − k2

6
h3
)

�t(s) +
(k(s)

2
h2 +

k′(s)
6

h3
)

�n(s)

+
k(s)τ(s)

6
h3�b(s) + o(h3) per h → 0.

Therefore we can state: k(s) measures the deviation of the curve at γ(s)
(up to second-order terms) from the tangent direction �t(s) in the oscu-

deviation of the curve (up to third order) from the osculating plane.
lating plane, while the torsion, together with the curvature, measures the
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Figure 5.20. The frontispiece and the first page of a celebrated paper by G. F. Bernhard
Riemann (1826–1866) on geometries.

5.92 ¶. Prove that the curvature and the torsion of a curve γ : I → R3 parameterized
by a generic parameter t are given by

k(t) =
|γ′(t) × γ′′(t)|

|γ′(t)|3 ,

τ(t) =
det
h
γ′(t)

˛̨̨
γ′′(t)

˛̨̨
γ′′′(t)

i
|γ′(t) × γ′′(t)|2 .

The curvature and the torsion form a complete set of invariants for
curves in R3 according to the following fundamental theorem of the local
theory of curves.

5.93 Theorem. For any couple of given continuous functions k(s) > 0
and τ(s), s ∈ [0, L], there exists a curve γ : [0, L] → R3 parameterized by
the arc length with curvature k(s) and torsion τ(s) at s; moreover, such a
curve is unique modulus rigid motions of R3.

5.94 ¶. Prove Theorem 5.89. [Hint: Repeat the argument for planar curves.]

5.4.2 Curvature of a submanifold of Rn

In this section, we define the curvature of an m-submanifold M in Rn

and discuss some basic facts related to it. All our considerations will be of
local nature, therefore it is not restrictive to assume that M is an embed-
ded submanifold, i.e., the image of a diffeomorphism ϕ : B → Rn, B =
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B(0, 1) ⊂ Rm, m < n, of class C1. We shall denote with u1, u2, . . . , um

the coordinates in B and with x1, x2, . . . , xn the coordinates in Rn. As
we know, the tangent space TpM to M at p = ϕ(u) is the image of Dϕ(u)

and, since Dϕ(u) has maximal rank m,
(

∂ϕ
∂u1 (u), . . . , ∂ϕ

∂um (u)
)

is a basis
for Tp(M). Finally, we shall denote NpM the normal subspace to TpM in
Rn.

a. First fundamental form
Let M be an embedded submanifold of Rn, let ϕ : Ω → M , Ω open in Rm,
be a diffeomorphism, and let p = ϕ(u) ∈ M . The norm of Rn induces by
restriction a quadratic form on TpM

Ip(a) := |a|2 ∀a ∈ TpM

called the first fundamental form of M at p. In coordinates, if p = ϕ(u)
and a =

∑m
α=1 ξα ∂ϕ

∂uα (u) ∈ TpM , then

Ip(a) =
m∑

α,β=1

gαβ(p)ξαξβ = ξT Gξ

where the matrix G = (Gαβ) := (gαβ),

gαβ(p) :=
∂ϕ

∂ui
(u) •

∂ϕ

∂uj
(u) .

The matrix G(u) := (gαβ(u)) ∈ Mm,m(R) is called the metric tensor of
the parameterization ϕ at u. The metric G(u) is symmetric, moreover

G(u) = Dϕ(u)T Dϕ(u).

Since Dϕ(u) is injective, all eigenvalues of G(u) are positive, and G(u)
and G(u)1/2 are invertible with symmetric inverses. The entries of G(u)−1

are denoted as G−1 = (gαβ).
The metric and the first fundamental form appear in the calculus of

the area of M and of the length of curves on M . Indeed, the area formula
of Chapter 2 states that

Hm(M) =
∫

B

√
g dLm(u), g := detG.

Moreover, if γ : [a, b] → M is a C1-curve in M , then

|γ′(t)|2 = Iγ(t)(γ′(t))

and

L(γ) =
∫ b

a

√
Iγ(t)(γ′(t)) dt.
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5.95 Orthonormal bases of the tangent plane. Let X1, . . . , Xm be
m vectors in Rm and for every i = 1, . . . , m, let ai := Dϕ(u)Xi. Denote
by X the m × m matrix X := [X1|X2| . . . |Xm]. Then

( ai •aj )Rn = Dϕ(u)Xi •Dϕ(u)Xj = (XT GX)ij .

Therefore the following claims are equivalent.

(i) (a1, a2, . . . , am) is an orthonormal base in Rn,
(ii) XT GX = Id,
(iii) G1/2X is an isometry of Rm,
(iv) XXT = G−1.

b. Second fundamental form
Let M be an embedded submanifold of Rn, let ϕ : Ω → M , Ω open in Rm,
be a diffeomorphism, and let p = ϕ(u) ∈ M . For any vector v ∈ Rn denote
by vN the orthogonal projection of v on NpM .

The second fundamental form of M at p is the map IIp : TpM → NpM

defined for a =
∑m

α=1 ξα ∂ϕ
∂uα (u) ∈ TpM by

IIp(a) :=
m∑

α,β=1

[ ∂2ϕ

∂uα∂uβ
(0)
]N

ξαξβ . (5.43)

If we introduce the matrix Φ ∈ Mm,m(Rn) whose entries are vectors in Rn

Φ = (Φαβ), Φαβ :=
[ ∂2ϕ

∂uα∂uβ
(0)
]N

, (5.44)

we shorten (5.43) as

IIp(a) = ξT Φξ, ξ = (ξ1, ξ2, . . . , ξm).

A priori, IIp depends on the parameterization of M as we have used the
components of a in local coordinates for its definition. However, we have
the following.

5.96 Proposition. The second fundamental form is intrinsic on M , i.e.,
it does not depend on the parameterization of M .

Proof. Let ϕ : B(0, 1) → M and ψ : Δ → M be two diffeomorphisms with image
M . Denote by u1, u2, . . . , um the coordinates in B(0, 1) and by v1, v2, . . . , vm the
coordinates in Δ. We may and do asssume that ϕ(0) = ψ(0) = 0. From Proposition 5.8
ψ = ϕ ◦ h where h : Δ → B(0, 1), h := ϕ−1 ◦ ψ is a diffeomorphism between Δ and

B(0, 1). We infer that Dψ(v) = Dφ(h(v))Dh(v) ∀v ∈ Δ, i.e., by writing Dαf for ∂f
∂vα ,

Dαψ	(v) =
mX

i=1

∂ϕ	

∂ui
(h(v))Dαhi(v),

hence
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DβDαψ	 =
mX

i.j=1

∂2ϕ	

∂ui∂uj
DαhiDβhj +

mX
i=1

∂ϕ	

∂ui
DβDαhi.

Now, if a ∈ TpM , a =
Pn

i=1 ξi ∂ϕ
∂ui =

Pm
α=1 ηαDαψ, or, equivalently,

ξi =
mX

α=1

ηαDαhi,

we get

mX
α,β=1

∂2ψ

∂vα∂vβ
ηαηβ =

mX
i,j,α,β=1

∂2ϕ

∂ui∂uj
DαhiDβhjηαηβ

+
mX

α,β,i=1

∂ϕ

∂ui
DβDαhiηαηβ

=
mX

i,j=1

∂2ϕ

∂ui∂uj
ξiξj +

mX
i=1

∂ϕ

∂ui

“ mX
α,β=1

DβDαhiηαηβ
”
.

Since the last term on the right-hand side is tangent to M , the vectors

mX
α,β=1

∂2ψ

∂vα∂vβ
ηiηj and

mX
i,j=1

∂2ϕ

∂ui∂uj
ξiξj

have the same normal component to TpM . ��

5.97 Remark. For u ∈ B and h small, the length of the vector (ϕ(u +
h)−ϕ(u))N is the distance of ϕ(u+h)−ϕ(u) from TpM , p = ϕ(u). Taylor’s
formula yields

(ϕ(u + h) − ϕ(u))N =
1
2

m∑
i,j=1

( ∂2ϕ

∂ui∂uj
(u)
)N

hihj + o(|h|2)

=
1
2
IIp(h) + o(|h|2) as h → 0.

c. Curvature vector
5.98 Definition. Let a ∈ TpM . The curvature vector in the direction a

of M at p is the normal vector �k(a) ∈ NpM defined by

�k(a) :=
IIp(a)
Ip(a)

=
1
|a|2 IIp(a)

in particular �k(a) = IIp(a) if |a| = 1.

We have �k(λa) = �k(a) for all λ �= 0. Moreover, it is easily seen that
�k(a) is the orthogonal projection into NpM of the curvature vector of a
curve γ(t) on M with γ(0) = p and γ′(0) = a.

We may also regard the curvature as a variation of the normal plane.
Let a ∈ TpM with components a = (a1, a2, . . . , an) ∈ Rn. For every vector
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field X = (X1, X2, . . . , Xn) of class C1(M), not necessarily tangent to M ,
we set

a · DaX :=
n∑

i,j=1

aiaj ∂X i

∂xj
(p). (5.45)

5.99 Proposition. Let ν1, . . . , νn−m : M → Rn be n − m vector fields of
class C1(M) that form an orthonormal basis at p ∈ M of NpM . Then for
every a ∈ TpM

�k(a) := −
n−m∑
α=1

(a · Daνα) νa. (5.46)

Proof. Let a ∈ TpM with |a| = 1 and let γ :] − 1, 1[→ M be a curve of class C2 on M

parameterized by the arc length with γ(0) = p and γ′(0) = a. Then �k(a) = IIp(a) =
γ′′(0)N . On the other hand, for every α = 1, . . . , n − m, νa(γ(t)) is orthogonal to γ′(t)
for every t, (γ′(t)|να(γ(t))) = 0. Differentiating and evaluating at 0 we find

(γ′′(0)|να(p)) +
mX

i=1

aiaj ∂νi
α

∂xj
(p) = 0,

hence
(�k(a)|να) = (γ′′(0)|να) = −a · Daνα

which proves the claim, since {νa(p)} is an orthonormal basis of NpM . ��

d. Mean curvature vector
Let (a1, a2, . . . , am) be an orthonormal basis of TpM . The normal vector

�H :=
1
m

m∑
i=1

�k(ai) (5.47)

is called the mean curvature vector of M at p.
By definition, the mean curvature vector is independent of the choice

of the parameterization on M . Moreover, we can easily prove that it does
not depend on the chosen basis we use in its definition. In fact, for every
i = 1, . . . , m let Xi be such that ai := Dϕ(u)Xi ∈ TpM , and let X be
the m × m-matrix X := [X1|X2| . . . |Xm]. We have XT X = G−1 and,
consequently,

�H =
1
m

m∑
i=1

XT
i ΦXi =

1
m

tr (XT ΦX) =
1
m

tr (ΦXXT )

=
1
m

tr (ΦG−1)

(5.48)

where Φ is defined in (5.44).
Another useful expression for the mean curvature vector follows from

(5.46):
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Figure 5.21. Two fascinating beginner’s guides to differential geometry and geometric
measure theory.

m �H := −
n−m∑
α=1

m∑
i=1

(ai · Daiνα)να, (5.49)

where (ν1, ν2, . . . , νn − m) are orthonormal vector fields at p that span
NpM and (a1, a2, . . . , am) are orthonormal vectors that span TpM .

e. Curvature of surfaces of codimension one
Let M be an m-dimensional submanifold in Rm+1 and, as before, let ϕ :
Ω → M be a diffeomorphism, Ω ⊂ Rm open, 0 ∈ Ω and p = ϕ(0). Its
normal space NpM has dimension 1 and, if ν is a normal vector of norm
one, the second fundamental form of M at p takes the form

IIp(a) = ( IIp(a) •ν ) ν, a ∈ TpM,

consequently,

IIp(a) •ν :=
m∑

α,β=1

Rαβξαξβ = ξT Rξ

where ξ is such that a = Dϕ(0)ξ, ξ = (ξ1, ξ2, . . . , ξm), and R denotes the
m × m matrix with real entries

R = (Rαβ), Rαβ :=
(

∂2ϕ

∂uα∂uβ
(0) •ν

)
.

The number
k(a) := �k(a) •ν =

1
|a|2 IIp(a) •ν
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is called the curvature of M at p in the direction a, and the number

H := �H •ν

the mean curvature of M at p. Notice that in correspondence of the two
possible choices of the unit normal ν, the sign of the curvature changes.

The matrix R is real symmetric, and its eigenvectors and eigenvalues
are called respectively, the principal directions of curvature and the prin-
cipal curvatures of M at p, since, if a := Dϕ(0)ξ where ξ ∈ Rm is an
eigenvector of R of length 1 with eigenvalue λ, then

λ = λ|ξ|2 = ξT Rξ = k(a).

By the spectral theorem, we can choose in TpM a basis (e1, e2, . . . , em),
such that ei = Dϕ(0)ξi where ξi is an orthonormal basis in Rm of eigen-
vectors of R. The corresponding eigenvalues are then the principal cur-
vatures k1 := k(e1), . . . , km := k(em). If a =

∑m
i=1 aiei ∈ TpM , then

a = Dϕ(0)
∑m

i=1 aiξi and

k(a) =
( m∑

i=1

aiξi

)T

R
( m∑

i=1

aiξ
)

=
m∑

i,j=1

aiajξT
j Rξi

=
m∑

i=1

aiajδijk(ei) =
m∑

i=1

ki(ai)2

known as the Gauss formula for the curvature.
Common standard choices for the sign of ν are the following:

◦ If M is given in parametric form, ϕ : B → M , ν is chosen in such a way
that (D1ϕ, D2ϕ, . . . , Dn−1ϕ, ν) has positive determinant.

◦ If M is the boundary of an open set, ν is chosen as the interior normal
in such a way that ∂Ω has nonnegative curvature if Ω is convex.

5.100 ¶. Let Ω ⊂ R2 be an open set whose boundary ∂Ω is a 1-submanifold of R2.
Prove that Ω is convex if and only if the curvature of ∂Ω is nonnegative.

5.101 ¶. Prove that the sphere of radius ρ in Rn has mean curvature 1/ρ.

5.102 ¶. Let

T2 :=
n
(x, y, z)

˛̨̨
(
p

x2 + y2 − R)2 + z2 = ρ2
o

be a two-dimensional torus in R3. Prove that its mean curvature is

H :=
R + 2ρ cos ϕ

2ρ(R + ρ cos ϕ)

where ϕ is the angle shown in Figure 5.22. Notice that H ≥ 0 if R > 2ρ. This shows
that the boundary of a nonconvex set in Rn, n ≥ 3, can have positive curvature. Finally,
compute the principal curvatures of T2.
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θ

ϕ

Figure 5.22. A two-dimensional torus.

5.103 Example (The graph of a function). Let M be the graph of the function
f : Ω → R, Ω open in Rn. A parameterization of M is given by the map ϕ(u) :=
(u, f(u)), u ∈ Ω, and, for p := (u, f(u)), we have:

(i) The vectors of Rn+1

∂ϕ

∂uα
=
“
0, . . . , 0, 1, 0, . . . , 0,

∂f

∂uα
(u)
”
, α = 1, . . . , n

where 1 is at the αth place, form a basis of TpM .
(ii) The metric tensor of M is given by

G = Id + DfT Df or, G = (gαβ), gαβ = δαβ +
∂f

∂uα

∂f

∂uβ
.

(iii) We have DfDfT = |Df |2.
(iv) The n × n matrix DfT Df has rank one, all its eigenvalues are zero except one

that is tr (DfT Df) = |Df |2. Therefore, the eigenvalues of G = Id+DfT Df are

1 + |Df |2, 1, 1, . . . , 1,

and √
g =

√
detG =

q
1 + |Df |2.

(v) The inverse of the metric tensor is given by

G−1 = Id − 1

1 + |Df |2 DfT Df

since for every c ∈ R we have

( Id + DfT Df)( Id − cDfT Df) = Id + (1 − c)DfT Df − c|Df |2DfT Df

= Id + (1 − c − c |Df |2)DfT Df.

(vi) The unit vector

ν :=
1p

1 + |Df(u)|2
(−Df(u), 1)

spans TpM and points upward; moreover, det[D1ϕ| . . . |Dnϕ|ν] =
p

1 + |Df |2.
(vii) Since ϕ(x) = (x, f(x)), we have DαDβϕ = (0, 0, . . . , 0, DαDβf), henceh

DαDβϕ
iN

=
DαDβfp
1 + |Df |2 ν.
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(viii) For all α, β = 1, . . . , n we have

gαβ
h
DαDβϕ

iN
=

DαDβfp
1 + |Df |2

“
Id − 1

1 + |Df |2 DαfDβf
”

ν.

Equation (5.48) then yields

n �H =
nX

α,β=1

1

(1 + |Df |2)3/2

“
(1 + |Df |2)δαβ − DαfDβfDαDβf

”
ν

=
nX

α=1

Dα

„
Dαfp

1 + |Df |2
«

ν.

(ix) Finally, the (scalar) mean curvature is given by

H =
1

n

nX
α=1

Dα

„
Dαfp

1 + |Df |2
«

.

f. Gradient and divergence on a surface
Let M be an embedded submanifold of Rn, and, as usual, let ϕ : Ω → M ,
Ω open in Rm, be a diffeomorphism, let 0 ∈ Ω and let p = ϕ(0). Let f ∈
C1(M), meaning that f is a function of class C1 in an open neighborhood
of the embedded submanifold M of Rn. The orthogonal projection onto
TpM of the gradient ∇f of f at p in Rn is called the tangential gradient
of f in M at p and is denoted by ∇Mf ,

∇Mf = ∇f − (∇f)N .

If T := Dϕ(0), then ∇Mf = Tξ for some ξ ∈ Rm and, since ∇f −∇Mf ∈
Np(M), by the alternative theorem we have

T∗(∇f − Tξ) = 0.

This yields
ξ = (T∗T)−1T∗∇f

i.e.,
∇Mf = T(T∗T)−1T∗∇f(p) = TG−1T∗∇f

or, more explicitly,

∇Mf =
m∑

α=1

ξα ∂ϕ

∂uα
(0), ξα =

m∑
β=1

gαβ(0)
∂(f ◦ ϕ)

∂uβ
(0). (5.50)

5.104 Definition. Let X : M → Rn be a vector field of class C1(M), not
necessarily tangent to M . The divergence on M of X at p is the number

div MX(p) :=
n∑

i=1

ai · DaiX(p)

see (5.45), where (a1, a2, . . . , an) is an orthonormal basis of TpM .
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5.105 Remark. Using the divergence operator, we rewrite (5.49) as

�H = − 1
m

n−m∑
α=1

(div Mνα)να.

5.106 Proposition. div MX does not depend on the chosen orthonormal
basis in its definition. Moreover, we have

(i) If X : M → TpM is a tangent vector field to M , X(ϕ(u)) =
Dϕ(u)ξ(u), where ξ = (ξ1, ξ2, . . . , ξm) ∈ C1(Ω), is its local repre-
sentation, then

div MX(ϕ(u)) = tr (G−1DϕT DXDϕ)

=
m∑

α,β=1

gαβ ∂ϕ

∂uα
•
∂(X ◦ ϕ)

∂uβ
=

1√
g

m∑
α=1

∂

∂uα

(√
gξα
)
.

(5.51)
(ii) If X : M → NpM is a normal vector field, then

div MX(p) = −m X(p) • �H(p) (5.52)

where �H is the mean curvature vector of M at p.

Proof. (i) If (a1, a2, . . . , am) is an orthonormal basis of TpM , then ai = Dϕ(0)ξi, i =
1, . . . m for some (ξ1, ξ2, . . . , ξm) ∈ Rm such that the n×m matrix B = [ξ1|ξ2| . . . |ξm]
satisfies BBT = G−1. Therefore,

div M X(p) = tr ((DϕB)T DXDϕB) = tr (DϕT DXDϕBBT )

= tr (DϕT DXDϕG−1) = tr (G−1DϕT DXDϕ).

This proves the independence of div MX on the chosen orthonormal basis a1, . . . , am.
Alternatively, we may compute more explicitly, shortening ∂

∂uα with Dα,

div MX =
mX

i=1

ai · DaiX(p) =
mX

i,α,β=1

nX
	,k=1

ξα
i ξβ

i DαϕkDβϕ	 ∂Xk

∂x	

=
mX

α,β=1

nX
	,k=1

gαβDαϕk ∂Xk

∂x	
Dβϕ	

=
nX

k=1

mX
α,β=1

gαβDαϕkDβ(Xk ◦ ϕ) =
mX

α,β=1

gαβ Dαϕ •Dβ(X ◦ ϕ)

recalling also that
Pm

i=1 ξα
i ξα

i = gαβ .
Let us prove (5.51). With the convention that repeated indices are summed, we

compute
1√
g

Dα

“√
gξα

”
=

1

2g
ξαDαg + Dαξα

and taking into account the formula of differentiation of determinants and the symmetry
of G−1

1

2g
Dαg =

1

2
gγδDαgγδ =

1

2
gγδ
“
Dαγϕ	Dδϕ	 + Dγϕ	Dαδϕ	

”
= gγδDγϕ	Dαδϕ	.

(5.53)
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Therefore,

1√
g

Dα

“√
gξα

”
= Dαξα + gγδDγϕ	Dαδϕ	ξα

= Dαξα + gγδDγϕ	
“
Dδ(ξαDαϕ	) − DδξαDaϕ	

”
= Dαξα + gγδDδ(X ◦ ϕ)	 − gγδgγαDδξα

= gγδDγϕ	Dδ(X ◦ ϕ)	.

i.e., (5.51).

(ii) From the definition of divergence, if (ν1, ν2, . . . , νn−m) are vector fields that form
at p an orthonormal basis for NpM , we have

m �H(p) = −
n−mX
α=1

(div Mνα) να. (5.54)

On the other hand, since X is normal, we have X =
Pn−m

α=1 ( X •να )να, hence

div MX =

n−mX
α=1

(div Mνα) να •X .

By comparison with (5.54), we get div M X = −m �H •X . ��

5.107 Corollary. Let X : M → Rn be a vector field of class C1(M) that
vanishes near ϕ(∂B) = ∂M . Then∫

M

div MXdHm = −m

∫
M

X • �H dHm.

Proof. We split X in its tangential and normal components

X = X⊥ + X�.

Since the operator div M is linear, we have div M X = div MX⊥ + div MX� and by
(5.52)

div MX⊥ = −m X⊥ •H = −m X • �H ,

hence Z
M

div MX⊥dHm = −m

Z
M

�H •X dHm.

Finally, by writing X�(ϕ(u)) :=
Pm

α=1 ξα(u) ∂ϕ
∂uα (u), using the area formula and

Gauss–Green formulas in B = B(0, 1), we infer from (5.51)

Z
M

div MX� dHm =

Z
B

mX
a=1

∂

∂uα

“√
gξα

”
dLm = 0

since ξ = (ξα) vanishes near the boundary of B. ��
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Figure 5.23. The first page of a paper by Carl Friedrich Gauss (1777–1855) where the
“theorema egregium” appears, and the frontispiece of Leçons sur la théorie générale
des surfaces by Gaston Darboux (1842–1917).

g. First variation of the area
The mean curvature and the divergence operator are tightly related to the
first variation of the area of a surface.

5.108 Proposition (First variation of area). Let ϕ : B(0, 1) ⊂ Rm →
Rn be a map of class C2, M := ϕ(B(0, 1)), and let φ : [−1, 1]× Rn → Rn

be a map of class C2 that is the identity at ε = 0 and does not move
ϕ(∂B(0, 1)),

φ(ε, x) = x, ∀x ∈ ϕ(∂B(0, 1)), ∀ε.

Let Mε be the surface image of x → ϕε(x) := φ(ε, x). Then

dHm(Mε)
dε |ε=0

=
∫

M

div MV dHm = −m

∫
M

�H •V dHm,

where V (p) := ∂φ
∂ε (0, p) is the velocity of the flow φ(ε, x) at ε = 0.

Proof. For all ε the area formula yields

Hm(Aε) =

Z
B(0,1)

p
gε(u) dLm(u)

where gε(u) := det Gε(u) and Gε(u) := DϕT
ε Dϕε. Differentiating the determinant,

∂
√

gε

∂ε
=

1

2

√
gε gαβ

ε (u)
∂(gε)αβ

∂ε

and setting g := det G0, G−1
0 := (gαβ), we compute at ε = 0
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∂
√

gε

∂ε |ε=0

(u) =
√

g
mX

α,β=1

gαβ(u)
“

Dαφ(0, u) •
∂

∂ε
Dβφ(0, u)

”

=
√

g
mX

α,β=1

gαβ
“

Dαϕ •Dβ(V ◦ ϕ)
”

= div MV (u).

Therefore, differentiating under the integral sign we get

dHm(Aε)

dε
=

Z
B

∂
√

gε

∂ε
dLm ==

Z
B

div M V
√

g dLm =

Z
M

div MV dHm.

and the result follows from Corollary 5.107. ��

h. Laplace–Beltrami operator and the mean curvature
5.109 Definition. As usual, let ϕ : Ω → Rn, Ω ⊂ Rm, be a diffeomor-
phism, M = ϕ(Ω) and p = ϕ(u). The differential operator on M

ΔMf := div M (∇Mf), f ∈ C2(M)

is called the Laplace–Beltrami operator on M , and functions f with
ΔMf = 0 harmonic functions on M .

For f ∈ C2(M), ΔMf is a continuous real valued function defined on
M . Taking into account (5.50) and (5.51),

(ΔMf) ◦ ϕ =
1√
g

m∑
α,β=1

∂

∂uα

(√
ggαβ ∂(f ◦ ϕ)

∂uβ

)
.

5.110 Proposition. For i = 1, n let f i := ϕi ◦ ϕ−1 : M → R. Then
ΔMf(p) := (ΔMf1(p), . . . ,ΔMfn(p)) belongs to NpM and

ΔMf(p) = mH(p).
Proof. In fact, we compute

(ΔM f i) ◦ ϕ =
1√
g

mX
α,β=1

Dα

“√
ggαβDβϕi

”
and

ΔMϕ •Dαϕ =
1√
g

Di

“√
ggijDjϕ	

”
Dαϕ	

=
1

2g
Dαg − gijDjϕ	DiDαϕ	 = 0

by recalling (5.53). The second claim follows, since

ΔMϕ =
1

2g
DiggijDjϕ + Di(g

ij)Djϕ + gijDiDjϕ

where the first two terms are tangential to M . Therefore, since we proved that ΔMf is
orthogonal to M ,

ΔMf =
“
ΔMf

”N
= (DiDjϕ)N gij = tr(ΦG−1) = m �H(p),

see (5.48). ��

Surfaces with vanishing mean curvature are called minimal surfaces.
Proposition 5.110 then reads: the coordinates of an embedded minimal sur-
face are harmonic functions on the surface.
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i. Distance function
Let Ω be a bounded open domain, the boundary of which is an (n − 1)-
submanifold of class Ck, k ≥ 2. For all x ∈ Ω, we set d(x) := dist (x, ∂Ω),
Ωε := {x ∈ Ω | d(x) < ε} and we denote by ν(ξ) the interior unit normal
to ∂Ω at ξ ∈ ∂Ω.

5.111 Theorem. Let Ω be a bounded open domain in Rn with ∂Ω of class
Ck, k ≥ 2. Then there exists ε > 0 such that the following holds.

(i) For all x ∈ Ωε there is a unique point ξ(x) ∈ ∂Ω of least distance
d(x) from x; moreover, x − ξ(x) is normal to ∂Ω,

x = ξ(x) + d(x) ν(ξ).

(ii) The functions x → ξ(x) is of class Ck−1 and the function x → d(x)
is of class Ck. Moreover, d(x) solves the eikonal equation |Dd| = 1
in Ωε and

Dd(x) = ν(ξ(x)) in Ωε.

(iii) Consider for 0 ≤ t < d(x) the t-level set of the distance function
Mt := {y ∈ Ω

∣∣∣ d(y) = t}. Then Mt is of class Ck and

−Δd(x) = (n − 1)HMt(x) =
1

n − 1

n−1∑
i=1

ki

1 − tki
(5.55)

where k1, k2, . . . , kn − 1 are the principal curvatures of ∂Ω evaluated
at the least distance point ξ(x). In particular,

HMt(x) ≥ H∂Ω(ξ(x)).

The coordinates (ξ, t) for x = ξ + tν(ξ) ∈ Ωε are often called Fermi’s
coordinates of x.

Proof. Step 1. Let B(z, ε) be a ball centered at z ∈ ∂Ω. Since the distance function is
continuous, for every x ∈ Ω∩B(z, ε), there exists a point y ∈ ∂Ω of least distance from
x. As we have seen, Fermat’s principle implies that x − y spans the normal line to ∂Ω
through y. Thus, if ν(y) denotes the inward normal to ∂Ω at y ∈ ∂Ω, and d(x) is the
least distance of x from ∂Ω, we have x = y + d(x)ν(y).

Step 2. We prove that for every z ∈ ∂Ω there is a neighborhood U(z) such that, for all
x ∈ U(z) ∩ Ω there is a unique ξ(x) ∈ U(z) ∩ ∂Ω of least distance d(x) from x, d is of
class Ck and Dd(x) = ν(π(x)) ∀x ∈ U(z).

Since the claim is invariant by rigid motions, we can suppose that z is the origin,
and that in an open neighborhood U ⊂ Rn of 0

(i) ∂Ω∩U is the graph of a function h of class Ck defined on a ball B(0, r) of Rn−1

with h(0) = 0 and ∇h(0) = 0,

(ii) the inward normal to ∂Ω at 0 ∈ R
n is (0, . . . , 0, 1),

(iii) the axes of Rn−1 are directed as the eigenvectors of D2h(0).



302 5. Surfaces and Level Sets

By our choice of the coordinate system, we have

D2h(0) = diag (k1, k2, . . . , kn−1),

where k1, . . . , kn−1 are the principal curvatures of ∂Ω at 0. Consider now the map
φ : B(0, r) × R → Rn defined by

x = φ(y, t) := (y, h(y)) + t ν(y, h(y))

that is, 8<:xi := yi + tNi(y) for i = 1, . . . , n − 1,

xn = h(y) + tNn(y)

where N(y) := ν(y, h(y)). We have8><>:
Ni(y) =

−Dih(y)√
1+|∇h(y)|2 for i = 1, . . . , n − 1,

Nn(y) = 1√
1+|∇h(y)|2 .

and, since Dh(0) = 0, we infer 8<:DjNi(0) = −kiδij ,

DnNn(0) = 0,
(5.56)

hence
Dφ(0, t) = diag (1 − tk1, . . . , 1 − tkn−1, 1). (5.57)

In particular det Dφ(0, 0) = 1, hence φ is a locally invertible map of class Ck−1 in
a neighborhood of 0 ∈ Rn. Its inverse ψ : B(0, ε) → Rn defined on a ball centered
at zero is of class Ck−1. We now set for x ∈ B(0, ε) π(x) := (ψ1(x), . . . , ψn−1(x)),
ξ(x) = (π(x), h(π(x))) and t(x)) = ψn(x). Trivially ξ(x) and t(x) are of class Ck−1,
ξ(x) ∈ ∂Ω and φ(ψ(x)) = x rewrites as

x = ξ(x) + t(x) ν(ξ(x))) ∀x ∈ U(0), (5.58)

from which we conclude that ξ(x) is the unique point in B(0, ε) such that x − ξ(x) is
perpendicular to ∂Ω, thus the least distance point by Step 1, and that d(x) = |x−ξ(x)| =
t(x). Consequently, d(x) is of class Ck−1.

From (5.57) we easily get

Dψ(x) = diag
“ 1

1 − tk1
, . . . ,

1

1 − tkn−1
, 1
”

(5.59)

where t = d(x) provided π(x) = 0. In particular Dd(x) = (0, 0, . . . , 1) = ν(ξ(x)) when
π(x) = 0.

The above construction can be repeated at each point z ∈ ∂Ω, hence we conclude
that

Dd(x) = ν(ξ(x)) ∀x ∈ B(0, ε). (5.60)

In particular Dd(x) is of class Ck−1. This concludes Step 2.

Step 3. For all z ∈ ∂Ω the results in Step 2 hold in B(z, ε(z)). Since ∂Ω is com-
pact, covering it with finitely many balls Bz1,ε(z1), . . . , Bzk,ε(zk) and choosing ε =
1
4

mini=1,...,k ε(zi), we conclude that the results in Step 2 hold in Ωε. This proves (i)
and (ii).

Step 4. (5.49) and (5.60) yield for x ∈ Mt

(n − 1)HMt (x) = −
nX

i=1

Diν
i(ξ(x)) = −tr (Dν(ξ(x))) = −tr (D2d(x)) = −Δd(x).



5.5 Exercises 303

On the other hand, assuming that π(x) = 0 and x ∈ Mt, we get from (5.59) and (5.56)

D2d(x) = D(ν(ξ(x))) = Dν(π(x))Dξ(x)

=

0BBBBBB@

−k1 0 . . . 0 0

0 −k2 0 0 0
.
..

.

..
. . .

.

..
.
..

0 0 . . . kn−1 0

0 0 . . . 0 0

1CCCCCCAdiag
“ 1

1 − tk1
, . . . ,

1

1 − tkn−1
, 0
”

= diag
“ −k1

1 − tk1
, . . . ,

−kn−1

1 − tkn−1

”
.

thus concluding that for x ∈ Ωε,

Δd(x) = −
n−1X
i=1

ki

1 − tki

where t = d(x) and k1, k2, . . . , kn−1 are evaluated at the least distance point ξ(x). ��

5.112 Remark. Notice that the assumption that ∂Ω is at least of class
C2 is truly necessary. In fact, let 0 < α < 1 and consider the open set

Ω :=
{
(x, y) ∈ R2

∣∣∣ y = |x|2−α, y ≤ 1
}

the boundary of which is of class C1,1−α near (0, 0). It is easy to see that
if P = (0, y) ∈ Ω is close to the curve {y = |x|2−α}, then P has two
least distance points differing from (0, 0). Moreover one can show that the
distance function is not differentiable at P , see Exercise 5.143.

5.5 Exercises
5.113 ¶. Study the transformations

(x2 − y2, xy), (
p

x/y,
√

xy), x, y > 0,

(ex cos y, ex sin y), (x2 − xy, y − x),

(sin(x + y), cos(x + y)).

5.114 ¶. Investigate the solvability in (x, y) of the system8<:x + y + uv = 0,

uxy + v = 0

when (u, v) is small, and of the system8>><>>:
x + xyz = u,

y + xy = v,

z + 2x + 3z2 = w

in (x, y, z) when (u, v, w) is small.
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5.115 ¶. Prove that the relation

x2 + log(1 + zy) + xyez = 0

defines a function z = ϕ(x, y) in a neighborhood of the point (0, 1, 0). Write its Taylor’s
polynomial of second degree with center (0.1) of ϕ(x, y).

5.116 ¶. In thermodynamics one considers the equation φ(p, V, T ) = cost, where p, V ,
and T are respectively the pressure, the volume, and the temperature of a gas. In case
we express one variable as function of the remaining two,

p = p(V, T ), V = V (p, T ), T = T (p, V ),

with p, V , and T sufficiently regular, prove that

∂p

∂T

∂T

∂V

∂V

∂p
= −1.

5.117 ¶. Prove that M := {(x, y, z) | z2 = x2 + y2} is not an r-submanifold of R3.

5.118 ¶. Prove that the maps defined on R2 by

(u, v) →
„

2u

u2 + v2 + 1
,

2v

u2 + v2 + 1
,
u2 + v2 − 1

u2 + v2 + 1

«
(u, v) →

„
2u

u2 + v2 + 1
,

2v

u2 + v2 + 1
,
1 − u2 − v2

u2 + v2 + 1

«
parameterize respectively S2 \ {North Pole} and S2 \ {South Pole} with R2.

5.119 ¶. Prove that the standard torus, obtained by rotating around the z-axis a circle
of radius r around a point on the y axis at distance R > r, is a 2-submanifold of R3.
Write it as a zero level set and find local parameterizations.

5.120 ¶. Let ϕ : R → R be a function of class C1 with |ϕ′(t)| ≤ 1/2 ∀ t. Let f : R2 →
R2 be the map defined by f(x, y) = (x + ϕ(y), y + ϕ(x)). Prove that f(R2) = R2 and
that f is globally invertible.

5.121 ¶. Visualize the sets C = {(x, y, u, v) ∈ R4 |x2 + y2 = 1, u2 + v2 = 1} and
K := {(x, y, u, v) ∈ R4 |x2 +y2 ≤ 1, u2 +v2 ≤ 1} by describing their three-dimensional
slices and prove that C and K \ C are submanifolds of R4.

5.122 ¶. An ideal pointwise mass is constrained to move on the circle of center 0 and
radius 1 and is connected to the point (1, 0) by means of an ideal spring of elastic
constant k. Find its equilibrium positions.

5.123 ¶. A particle is constrained to move on the ellipse 4x2 + y2 = 4 and attracts
another particle constrained to move on the line 3x + 2y = 25. Find their equilibrim
positions if they exist.

5.124 ¶. Find the maximum and minimum points of the function
Pn

i=1 aixi con-

strained to
Pn

i=1 |xi|p = 1, p > 1, and infer Hölder inequality.
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5.125 ¶. Given n + 1 points Pi = (xi, yi), i = 0, 1, . . . , n, we denote with [P0 . . . Pn]
the closed polygonal line connecting successively P0, P1, . . . , Pn, P0. The length of this
polygonal is

L :=
nX

i=0

|Pi − Pi+i| + |Pn − P0|

and its enclosed area is

A :=

˛̨̨̨
˛

nX
i=1

oriented area of [0Pi−1Pi]

˛̨̨̨
˛ = 1

2

˛̨̨̨
˛

nX
i=1

det

 
xi−1 yi−1

xi yi

!˛̨̨̨
˛ .

Show that this area is maximum among polygonals with n sides and given perimeter
when the polygon is regular, in particular,

A ≤ 1

4π
cot
“π

n

”
L2.

For n → ∞ deduce that for any polygon with n sides we have the isoperimetric inequal-
ity

A ≤ 1

4π
L2.

5.126 ¶ Simple roots. Prove that the simple zeros of a polynomial are C∞ functions
of the coefficients of the polynomial. [Hint: If x0 is a simple root for P , then P (x0) = 0
and P ′(x0) �= 0.]

5.127 ¶. Prove that the simple eigenvalues of a matrix A are C∞ functions of the
entries of A. Then infer the following.

Proposition. Let A(t) be a differentiable curve in the space of n×n matrices. Suppose
that λ0 is a simple eigenvalue of A(0). Show that for t small A(t) has an eigenvalue
λ(t) that depends in a C1-way from t and moreover λ0 = λ(0).

[Hint: In order to prove the first claim, consider f(x, μ,A) := (Ax−μx, |x|2 −1), prove

det
∂f

∂(x, λ)
(x, λ, A) = 2 lim

μ→λ

det(A − μ Id)

μ − λ

and use the fact that λ is a simple zero of det(A − λ Id).]

5.128 ¶. The equations 8<:x2 − yu = 0,

xy + uv = 0

implicitely define (u, v) as functions of (x, y) in a neighborhood of (x0, y0, u0, v0) with
(y0, u0) �= 0. If ϕ(x, y) := (u, v), compute detDϕ(x, y).

5.129 ¶. Prove that the system8>>>>><>>>>>:
x1 + x2 + x3 + x4 = u1,

x2 + x3 + x4 = u1u2,

x3 + x4 = u1u2u3,

x4 = u1u2u3u4

implicitely defines the x’s as functions of the u’s, and that

det
∂(x1, . . . , x4)

∂(u1, . . . , u4)
= u3

1u2
2u3.
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5.130 ¶. Prove that the equations8>><>>:
u = x + y + z,

v = u2 + v2 + z2,

w = u(3v − u2)/2

define a 2-submanifold in R3.

5.131 ¶. Find the maximum and minimum points of x2+y2+z2 in each of the following
sets n

(x, y, z) ∈ R
3
˛̨̨
x + y + z = 3a

o
,

n
(x, y, z) ∈ R

3
˛̨̨
xy + yz + xz = 3a2

o
,n

(x, y, z) ∈ R
3
˛̨̨
xyz = a3

o
.

and of x2 + y2 − 3x + 5y in the setn
(x, y, z) ∈ R

3
˛̨̨
(x + y)2 = 4(x − y)

o
.

5.132 ¶. Prove that the special group SL(n, R) of n × n matrices with determinant 1

identified with points in Rn2
is a submanifold of Rn2

of dimension n2 − 1.

5.133 ¶. Identify the group of symmetric n×n matrices Symn(R), with Rr, r =
`n+1

2

´
,

and let f : Mn,n → Symn(R) be the map f(X) := XT X. Then the orthogonal group is
the counterimage of the identity, i.e., O(n) = f−1( Id). Prove that

dfX(H) = HT X + XT H ∀X ∈ O(n), ∀H ∈ Mn,n,

and infer that O(n) is a submanifold of Rn2
of dimension

`n
2

´
= 1

2
n(n − 1).

5.134 ¶. Let A, B be two self-adjoint matrices in Mn,n(R). Find the critical values of
Ax •x constrained to Bx •x = 1.

5.135 ¶. Prove that a graph over [0, 1] has zero mean curvature if and only if it is a
straight line. Prove also that a graph over [0, 1] has constant mean curvature k > 0
provided k ≤ 2 and, in this case, it is a piece of a circle of radius larger than or equal
to 1/2.

5.136 ¶. As we have seen, there exists a unique (up to rigid motions) planar curve
γ(s) parameterized by the arc length with given positive scalar curvature k(s). Prove
that the same result holds if k(s) ≥ 0 provided k is analytic. Finally, show examples of
nonuniqueness if k(s) vanishes and is not analytic. [Hint: Compare scalar and oriented
curvatures.]

5.137 ¶ Envelopes. Let Ω be an open set of R2 and let Γ be an interval around 0.
Let f : Ω × Γ → R f = f(x, y, c), be a map of class C1, with f(x, y, c) = 0 at some
point and ∇f(x, y, c) �= 0 in Ω × Γ. Consider the 1-parameter family of curves

Mc :=
n
(x, y) ∈ Ω

˛̨̨
f(x, y, c) = 0

o
, c ∈ Γ.
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(i) A curve c → ϕ(c) := (ξ(c), η(c)), c ∈ Γ, is such that

f(ξ(c), η(c), c) = 0 and ∇f(ξ(c), η(c), c) ⊥ ϕ′(c)

for all c ∈ Γ if and only if

f(ξ(c), η(c), c) = 0 and
∂

∂c
f(ξ(c), η(c), c) = 0

for all c ∈ Γ. In this case, the curve ϕ(c) is called the envelope of the family {Mc}.
(ii) Prove that, if f(x0, y0, c0) = 0 and fcc(x0.y0, c0) �= 0, then locally, i.e., for small

|c − c0|, the family {Mc} has an envelope.
(iii) Finally, show that, if moreover,

fxfcy − fyfcx �= 0 in (x0, y0, c0)

then the envelope curve ϕ(c) is regular, i.e., ϕ′(c) �= 0.

5.138 ¶ Evolute. Let γ : I → R2 be a curve with k(t) �= 0 for all t. The curve

σ(t) := γ(t) +
1

k(t)
n(t)

is called the evolute of γ. Prove that the tangent to σ(t) is the normal to γ at t.

5.139 ¶. Prove that if all normal lines to a planar curve meet at the same point, then
the trajectory of the curve is a circle.

5.140 ¶. Let γ(s) : I → R3 be a curve parameterized by the arc length. Suppose that
τ(s) �= 0 and k′(s) �= 0. Prove that the trajectory of γ lies in a sphere if and only if

R2(s) +
“R′(s)

t(s)

”2
= cost, R(s) :=

1

k(s)
.

5.141 ¶. Show that a curve in polar coordinates ρ = ρ(θ) has curvature given by

k(θ) :=
2ρ′2 − ρρ′′ + ρ2

(ρ′2 + ρ2)3/2
.

5.142 ¶ Evolute. Let X ∈ Ck(I, R2), k ≥ 3, be a simple regular curve with k(t) as
curvature, ρ(t) as radius of curvature, and n(t) as normal at X(t). The evolute of X(t)
is the curve Y (t) := X(t) + ρ(t)n(t) If X(t) = (x(t), y(t)) and Y (t) = (ξ(t), η(t)), prove
that

ξ(t) = x − y′ x′2 + y′2

x′y′′ − y′x′′ , η(t) = y + x′ x′2 + y′2

x′y′′ − y′x′′ .

Prove that the evolute of a cycloid x(t) = R(t + sin t), y(t) = R(1 − cos t), is again a
cycloid (Christiaan Huygens (1629–1695)) and the evolute of the parabola y = x2/2 is
Neile’s parabola 8(y − 1)3 = 27x2 (William Neile (1637–1670)).

5.143 ¶. For 1 < α ≤ 2, let Mα ⊂ R2 be the graph of fα(x) = xα, x ∈ R. Prove that
fα ∈ C1(R) and that fα ∈ C2(R) if and only if α = 2. If

Mα,ε :=
n
(x, y)

˛̨̨
y > xα, dist ((x, y), Mα) = ε

o
,

prove that

(i) Mα,ε is a submanifold for all ε > 0 if α = 2,
(ii) Mα,ε is singular for all ε > 0 at the point (0, y) ∈ Mα,ε if 0 < α < 2.
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5.144 ¶. Let f : Rn → R be a function of class C1 and Ω := {x | f(x) < 0}. Suppose
that ∂Ω = {x | f(x) = 0} and that Df(x) �= 0 ∀x ∈ ∂Ω. Prove that ∂Ω is a (n − 1)-
dimensional submanifold of Rn with exterior normal ν(x) = ∇f(x)/|∇f(x)| at x ∈ ∂Ω,
and that Z

Ω
Δf dx =

Z
∂Ω

|∇f | dHn−1.

5.145 ¶. Let Ω be a bounded open domain of Rn with boundary of class C3, let d(x)
be the distance function between x and ∂Ω and let

Ωε := Ω ∪
n

x ∈ Ωc
˛̨̨
d(x) < ε

o
.

Prove that for ε small, we have

Hn−1(∂Ωε) −Hn−1(∂Ω) =

Z
Ωε\Ω

Δd dx.



6. Systems of Ordinary
Differential Equations

The system of ordinary differential equations⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x′

1 = f1(t, x1, x2, . . . , xn),

x′
2 = f2(t, x1, x2, . . . , xn),

. . .

x′
n = fn(t, x1, x2, . . . , xn)

or, in short,

x′ = f(t, x), t ∈ I ⊂ R, x = x(t) : I → Rn,

where f is a map from a domain Ω ⊂ R × Rn into Rn, needs not have
solutions defined on the entire interval I, even in the case Ω = R×Rn and
f smooth. For instance, see [GM1], for n = 1 all solutions of x′ = x2 are
of the form x(t) = 1/(c− t), c ∈ R, thus defined either for t < c or t > c. If
f(t, x) : Ω ⊂ Rn → Rn is continuous in t and locally Lipschitz in Ω, then
the Picard–Lindelöf theorem says, see [GM3], that the Cauchy problem{

x′ = f(t, x),

x(t0) = x0

has a unique local solution, indeed on a maximal interval containing t0 in
the sense that the trajectory (t, x(t)) reaches the boundary of Ω. Actually,
local solvability holds for continuous functions f , but uniqueness does not
in general. Finally, under the assumption of the Picard–Lindelöf theorem
the solution depends continuously on the initial datum, see [GM3], and,
as we saw in Chapter 5 Section 5.3, f depends in a Ck way on the initial
datum if f is of class Ck.

In this chapter we discuss a selection of classic results from the basic
theory of ODE with the partial motivations of illustrating structures and
techniques we have introduced. Of course, we refrain from any attempt of
completeness and systematicity both for reasons of space and because this
would lead into the theory of ODE and the theory of dynamical systems
that have their autonomous development.
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6.1 Linear Systems

a. Linear systems of first-order ODEs
If for f : I × Rn → Rn we have

|f(t, x)| ≤ a(t)|x| + b(t)

where a(t) and b(t) are bounded and continuous functions in I, then every
local solution of x′ = f(t, x) extends as a solution in the whole interval I,
see [GM3]. In particular, for every (t0, x0) ∈ I × Rn, the system of linear
differential equations in normal form

x′ = A(t)x + b(t), A ∈ C0(I, Mn,n(R)), b ∈ C0(I, Rn),

has a unique solution x(t) = x(t; t0, x0) defined on I, of class C1, and such
that x(t0) = x0. In other words, if we denote by S ⊂ C1(I, Rn) the set of
solutions of x′ = f(t, x),

S :=
{
y ∈ C1(I, Rn)

∣∣∣ y is a solution of x′ = f(t, x)
}

and by F : Rn → S the map that associates to the initial data x0 at time
t0 the unique solution x(t; t0, x0), we infer that F is well defined, injective,
and onto.

In the linear homogeneous case,

x′ = A(t)x, A ∈ C0(I, Mn,n(R)), (6.1)

F is also linear, hence we can state the following.

6.1 Proposition. The space S of all solutions of the linear system (6.1)
is a real vector space of dimension n.

6.2 Definition. We say that a map t → Z(t) ∈ Mn,n(R), t ∈ I is a
fundamental system of solutions of (6.1) if Z(t) has as columns n solutions
of (6.1) that form a basis for the space S of all solutions of (6.1).

Again from the linearity of F , we infer at once the following.

6.3 Proposition. A map t → Z(t) ∈ Mn,n(R), t ∈ I, is a fundamental
system of solutions of (6.1) if and only Z(t) has as columns n solutions of
(6.1) and detZ(s) �= 0 at some t0 ∈ I (and therefore detZ(s) �= 0 at every
s ∈ I); in matrix notation{

Z′(t) = A(t)Z(t) ∀t ∈ I,

detZ(s) �= 0 ∀s ∈ I.
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In the linear case, for every t, t0 ∈ I also the map x0 → x(t, ; t0, x0)
is injective and linear from Rn onto itself; therefore there is a nonsingular
matrix W(t, t0) such that

x(t; t0, x0) = W(t, t0)x0 = W(t, t0)x(t0; t0, x0), (6.2)

called the transition matrix (from the value of x0 at “time” t0 to the value
of x = W(t, t0)x0 at “time” t). By definition

W(s, s) = Id

and for every j = 1, . . . , n, the j-column wj(t) of W(t, s), j = 1, . . . , n
solves the Cauchy problem{

wj
t (t, s) = A(t)wj(t, s),

wj(s) = ej ,

(e1, e2, . . . , en) being the canonical basis of Rn. Therefore we infer that
for fixed s ∈ I, t → W(t, s) is the fundamental system of solutions of (6.1)
for which W(s, s) = Id,{

Wt(t, s) = A(t)W(t),

W(s, s) = Id.
(6.3)

According to (6.2) the map t → Z(t) : I → Mn,n is a fundamental
system of (6.1) if and only if

Z(t) = W(t, s)Z(s).

In particular, we may compute W(t, s) from a given fundamental system
of solutions t → Z(t) as

W(t, s) = Z(t)Z(s)−1 ∀t, s ∈ I. (6.4)

since in this case Z(s) is invertible.

6.4 Proposition. Let W(t, s) be the transition matrix associated to A(t).
Then we have:

(i) W(t, t) = Id for all t ∈ I.
(ii) W(t, s)W(s, r) = W(t, r).
(iii) W(t, s)−1 = W(s, t).
(iv) We have

∂W(t, s)
∂t

= A(t)W(t, s),
∂W(t, s)

∂s
= −W(t, s)A(s).
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(v) Liouville’s equation holds

∂

∂t
detW(t, s) = tr (A(t)) det W(t, s),

in particular Abel’s formula holds

detW(t, s) = exp
(∫ t

s

trA(τ) dτ

)
.

Proof. We leave to the reader the proofs of (i), (ii),. . . , and (iv), and we prove (v).
Since

W(t + ε, s) = W(t, s) +
∂W

∂t
(t, s) ε + o(ε)

= W(t, s) + ε A(t)W(t, s) + o(ε) == ( Id + εA(t))W(t, s) + o(ε)

we have

detW(t + ε, s) = det( Id + εA(t)) det W(t, s) + o(ε)

= (1 + εtrA(t) + o(ε)) detW(t, s) + o(ε)

= det W (t, s) + εtrA(t) det W(t, s) + o(ε)

hence (v). ��

6.5 ¶. Noticing that W(t, s) = W(t, t0)W(t0, s), prove that W(t, s) is of class C1 in
(t, s).

Either by a direct check or by the method of variations of constants,
that is, looking for a solution of the type u(t) := W(t, s)c(t), c : I →∈ Rn,
we easily get the following.

6.6 Theorem. The unique solution of the Cauchy problem{
x′ = A(t)x + f(t),

x(t0) = x0

is given by

x(t) = W(t, t0)x0 +
∫ t

t0

W(t, τ)f(τ) dτ

where W(t, s) is the transition matrix associated to A(t).

Now, define by induction{
W0(t, s) := Id,

Wk+1(t, s) :=
∫ t

s A(τ)Wk(τ, s) dτ, k ≥ 0,
(6.5)

i.e.,
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⎧⎪⎪⎨⎪⎪⎩
W0(t, s) = Id,

W1(t, s) =
∫ t

s
A(τ) dτ,

Wk(t, s) =
∫ t

s

∫ τk

s . . .
∫ τ2

s A(τk) · · ·A(τ1) dτ1 · · ·dτk, k ≥ 2.

By applying the contraction theorem as for proving existence, see [GM3],
and using the linearity we easily infer the following.

6.7 Proposition. For every interval J ⊂⊂ I, we have

|Wk(t, s)| ≤ ||A||k∞,J

|t − s|k
k!

∀t, s ∈ J,

where ||A||∞,J := supt∈J ||A(t)||. Therefore, the series
∑∞

k=0 Wk(t, s)
converges uniformly on the compact sets of I × I to the transition ma-
trix,

W(t, s) =
∞∑

k=0

Wk(t, s),

and the following estimate holds

||W(t, s)|| ≤ e|t−s| ||A||∞,J ∀t, s ∈ J ⊂⊂ I.

b. Linear systems with constant coefficients
Suppose that A(t) commutes with

B(t, s) :=
∫ t

s

A(τ) dτ

for every t ∈ R and fixed s. For instance, this happens if A(t) and A(τ)
commute for all t and τ ,

[A(t),A(τ)] := A(t)A(τ) − A(τ)A(t) = 0,

in particular when A(t) := A is a constant matrix.
If A(t) and B(t, s) commute for every t and fixed s, then

∂

∂t
Bk(t, s) = kBk−1(t, s)

∂B
∂t

(t, s) = kBk−1(t, s)A(t)

and we infer by induction from (6.5) that Wk(t, s) = 1
k!B

k(t, s) ∀k ≥ 0,
hence

W(t, s) =
∞∑

k=0

1
k!

Bk(t, s)

=
∞∑

k=0

1
k!

(∫ t

s

A(τ) dτ

)k

= exp
(∫ t

s

A(τ) dτ

)
.

(6.6)
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The exponential of a matrix:

(i) eA =
P∞

k=0
Ak

k!
= limn→∞

“
Id + 1

n
A
”n

.

(ii)
˛̨̨˛̨̨

eA
˛̨̨˛̨̨

≤ e||A||.

(iii) If AB = BA, then eAB = BeA, eA+B = eAeB,
“
eA
”−1

= e−A, d
dt

etA =

AetA.
(iv) If B is invertible, then eBAB−1

= BeAB−1.
(v) det eA = etr A.

(vi) ∂Aexp (A)(H) =
P

h,k≥0
AhHAk

(k+h+1)!
(= HeA if AH = HA).

Figure 6.1. Some properties of the exponential of a matrix, see Chapter 1 and [GM3].

Therefore for systems with constant coefficients, A(t) = A, we conclude

W(t, s) = e(t−s)A

Notice that this implies that

W(t, s) = W(t − s, 0)

and by (6.4)
Z(t)Z(s)−1 = Z(t − s)Z(0)−1

for every fundamental matrix Z(t) of x′ = Ax. These formulas can also
be proved by direct computation. As a consequence of Theorem 6.6 we get
the following.

6.8 Corollary. The unique solution of the Cauchy problem{
x′(t) = Ax(t) + f(t),

x(t0) = x0

is given by

x(t) = e(t−t0)Ax0 +
∫ t

t0

e(t−s)Af(s) ds.

c. More about linear systems
Consider a linear system with constant coefficient x′ = Ax where A ∈
Mn,n(R). By a change of variables x = Py, it tranforms into the equivalent
linear system y′ = P−1APy with coefficient matrix B := P−1AP that is
similar to A. Of course, if we are able to find the solutions of y′ = By,
then the solutions of the original system are given by x(t) = Py(t), that is

etA = PetBP−1.
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For instance, if (u1, u2, . . . , un) is a basis of Rn made by eigenvectors
of A, then

diag (λ1, . . . , λn) = P−1AP

with P =
[
u1|u2| . . . |un

]
. Therefore, we find

etA = exp
(
tPdiag (λ1, λ2, . . . , λn)P−1

)
= P exp

(
tdiag (λ1, λ2, . . . , λn)

)
P−1

= Pdiag (eλ1t, eλ2t, . . . , eλnt)P−1

=
[
u1e

λ1t|u2e
λ2t| . . . |uneλnt

]
P−1.

6.9 Example. We can find the same result by noticing that x(t) = eλtu solves x′ =
Ax with initial data x(0) = u if u is an eigenvector of A with associated eigenvalue
λ. Therefore, if (u1, u2, . . . , un) is a basis of eigenvectors of A with corresponding
eigenvalues λ1, λ2, . . . , λn, then the matrix

Z(t) =
h
eλ1tu1

˛̨̨
eλ2tu2

˛̨̨
. . .
˛̨̨
eλntun

i
is a fundamental matrix for x′ = Ax with Z(0) =

h
u1 |u2 | . . . |un

i
, hence

etA = W(t, 0) = Z(t)Z(0)−1 = Z(t)P−1 .

In the general case, one considers A as a complex valued matrix and
uses one of its Jordan canonical forms.

Let λ1, λ2, . . . , λk be the distinct eigenvalues of A with relative alge-
braic multiplicities m1, m2, . . . , mk. For every i, 1 ≤ i ≤ k, let pi be the
dimension of the eigenspace relative to λi. Then, see [GM3], there exists a
linear change of basis P ∈ Mn,n(C) such that J := P−1AP has the form

J =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

J1,1 0 0 . . . 0

0 J1,2 0 . . . 0

. . .

0 0 0 . . . Jk,pk

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where i = 1, . . . , k, j = 1, . . . , pi and
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Ji,j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λi if Ji,j has dimension �i,j = 1,⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λi 1 0 0 . . . 0

0 λi 1 0 . . . 0

. . .

. . .

0 0 0 . . . λi 1

0 0 0 . . . 0 λi

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
if �i,j = dimJi,j > 1.

If J′ = Ji,j = (λ) has dimension 1, then etJ′
= eλt. Instead, if J′ = Ji,j is

one of the blocks of dimension � ≥ 2,

J′ =

⎛⎜⎜⎜⎜⎜⎝
λ 1 0 . . . 0
0 λ 1 . . . 0

. . .

0 . . . 0 λ 1
0 0 . . . 0 λ

⎞⎟⎟⎟⎟⎟⎠ ,

then
J′ = λ Id + N, Nij = δi+1,j .

Since N and Id commute, we have

etJ′
= etλ Id etN = eλt etN.

On the other hand, since

(Nk)ij =

{
δi+k,j if k < �,

0 if k ≥ �

we have

etN =
∞∑

k=0

1
k!

Nk =
�∑

k=0

1
k!

Nk,

hence

exp (tJ′) = eλt etN = eλt

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 t
t2

2
. . .

t�−1

(� − 1)!

0 1 t . . .
t�−2

(� − 2)!

. . .

0 0 . . . 1 t

0 0 . . . 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.



6.1 Linear Systems 317

In conclusion, we have

exp (tA) = PetJP−1 (6.7)

with

etJ :=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

etJ1,1 0 . . . 0

0 etJ1,2 . . . 0

. . .

0 0 . . . etJk,pk

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

We observe that every entry of the matrix etA has the form

k∑
j=1

pj(t)exp (λjt)

where pj(t) is a polynomial of degree at most pj −1 and λ1, λ2, . . . , λn are
the eigenvalues of A. It follows that for every ρ > max(�λ1,�λ2, . . . ,�λn)
there is a constant Cρ such that∣∣∣exp (tA)

∣∣∣ ≤ Cρe
tρ, 0 ≤ t < ∞.

In particular, we infer the following stability result.

6.10 Theorem. Suppose that all eigenvalues of A have negative real part.
Then every solution of x′ = Ax converges to zero when t → +∞. Indeed,
if maxi=1,n(�λi) < −σ < 0, then there exists a constant Cσ such that

|x(t)| ≤ Cσe−σt, t ≥ 0.

6.11 ¶. Let x(t) solve x′ = Ax + f . Prove that x(t) does not grow more than expo-
nentially at +∞ if f does not grow more than exponentially at +∞.

6.12 ¶. Let Z(t) be a fundamental system of solutions of the n × n first-order system
of ODE v′ = Av, A ∈ Mn,n(R). Prove that

detZ(t) = det Z(t0)exp

„Z t

t0

trA(τ) dτ

«
for all t, t0 ∈ I. [Hint: Use Abel’s formula.]
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6.1.1 Higher-order equations

a. Higher-order equations and first-order systems
A linear differential equation of order n in normal form,

u(n) + an−1(t)u(n−1) + · · · + a1(t)u′ + a0(t)u = f(t), (6.8)

is equivalent to a system of linear differential equations of first-order in
the unknown v := (u, u′, . . . , u(n−1)). Indeed, if u solves (6.8) and we set

v = (v1, v2, . . . , vn) := (u, u′, . . . , u(n−1)), (6.9)

then v solves the system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v′0 = v1,

v′1 = v2,

. . . ,

v′n = −a0(t)v0 − a1(t)v1 + · · · − an−1(t)vn−1 + b(t)

that has the vector form

v′ = A(t)v + f(t) (6.10)

with

A(t) :=

⎛⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0
0 0 1 . . . 0

. . .

0 0 0 . . . 1
−a0(t) −a1(t) −a2(t) . . . −an−1(t)

⎞⎟⎟⎟⎟⎟⎠ (6.11)

and
f(t) = (0, 0, . . . , 0, b(t))T .

Conversely, if v : I → Rn solves (6.10) with A as in (6.11) and f(t) =
f(t) = (0, 0, . . . , 0, b(t))T , then the first component u := v0 of v solves
(6.8) and v = (u, u′, . . . , u(n−1)).

Therefore we can apply the theory of systems of linear first-order equa-
tions to represent the solutions of an equation of order n.

6.13 Proposition. Let W(t, s) be the transition matrix of the system
(6.10), then the solutions of (6.8) are given by

u(t) =
n∑

j=1

W1j(t, t0)cj +
∫ t

t0

W1n(t, τ)f(τ) dτ, c = (c1, . . . , cn) ∈ Rn.

(6.12)
In particular, if f(t) = 0 ∀t, then the space of solutions is an n-dimensional
vector space.
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If u1, u2, . . . , un are n solutions of the homogeneous equation

u(n) + an−1(t)u(n−1) + · · · + a1(t)u′ + a0(t)u = 0 (6.13)

associated to (6.8), then the columns of the n × n-matrix

Z(t) :=

⎛⎜⎜⎜⎜⎜⎝
u1 u2 . . . un

u′
1 u′

2 . . . u′
n

u′′
1 u′′

2 . . . u′′
n

. . .

u
(n−1)
1 u

(n−1)
2 . . . u

(n−1)
n

⎞⎟⎟⎟⎟⎟⎠ (6.14)

are solutions of the system v′ = A(t)v. Therefore the following claims are
equivalent

(i) u1, u2, . . . , un are linearly independent functions that solve (6.13),
(ii) the columns of Z(t) are linearly independent ∀t,
(iii) Z(t) is a fundamental system of solutions of v′ = Av,
(iv) detZ(t0) �= 0 for some t0 ∈ I.

In this case u1, u2, . . . , un form a basis for the vector space of the solutions
of (6.13). The function w(t) := detZ(t) is called the Wronskian of the
solutions u1, u2, . . . , un.

6.14 ¶. Let u1, u2, . . . , un be n solutions of the homogeneous equation (6.13) and let
w(t) := det Z(t) as in (6.14). Prove that w′(t) = −an−1(t)w, hence

w(t) = w(t0)exp

„
−
Z t

t0

an−1(τ) dτ

«
.

b. Homogeneous linear equations with constant coefficients
When the coefficients a0, . . . , an−1 are constant, we can compute a basis
of solutions of the homogeneous equation

u(n) + an−1u
(n−1) + · · · + a1u

′ + a0u = 0 (6.15)

in terms of the roots of the characteristic polynomial

p(λ) :=
n∑

k=0

akλk.

But, it is more convenient to work with complex-valued solutions of (6.15).

6.15 Theorem. Let λ1, λ2, . . . , λk be the distinct roots of the characteris-
tic polynomial p(λ) of (6.15) with multiplicity, respectively, r1, r2, . . . , rk,
so that

∑k
i=1 ri = n. Then the functions

theλkt, 1 ≤ h ≤ ri, 1 ≤ i ≤ k,

form a basis of solutions for the homogeneous equation (6.15). In particular
the vector space of solutions of (6.15) has dimension n.
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Proof. Let x′ = Ax be the n × n first-order system associated to (6.15). One shows,
proceeding for instance by induction on the dimension n, that p(λ) = det(λ Id − A),
so that the roots of p(λ) are precisely the eigenvalues of A. Denote by ui,1, . . . ui,pi

a
basis of the eigenspace associated to λi and, for j = 1, . . . , pi by �i,j the dimension of
the Jordan block associated to ui,j . Then A = PJP−1 and from (6.7) we infer that

PetJ

is a fundamental system of solutions of x′ = Ax. Recall that

etJ :=

0BBBBBBBBBBBBBBBBBB@

etJ1,1 0 . . . 0

0 etJ1,2 . . . 0

. . .

0 0 . . . etJk,pk

1CCCCCCCCCCCCCCCCCCA
and

exp (tJi,j ) = eλit

0BBBBBBBBBBBBBBBBB@

1 t
t2

2
. . .

t	i,j−1

(�i,j − 1)!

0 1 t . . .
t	i,j−2

(�i,j − 2)!

. . .

0 0 . . . 1 t

0 0 . . . 0 1

1CCCCCCCCCCCCCCCCCA

.

Therefore the n functions in the first row of PetJ,

ui(t) :=
“
PetJ

”1

i
, i = 1, . . . , n (6.16)

form a basis of solutions for (6.15). Since etJ is a block-triangular matrix, (6.16) rewrites
as 0BB@

u1(t)
..
.

un(t)

1CCA = Cy(t)

where y(t) denotes the vector made by the functions in the first rows of the Jordan
blocks

y(t) :=
“
eλ1t, teλ1t, . . . ,

t	1,1

�1,1!
eλ1,t, . . . , . . . , eλ1t, teλ1t, . . . ,

t	1,p1

�1,p1 !
eλ1t,

eλ2t, teλ2t, . . . ,
t	2,1

�2,1!
eλ2t, . . . , . . . , eλ2t, teλ2t, . . . ,

t	2,p2

�2,p2 !
eλ2t

. . .

eλ2t, teλ2t, . . . ,
t	k,p1

�k,p1 !
eλ2t . . . , . . . , eλkt, teλkt, . . . ,

t
	k,pk

�k,pk
!
eλkt

”T
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and

C :=

0BBBBBBBBBBBBBBBBBB@

C1,1 0 . . . 0

0 C1,2 . . . 0

. . .

0 0 . . . Ck,pk

1CCCCCCCCCCCCCCCCCCA
where each block is triangular with the same constant in its diagonal.

Since u1, u2, . . . , un are linearly independent, C is nonsingular and the components
of y(t) are linearly independent, too. In particular, for every i = 1, . . . , k there is a unique
Jordan block corresponding to λi, hence pi = 1, �i,1 = ri and the functions

theλkt, 1 ≤ h ≤ ri, 1 ≤ i ≤ k, (6.17)

are the components of y, hence are linearly independent. Finally, since C is nonsingular,
the functions in (6.17) are solutions of (6.15). ��

c. Nonhomogeneous linear ODEs
Now let us consider the nonhomogeneous equation

u(n) + an−1u
(n−1) + · · · + a1u

′ + a0u = b(t) (6.18)

As we have already solved the corresponding homogeneous equation
(6.15), it suffices to find a particular solution.

6.16 Theorem (Duhamel’s formula). Let v(t) be the solution of the
homogeneous equation (6.15) with initial data

u(0) = 0, u′(0) = 0, . . . , u(n−1)(0) = 1.

Then the function

u(t) =
∫ t

0

k(t − τ)b(τ) dτ

solves (6.18) with initial data

u(0) = 0, u′(0) = 0, . . . , u(n−1)(0) = 0.

Proof. Let x′ = Ax + f(t) be the linear system of first-order associated to (6.18). The
last column of W(t, 0) := etA solves x′ = Ax with initial value x(0) = (0, 0, . . . , 0, 1)T ,
and the first component of x, x1(t) = W1n(t), solves the homogeneous equation (6.15)
with initial data

u(0) = 0, u′(0) = 0, . . . , u(n−1)(0) = 1,

so that v(t) = W1n(t) ∀t. Since W (t, s) = W (t−s, 0) = e(t−s)A, the result follows from
(6.12). ��
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6.2 Stability

In this section we consider autonomous systems of ordinary differential
equations, i.e., systems of the type

x′ = f(x) (6.19)

where f : Rn → Rn is a smooth vector field, possibly defined in an open
domain Ω ⊂ Rn. Clearly, those systems are invariant by time-translation,
and every solution describes in t an orbit or trajectory that can be inter-
preted as the path of a particle that moves with velocity f(x) at the point
x; finally, for every x ∈ Rn there is an orbit going through it. The whole
family of orbits of (6.19) is sometimes called the flux generated by f .

We are interested in local and global behavior of the whole family of
orbits more than on each orbit, i.e., as one says, we want to look at (6.19)
as a dynamical system. Then, we should expect in general, see [GM2],
sensitive dependence from the initial conditions, strange attractors, chaotic
behavior, etc., and even an introductive study would not be possible both
for space reasons and as it would force us to deviate too much from our
path: we refer the interested reader to any of the many monographs about
ODE’s and dynamical systems.

Here and in the next section, we confine ourselves to illustrating some
classical results relative to 2 × 2-systems, or, as one says in physics, with
one degree of freedom, with the goal of showing absence, in this case, of
chaotic behavior. Such a chaotic behavior appears instead for 3×3-systems,
but we shall not dwell on this.

6.2.1 Critical points and linearization

As we saw in Chapter 5, in a neighborhood of a point x0 for which
f(x0) �= 0, the orbits of the system (6.19) are trivial, meaning that they
are diffeomorphic to a bundle of parallel straight lines.

6.17 Definition. A point x0 ∈ Rn for which f(x0) = 0 is called a critical
or equilibrium point for (6.19).

If x0 is a critical point, then the constant vector x(t) := x0 is a solution
with orbit the point x0. In physics, critical points correspond to equilibrium
states: For the pendulum,

θ′′ +
g

L
sin θ = 0,

that is equivalent to the system{
x′

1 = x2,

x′
2 = − g

L sin x1,
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Figure 6.2. On the left: (a) A nodal point asymptotically stable with λ1 < λ2 < 0, and,
on the right (b) a nodal point unstable with 0 < λ1 < λ2.

the equilibrium points are (nπ, 0), n = 0,±1,±2, . . . .
We begin by classifying the behavior of the orbits of the linearization

of a 2×2-system in a neighborhood of a critical point. Such a linearization
in general has the form {

x′ = ax + by,

y′ = cx + dy
(6.20)

where ad− bc �= 0. The behavior of its orbits near zero is classified by the

eigenvalues λ1, λ2 of the matrix A :=
(

a b

c d

)
. In fact, a linear isomor-

phism of R2 transforms the system (6.20) in one of the following canonical
forms in the variables (ξ, η).

(i) Nodal points and saddle points. They correspond respectively to real,
distinct, and nonzero eigenvalues of the same sign and to real, dis-
tinct, and nonzero eigenvalues of opposite signs, λ1 < 0 < λ2. In both
cases the canonical form is {

ξ′ = λ1ξ,

η′ = λ2η.

(ii) Degenerate nodal points. They correspond to a double eigenvalue.
There are two possibilities:

(a) Rank
(

a − λ b

c d − λ

)
= 0. In this case, the canonical system is

{
ξ′ = λξ,

η′ = λη.

(b) Rank
(

a − λ b

c d − λ

)
= 1. In this case, the canonical system

takes the form
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{
ξ′ = a+b

2 ξ + η,

η′ = a+d
2 η.

(iii) Centers. They correspond to purely imaginary eigenvalues. In this
case, the canonical system takes the form{

ξ′ = αξ − βη,

η′ = βξ + αη.

(iv) Foci. They correspond to complex conjugate eigenvalues with nonzero
real part.

6.18 Definition. We say that a critical point x0 for the system x′ = f(x)
is stable if for every open neighborhood U(x0) of x0 there exists another
open neighborhood V (x0) ⊂ U(x0) of x0 such that every orbit passing
through V (x0) at t0 remains in U(x0) for all t ≥ t0.

We say that x0 is asymptotically stable if it is stable and there is
an open neighborhood W (x0) of x0 such that every orbit through W (x0)
converges to x0 when t → ∞.

An isolated critical point that is not stable is said to be unstable.

Now, consider the nonlinear 2 × 2-system{
x′ = P (x, y),

y′ = Q(x, y)
(6.21)

and assume that (0, 0) is a critical point, and actually that

P (x, y) = ax + by + o
(√

x2 + y2
)
,

Q(x, y) = cx + dy + o
(√

x2 + y2
)

with ad− bc �= 0. Then the following result, which we state without proof,
holds.

Figure 6.3. A saddle point (always unstable) λ1 < 0 < λ2.
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Figure 6.4. On the left: (a) A asymptoticallly stable with λ < 0, and on the right: (b)
a degenerate nodal point unstable with λ > 0.

6.19 Theorem (Linearization theorem). Suppose that (0, 0) is a fo-
cus, or a nodal or a saddle point for the linearized system. Then the be-
havior of the orbits of (6.20) and (6.21) is similar, meaning that the orbits
are stable (respectively, asymptotically stable or unstable) for both systems.

Notice that nothing is stated for centers of degenerate nodal points. In
fact, in both cases a small perturbation of the coefficients of the linearized
system moves the eigenvalues out of the imaginary axes or, respectively,
separates double eigenvalues, modifying the nature of the critical point. In
this case, the higher-order terms are decisive to establish stability.

6.2.2 Lyapunov’s method

A different approach to determine the stability of a nonlinear suystem
is due to Aleksandr Lyapunov (1857–1918); the idea behind it being the
following classic result of Lagrange: The equilibrium position of a conser-
vative mechanical system is stable if and only if its potential energy has a
local minimum at this point.

Figure 6.5. The case of conjugate complex eigenvalues: respectively, from the left, (a)
�λ < 0, (b) �λ = 0, and (c) �λ > 0.
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6.20 Example. The equation of motion of a one-dimensional conservative system with
a potential energy U is

mx′′ = −dU

dx
,

or, equivalently, 8<:x′
1 = x2,

mx′
2 = − dU

dx1
(x1)

where x(t) = x1(t). If we introduce the function total energy

H(x1, x2) :=
1

m

“
U(x1) +

1

2
x2
2

”
,

the equation of motion of a one-dimensional conservative system with a potential energy
U takes its Hamiltonian form, see [GM5],8>>><>>>:

x′
1 =

∂H

∂x2
(x1, x2),

x′
2 = − ∂H

∂x1
(x1, x2),

and one easily finds that the orbits that lie on the level sets of H are closed lines that
retract to zero if U has a minimum at 0. Therefore, 0 is a stable equilibrium point.

We begin with a few simple remarks coming from the existence and
unicity theorems for the Cauchy problem for ODE, see [GM3]. We leave
the details to the reader.

(i) The orbits of the system x′ = f(x) through a noncritical point cannot
reach in finite time a critical point, i.e., if x(t) is a solution and
x(t) → x0 when t → t0, then x0 is not a critical point.

(ii) An orbit of x′ = f(x) through a noncritical point has no self-
intersections, except when it is a simple and closed curve, correspond-
ing to a periodic solution.

Let x(t) be a solution of x′ = f(x) and let V : Rn → R be a scalar
function. We have

d

dt
V (x(t)) = ∇V (x(t)) • f(x(t)) ,

and it is convenient to set

V ∗(x) := ∇V (x) • f(x) .

6.21 Theorem (Lyapunov). Let 0 be a critical point for x′ = f(x).

(i) Suppose that there exist r > 0 and V : B(0, r) → R with V (0) = 0,
V (x) > 0 for x �= 0 for which V ∗(x) ≤ 0 ∀x ∈ B(0, r). Then 0 is a
stable critical point. Moreover, if V ∗(0) = 0 and V ∗(x) < 0 for x �= 0,
then 0 is asymptotically stable.
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V (y) = c

f(y)
∇V (y)

V (y) ≤ c

Figure 6.6. Illustration of the proof of Lyapunov’s theorem.

(ii) If there exists V : B(0, r) → R with V (0) = 0 and either V (x) > 0
for all x �= 0 or V (x) < 0 for all x �= 0 and if, moreover, in every
neighborhood of 0 there exists x �= 0 such that sgnV (x) = sgnV ∗(x),
then 0 is an unstable critical point.

Theorem 6.21 applies to many interesting situations that we are not
going to specify. But, of course, it also has limitations. It does not tell
us how to construct the function V or find V , often called a Lyapunov
function of the system; it provides us with only sufficient conditions and,
finally, it gives no estimate of the region of asymptotic stability. Further
inquiries are needed and could be done, but we will not dwell on this topic.

Proof. The idea of the proof is contained in Figure 6.6. Formally, we proceed as follows:

(i) By assumption there is r > 0 such that

V (x) > 0 ∀x ∈ B(0, r) \ {0} and V ∗(x) ≤ 0 ∀x ∈ B(0, r).

For 0 < ε < r we set
με := min

ε≤|ξ|<r
V (x).

Trivially με > 0 and, by the continuity of V , there exists δ > 0 such that V (x) < με for
all |x| < δ. Now we shall show that for |x0| < δ the solution x(t; x0) of x′ = f(x) with
x(0; x0) = x0 is well defined for every t ≥ 0 and |x(t)| ≤ ε ∀t.

Let [0, t1[ be the maximal interval of existence of x(t; x0). Since d
dt

V (x(t)) =
V ∗(x(t)) ≤ 0, we have

0 < V (x(t)) ≤ V (x0) ≤ με for 0 < t < t1

hence |x(t)| ≤ ε ∀t ∈ [0, t1[, because of the definition of με. Now we claim that t1 = +∞.
Otherwise, there is t2 such that |x(t2; x0)| = ε hence

με ≤ V (x(t2; x0)) ≤ V (x0) < με,

a contradiction.
To prove the second part, it suffices to show that x(t; x0) → 0 as t → +∞, or,

equivalently, V (x(t; x0)) → 0 as t → +∞. If not, since t → V (x(t; x0)) is monotone,
there is η > 0 such that V (x(t; x0)) > η > 0 for all t ≥ 0. If 0 < δ1 < r is such that
V (x) < η for |x| < δ1, then |x(t; x0)| ≥ δ1 ∀t. We set

μ := min
δ1≤|x|≤ρ

(−V ∗(x)),
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then μ > 0 and

− d

dt
V (x(t)) = −V ∗(x(t)) ≥ μ for t > 0.

By integration we finally get V (x(t)) ≤ V (x0) − μt, which is absurd for t large.

(ii) Suppose V ∗(x) > 0 on B(0, r) and, without loss of generality, |V (x)| ≤ M for some
M > 0 on B(0, r). If V (x) > 0, we choose δ > 0 so that V (x) < V (x) if |x| < δ, and
we denote by x(t; x) the solution of x′ = f(x) with x(0; x) = x defined in its maximal

interval [0, t1[. Since d
dt

V (x(t; x)) = V ∗(x(t; x)) ≥ 0, we have

V (x(t; x)) ≥ V (x)

from which x(t, x) ≥ δ ∀t ∈ [0, t1[. Therefore, if we set

μ∗ := min
δ≤|x|≤r

V ∗(y),

we have μ∗ > 0 and
V (x(t; x)) ≥ V (x) + μ∗t.

On the other hand, t1 cannot be +∞ as, otherwise, we would have V (x(t, x)) → +∞,
which contradicts |V (x)| ≤ M . Consequently, there exists t2 such that |x(t2, x)| = r. In
this way we find a sequence of points that converges to zero whose orbits leave B(0, r)
in finite time, i.e., 0 is an unstable critical point. ��

6.22 ¶ Nonlinear damped oscillator. Let p : R2 → R and q : R → R be continuous
functions such that p(u, s) ≥ 0, u q(u) ≥ 0 for all (u, s) ∈ R2 andZ y

0
q(u) dx → +∞ as |y| → ∞.

Prove the following.

(i) the solutions of the homogeneous equation

x′′ + p(x, x′)x′ + q(x) = 0

remain bounded in time, i.e., there exists K = K(x(0), x′(0)) such that |x(t)| +
|x′(t)| ≤ K ∀t ≥ 0.

(ii) For all x0, x1 ∈ R, the Cauchy problem8<:x′′ + p(x, x′)x′ + q(x) = 0,

x(0) = x0, x′(0) = x1

has a unique solution.

[Hint: Consider the Lyapunov function

V (t) :=
x′2(t)

2
+

Z x(t)

0
p(u) du.]

6.3 Poincaré–Bendixson Theorem

In this section we deal with the behavior of orbits of first-order differential
systems in the plane; in particular, we shall see that no complications such
as infinitely many periodic orbits, invariant Cantor type sets and many of
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the phenomena common to map iterations or to difference systems, or dif-
ferential systems in 3 or more dimensions can occur for differential systems
in the plane. The reason for that is in the Poincaré–Bendixson theorem,
which states that, outside the stationary points, the most complicated or-
bit that a planar system can have is an orbit converging when t → +∞
and t → −∞ to a closed orbit.

After a few preliminaries in Section 6.3.1, we prove the Poincaré–
Bendixson theorem in Section 6.3.2, and finally, in Section 6.3.3 we shall
discuss the behavior of the orbits of a differential system on a torus without
critical points.

6.3.1 Limit sets and invariant sets

From now on, we shall assume that for every p ∈ R2 the solution ξ(t; p) of{
ξ′ = f(ξ),

ξ(0) = p

exists for all t ∈ R. We denote by γ(p) the orbit of p,

γ(p) :=
{
x
∣∣∣ x = ξ(t; p),−∞ < t < +∞

}
,

and with γ+(p) and γ−(p) respectively the positive and negative semiorbit
through p,

γ+(p) :=
{
x
∣∣∣ x = ξ(t; p), 0 ≤ t < +∞

}
,

γ−(p) :=
{
x
∣∣∣ x = ξ(t; p),−∞ < t ≤ 0

}
.

We say that a point q belongs to the ω-limit or positive limit set of ω(γ)
of γ if ξ(tk; p) → q for some sequence {tk} such that tk → +∞; similarly,
q belongs to the α-limit or negative limit α(γ) of γ if γ(tk; p) → q for some
sequence {tk} such that tk → −∞ .

It is easily seen that the ω-limit and the α-limit of γ are given respec-
tively by

ω(p) :=
⋂
τ∈R

⋃
t≥τ

ξ(t; p) α(p) :=
⋂
τ∈R

⋃
t≤τ

ξ(t; p).

Finally, we say that M ⊂ R2 is an invariant (respectively positively
invariant) set for the system ξ′ = f(ξ) if γ(p) ∈ M (respectively γ+(p) ∈
M) for all p ∈ M . An orbit is invariant by definition.

6.23 ¶. Prove the following.
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(i) For the system 8<:t′ = 1,

x′ = x,

or, equivalently, for the equation x′ = x, the ω-limit is empty, and the α-limit is
{0}.

(ii) For the system  
x

y

!′
=

 
y

−x

!
+ (1 − x2 − y2)

 
x

y

!
,

the ω-limit of all trajectories, except the 0-trajectory, is the unit circle.

6.24 Proposition. We have:

(i) ω(p) and α(p) are closed and invariant. For all q ∈ ω(p) we have
γ(q) ⊂ ω(p); in particular, ω(q) ⊂ ω(p) and α(q) ⊂ ω(p).

(ii) If γ+(p) (respectively, γ−(p)) is bounded, then ω(p) (respectively,
α(p)) is nonempty, compact, and connected, and dist (ξ(t; p), ω(p)) →
0 as t → +∞ (respectively dist (ξ(t; p), α(p)) → 0 as t → −∞).

Proof. (i) The closure is trivial. Let q ∈ ω(p) and t ∈ R. There exists {tk}, tk → +∞,
such that ξ(tk; p) → q. It follows that ξ(t + tk ; p) = ξ(t; ξ(tk , p)) → ξ(t; q) because of
the continuous dependence on the initial data, hence the orbit through q is contained
in ω(p).

(ii) Let us prove the claim for the ω-limit. If γ+(p) is bounded, clearly ω(p) is bounded,
hence compact. In particular, since ω(p) is made of limit points of γ+(p), it is nonempty.
Finally, we trivially have

dist (ξ(t, p), ω(p)) → 0 as t → +∞.

It remains to prove that ω(p)) is connected. If it is not connected, we can find two
compact sets K1 and K2 such that ω(p) = K1∪K2 and K1∩K2 = ∅, and, consequently,
two disjoint open sets U1 and U2 such that K1 ⊂ U1 and K2 ⊂ U2. Since

dist (ξ(t, p), ω(p)) → 0 as t → +∞,

γ(t; p) ∈ U1 ∪ U2 for t large. Since γ(t; p) ∈ U1 and γ(s; p) ∈ U2 for some t, s, it follows
that the set {x = γ(t; p) | t large} is not connected, and this is absurd. ��

By using Zorn’s lemma one can show the following.

6.25 Proposition. Every compact and invariant set contains a minimal
invariant set.

6.26 Example. The circle {r = 1} is an invariant set for the system in (ii) Exer-
cise 6.23 that in polar coordinates reads as8<:θ′ = sin2 θ − (1 − r)3,

r′ = r(1 − r),

and the minimal invariant sets in {r = 1} are θ = 0 and θ < π.

Finally, we prove the following.
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6.27 Proposition. If K is a positively invariant set and K is homeomor-
phic to the unit ball, then K contains at least a critical point.

Proof. For any τ1 > 0, consider the map K → K taking p ∈ K to ξ(τ1; p). From
Brouwer’s fixed point theorem there is p1 ∈ K such that ξ(τ1; p1) = p1, hence a periodic
orbit of period τ1. Similarly, for τm > 0, τm → 0 as m → +∞, we find pm with
ξ(τm; pm) = pm, and we may assume that pm → p∗, by taking a subsequence. For all t
and all integers m, there exists an integer km(t) such that km(t)τm ≤ t < km(t)τm +τm

and ξ(km(t)τm ; pm) = pm for all t, since ξ(t, pm) is periodic of period τm in t. We
therefore find

|ξ(t; p∗) − p∗| ≤ |ξ(t; p∗) − ξ(t; pm)| + |ξ(t; pm) − pm| + |pm − p∗|
= |ξ(t; p∗) − ξ(t; pm)| + |ξ(t − km(t)τm; pm) − pm| + |pm − p∗|,

and, the right-hand side being infinitesimal as m → ∞, we conclude ξ(t; p∗) = p∗, i.e.,
p∗ is a critical point. ��

6.3.2 Poincaré–Bendixson theorem

6.28 Theorem (Poincaré–Bendixson). Let p be a point in R2 such
that the solution ξ(t; p) of ξ′ = f(ξ) is defined for all t > 0 and is bounded.
The following holds.

(i) Either ω(p) is a closed orbit, or for all q ∈ ω(p), f vanishes on ω(q).
Consequently, if ω(p) does not contain any zero of f , ω(p) is a closed
orbit; moreover,
(a) either γ+(p) = ω(p),
(b) or ω(p) = γ+(p) \ γ+(p), i.e., γ+(p) spirals ω(p).

(ii) Similarly, either α(p) is a closed orbit, or for all q ∈ α(p), f vanishes
on α(q). Consequently, if α(p) does not contain any zero of f , α(p)
is a closed orbit; moreover,
(a) either γ−(p) = α(p),
(b) or α(p) = γ−(p) \ γ−(p), i.e., γ−(p) spirals from α(p).

The following lemmas are useful to prove Theorem 6.28.

6.29 Lemma (Monotonicity). Let I ⊂ R2 be a transversal segment to
f . If ξ(t) is a solution of ξ′ = f(ξ) that meets I in three points, Ai = ξ(ti)
with t1 < t2 < t3, then A2 is in between A1 and A3 in I.

Proof. The set ξ([t1, t2]) union the segment of extreme points A1 and A2 forms a closed
curve in R2. From Jordan’s theorem, this curve bounds a region U . The vector field f
along I either enters or exits the region; by possibly changing sign to f , we can assume
that it enters. Then, ξ([t2,∞[) lies in U and the part of I \ A2 containing A1 is on the
boundary of U or outside U . Therefore, A3 is on the connected component of I \ A2

that does not contain A1. ��

6.30 Lemma. Let I be a transversal segment to f and let A ∈ I. For all
ε > 0 there exists r > 0 such that every orbit that at time t = 0 is in
∂B(A, r) goes through I in a time t0 with |t0| < ε.
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Proof. We may assume that A is the origin and I is along the x-axis. If ξ(t; (x0, y0)) =
(x(t, x0, y0), y(t, x0, y0)) is the trajectory through p := (x0, y0), then by assumption
∂y
∂t

(0, 0, 0) �= 0, since the x-axis is transversal to the trajectory at y(0, 0, 0) = 0. The
implicit function theorem yields the result. ��

6.31 Lemma. Let p ∈ Rn and let I be an open segment that is transversal
to f at p. Then I ∩ ω(p) contains at most a point.

Proof. Since z ∈ ω(p), there exists a sequence {tj}, tj → ∞ such that ξ(tj ; p) → z. On
the other hand, since z ∈ I ∩ ω(p), for any ε > 0, we can find a neighborhood Vε of I
such that every point in Vε flows to I in a time less than ε, by Lemma 6.30. Therefore,
we find {t′j} with t′j → +∞ such that ξ(t′j ; p) ∈ I and ξ(t′j ; p) → z. But by Lemma 6.29,

ξ(t′j ; p) → z monotonically. Thus I ∩ ω(x) cannot contain more than one point. ��

Proof of Theorem 6.28. Let p be as in the claim, q ∈ ω(p) and z ∈ ω(q) with f(z) �= 0.
We can find a segment Iz transverse to f . We take a sequence {tj} → ∞ such that
ξ(tj ; q) → z, and moving along the flow, we find a sequence {t′j} with t′j → +∞,

ξ(tj ; q) ∈ Iz , and ξ(t′j ; q) → q. Thus, γ+(q) intersects Iz, in particular

∅ �= γ+(q) ∩ Iz ⊂ ω(p) ∩ Iz.

Since Iz ∩ ω(p) contains at most one point by Lemma 6.31, γ+(q) intersects Iz at a
unique point that must be z since z ∈ ω(q)∩Iz ⊂ ω(p)∩Iz . Hence, there exists t, s ∈ R,
t > s, such that ξ(t; q) = ξ(s; q) = z. If we set τ := t − s, we have

z = ξ(τ + s; q) = ξ(τ ; ξ(s; q)) = ξ(τ ; z),

i.e., γ+(q) is periodic of period τ .
It remains to show that ω(p) = γ+(q). We notice that γ+(q) is closed, since it is

periodic; hence ω(p) \ γ+(q) is open in ω(p). If ω(p) �= γ+(q), we find a sequence of
points {zn} ⊂ ω(p) \ γ+(q) such that zn → z ∈ γ+(q). Since ω(p) is invariant, the
orbits through zn are all contained in ω(p); moreover, moving along the flow, we find
{yn} with yn ∈ ω(p)∩ Iz and yn → z. But Lemma 6.31 yields yn = z for large n, hence
zn ∈ γ+(q) for large n, a contradiction. ��

The Poincaré–Bendixson theorem can be used to prove the existence
of periodic solutions of an autonomous system x′ = f(x) in the plane,
provided one is able to find a domain Ω ⊂ R2 possibly invariant and
without critical points.

6.3.3 Systems on a torus

In this section we deal with the trajectories of a first-order system{
ϕ′ = Φ(ϕ, θ),

θ′ = Θ(ϕ, θ)
(6.22)

where Φ and Θ are doubly periodic given functions with

Φ(ϕ + 1, θ) = Φ(ϕ, θ) = Φ(ϕ, θ + 1),
Θ(ϕ + 1, θ) = Θ(ϕ, θ) = Θ(ϕ, θ + 1),
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Figure 6.7. Jurgen Moser (1928–1999)
and a book by Vladimir Arnold
(1937– ) on ODEs.

Φ(x, y) and Θ(x, y) are continuous in R2 and never zero, hence bounded
and bounded away from zero. Moreover, we shall assume that for every
given initial condition, (6.22) has a unique solution. Since Φ never vanishes,
t → ϕ(t) is strictly monotone, hence invertible. Therefore, the trajectory
of every solution t → (ϕ(t), θ(t)) of (6.22) is the graph of a function that
we denote by θ = θ(ϕ) and solves the first-order equation

dθ

dϕ
= A(ϕ, θ), A(ϕ, θ) :=

Θ(ϕ, θ)
Φ(ϕ, θ)

. (6.23)

Of course,
A(ϕ + 1, θ) = A(ϕ, θ + 1) = A(ϕ, θ) (6.24)

and A(θ, ϕ) is bounded and bounded away from zero. In particular the
orbits θ = θ(ϕ) are defined for all ϕ ∈ R.

By identifying the opposite sides of a square of size 1 in the plane (ϕ, θ),
we may interpret the system (6.22) as a system of differential equations
on a flat torus.

6.32 ¶. Suppose Φ = 1, Θ = ω constant, hence A(ϕ, θ) = ω. Prove that the orbits are
closed, equivalently, the solutions of (6.23) are periodic, if ω is rational. Prove that the
orbits are dense in the torus if ω is irrational.

6.33 ¶. Suppose A(ϕ, θ) := sin 2πθ. Prove that θ = 0 and θ = 1/2 are two closed orbits
and that every orbit through θ0 with 0 < θ0 < 1 has θ = 1/2 as ω–limit and θ = 0 as
α-limit.

Every orbit goes through the meridian C := {(ϕ, θ) |ϕ = 0}, therefore,
it suffices to restrict to the initial values (0, ξ), ξ ∈ R. Let θ(ϕ, ξ) be the
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solution through (0, ξ). On account of uniqueness θ(ϕ, ξ) is increasing in ξ
for every fixed ϕ and

θ(ϕ, ξ + m) = θ(ϕ, ξ) + m, ∀ϕ ∈ I,

θ(m, θ(n, ξ)) = θ(n, θ(m, ξ)) = θ(m + n, ξ) ∀n, m ∈ Z, ∀ξ ∈ R.

In particular, the map T := R → R, given by ξ → θ(1, ξ), is continuous
and increasing, hence a homeomorphism of R, and

T 0(ξ) = ξ, T n(ξ) = ξ(n, ξ), T n+m(ξ) = T n(T m(ξ)),

for all n, m = 0,±1,±2, . . . .

6.34 Theorem. The limit, called the rotation number of (6.22),

ρ := lim
n→∞

θ(n; ξ)
n

= lim
n→∞

T n(ξ)
n

,

exists and is independent of ξ. Moreover, ρ is rational if and only if a
power of T has a fixed point, i.e., if and only if (6.22) has a periodic orbit.

Proof. For 0 ≤ ξ, ξ ≤ 1, we have

θ(ϕ; ξ − 1) = θ(ϕ, ξ − 1) ≤ θ(ϕ, ξ) ≤ θ(ϕ, ξ + 1) = θ(ϕ, ξ) + 1;

this implies that ρ is independent of ξ. If 0 ≤ ξ − m ≤ 1, m ∈ N, we have

θ(ϕ, 0) ≤ θ(ϕ, ξ) − m ≤ θ(ϕ, 0) + 1,

θ(ϕ, 0) − 1 ≤ θ(ϕ, ξ) − ξ ≤ θ(ϕ, 0) + 1,

in particular,

θ(m, 0) − 1 ≤ θ(m, ξ) − ξ ≤ θ(m, 0) + 1,

nθ(m, 0) − n ≤ θ(n m, 0) ≤ nθ(m, 0) + n,

nθ(−m, 0) − n ≤ θ(−n m, 0) ≤ nθ(−m, 0) + n,

from which we get ˛̨̨θ(nm, 0)

nm
− θ(m, 0)

m

˛̨̨
≤ 1

|m| ,˛̨̨θ(nm, 0)

nm
− θ(n, 0)

n

˛̨̨
≤ 1

|n|
and, finally, ˛̨̨θ(n, 0)

n
− θ(m, 0)

m

˛̨̨
≤ 1

|n| +
1

|m| .
The existence of the limit ρ and the estimate˛̨̨

ρ − θ(m, 0)

m

˛̨̨
≤ 1

|m|
now follow at once.

If T mξ = ξ, then there exists an integer k such that θ(m, ξ) = ξ + k and

ρ = lim
|n|→∞

θ(nm, ξ)

nm
= lim

|n|→∞
ξ + nk

nm
=

k

m
,

i.e., ρ is rational. Conversely, suppose ρ = k/m and that T m has no fixed point, in
particular, θ(m, ξ) �= ξ+k. Suppose θ(m, ξ) > ξ+k ∀ξ ∈ [0, 1[, equivalently, let a > 0 be
such that θ(m, ξ)−ξ−k ≥ a > 0 ∀ξ ∈ [0, 1[. For all ζ ∈ R we deduce θ(m, ζ)−ζ−k ≥ a
and, iterating, θ(rm, ξ) − ξ ≥ r(k + a) ∀r. Dividing by rm, and letting r → ∞, we

conclude ρ ≥ k
m

+ a
m

, a contradiction. ��
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Figure 6.8. The orbits of the pendulum equation.

6.35 Theorem. If the rotation number ρ of the system (6.22) is rational,
then every orbit of (6.22) on the torus is either periodic or converges to a
closed curve.

Proof. Since ρ is rational, there exists a closed trajectory γ that intersects every merid-
ian of the torus T . Therefore, T \ γ is equivalent to an annulus Γ and the differential
system is equivalent to a differential system on Γ without critical points. The result
then follows from the Poincaré–Bendixson theorem. ��

One can carry on the analysis to cover the case of irrational rotation
numbers. For every ξ ∈ R, i.e., for every point P = (0, ξ) in the meridian
{(ϕ, θ) |ϕ = 0}, we set

D(ξ) :=
{
T nξ
∣∣∣n ∈ Z

}
⊂ R,

and denote by D(ξ)′ the set of limit points D(ξ). We state the following
without proof.

6.36 Theorem. Suppose the rotation number ρ is irrational. Then the set
F := D(ξ)′ is independent of ξ ∈ R and is invariant under T , T (F ) = F .
Moreover, only one of the following two situations can occur

(i) (Ergodic case) F = R,
(ii) F is a Cantor type set, i.e., F has no isolated points and its closure

has no interior point.

Finally, in the case that T has continuous first derivative, T ′ > 0 and T
has bounded variation, then F = R.

For further information the reader is referred to one of the monographs in
the final bibliographical remarks.
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Figure 6.9. The trajectories of z(t) = (α sin(γt +ϕ), β sin t) with α = 9, β = 8 and from
the top-left (a) ϕ = 0, γ = 1/2, 1/3, 2/3, 1/4, 3/4, 1/5. (b) ϕ = π, γ = 1/4, 3/4, 1/5,
2/5, 3/5, 4/5.

6.4 Exercises
6.37 ¶. Find the general integral of the equation

y′ =
x − y

x + 2y
.

6.38 ¶. The solutions of

y′ = x +
x2

1 + x2

are globally defined in R. Find their asymptotic development when x → +∞ modulus
o(1/x) terms.

6.39 ¶. Let f : Rn → R be of class C2(R). Prove that, if ∇f(0) = 0 and Hf(0) < 0,
then 0 is a point of stable equilibrium for the system x′′ = ∇f(x).

6.40 ¶. Let A ∈ Mn,n(R) be a nonnegative symmetric matrix. Prove that the behavior
of every solution of x′′ = Ax in a suitable orthonormal basis is a simple harmonic
motion. When n = 2, the trajectories of the solutions of x′′ = Ax form the so-called
Lissajous figures, see Figure 6.9.

6.41 ¶. Consider the equation

x′ = x3 − x + λ sin t, |λ| <
2

3
√

3
.

Prove the following.
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(i) If α(t) is a solution in [0, T ] with |x(0)| < 1/
√

3, then |x(t)| ≤ 1/
√

3 ∀t ∈ [0, T ].

(ii) For all x0 with |x0| < 1/
√

3, there is a solution of the Cauchy problem in [0, +∞[
with initial condition x(0) = x0 in [0,∞[.

(iii) There is a periodic solution with period 2π.

6.42 ¶. Consider the differential system8<:x′ = −y + (x2 + y2)x,

y′ = x + (x2 + y2)y
(6.25)

and its linearization 8<:x′ = −y,

y′ = x

that has the periodic solutions z(t) = x(t)+ iy(t) = iAeit, A ∈ C. Prove that (6.25) has

no periodic solution near the origin. [Hint: Notice that d
dt

1
2
(x2 + y2) = (x2 + y2)4.]
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– diffeomorphism, 237
– tangent, 3, 10, 14
matrix
– fundamental, 311
– Hessian, 26
– Jacobian, 8, 15
– transition, 311
mean property
– for holomorphic functions, 219
measure
– countable additivity, 69
– external, 68
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– Hausdorff, 114
– Lebesgue, 69
– monotone convergence, 69
– of the n-dimensional ball
– – in the p-metric, 108
– – in the Euclidean metric, 104, 123
– outer, 68
method
– gradient, 268
– of steepest descent, 268
– Steiner’s symmetrization, 105
mollifiers, 91
mollifying kernel, 91
multiindex, 34
– factorial, 34
– length, 34
– power, 34

Newton’s gravitational law, 42
normal plane, 10
numbers
– Bernoulli, 191
– Fibonacci, 212

ODE
– C1 dependence on data, 262
– α-limit, 329
– ω-limit, 329
– Abel’s formula, 312
– critical point, 322
– – asymptotically stable, 324
– – center, 323
– – degenerate, 323
– – degenerate nodal, 323
– – focus, 323
– – nodal, 323
– – saddle, 323
– – stable, 323, 324
– – unstable, 323, 324
– Duhamel’s formula, 321
– fundamental matrix, 311
– fundamental system, 310
– invariant set, 329
– Liouville’s equation, 312
– orbits on the torus, 335
– rotation number, 334
– solution
– – linear Cauchy problem, 312
– – linear higher order equations, 319
– – nonhomogeneous Cauchy problem,

314
– theorem
– – linearization, 325
– – Lyapunov, 326
– – Poincaré–Bendixson, 331
– transition matrix, 311
– Wronskian, 319
operator

– curl, 19
– divergence, 19, 296
– Fredholm, 279
– Laplace, 42
– – in polar coordinates, 42
– – in spherical coordinates, 42
– Laplace–Beltrami, 300
– regularizing, 92
orthogonal projection, 270

point
– absolute minimum, 38
– critical, 38
– – constrained, 269
– Lebesgue, 80
– local maximum, 38
– maximum, 38
– minimum, 38
– regular, 126
– saddle, 39
principle
– identity, 176
– maximum
– – for holomorphic functions, 219
– Schwarz’s reflection, 234
– unique continuation, 176
problem
– Cauchy
– – C1-dependence on data, 262
– Dirichlet
– – uniqueness, 43

residue, 195
rotor, 146, 158
rule
– Lagrange multiplier, 269

σ-additivity, 69
σ-algebra, 69
series
– Fourier, 194
– Laurent, 192
– Mittag-Leffler, 206
– Taylor’s series, 37
set
– admissible, 127
– diffeomorphic, 237
– invariant, 329
– Lebesgue measurable, 69
– measurable, 69
– normal, 97
– rotational solid, 99
– simply connected, 150
– star-shaped, 147
sets
– diffeomorphic, 237
singularity
– at infinity, 191
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– Laurent series development, 193
Steiner’s symmetrization method, 105
submanifold, 241
– area, 289
– curvature vector in a direction, 291
– dimension, 241
– divergence, 296
– embedded, 241
– first fundamental form, 289
– harmonic functions, 300
– immersed, 241, 244
– intersection, 258
– Laplace–Beltrami operator, 300
– mean curvature vector, 292
– metric tensor, 289
– minimal surface, 300
– of codimension one
– – Gauss’s formula for curvature, 294
– – principal curvatures, 294
– – principal directions of curvature, 294
– – scalar curvature in a direction, 293
– – scalar mean curvature, 293
– second fundamental form, 290
– tangential gradient, 296
– variation of the normal plane, 291
submersion, 257
surface
– area, 119
– immersed, 18
– metric tensor, 289
– minimal, 300
– regular parameterization, 244
– submanifold, 241
– tangent cone, 240
– tangent space, 239

tangent plane, 9, 10
Taylor’s polynomial, 35
tensor
– metric, 9
theorem
– absolute continuity of the integral, 86
– argument principle, 217
– Banach’s fixed point, 47
– Beppo Levi, 73, 82
– Casorati–Weierstrass, 191
– characterization of exact forms, 143
– differentiation
– – Lebesgue, 79
– – under the integral sign, 86, 88
– divergence, 130, 298
– Euler, 65
– Fermat, 2
– Fubini, 76
– fundamental of algebra, 175
– fundamental of calculus, 81, 143, 164
– fundamental of the local theory of

curves, 285, 288

– Gauss–Green, 154
– global invertibility, 57
– Goursat, 175
– homotopy invariance, 177
– Hurwitz, 220
– identity principle, 176
– implicit function, 248, 249, 253, 257,

264, 276
– integration of series, 85
– inverse function, 49
– Jensen, 218
– Lagrange multiplier rule, 269
– Lebesgue, 85
– – differentiation, 79
– – dominated convergence, 84
– linearization, 325
– Liouville, 175
– local invertibility, 62, 243, 264
– locally constant rank, 280
– Lusin, 70, 90
– Lyapunov, 326
– Marcinkiewicz–Zygmund, 37
– mean continuity, 91
– mean value, 29, 31, 60
– Mittag-Leffler, 206
– monotone convergence, 73
– Montel, 220
– Morera, 175, 179, 220
– open mapping, 221
– Picard, 191
– Poincaré–Bendixson, 331
– Rademacher, 81
– rectifiability of vector fields, 263
– residue, 195
– Riemann mapping, 223
– Riemann’s extension, 188
– Rouché, 218
– Sard, 264
– Schwarz, 27, 61
– Stokes, 154
– submersion, 257
– Taylor’s formula, 33
– Tonelli, 77
– total convergence, 82
– total derivative, 24
– unique continuation, 176
– Vitali, 220
– – differentiability of absolutely

continuous functions, 81
– – differentiability of monotone

functions, 81
– Weierstrass, 220
– Whitney, 26
transformation
– inversion in a sphere, 54
– Möbius, 222

vector field, 19, 138, 262
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– conservative, 142
– critical point, 263
– curl, 146
– equivalence, 263
– flow, 262
– flux, 130
– irrotational, 20, 145
– of forces, 138
– point
– – equilibrium, 263
– – singular, 263
– – stagnation, 263
– potential, 142
– pull back, 152
– radial, 142
– solenoidal, 20
– work, 140
vector product, 158

weak estimate, 74
winding number, 178
Wronskian, 319
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