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Foreword ix

Preface

"...we simply do not know enough, we are still a largely
ignorant profession, faced by an array of illnesses which we
do not really understand, unable to do much beyond trying to
make the right diagnosis, shoring things up whenever we can
by one halfway technology or another..."

Lewis Thomas,
The Fragile Species, TOUCHSTONE, New York, 1992

Principles of Molecular Rheumatology has been organized to help Rheumatology
Fellows, House Officers, and Rheumatologists better understand the molecular and cel-
lular aspects of Rheumatic Diseases.  The ambition of the editor and the authors is to
present and discuss the pathogenesis of rheumatic diseases in a concise manner.  We
hope that Principles of Molecular Rheumatology will facilitate the introduction of clini-
cal trainees to the science of Rheumatology and will serve as a helpful accessory in
reviewing basic and clinical articles with reference to basic science issues.  Further-
more, it is our intention to help those students of human disease who do not have a
formal medical training gain an informed perspective on rheumatic diseases.

The first section of Principles of Molecular Rheumatology discusses the molecular
mechanisms that are central to many rheumatic diseases.  Established authors pre-
sent the biochemical mechanisms by which apoptosis, cell signaling, complement,
lipids, and viruses contribute to disease expression.  The second section reviews
immune and nonimmune cell function as it relates to rheumatic diseases.  The function
of lymphocytes, monocytes, neutrophils, synoviocytes, chondrocytes, and bone cells is
discussed.  The third section takes a synthetic approach to disease.  The authors present
integrated discussions of the cellular, biochemical, and molecular biological mecha-
nisms that are directly important to disease pathogenesis.  Major diseases are reviewed
and concepts are formulated.  In the final section, the molecular aspects of those thera-
peutics that are routinely used in rheumatic diseases are discussed.  The emphasis on
mechanisms rather than clinical pharmacology aims at familiarizing the reader with
what is being accomplished at the molecular and cellular levels following the adminis-
tration of each medication.

Principles of Molecular Rheumatology does not replace any of the classic textbooks
in Rheumatology.  Rather, it adopts a fresh perspective designed to enhance the under-
standing of Rheumatology by emphasizing the importance of knowledge of molecular
and cellular pathophysiology to the mastery of rheumatic diseases.

v



vi Preface

I am grateful to the authors for many exciting discussions on the format and content of
the book and for their enthusiasm and support, which provided me with the stamina to see
the project to its completion.  I learned so much from my interactions with my esteemed
colleagues, authors of Principles of Molecular Rheumatology, that I do not seek reward.
My only hope is that Principles of Molecular Rheumatology will help our fellow
Rheumatologists better serve the patients who suffer from rheumatic diseases.  The
unwavering support of Paul Dolgert is once more appreciated.  Craig Adams and Elyse
O'Grady are responsible for all the good things in this book, whereas I am responsible
for its shortcomings

George C. Tsokos, MD



vii

Contents

Preface ............................................................................................................................ v

Contributors .................................................................................................................. .xi

PART I. MOLECULAR MECHANISMS IN RHEUMATIC DISEASES

 1 Genetics
Peter K. Gregersen ............................................................................................... 3

 2 Viruses
Andras Perl ......................................................................................................... 15

 3 Apoptosis
John D. Mountz, Hui-Chen Hsu, Huang-Ge Zhang, and Tong Zhou .......... 35

 4 Humoral Response
Gary S. Gilkeson ................................................................................................ 59

 5 T-Cell Signaling
Gary A. Koretzky and Erik J. Peterson ............................................................. 75

 6 Adhesion and Costimulatory Molecules
Vassiliki A. Boussiotis, Gordon J. Freeman, and Lee M. Nadler .................. 87

 7 Transcription Factors
Henry K. Wong ................................................................................................. 109

8 Immune Complexes
Mark H. Wener ................................................................................................. 127

9 Complement
V. Michael Holers ............................................................................................. 145

10 Eicosanoids and Other Bioactive Lipids
Leslie J. Crofford .............................................................................................. 161



11 Collagens
Sergio A. Jiménez ............................................................................................. 175

PART II. CELLULAR MECHANISMS IN RHEUMATIC DISEASES

12 T-Lymphocytes
Nilamadhab Mishra and Gary M. Kammer ................................................... 199

13 B-Lymphocytes
Robert F. Ashman ............................................................................................ 213

14 Monocytes and Macrophages
James M. K. Chan and Sharon M. Wahl ........................................................ 225

15 Polymorphonuclear Cells
Michael H. Pillinger, Pamela B. Rosenthal, and Bruce N. Cronstein ......... 243

16 Synoviocytes
David E. Yocum ................................................................................................ 259

17 Chondrocytes
Tariq M. Haqqi, Donald D. Anthony, and Charles J. Malemud .................. 267

18 Osteoblasts and Osteoclasts
Stavros C. Manolagas ..................................................................................... 279

19 Animal Models
Thomas J. Lang and Charles S. Via ............................................................... 293

PART III. PATHOGENESIS OF RHEUMATIC DISEASES

20 Systemic Lupus Erythematosus
Stamatis-Nick C. Liossis and George C. Tsokos ............................................ 311

21 Rheumatoid Arthritis
Richard M. Pope and Harris Perlman ............................................................ 325

22 Inflammatory Myopathies
Norbert Goebels and Reinhard Hohlfeld ........................................................ 363

23 Systemic Sclerosis
Timothy M. Wright ........................................................................................... 375

24 Vasculitis
Jörg J. Goronzy and Cornelia M. Weyand ..................................................... 385

viii Contents



25 Osteoarthritis
A. Robin Poole and Ginette Webb ................................................................... 401

26 Osteoporosis
Stavros C. Manolagas ...................................................................................... 413

27 Heritable Disorders of Connective Tissue
Petros Tsipouras ............................................................................................... 423

PART IV. MOLECULAR ASPECTS OF TREATMENT OF RHEUMATIC DISEASES

28 Corticosteroids
Henry K. Wong and George C. Tsokos ........................................................... 439

29 Cytotoxic Drugs
David A. Fox and W. Joseph McCune ............................................................ 451

30 Complement Inhibitors
Savvas C. Makrides .......................................................................................... 465

31 Cytokine Response Modifiers
Richard E. Jones and Larry W. Moreland ..................................................... 477

32  Restoration of Immune Tolerance
Woodruff Emlen ............................................................................................... 487

33 Metalloproteases and Their Modulation as Treatment in Osteoarthritis
Johanne Martel-Pelletier, Ginette Tardif, Julio Fernandes,
and Jean-Pierre Pelletier ................................................................................. 499

34 Gene Therapy
Robert P. Kimberly ........................................................................................... 515

Index ........................................................................................................................... 525

ix Contents





xi

Contributors

DONALD D. ANTHONY, MD, PHD • Division of Rheumatic Diseases, Department of
Medicine, Case Western Reserve University, Cleveland, OH

ROBERT F. ASHMAN, MD • Division of Rheumatology, Department of Medicine, University
of Iowa College of Medicine and Department of Veterans Affairs Medical Center,
Iowa City, IA

VASSILIKI A. BOUSSIOTIS, MD • Department of Adult Oncology, Dana Farber Cancer
Institute and Department of Medicine, Harvard Medical School, Boston, MA

JAMES M. K. CHAN, PHD • Oral Infection and Immunity Branch, National Institute of
Dental and Craniofacial Research, National Institute of Health, Bethesda, MD

LESLIE J. CROFFORD, MD • Division of Rheumatology Internal Medicine, University of
Michigan, Ann Arbor, MI

BRUCE N. CRONSTEIN, MD • Bellevue Hospital Center, and  Division of Rheumatology,
Departments of Medicine and Pathology, New York University School of Medicine,
New York, NY

WOODRUFF EMLEN, MD • Exploratory Medicine, Connetics Corporation, Palo Alto, CA
JULIO C. FERNANDES, MD, MSC • Osteoarthritis Research Unit, Centre Hospitalier de

l'Université de Montréal, Hôpital Notre-Dame, Montréal, Canada
DAVID A. FOX, MD • Division of Rheumatology, University of Michigan Multipurpose

Arthritis and Musculoskeletal Diseases Center, University of Michigan Medical
Center, Ann Arbor, MI

GORDON J. FREEMAN • Department of Adult Oncology, Dana Farber Cancer Institute
and Department of Medicine, Harvard Medical School, Boston, MA

GARY S. GILKESON, MD • Division of Rheumatology, Medical University of South
Carolina, Charleston, SC

NORBERT GOEBELS, MD • Department of Neurology and Institute for Clinical
Neuroimmunology, Klinikum Grosshadern, Ludwig Maximilians-University of
Munich, Munich, Germany

JÖRG J. GORONZY, MD • Division of Rheumatology, Department of Medicine, Mayo
Clinic and Foundation, Rochester, MN

PETER K. GREGERSEN, MD • Departments of Medicine and Pathology, New York University
School of Medicine and Chief, Division of Biology and Human Genetics, North
Shore University Hospital, Manhasset, NY

TARIQ M. HAQQI, PHD • Division of Rheumatic Diseases, Department of Medicine, Case
Western Reserve University, Cleveland, OH

REINHARD HOHLFELD, MD • Department of Neurology and Institute for Clinical
Neuroimmunology, Klinikum Grosshadern, Ludwig Maximilians-University of
Munich, Munich, Germany

V. MICHAEL HOLERS, MD • Divison of Rheumatology, Departments of Medicine and
Immunology, University of Colorado Health Sciences Center, Denver, CO



xii Contributors

HUI-CHEN HSU, PHD • Division of Clinical Immunology and Rheumatology,
Department of Medicine, University of Alabama at Birmingham, and the Birmingham
Veterans Administration Medical Center, Birmingham, AL

SERGIO A. JIMÉNEZ, MD • Division of Rheumatology, Department of Medicine,
Jefferson Medical College, Thomas Jefferson University, Philadelphia, PA

RICHARD E. JONES, MD, PHD • Division of Clinical Immunology and Rheumatology,
Department of Medicine, University of Alabama at Birmingham, Birmingham, AL

GARY M. KAMMER, MD • Section on Rheumatology and Clinical Immunology, Department
of Internal Medicine, Wake Forest University School of Medicine, Winston-Salem, NC

ROBERT P. KIMBERLY, MD • Division of Clinical Immunology and Rheumatology, and
University of Alabama at Birmingham Arthritis and Musculoskeletal Center,
Birmingham, AL

GARY A. KORETZKY, MD, PHD • Leonard and Madlyn Abramson Family Cancer
Research Institute, Department of Pathology and Laboratory Medicine, University
of Pennsylvania School of Medicine, Philadelphia, PA

THOMAS J. LANG, MD, PHD • Division of Rheumatology, Department of Medicine, University
of Maryland School of Medicine, Baltimore Veterans Affairs Medical Center,
Baltimore, MD

STAMATIS-NICK C. LIOSSIS, MD • Division of Rheumatology and Immunology, Department
of Medicine, Uniformed Services University of the Health Sciences, Bethesda, MD

SAVVAS C. MAKRIDES, PHD • EIC Laboratories Inc, Norwood, MA
CHARLES J. MALEMUD, PHD • Division of Rheumatic Diseases, Department of Medicine,

Case Western Reserve University, Cleveland, OH
STAVROS C. MANOLAGAS, MD, PHD • Center for Osteoporosis and Metabolic Bone

Diseases, Division of Endocrinology and Metabolism, University of Arkansas
for Medical Sciences, and the Central Arkansas Veterans Healthcare System,
Little Rock, AR

JOHANNE MARTEL-PELLETIER, PHD • Osteoarthritis Research Unit, Centre Hospitalier
de l'Université de Montréal, Hôpital Notre-Dame, Montréal, Canada

W. JOSEPH MCCUNE, MD • Division of Rheumatology, Department of Internal Medicine,
University of Michigan Medical Center, Ann Arbor, MI

NILAMADHAB MISHRA, MD • Section on Rheumatology and Clinical Immunology,
Department of Internal Medicine, Wake Forest University School of Medicine,
Winston-Salem, NC

LARRY W. MORELAND, MD • Division of Clinical Immunology and Rheumatology,
Department of Medicine, University of Alabama at Birmingham, Birmingham, AL

JOHN D. MOUNTZ, MD, PHD • Division of Clinical Immunology and Rheumatology,
Department of Medicine, University of Alabama at Birmingham and the Birmingham
Veterans Administration Medical Center, Birmingham, AL

LEE M. NADLER • Department of Adult Oncology, Dana Farber Cancer Institute and
Department of Medicine, Harvard Medical School, Boston, MA

JEAN-PIERRE PELLETIER, MD • Rheumatic Disease Unit, Université de Montréal, and
Osteoarthritis Research Unit, Centre Hospitalier de l'Université de Montréal,
Hôpital Notre-Dame, Montréal, Canada

ANDRAS PERL, MD, PHD • Section of Rheumatology, Department of Medicine, State
University of New York Health Science Center, College of Medicine, Syracuse, NY



HARRIS PERLMAN • Division of Rheumatology, Northwestern University Medical
School, Chicago, IL

ERIK J. PETERSON, MD • Division of Rheumatology, Department of Medicine, University of
Pennsylvania and the Abramson Family Cancer Research Institute, Philadelphia, PA

MICHAEL H. PILLINGER, MD •  Division of Rheumatology, Department of Medicine, New
York University School of Medicine, Department of Rheumatology, The Hospital for
Joint Diseases, and Department of Rheumatology, Manhattan VA Hospital, New
York, NY

RICHARD M. POPE, MD • Division of Rheumatology, Northwestern Multipurpose
Arthritis and Musculoskeletal Diseases Center, Northwestern University Medical
School, Chicago, IL

A. ROBIN POOLE, PHD, DSC • Departments of Surgery and Medicine, McGill University
and Shriners Hospitals for Children, Montreal, Canada

PAMELA B. ROSENTHAL, MD • Divison of Rheumatology, Department of Medicine, New
York University School of Medicine, and Department of Rheumatology, The Hospital
for Joint Diseases, New York, NY

GINETTE TARDIF, PHD • Osteoarthritis Research Unit, Centre Hospitalier de
l'Université de Montréal, Hôpital Notre-Dame, Montréal, Canada

PETROS TSIPOURAS, MD • Department of Pediatrics, University of Connecticut Health
Center, Farmington, CT

GEORGE C. TSOKOS, MD• Department of Cellular Injury, Walter Reed Army Institute of
Research, Silver Spring, and Division of Rheumatology and Immunology, Department
of Medicine, Uniformed Services University of the Health Sciences, Bethesda, MD

CHARLES S. VIA, MD • Division of Rheumatology, Department of Medicine, University
of Maryland School of Medicine, and Baltimore Veterans Affairs Medical Center,
Baltimore, MD

SHARON M. WAHL, PHD • Oral Infection and Immunity Branch, National Institute of
Dental and Craniofacial Research, National Institute of Health, Bethesda, MD

GINETTE WEBB, PHD • Joint Diseases Laboratory, Shriners Hospitals for Children and
Department of Surgery, McGill University, Montreal, Canada

MARK H. WENER, MD • Immunology Division, Department of Laboratory Medicine,
and Rheumatology Division, Department of Medicine, University of Washington,
Seattle, WA

CORNELIA M. WEYAND, MD • Division of Rheumatology, Department of Medicine,
Mayo Clinic and Foundation, Rochester, MN

HENRY K. WONG, MD • Department of Dermatology, and Division of Rheumatology and
Immunology, Department of Medicine, Uniformed Services University for the
Health Sciences, Bethesda, MD, and Department of Cellular Injury, Walter Reed
Army Institute of Research, Washington, DC

TIMOTHY M. WRIGHT, MD • Division of Rheumatology and Clinical Immunology,
Department of Medicine, University of Pittsburgh Arthritis Institute, University of
Pittsburgh, Pittsburgh, PA

DAVID E. YOCUM, MD •  Arizona Arthritis Center, University of Arizona, Tucson, AZ
HUANG-GE ZHANG, PHD, DVM • Division of Clinical Immunology and Rheumatology,

Department of Medicine, University of Alabama at Birmingham, Birmingham, AL
TONG ZHOU, MD • Division of Clinical Immunology and Rheumatology, Department of

Medicine, University of Alabama at Birmingham, Birmingham, AL

Contributors xiii



xviii Contributors



Genetics of Human Rheumatic Disease 1

I
MOLECULAR MECHANISMS IN RHEUMATIC DISEASES



2 Gregersen



Genetics of Human Rheumatic Disease 3

3

From: Current Molecular Medicine: Principles of Molecular Rheumatology
Edited by: G. C. Tsokos © Humana Press Inc., Totowa, NJ

1
Genetics

Peter K. Gregersen

1. Introduction

With a few exceptions, rheumatic diseases are similar to many other common medi-
cal conditions in that they are genetically complex, with a multifactorial etiology.
Simple Mendelian disorders (autosomal dominant, recessive, or sex linked) are
encountered relatively infrequently in rheumatologic practice, although some exciting
successes in this area (notably the cloning of the gene for familial Mediterranean fever;
see ref. 1) may ultimately lead to new approaches to the general problem of inflamma-
tion. It is clearly important for the rheumatologist to be aware of the Mendelian dis-
eases that can rarely underlie common rheumatologic conditions such as gout (e.g.,
PP-ribose-P synthetase overactivity or hypoxanthine guanine phosphoribosyltransferase
(HGPRT) deficiency). Beyond this, the problem of genetics in rheumatic disease may
strike the newcomer as dauntingly complicated and of limited utility. The purpose of
this chapter is to provide the tools to approach this topic with confidence. It will be
necessary for the educated rheumatologist to have some ability to interpret the wealth
of genetic information that is likely to emerge over the next few years because of the
completion of the Human Genome Project (2) and the application of genetic mapping
techniques to the major rheumatic diseases.

2. Multifactorial Diseases and the Concept of Genetic Risk

It is useful to consider many of the rheumatic diseases, such as systemic lupus and
rheumatoid arthritis, as the result of an interaction among genetic and nongenetic fac-
tors. Over time, this process may lead to the clinical expression of disease. The
nongenetic factors may include specific environmental exposures (such as infection,
blood transfusion or smoking; see refs. 3–5), as well as a variety of stochastic factors
(i.e., random events that may occur from early fetal life on into adulthood; discussed in
ref. 6). These etiological factors combine to produce disease, as well as the variable
manifestations and degree of severity that is observed in patient populations with rheu-
matic diseases. Given the complexity of these interactions, it is not surprising that a
simple one-to-one correlation between genes and disease is not observed.

Nevertheless, it is possible to assign a weight to the role of particular factors in
susceptibility to, or risk for, a specific disease or clinical manifestation. In the case of
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genetic factors, we wish to identify particular genetic variants (alleles; see Subheading
12. for an explanation of genetic terms used in this chapter) that confer risk for disease.
In the simplest formulation, an allele confers increased risk when the conditional prob-
ability of disease, D, in a population of individuals (over a lifetime) is greater in the
presence of particular allele, A, than in its absence. This can be formally expressed as:

P (D | A) > P (D | not A)

An estimate of the ratio of these two probabilities can be assessed in various ways,
as discussed later. The important point here is that modern approaches to genetics and
epidemiology allow us to quantify these effects and ultimately identify genes that con-
fer disease risk, even when many other factors may contribute “noise” and obscure the
underlying genetic component.

3. Estimating the Strength
of the Overall Genetic Component in Rheumatic Disease

We know for a fact that genetic background contributes to the risk for almost all
autoimmune diseases; it is well established that genes within the major histocompat-
ibility complex (MHC) confer risk for these disorders in both humans and animals (7–9).
However, it is also apparent that MHC genes are not the only genes involved in suscep-
tibility, and it is therefore useful to have some idea of size of the overall genetic com-
ponent. In the absence of knowledge about specific alleles, the only way to obtain this
information is by comparing the prevalence of disease among populations with differ-
ent degrees of genetic relatedness.

The most useful types of populations for these comparison are (1) genetically iden-
tical individuals (MZ twins), (2) individuals who have approximately 50% of their
genes in common (DZ twins and siblings), and (3) unrelated individuals in the popula-
tion. For the latter group of unrelated individuals, the overall degree of genetic similar-
ity (at polymorphic loci) is relatively low, with approximately a 0.1% difference over
the entire genome (2). (Note that a 0.1% difference over the entire human genome of
3.2 × 109 base pairs implies approximately 3 million base pair differences between any
two unrelated individuals, assuming that single nucleotide polymorphisms account for
the majority of these differences.)

For identical (MZ) twins, the concordance rates for most autoimmune diseases are
between 15% and 30% (10,11). Put another way, if one takes 100 probands with
autoimmunity who are members of MZ twin pairs, then between 15 and 30 of their
genetically identical co-twins also will have the disease. As discussed, the fact that
these concordance rates are substantially below 100% clearly indicates that nongenetic
factors play a role. However, if one compares this MZ twin concordance rate with the
concordance rate among DZ twins or siblings (who only have half their alleles in com-
mon), the rate drops considerably to around 2–5%. This fact alone indicates that com-
plete sharing of genetic background with an affected individual substantially increases
one’s risk for disease. (In this case, we are assuming that shared environmental factors
are approximately equivalent among MZ and DZ twin pairs).

In order to get a sense of the overall genetic risk, we need to compare these rates to
the prevalence of disease in a genetically unrelated population (i.e., the background
population prevalence). Depending on the autoimmune disease, background popula-
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tion prevalence ranges from 0.1% to 1%. These values can then be used to calculate
two ratios, termed the relative risk to siblings ( s) and the relative risk to MZ twins ( MZ):

Disease prevalence in siblings of affected individuals

s =
Disease prevalence in general population

Disease prevalence in monzygotic co-twins of affected individuals

MZ =
Disease prevalence in general population

The values of these two ratios for various autoimmune disorders is given in Table 1.
Clearly, if you have a sibling (or an identical twin) with one of these disorders, you are
at substantially increased risk for the disease, compared with the general population. It
is likely that genetic factors are largely responsible for this increased risk, although, of
course, these risk ratios also take into account environmental factors that may be pref-
erentially shared among family members. It has been estimated that MHC genes
account for 50% or less of this risk in most cases (12).

4. Measuring the Risk Associated with Particular Genes

The above calculations establish that genetic background contributes to risk for rheu-
matic disorders, but they do not provide us with insight into the role of particular genes.
There are a variety of approaches to this problem. The most widely used method is the
case control study design, and it is important to thoroughly understand the rationale,
terminology, and conventions used to report the results from such studies.

In an ideal world, in order to determine whether there is an association between a
particular allelic polymorphism and a disease, one would identify subjects with and
without the allele of interest and follow them from birth until death to see if disease is
more common in the group carrying the test allele. This is known as a cohort study and
it is the most direct approach to comparing the probabilities referred to earlier. The
data from such a study can be tabulated as shown in Table 2, and used to calculate the
relative risk (RR):

RR = a/(a + b) ÷ c/(c + d)

The relative risk is a measure how much more (or less) likely you are to get the
disease (over a lifetime) if you inherit the allele of interest. If the disease is uncommon

Table 1
Estimates of s

a and MZ
for Some Common Autoimmune Disorders

Disease s MZ

Systemic Lupus 20 250
Rheumatoid arthritis 3–10 20–60
Multiple sclerosis 20 250
Type I diabetes 15 60
Ankylosing spondylitis 54 500

aSee ref. 12.



6 Gregersen

(a and c are small), then the relative risk can be estimated from the quantity (a × d)/(c × b),
also known as the cross-product of Table 2.

In reality, cohort studies are either impractical or very expensive because they require
extended periods of follow up of the two populations. Therefore, rather than select the
initial populations on the basis of genotype, the test and control populations are selected
on the basis of whether they have disease, and the frequency of the allele is measured in
each group. This is a case control design and the results are tabulated as shown in Table 3.
If the disease is rare (as is the case for the major rheumatic diseases), an estimate of the
relative risk, also known as the odds ratio, can be calculated as before using the cross
product (a × d)/(c × b) from Table 3.

The vast majority of data showing the association between human leukocyte antigen
(HLA) alleles and autoimmune disease have been generated using a case control study
design (7–9). In general, the estimated relative risks are less than 10, with the excep-
tion of HLA-B27 and the spondyloarthropathies, where the RR values approach 100
for ankylosing spondylitis. Even when HLA analysis is done on the basis of particular
amino acid sequences, such as the association of the “shared epitope” on HLA DR4
with rheumatoid arthritis, the overall risk calculations are still rather modest (7).

5. Interpreting Case Control Genetic Association Studies:
The Concept of Linkage Disequilibrium

When a positive association (RR > 1) is found between an allelic polymorphism and
a disease, one is tempted to assume that the allele being investigated has something
directly to do with the pathogenesis of the illness with which it associates. Although
this may be the case, other explanations are more likely, at least initially. First, one
must establish whether the association is statistically significant. This usually involves
the calculation of a 2 and determination of a p-value and confidence interval using
standard approaches (13). Beyond the statistical considerations however, there are
several issues that are specific to genetic association studies and are critical for their
interpretation.

First, genetic polymorphisms occur at particular locations on chromosomes and are
surrounded by many other polymorphisms nearby in the genome. These “neighbor-

Table 3
Contingency Table for Case Control Study

Exposed Not exposed

Disease a b
No disease c d

Table 2
Contingency Table for Cohort Study

Disease No disease

Exposed a b
Not exposed c d
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hoods” of particular alleles tend to cluster together on haplotypes in human popula-
tions, a phenomenon in population genetics known as linkage disequilibrium. This
means that alleles that are located very near to one another (say, less than 500,000 base
pairs apart) are often found together in the same individual, that is, more often than you
would expect by chance.

To take an example, hemochromatosis is a disease of iron absorption (which, inci-
dentally, can cause a distinct form of arthritis). This disease is autosomal recessive and
is expressed in approximately 0.2–0.3% of Caucasian populations. It is caused by
mutations in the HFE gene on chromosome 6 (14), quite near the major histocompat-
ibility complex (MHC). A typical class I allele within the MHC, HLA-A3, is present in
approximately 25% of the Caucasian population. Because HLA-A3 has nothing to do
with causing hemochromatosis, one might also expect that only 25% of patients with
this disease would carry HLA-A3. However, what has been frequently observed in
Caucasian populations is that upward of 70% of hemochromatosis patients carry HLA-A3.
This is because HLA-A3 is in linkage disequilibrium with common mutations in the
HFE gene. Indeed, it was the early observation of an association between particular
HLA alleles and hemochromatosis that led to the initial localization of the HFE gene.
Although HFE shares some homology with MHC class I genes, it does not have the
classical functions of HLA molecules in antigen presentation, but rather interacts with
transferrin, a key regulator of iron transport (14). The estimated RR for HLA-A3 and
hemochromatosis is in the range of 10, yet HLA-A3 has nothing whatsoever to do with
the pathogenesis of hemochromatosis. This emphasizes that many, indeed most, genetic
associations are likely the result of linkage disequilibrium between the test allele and
the disease alleles; the actual genes responsible for the association are somewhere else
in the genetic neighborhood. Using case control methods, it is nearly impossible to
definitively prove that a particular allele is the “cause” of the association without
resorting to other experimental methods that show the mechanism underlying the
association.

6. The Problem of “Population Stratification”
in Studies of Genetic Association

The second major issue that needs to be considered in genetic case control studies is
the problem of “population stratification.” This refers to the fact that, in order for the
results to be valid, the control group must be matched to the disease group for every
parameter except the disease under study. One obvious parameter is ethnicity, because
it is well known that genetic polymorphisms differ in their prevalence in different eth-
nic groups; it is clearly not appropriate to study the association of lupus with blue eyes
in Sweden if the control group is taken from Italy! However, there may be other hidden
differences between the disease and control groups that are not immediately apparent.
This is especially true in the United States, where the population is very heterogeneous
and where local controls drawn from laboratory or hospital personnel may actually
differ in genetic background despite belonging to the same general racial group as the
disease population.

In order to get around the problem of population stratification, the use of family-
based controls has become very popular in recent years. One such method is to calcu-
late the “haplotype relative risk” (15). Consider the nuclear family shown in Fig. 1,
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with an affected individual carrying alleles 1 and 3 at a candidate locus, X. Both par-
ents are heterozygous at this locus, with 1,2 and 3,4 carried by the father and mother,
respectively. The parental haplotypes carrying the 2 and 4 alleles are not inherited by
the affected child. These two noninherited haplotypes therefore can be used to con-
struct a genotype for a control “individual.” Although the generation of this control
genotype requires typing two people instead of one, it has a major advantage: The test
alleles (those transmitted to the child) are derived from exactly the same population
(the parents) as the control alleles. There can be no question of population stratification
here, because, in effect, the same individuals are used as a source for the two groups of
alleles (those found in affecteds and those found in controls). These data can be used to
construct a contingency table, just like the one shown in Table 3.

A variant of this approach is termed “transmission disequilibrium testing” or TDT
(16,17). Again, consider the family shown in Fig. 1. For a heterozygous parent (such as
1,2 in the father), there is a probability of 0.5 that any given allele, say allele 1, will be
transmitted to a child. Thus, if this allele has no bearing on disease risk, the probability
of transmission (T) to an affected child is equal to the probability of nontransmission
(NT). This is stated simply as P(T|D) = P(NT|D), where D indicates the presence of
disease in the child. However, if the allele being examined is associated with disease
risk, then P(T|D) > P(NT|D). By examining large numbers of heterozygous parents
with affected offspring, transmission disequilibrium testing can establish differences
in disease association between test alleles and control alleles, both derived from the
same individuals (the parents). Like the haplotype relative risk method, the problem of
population stratification is avoided.

7. Why Is It Important to Understand Genetic Association Data?

From the perspective of the clinical rheumatologist, the preceding discussion of
genetic association studies is probably the most important aspect of genetics to under-
stand, because it is likely that most of the new knowledge about the genetic basis of
rheumatic disease will derive from such studies. In addition, these association data

Fig. 1. A nuclear family with an affected child and both parents heterozygous at an autoso-
mal marker locus, X. Alleles are indicated by the numbers. This family is useful for family
based association studies, such at transmission disequilibrium testing (TDT).
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may well inform clinical decision making in the future. It is important to point out that
most case control studies so far have simply examined the genetic influence on the
presence or absence of a particular disease. However, it is likely that future studies will
reveal associations between allelic polymorphisms and disease prognosis or response
to therapy. Indeed, in the case of rheumatoid arthritis, it appears that genes in the MHC
also influence disease outcome (18,19), as well as risk for disease per se. In addition,
hardly any data has been gathered on the role of particular combinations of alleles (20).
Because multiple genes probably contribute to the major rheumatic disorders, address-
ing this issue will become increasingly important over the coming decade. An under-
standing of the relative risk calculation will be essential in making intelligent use of
these genetic data in the context of patient care.

8. The Concept of Genetic Linkage and Affected Sibling Pair Analysis

Despite the fact that association studies are likely to dominate the field in the future,
it is nevertheless important to have some understanding of other approaches to finding
disease genes. This involves the concept of linkage. A thorough discussion of this topic
is beyond the scope of this chapter and can be found elsewhere (21). However, genetic
linkage underlies some of the most important current studies of genetics in rheumatic
diseases, many of which utilize an analytic method known as affected sibling pair (ASP)
analysis.

Briefly, linkage methods seek to find a relationship between a phenotype or disease
and particular genetic locations, within families. This is in contrast to association meth-
ods, which are designed to look for relationships between a disease and particular alle-
les, in populations. Consider the family shown in Fig. 2, in which there are two siblings,
each affected with a disease or phenotype. In these cases, the affected siblings within

Fig. 2. A nuclear family with two affected children (affected sibling pair). The possible
distribution of alleles at an autosomal locus, X is shown for sib 2, along with the predicted
frequency of shared haplotypes among the sibs.



10 Gregersen

each family are highly likely (although not certain) to be carriers of the same disease
gene(s). This assumption is based on the fact that the s calculation is high enough to
indicate a substantial genetic component to the disease (as discussed earlier) and that
the genes involved are not so heterogeneous and so common in the population that
affected sib pairs within a family are likely to have the disease on the basis of inheriting
different susceptibility genes.

In the family shown in Fig. 2, both siblings are affected; given the fact that the first
born sibling (sib #1) is 1,3, sibling #2 could have inherited one of four genotypes (1,3;
2,3; 1,4; or 2,4) with equal probability. There is a 25% chance that sib #2 inherited the
identical alleles found in sib #1. By a similar reasoning, there is a 50% probability that
these two siblings will share only one allele, and a 25% chance that they will share
nothing in common at all at this locus. If, however, the marker locus X is located very
near to a disease gene, one would expect that such affected siblings would tend to share
alleles more frequently than predicted by these Mendelian segregation ratios. By
examining large numbers of affected sibling pairs, one can develop statistical evidence
that this is the case for a given test marker locus, using a straightforward 2 analysis,
with the null hypothesis being that there is no increased sharing of alleles at the marker
locus. This is the essence of ASP analysis; a discussion of some additional aspects of
the method can be found in ref. 20.

The ASP method has been used to search for genes involved in a number of
autoimmune diseases including systemic lupus and rheumatoid arthritis (22–25).
Although the results are still preliminary, overall they suggest that there are a num-
ber of different regions outside the MHC that are involved in disease susceptibility.
Confirmation of these findings will ultimately require detailed association studies in
large populations.

9. The Nature of Genetic Markers

Genetic variability among individuals underlies all forms of genetic analysis,
whether it be association- or linkage-based methods. However, different types of
genetic markers may be used, depending on the specific question being addressed.

Until recently, most genetic studies of rheumatic disease have involved the study of
allelic variation with the major histocompatibility complex. Early on, these studies
utilized detection methods based on variation in the HLA proteins themselves, either
by alloantisera or T-cell reactivity. Although these methods do not directly assess DNA
sequence variation, they, nevertheless, constitute “genetic” markers and these detec-
tion methods serve to emphasize the fact that these genetic variations are relevant to
immune recognition. Currently, HLA alleles are detected by searching directly for dif-
ferences in DNA sequence at precisely defined locations within each HLA gene. This
is usually done after amplification of these genes using polymerase chain reaction
(PCR), followed by oligonucleotide hybridization or direct DNA sequencing; large
databases of the different HLA alleles are available for comparison on the Web (http:/
/www.ebi.ac.uk/imgt/hla/). In the case of HLA, particular polymorphisms are assessed
because they are candidates for being directly involved in disease susceptibility (7–9).
Many other candidate genes have been proposed for study in a similar manner (26).
Thus, some genetic markers are selected because of their intrinsic biological interest,
regardless of their “informativeness” at a genetic level (see Subheading 10.).
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In the absence of a specific hypothesis about a particular allele, genetic analysis can
also be done using genetic markers that do not themselves have biological relevance.
Commonly used markers of this type are so-called “microsatellites” (27), which con-
tain variable numbers of tandem repeats (VNTRs). These tandem repeated elements
most often consist of di-, tri-, or tetranucleotide sequences. Most importantly, as out-
lined in Fig. 3, these repeated elements are flanked by regions of unique sequences that
occur only once in the genome. Thus, one can design PCR primers that specifically
amplify a particular VNTR, at a particular location in the genome. The different alleles
are easily distinguished on the basis of size, because this is a function of the number of
repeats. Many thousands of microsatellites have been identified in the human genome,
and semiautomated methods for their analysis are standard in genetic research
laboratories.

10. How Useful Is a Genetic Marker? Calculation of Heterozygosity

Because microsatellites have a well-defined location in the genome, they are clearly
useful for ASP analysis or other approaches based on linkage. This is because, as dis-
cussed earlier, linkage methods seek to find a relationship between a genetic location
and a disease. Microsatellites can also be used for association studies if there is linkage
disequilibrium between the microsatellite locus and a disease locus. However, some
microsatellites are more useful, or “informative,” than others. This depends on a quan-
tity called heterozygosity.

Heterozygosity (H), or the overall degree of polymorphism at a particular locus in a
population, can be assessed in two ways: empirically and by calculation from allele
frequencies. The empirical method involves genotyping a large number of subjects and
recording the frequency of individuals who are heterozygous at the particular locus.
This kind of information is generally not available for a large number of markers in
different populations.

Heterozygosity is more frequently calculated from knowledge about the frequency
of the various alleles at the marker locus:

H = 1 – pi2

where pi is the frequency of the ith allele at the marker locus. For example, if there are
three alleles at the locus with a frequency of 0.1, 0.4, and 0.5, then the heterozygosity

Fig. 3. Essential features of a microsatellite marker locus. A highly variable tandem repeated
sequence (in this case a dinucleotide repeat) is flanked by a unique DNA sequence, which can
be used to make primers for PCR amplification.
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would be 1 – (0.01 + 0.16 + 0.25) = 0.68; that is, 68% of the population will be het-
erozygous and 42% will be homozygous for one of these three alleles. Note that the
probability of being homozygous for a particular allele is simply the square of the
population frequency of that allele. It is apparent that the level of heterozygosity is
primarily dependent on two factors: (1) the number of different alleles and (2) their
pattern of distribution. The higher the number of alleles and the more evenly distrib-
uted they are, the higher the level of heterozygosity. Thus, for a locus with five alleles,
equally frequent, H = 1 – 5(0.22) = 0.8. Many microsatellite loci have H values of 0.8 or
better, and these highly informative markers are preferred for genetic mapping studies.

11. Summary and Conclusions

This chapter has attempted to cover the major concepts underlying modern genetic
approaches to the common rheumatic disorders. HLA-linked genes clearly play a major
role in susceptibility to autoimmune disease, yet the exact identity of the predisposing
alleles remains in dispute, as does the precise mechanism responsible for these associa-
tions (7–9). In addition, the HLA associations are not of themselves sufficiently pre-
dictive of disease to warrant routine incorporation of this information into clinical
practice. It is likely that further advances in this area will depend in part on identifying
other genes involved in susceptibility to rheumatic diseases, as well as basic research
into disease mechanisms. Therefore, genetic information will be important at many
levels, from basic research to population screening and clinical evaluation of specific
patients. Both the basic and clinical researcher, as well as the practicing rheumatologist
will need to have an understanding of these genetic concepts in the coming decade.

12. Glossary

Alleles: Alternative forms, or variants, of a gene at a particular locus.
Haplotype: A group of alleles at adjacent or closely linked loci on the same chromosome,
which are usually inherited together as a unit.
Heterozygosity: A measure, at a particular locus, of the frequency with which heterozy-
gotes occur in the population (see text for details).
Heterozygote: An individual who inherits two different alleles at a given locus on two
homologous chromosomes.
Linkage: The coinheritance, within a family, of two (nonallelic) genes that lie near one
another on the genome.
Linkage disequilibrium: The preferential association, in a population, of two alleles or
mutations, more frequently than predicted by chance. Linkage disequilibrium is detected
statistically and, except in unusual circumstances, generally implies that the two alleles lie
near one another on the genome.
Polymorphism: The degree of allelic variation at a locus, within a population. Specific
criteria differ, but a locus is said to be polymorphic if the most frequent allele does not occur
in more than 98% of the population. Occasionally, the term “polymorphism” can be used in
the same way as “allele” to refer to a particular genetic variant.
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1. Introduction

Viruses are considered as key environmental factors that may cause inflammatory
arthritis and autoimmune diseases in genetically susceptible hosts. Viruses can elicit
acute or subacute and, less often, chronic forms of arthritis. These viral arthritis syn-
dromes can be diagnosed by recognition of well-defined clinical signs and detection of
viral antibodies and nucleic acids. Moreover, viral elements may also play a role in the
pathogenesis of idiopathic autoimmune rheumatic diseases. The concordance rate of
the most common autoimmune disease, such as rheumatoid arthritis (RA) or systemic
lupus erythematosus (SLE), in monozygotic twins is about 25% (1). Although these
data show that genetic factors influence susceptibility to autoimmune diseases, alterna-
tively, a 70% discordance rate emphasizes the importance of environmental factors.
Forensic studies of archeological sites revealed the presence of RA-like erosive bony
changes in pre-Columbian New World populations dating back 6500 yr and the absence
of RA in the Old World before the 18th century (2). This geographic distribution sug-
gest that RA may have spread from the Americas through environmental factors, pos-
sibly by a virus, another microorganism, or an antigen. The potential etiological role of
viruses in chronic rheumatic diseases have been recently reviewed (3). This chapter
will focus on known viruses capable of causing rheumatic diseases, review molecular
techniques suitable to identify viruses, describe the latest experimental evidence impli-
cating known and unidentified viruses in the causation of idiopathic autoimmune rheu-
matic diseases, and review mechanisms of viral pathogenesis, molecular mimicry, and
altered apoptosis that can result in autoimmunity.

2. Virus-Induced Arthritis Syndromes

Viral infections are often associated with arthralgias, whereas arthritis occurs less
commonly. Most cases of virus-induced arthritis are short-lived and self-limited as a
result of an efficient elimination of the organism by the immune system. Examples of
these viral syndromes include rubella and parvovirus B19-induced arthritis. Chronic
joint diseases have been associated with persistent or latent viral infections, largely the
result of an inability of the immune system to eliminate the pathogen, virus-induced
autoimmunity, characterized by molecular mimicry, polyclonal B-cell activation, and
immunodeficiency resulting in opportunistic infections. This latter group of pathogens
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include human immunodeficiency virus 1 (HIV-1), human T-cell lymphotropic virus
type I (HTLV-I), and hepatitis C virus (HCV).

2.1. Virus-Induced Transient Arthritis Syndromes

2.1.1. Parvovirus B19

This small single-stranded DNA virus is one of the most frequent causes of viral
arthritis in humans (4). The majority of parvovirus B19 infections occur in children
5–15 yr of age. The virus spreads through respiratory or oral secretions. After a 1- to 4-wk
incubation period, most children present with erythema infectiosum with a typical facial
rash (slapped cheeks), headache, low-grade fever, coryza, cough, conjunctivitis, and/
or mild gastrointestinal symptoms. Whereas arthritis occurs in 5% of childhood infec-
tions, 50% of adults freshly infected by the virus develop joint pain and swelling (Table 1).
Joint pain develops with equal frequency in boys and girls. In the adults, arthritis is
more frequent in females, and skin eruptions are far less conspicuous. The virus can
infect bone marrow cells, preferentially erythroid progenitors, thus causing anemia,
neutropenia, and thrombocytopenia with transient aplastic crises. Vasculitic peripheral
neuropathies and liver disease with elevated transaminases have been also reported.
Parvovirus B19 arthritis usually presents with acute, moderately severe, symmetric
polyarthritis first affecting the hands and knees, then rapidly spreading to the feet,
elbows, and shoulders. Joint manifestations are temporally associated with production
of anti-B19 IgM antibodies. These antibodies clear the viremia, thus rendering the
patient noninfectious. IgM antibodies are present for up to 3 mo after infection. Whereas
IgM antibodies are diagnostic for a recent B19 infection, IgG antibodies are long-lived
and not useful for diagnosis. Seroprevalence of IgG antibodies may be as high as 80%
in the adult population. Joint pain and synovitis usually lasts for 2–8 wk and rarely
persists for more than 3 mo. Patients have morning stiffness that can last for more than
1 h, symmetrical swelling of the wrist and metacarpophalangeal and proximal inter-
phalangeal joints. Patients may have low-titer rheumatoid factors. Failure to recognize
sometimes minimal skin eruptions and obtain B19 IgM antibody titers may lead to a
diagnosis of early RA. However, erosions and joint destructions have not been
described in B19 arthropathy. Whereas involvement of B19 has been repeatedly raised
in classic RA (5), large surveys failed to demonstrate an association between erosive
RA and parvovirus B19 (4). B19-Specific DNA can be detected in synovium and syn-
ovial fluid of patients with chronic B19 arthropathy. B19 DNA was also detected in
normal noninflammatory synovium as well (6). It is presently unclear whether intra-
articular viral infection is prerequisite of B19 arthropathy.

2.1.2. Rubella Virus

Rubella virus has a single-stranded RNA genome. Viral infection is a mild and self-
limited disease characterized by skin rash, lymphadenopathy, and low-grade fever.
Infection may also lead to subclinical illness. Infection during pregnancy can result in
fetal malformations. Rubella is known to cause arthralgias and acute arthritis in one-
third of patients after both natural infection and vaccination (7). Similar to parvovirus
B19, joint symptoms are more common in women than in men or children. Rubella
arthritis affects the small joints of the hands, wrist, elbows, or knees and rarely lasts
more than 1 wk. Chronic arthropathy was reported in 1–4% of postpartum female
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Table 1
Arthritis in Viral Infections

Virus Genome Arthritis frequency Arthritis type Duration Erosion Diagnosis Ref.

HCV RNA 10–50% Polyarticular, Chronic No ELISA, WBa, PCR 20,21
symmetrical

HBV DNA 10–25% Symmetrical, 1–3 wk No ELISA, WB 3
migratory

Parvovirus B19 DNA Children: 5–10% Polyarticular, small 2–8 wk No ELISA 4
Adults: 50–70% and large joints,
Female : male = 2 : 1 symmetrical

Rubella RNA 10–30% Multiple small joints 5–10 d No ELISA, WB, PCR 3,7
VZV DNA <1% Monoarthritis 1–7 d No ELISA, WB 18
EBV DNA 1–5% Poly- or monoarthritis 1–12 wk No ELISA, WB 110
HSV-1 DNA Case reports Monoarthritis 1–10 d No ELISA 111,112
HTLV-I Retrovirus <1% Oligoarthritis, large Chronic Yes ELISA, WB, PCR 30,113

joints
HIV-1 Retrovirus 10–50% Painful joint syndrome 1–2 d No ELISA, WB, PCR 13

Reiter’s syndrome Chronic Yes
Psoriatic arthritis Chronic Yes

aWB = Western Blot analysis.

17
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recipients of the RA27/3 vaccine strain (8). Other studies found no increase of chronic
arthritis in women receiving the RA27/3 rubella vaccine (9). No rubella virus can be
recovered from peripheral blood lymphocytes of persons with chronic arthropathy fol-
lowing rubella infection or vaccination (10). Neuropathic syndromes, such as carpal
tunnel syndrome, does not appear to have an increased rate among recipients of the
RA27/3 vaccine (9). These data support the continued vaccination of rubella-suscep-
tible females to reduce the risk of congenital malformations.

The rubella vaccine is part of a combined measles–mumps–rubella preparation.
Arthritis is not uncommon in natural mumps infection, especially in adult man. Arthri-
tis occurs 1–3 wk after the onset of parotitis and may be associated with low-grade
fever. Mumps can cause migrating polyarthritis, monoarthritis of the knee, hip, or ankle,
or arthralgias alone. Mumps arthritis is self-limited, rarely lasting more than 4 wk (11).
Measles have not been associated with joint symptoms. A recent survey failed to show
evidence for involvement of measles, mumps, or rubella virus in chronic arthritis (12).

2.1.3. Herpesviruses

Members of the Herpesviridae family have a large (> 100 kb) double-stranded DNA
genome. After initial infection, herpesviruses persist in the host with lifelong latency.
Therefore, several of these viruses have been considered as etiologic agents in autoim-
mune diseases, such as SLE, RA, or Sjogren’s syndrome (see Subheading 4.).

The cytomegalovirus (CMV) infects most individuals during their life. Major syn-
dromes associated with CMV include inclusion disease in neonates, heterophile anti-
body-negative mononucleosis in healthy individuals, and pneumonitis, arthritis,
vasculitis, and chorioretinitis in immunocompromised individuals (13).

The Epstein–Barr virus (EBV) commonly causes subclinical infections of hetero-
phil antibody-positive mononucleosis in young adults. Arthralgias lasting for up to
4 mo occur in 2% of patients with mononucleosis. Recently, EBV-positive lymphomas
were described in methotrexate-treated RA patients (14–17). Interestingly, remission
of lymphomas was noted after discontinuation of methotrexate (14,15).

Herpes simplex virus 1 (HSV-1) can cause monoarthritis few days after the onset of
oral or genital lesions. HSV-1 arthritis rarely last longer than 2 wk. Varicella–zoster
virus (VZV) can cause monarthritis, mostly in the knee, as a rare complication of
chickenpox (18). HZV causes shingles in the elderly or immunosuppressed host after
reactivation from dorsal root ganglia.

2.1.4. Hepatitis B Virus
Arthralgias and arthritis occur early after hepatitis B virus (HBV) infection. Arthritis is

characterized by a sudden onset, symmetrical polyarticular synovitis of the small joints of
the hands and knees, erythematous and pruritic rash, anorexia, malaise, and fever. Arthritis
resolves in 2–6 wk with the onset of jaundice. Hepatitis B virus has been also associated
with polyarteritis nodosa and cryoglobulinemia. Erythema nodosum, uveitis, and polyarthri-
tis were rarely reported following immunization with recombinant HBV vaccine.

2.2. Virus-Induced Chronic Arthritis
2.2.1. Hepatitis C Virus

Hepatitis C virus (HCV) is a single-stranded RNA virus. Based on genomic variabil-
ity, at least six subtypes have been identified. The virus is transmitted parenterally,
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primarily through the exchange of body fluids. Viral infection can be detected by PCR
within 2 wk of exposure. Serum transaminases and antibody titers become elevated
after 4–8 wk. Despite high-titer antibody levels, >80% of infected individuals become
chronic virus carriers. HCV has a wide pathogenic potential that is not limited to dis-
eases of the liver, chronic active hepatitis, cirrhosis, and hepatocellular carcinoma (19).
Identification of HCV as the cause of most cases (>90%) of type II or essential mixed
cryoglobulinemia (EMC) is a major breakthrough in rheumatology (20). Type II
cryoglobulins are immune complexes comprised of a monoclonal IgM/kappa rheuma-
toid factor and polyclonal IgG. HCV-RNA is concentrated 1000-fold in the cryopre-
cipitate in comparison to the serum (21). The clinical syndrome of EMC is an
immune-complex vasculitis characterized by purpura, arthralgias, inflammatory arthri-
tis, peripheral neuropathy, and glomerulonephritis (22). IgM/kappa-bearing B cells are
clonally expanded in the peripheral blood of EMC patients (23). Infection by HCV
may be directly responsible for the clonal expansion of B cells (24). This process may
lead to development of B-cell non-Hodgkin’s lymphomas (19).

The HCV infection is associated with production of autoantibodies. Up to 75% of
the patients have high-titer rheumatoid factors, presumably produced by HCV-infected
and thus clonally expanded B-lymphocytes. Half or more of the patients have anti-
smooth-muscle antibodies. Low-titer antinuclear antibodies and anticardiolipin anti-
bodies were noted in 10–30% of HCV-infected patients. Five percent of patients may
develop Sjogren’s syndrome. SLE, autoimmune thyroiditis, erosive/rheumatoid arthri-
tis, and polymyositis/dermatomyositis were rarely documented (19).

Cryoglobulinemia is detectable in 40–50% of HCV-infected patients (19,25). Treat-
ment with interferon- and ribavirin appears to be effective in reducing viral RNA and
cryoglobulin levels. Unfortunately, only 20% or less of the patients will have a sus-
tained remission after discontinuation of antiviral therapies.

2.2.2. Human T-Cell Lymphotropic Virus I (HTLV-I)

Infection by human T-cell lymphotropic virus I (HTLV-I) has been associated with
adult T-cell leukemia (ATL), mycosis fungoides/Sézary syndrome, HTLV-I-associ-
ated myelopathy/tropic spastic paraparesis (HAM/TSP), HTLV-I associated arthritis
(HAA), polymyositis, and Sjögren’s syndrome (26). HTLV-I infection occurs in
endemic areas of southwest Japan, the Caribbean basin, the southeastern United States,
and parts of Africa. Despite very high rates of infection in endemic areas where 30% or
more of the population may be infected, relative few (<1%) infected individuals
show disease manifestations attributable to HTLV-I. The lifetime risk of developing a
HTLV-I-associated disorder is less than 5%. The vast majority of virus carriers remain
disease-free and serve as a huge reservoir for further transmission of the virus. The
virus spreads through three major routes: from mother to child via breast-feeding,
sexual intercourse, and contaminated blood products via transfusion or intravenous
drug use. ATL usually presents in middle-aged adults in the forms of acute high-grade
leukemia with widespread systemic involvement resulting from infiltration of the skin,
liver, spleen, lungs, lymph nodes, bone marrow, salivary glands, and/or synovium. A
chronic cutaneous involvement is characterized by leukemic cell infiltration of the der-
mis and subcutaneous tissue. Polymyositis, Sjögren’s syndrome, and inflammatory
arthritis may occur in the absence of leukemia. These latter conditions clinically are
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indistinguishable from the idiopathic autoimmune syndromes. They are characterized
by infiltration of the skeletal muscle, salivary glands, or synovium with HTLV-I
infected T-lymphocytes. T-cells infiltrating the joint have indented cerebriform nuclei
similar to those seen in ATL. HAA patients develop chronic oligoarthritis, primarily
affecting the larger joints (knees and shoulders). Patients may have rheumatoid factors
and X-ray films show joint-space narrowing with erosions. HTLV-I infection can be
diagnosed with enzyme-linked immunosorbent assay (ELISA) and confirmed by West-
ern blot. PCR techniques are more sensitive that serological assays and allow the dif-
ferentiation between HTLV-I and a less common virus, HTLV-II. Clinical significance
of HTLV-II infection, most often found among intravenous drug abusers in the United
States, is presently unknown. Transgenic mice carrying the tax transactivator gene of
HTLV-I develop Sjögren’s syndrome and rheumatoid-like arthritis (26). These studies
provided experimental evidence for a pathogenic role of the HTLV-I p40/tax protein.
Prevalence of RA is increased in the HTLV-I-infected population (0.56%) with respect
to the uninfected population of Japan (0.31%) (26). Thus, the relatively low disease
frequency in virus-infected individuals strongly advocates for the role of factors other
than HTLV-I in the development of RA.

2.2.3. Human Immunodeficiency Virus 1

In the United States, more than 1 million individuals are infected by human immu-
nodeficiency virus 1 (HIV-1). HIV-1 enters cells by fusion at the cell surface, triggered
by binding of the gp120 envelop protein to the CD4 molecule of the host cell. A second
receptor for HIV was recently identified as the receptor for -chemokines (27). Inter-
estingly, homozygous defects in the -chemokine/HIV-1 coreceptors CCR2 and CCR5
appear to be responsible for resistance of some individuals (<10%) to HIV-1 infection.
These new findings may provide new means in preventing or slowing HIV disease.
During the course of HIV-1 infection, three major phases can be distinguished. Within
a few weeks after infection, extensive viremia occurs, giving rise to an acute mono-
nucleosis-like syndrome. This period is characterized by flu-like symptoms, arthralgias,
and lymphadenopathy, accompanied by a robust activation of the immune system.
When humoral and cellular immune responses to HIV become established, a subclinical
phase of disease with relatively minor changes in CD4 T-cell counts ensues. Recently,
however, it became clear that this second or latent period represents an ongoing fierce
battle between virus replication and replenishing of the CD4 T-cell reservoir. On the
average, 10 yr following infection, virus-infected cells and viral RNA levels drasti-
cally increase with a sharp decline of CD4 T-cell counts in the peripheral blood. Both
direct infection of various cell types and tissues and secondary changes in the lym-
phokine milieu are important for the pathogenesis of HIV disease. Disease progression
has been attributed to a shift from Th1-type to Th2-type helper-T-cell predominance
resulting in polyclonal B-cell activation, hypergammaglobulinemia, and production of
autoantibodies. Rapid decline of CD4 T-cell counts is mediated by increased apoptosis
sensitivity of HIV-infected cells. Diminished CD4 T-cell function gives rise to oppor-
tunistic infections, lymphomagenesis, and autoimmune phenomena at the final stages
of disease. Autoimmune rheumatic diseases most commonly noted in patients with
autoimmunodeficiency syndrome (AIDS) include Reiters syndrome, psoriatic arthritis,
spondylarthropathies, and diffuse infiltrative lymphocytosis syndrome (DILS). Inter-
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estingly, all of these syndromes have been associated with relative expansion of CD8
T-cells, thus suggesting that HIV-1 infection accelerates HLA class I-restricted CD8
T-cell-mediated autoreactivity (28). In turn, SLE, RA, and polymyositis, which are
thought to be mediated by CD4 T-cells, remit in some patients following infection by
HIV-1 (13).

3. Molecular Techniques for Detection of Viruses

Diagnosis of viral infections can be made by serologic testing of virus-specific anti-
bodies or detection of viral nucleic acids. ELISA or radioimmunoassays are best suited
for rapid screening of antibody reactivities (29). Immunoreactivities to viral proteins
generally require confirmation by Western blot. In comparison to ELISA, Western blot
allows detection of antibodies to virion proteins of distinct molecular weight. As an
example, specific immunoreactivity to HTLV-I requires detection of antibodies to a
core protein, gag p19 or p24, and an envelop protein, gp41 (30). Along the same line,
seroreactivity to HIV-1 is first tested by ELISA and confirmed by Western blot reactiv-
ity to a gag antigen, p24, and an envelope protein, gp41 or gp120. In response to anti-
genic stimulation, formation of IgM antibodies requires at least 2 wk, whereas high-titer
IgG antibodies are generally detectable after 6–8 wk.

Polymerase-chain-reaction (PCR)-based detection of nucleic acids has been used
for early diagnosis of viral infections, between viral exposure and production of detect-
able antibodies. Theoretically, a single viral RNA or DNA molecule may be sufficient
for amplication by PCR. Viral DNA can be amplified with a set of sense and antisense
primers. Viral RNA requires reverse transcription into complementary cDNA, prior to
PCR. Reliable detection of viral sequences usually requires Southern blot hybridiza-
tion with a probe internal to the location of oligonucleotide primers utilized for PCR.
Gene amplification by PCR is currently the most sensitive diagnostic assay to detect
any viral infection; nevertheless, it is not problem-free. Whereas DNA is fairly stable,
RNA is prone to degradation by ubiquitous ribonucleases. Ironically, extreme sensitiv-
ity also represent an Achilles’ heel of PCR-based methods. DNA contamination of
clinical specimen can come form several sources: (1) another clinical specimen con-
taining an abundant supply of target molecules for amplification by PCR, (2) contami-
nation of reagents with PCR products, and (3) introduction of contaminants from skin,
body fluids, or clothing of laboratory workers (31). DNA products of PCR amplifica-
tion should be handled separately from unprocessed clinical samples. Multiplex PCR
allows detection of different viral nucleic acids in a single specimen. This technique is
the diagnostic method of choice for testing of organs prior to transplantation. Quantita-
tive PCR is useful for monitoring viral load in HIV-1 or HCV-infected patients in
correlation with clinical course and responses to medications.

4. Viral Pathogenesis in Common/Idiopathic Autoimmune Diseases

Independent lines of evidence have implicated environmental and genetic factors in
the development of autoimmune rheumatic diseases. A discordance of approximately
70% for SLE and RA in monozygotic twins argues for a significant role for exogenous
agents. The possibility of a viral etiology was raised by findings of virionlike
tubuloreticular structures in endothelial cells and lymphocytes as well as demonstra-
tion of elevated serum levels of type I interferon (IFN) in lupus patients (32). Viruslike
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particles were also noted in RA synovium (33). Retroviruses were implicated by detec-
tion of retroviral p30 gag protein in renal glomeruli and serum reactivities towards p30
gag antigen in patients with SLE (34). Many viral infections are accompanied by pro-
duction of autoantibodies and viral proteins have profound effects on both antigen pre-
sentation and effector functions of the immune system. Dysregulation of programmed
cell death has been documented in HIV-infected (35) and lupus patients as well (36).
Similar to SLE, anemia (37), leukopenia (38), thrombocytopenia (39), polymyositis
(40), and vasculitis have been widely reported in patients with AIDS (41). Direct virus
isolation and transmission attempts from tissues of autoimmune patients have not been
successful (42). Nevertheless, it is possible that a (retro)virus, responsible for provok-
ing an immune response cross-reactive with self-antigens, has been cleared from the
host, so the absence of viral particles is not conclusive. An alternative retroviral etiol-
ogy (i.e., activation of endogenous retroviral sequences [ERS]) was initially proposed
by a study of the New Zealand mouse model of SLE (43). Endogenous retroviral enve-
lope glycoprotein, gp 70, was found in immune-complex deposits of autoimmune lupus-
prone NZB/NZW mice (43). Abnormal expression of an ERS was noted in the thymus
of lupus-prone mouse strains (44,45). More recently, expression and autoantigenicity
of human ERS has been demonstrated in patients with SLE (46–50).

Below, two lines of evidence for possible viral pathogenesis of autoimmunity will
be reviewed. The first scenario involves molecular mimicry causing abnormal self-
reactivity. Naturally, viral infections elicit potent antiviral immunity that may lead to
crossreactivity against self-antigens. Analysis of molecular mimicries that is a delinea-
tion of autoantigenic epitopes of self-antigens may provide clues to the identity of viral
antigens responsible for triggering the cross-reactive immune responses. Second,
infection of genetically susceptible hosts by a potentially large number of commonly
occurring viruses may lead to T- and B-cell dysfunction and autoimmunity. Immuno-
regulatory aberrations triggered by well-defined viral proteins at the level of antigen
presentation, modulation of cytokine activities, and disruption of cell-death pathways,
will be discussed.

4.1. Molecular Mimicry Between Viral Antigens and Self-Proteins

Molecular mimicry between self antigens and viral proteins has long been consid-
ered a trigger of autoimmunity (51). Under normal conditions, the immune system of
the host is able to develop a potent virus-specific immune response that rapidly
eliminates the virus with only minimal tissue injury. Thus, only minimal amounts of
self-antigens are released, which are insufficient to induce autoreactive B- and
T-lymphocytes and autoimmune disease will not ensue. However, in the event that
the host and the virus share antigenic determinants, virus infection may result in
autoimmunity because virus-specific T-cells and antibodies are cross-reactive with
self-antigens. This scenario does not preclude the possibility that the infecting virus
is eliminated by the crossreactive immune response. Similarities between proteins of
the major histocompatibility complex (MHC) and microbial antigens, especially
viral antigens, may allow the host to regard an infectious agent as self and, thus,
forego an immune response. Molecular mimicry (i.e., immunological crossreactivity
between autoantigens and viral proteins) has been documented in human autoim-
mune disorders.
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The presence of the unique amino acid sequence QTDRED in the nitrogenase pro-
tein of Klebsiella and HLA B27 is thought to be a pathogenetic factor in seronegative
spondylarthropathies (52). Along the same line, the “shared epitope” QKRAA sequence
from the third hypervariable region of HLA DRB1*0401, which has been found in
numerous human pathogens, is associated with susceptibility to RA (53).

A hallmark of the self-destructive autoimmune process in patients with SLE is the
production of circulating antinuclear autoantibodies (ANAs). ANAs are important
markers for diagnosis and classification and are possibly related causally or conse-
quentially to the pathology of SLE. Targets of these antibodies include naked DNA and
nuclear proteins involved in transcription and RNA processing. Autoantibodies to uri-
dine-rich small nuclear ribonucleoproteins (UsnRNPs) frequently occur in patients with
SLE and in overlap syndromes of SLE, scleroderma, and polymyositis (OLS) (54). Sm
(Smith) - type antibodies are directed to U1, U2, U5, and U4/U6 snRNPs, whereas
RNP antibodies mainly react with different components of U1 snRNP (54). The 70K
protein of U1snRNP was the first lupus autoantigen shown to contain a region of
homology and immunological crossreactivity with a conserved p30 gag protein of most
mammalian-type C retroviruses (Table 2). Based on this observation, Query and Keene
proposed that autoimmunity to U1RNP may be triggered by expression by an endog-
enous retroviral gag protein (55). Anti-gag antibodies elicited by the ERS could
crossreact with the 70K protein and, subsequently, recognition could expand to addi-
tional 70K epitopes.

The ERS capable of triggering antibodies crossreactive with the 70K protein may
correspond to HRES-1, a human T-cell lymphotropic virus-related endogenous
sequence (47,56). In different laboratories, prevalence of HRES-1 antibodies may be
as high as 52% (47) or as low as 21% (49) in patients with SLE. Fifty-nine percent (10/15)
of scleroderma, 44% (8/18) of primary SJS, and 19% (3/16) of polymyositis/dermato-
myositis patients also had HRES-1 antibodies. By contrast, 3.6% (4/111) of normal
donors and none of 42 patients with AIDS or 50 asymptomatic HIV-infected patients
had HRES-1 antibodies (47). Thus, HRES-1 antibodies are detectable in a significant
subset of autoimmune patients, whereas they are conspicuously absent in states of non-

Table 2
Molecular Mimicry Between Viral Proteins and Autoantigens

Autoantigen Prevalencea Viral protein Virus Ref.

70k/U1 snRNP 30% gag MoMLVb, HRES-1c 47,55
La 15% gag FSV 66
Sm B/B' 30% gagp24 HIV-1 58
HRES-1 21–52% gagp24 HTLV-I 46–49
C/U1 snRNP 30% ICP4 HHV-1 64
Sm D 36% EBNA-1 EBV 59
Sm B/B' 25–40% EBNA-1 EBV 63
p542 10–50% EBNA-1 EBV 60,61
ERV-3 32% env MoMLV 50

aPrevalence of antibodies in patients with SLE.
bMoMLV = Moloney murine leukemia virus.
cHRES-1 = human T-cell leukemia virus-related endogenous sequence 1.
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specific polyclonal B-cell hyperactivity such as AIDS. The retroviral gag-related region
of the 70K protein shares three consecutive highly charged amino acids, Arg-Arg-Glu
(RRE), an additional Arg, and functionally similar Arg/Lys residues with HRES-1/p28,
which represent crossreactive epitopes between the two proteins (46,47,55). Interest-
ingly, the RRE triplet is repeated three times in the 70K protein at residues 248–250,
418–420, and 477–479, respectively (GenEmbl accession number X04654). This sug-
gests that recognition of the retroviral domain may lead to epitope spreading through
binding to RRE triplets within the 70K protein. It is well known that highly charged
polypeptides can elicit high-titer antibodies (57). Therefore, the presence of charged
amino acids in the mimicking epitopes may have important implications in triggering
crossreactive antibodies of high affinity.

A mimicking epitope between another lupus autoantigen, Sm, and HIV-1 p24 gag
was defined based on crossreactivity with monoclonal antibody 4B4 (58). A proline-
rich domain present in both the B/B' subunit of Sm and HIV p24 gag was suggested to
be the core of crossreactive epitopes. Antibodies binding to HIV-1 p24 gag were found
in 22/61 patients with SLE (58). A region of considerable homology, comprised of 11
highly charged residues (GRGRGRGRGRG), was identified as a site of crossreactivity
between the D component of Sm and the Epstein–Barr virus nuclear antigen 1 (EBNA-1)
(59). Mimicry between EBNA-1 and another self-protein, the 71 kD p542, has been
revealed in patients with SLE and other autoimmune diseases (60,61). The mimicking
epitope, a 28-mer glycine-rich sequence, was selectively recognized by sera from
autoimmune patients, whereas it was uncommonly targeted by sera from normal donors.
Autoimmune sera recognized two additional epitopes of p542 in addition to its mim-
icking 28-mer. The concept that EBV can trigger IgG antibodies that crossreact with
autoantigens is an attractive one. EBV is a ubiquitous human DNA virus which infects
B cells and causes their polyclonal activation and thus polyclonal antibody production.
Such polyclonal B-cell activation may be an early step in pathogenesis of SLE (62).
Interestingly, prevalence of EBV infection was reported to be as high as 99% in young
SLE patients in comparison to a 70% prevalence in controls (63). Therefore, EBV has
the potential to trigger lupus by two mechanisms: polyclonal B-cell activation and
molecular mimicry. The ICP4 protein of another ubiquitous human DNA virus, human
herpesvirus type I (HHV-1), shows crossreactivity with the C component of U1 snRNP (64).

Antibodies to p24 gag of HTLV-I were also noted in patients with SLE (65), possi-
bly secondary to crossreactivity with HRES-1 (46). A region with limited sequence
homology to the feline sarcoma virus (FSV) gag protein was noted in the La antigen
(66). Antibodies to the env protein of an ERS, ERV-3, were reported in patients with
SLE with the highest prevalence in mothers of babies with complete heart block (CHB)
(50). A limited sequence similarity was revealed between the env of ERV-3 and
MoMLV. Relationship between CHB-associated Ro/La and ERV-3 reactivities has not
yet been directly addressed (50).

Endogenous retroviral sequences, in addition to serving as crossreactive targets of
antiviral immunity, may also have a direct role in regulating immune responses. ERS
and other retrotransposable elements possess a relatively high mobility and thus repre-
sent a major factor in the shaping and reorganization of the eukaryotic genome (67).
The ERS HERV-K10 was found to have an integration site in the human complement
C2 gene (68). Variable repeats of this element may have a role in polymorphism and
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differential expression of C2 loci. Integration of a 5.3-kb ETn retrotransposon in the
FasR gene locus resulted in disruption of this apoptosis pathway in lupus prone MRL/lpr
mice (69,70). A synthetic heptadecapeptide corresponding to the transmembrane
domain of the env protein conserved among many exogenous and endogenous
retroviruses has been shown to have potent immunosuppressive properties (71,72).

4.2. Viral Proteins Mimic Immunoregulatory Abnormalities
of Autoimmune Patients

Tissue injury in rheumatic disease patients is often mediated by autoantibody-con-
taining immune complexes. In turn, production of autoantibodies appear to be antigen-
driven, polyclonal, and T-cell dependent (73). A lack of tolerance to a variety of nuclear
autoantigen is correlated with a profound dysfunction of both T- and B-cells. T-cell
abnormalities include deficiencies of early activation events, proliferative responses to
mitogens and antigens, T-helper, T-suppressor, and cell-mediated cytotoxic activities
and decreased cell counts in the active stages of disease (74,75). Functional abnormali-
ties of T- and B-cells have been correlated with an altered cytokine production profile
in patients with active SLE (75). Secretion of T-helper type 1 (Th1) cytokines,
interleukin-2 (IL-2), interferon- (IFN ), and IL-12, necessary for maintenance of a
classical T-cell-mediated immunity, is diminished (75), whereas production of Th2
cytokines, in particular, IL-4, IL-5, IL-6 and IL-10, promoting B-cell function, is
increased in patients with SLE (76). This marked shift in cytokine production may be
related to a fundamental biochemical defect manifested in deficiencies of protein kinase
A activity, increased phosphatidylinositol turnover, and diminished protein kinase C
activities in lupus T-cells (74).

Changes in production of cytokines similar to those in patients with SLE have been
described as a result of infection by HIV-1 (77). Immune dysregulation in HIV-infected
individuals observed during progression toward AIDS has been accounted for by a
shift from a Th1-type to a Th2-type cytokine profile (77). CD4 T-cell decline is medi-
ated by an increased rate of apoptosis or programmed cell death (PCD) (35). Interest-
ingly, Th1-type cytokines protect against apoptosis, whereas Th2 cytokines increase
PCD (77). Accelerated apoptosis has also been described in SLE (36). Moreover,
apoptosis has been associated with a compartmentalized release of autoantigens in
patients with SLE (78). These observations raise the possibility that increased apoptosis
and autoantibody production may be mediated by somewhat similar mechanisms both
in AIDS and SLE.

Apoptosis or PCD represents a physiological mechanism for elimination of
autoreactive lymphocytes during development (79). Viral infections may have a role in
dysregulation of apoptosis in autoimmune patients. Many viruses have evolved genes
that can selectively inhibit or stimulate PCD. The suicide of an infected cell by internal
activation of apoptosis or the killing of an infected cell by a cytotoxic T-lymphocyte or
natural killer (NK) cell may be viewed as a defense mechanism of the host to prevent
viral propagation. In the early stages of infection, viral inhibitors of apoptosis allow for
more extensive production of progeny. At later stages, viral inducers of apoptosis
facilitate spread of progeny to uninfected cells.

E1A of adenovirus (80,81) and E7 protein of human papilloma virus (HPV) activate
p53-dependent apoptosis, which leads to elimination of virus-infected cells (82). HIV
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may employ several mechanism to deplete CD4+ T-cells at the later stages of disease
(Table 3). The tat protein induces oxidative stress (83,84) and enhances surface expres-
sion of the Fas ligand resulting in accelerated signaling through the Fas pathway
(83,85). In addition, cleavage of bcl-2 by HIV protease may expose the cell to a variety
of apoptotic signals (86). Parvovirus B19 depletes erythroid progenitor cells by
apoptosis (87), which raises the possibility of a similar mechanism in triggering arthri-
tis in parvovirus-infected adults (88). Cells infected by influenza virus undergo PCD
that can be inhibited by bcl-2 and facilitated through the Fas pathway (89). It is intrigu-
ing to consider the possibility that viruses causing common cold may stimulate anti-
nuclear autoantibody production through periodic release of nucleosomes from
apoptotic cells.

Inhibition of apoptosis by viral proteins help infected cells to evade inflammatory
responses, such as killing by cytotoxic T-cells through the Fas and TNF pathways
(Table 4). Moreover, blocking of cell-cycle-linked apoptotic mechanisms, mainly
though interaction with the p53 tumor suppressor, can lead to increased viral replica-
tion and tumorigenesis. SV40 large T antigen binds directly to the p53 DNA binding
region and blocks interactions with p53-specific promoter elements (90). E6 of HPV
promotes rapid degradation of p53 (91). The pX protein of hepatitis B virus (HBV)
inhibits binding of p53 to DNA by an unknown mechanism (92). The vpr gene of
HIV-1 causes cells to arrest in the G2 phase of the cell cycle when virus expression is
highest (93,94). vpr arrests cells in G2 by preventing activation/dephosphorylation of
the p34cdc2/cyclin B complex that is required for entry into the M-phase. Therefore,
vpr, by preventing p34cdc2 activation, may prevent apoptosis and, thus, increase viral
replication in HIV-infected cells (95). Viral homologs of bcl-2 can functionally substi-
tute for bcl-2 in binding to the apoptosis-accelerating proteins, bax, bad, and bag
(96–98). Persistence of herpes simplex virus (HSV) in neurons has been linked to its
apoptosis-inhibitory protein 134.5 (99). The p40/tax protein of HTLV-I appears to
possess both apoptosis-inducing (100) and apoptosis-inhibiting capabilities (101,102).
A proposed role of p40/tax in blocking Fas-dependent cell death may be involved in
autoimmune arthropathy (103) and Sjögren’s syndrome documented in HTLV-I/tax-
transgenic mice (104). Upregulation of thioredoxin, a NADPH-dependent antioxi-
dant (101), and inhibition of Fas-dependent signaling have been implicated in the
antiapoptotic effect of HTLV-I tax protein (102). These two mechanisms are not

Table 3
Viral Proteins Stimulating Apoptosis

Protein Virus Pathway Ref.

E1A Adenovirus Activates p53 80,81
E7 HPV Activates p53 82
tat HIV-1 Fas, oxidative stress 83,85
Protease HIV-1 bcl-2 cleavage 86
tax HTLV-I bcl-2 100
NDa Parvovirus B19 NDa 87
NS-1 Influenza Fas, bcl-2 89

aND = not determined.
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mutually exclusive because Fas-induced cell death is accompanied by the formation
of reactive oxygen intermediates (ROI) and is subject to regulation by enzymes of
the pentose phosphate pathway, providing NADPH as a source of reducing equiva-
lent for intracellular antioxidants (105). The CrmA protein of the coxpoxvirus
effectively blocks Fas- and TNF-induced cell death through inhibition of the family
of IL1 -converting enzyme (ICE)-like cysteine proteases (106). A new family of
viral inhibitors, designated as vFLIPs (viral FLICE-inhibitory proteins), has recently
been discovered (107,108). vFLIPs are produced by several -herpesviruses,
including the Kaposi-sarcoma-associated human herpesvirus 8 (HHV-8), the tum-
origenic human molluscipoxvirus (MCV), herpesvirus saimiri (HVS), and equine
herpesvirus 2 (EHV-2). vFLIPs block the early signaling events triggered through
the death receptors Fas, TRAMP, TRAIL-R, and TNFR1. Thus, herpesviruses
evolved a series of genes allowing selective blocking of the Fas- and TNFR-depen-
dent signaling pathways.

5. Conclusions

The experimental evidence presented above reveals immunological crossreactivi-
ties between autoantigens and viruses. The concept that autoimmunity is triggered in
genetically susceptible hosts by trivial environmental factors, possibly different from
patient to patient, is consistent with the general epidemiology (i.e., a relatively spo-
radic occurrence) of the disease (109). Moreover, proteins of commonly occurring
viruses have profound effects on immune responses. Thus, molecular mimicry and
immunomodulation by viral proteins may potentially account for both crossreactivity
with autoantigens and abnormal T- and B-cell functions in autoimmune disorders.
Therefore, continued research on viral pathogenesis is likely to provide new clues for
understanding the causation of rheumatic diseases.

Table 4
Viral Proteins Inhibing Apoptosis

Protein Virus Pathway Ref.

Large T SV40 Inactivates p53 90
E1B 19K Adenovirus bcl-2 homolog 96

134.5 HSV NDa 99
BHRF1 EBV bcl-2 homolog 97
HMW5-HL ASFV bcl-2 homolog 98
pX HBV p53 antagonist 92
E6 HPV p53 antagonist 91
p35, Iap Baculovirus Protease inhibitor 114
CrmaA Cowpox Protease inhibitor 106
vpr HIV-1 Mitotic arrest 93,94
tax HTLV-I Fas, oxidative stress 101,102
23K E8-FLIP EHV-2 Fas, vFLIP 107,108
ORF159L-FLIP MCV Fas, vFLIP 107,108
ORF71-FLIP HVS Fas, vFLIP 107,108
ORF189-FLIP HHV-8 Fas, vFLIP 107,108

aND = not determined.
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Apoptosis

John D. Mountz, Hui-Chen Hsu, Huang-Ge Zhang, and Tong Zhou

1. Introduction

Apoptosis is a physiologic process that mediates the death of selected cells. In con-
trast to necrosis, which results from a strong nonspecific or toxic cell injury, apoptosis
is initiated by ligand–receptor interactions that are highly regulated and tightly coupled
to the phagocytosis of cells undergoing apoptosis. Several molecules that mediate or
inhibit apoptosis of immune cells have now been identified, including Fas, tumor
necrosis factor-receptor (TNF-R), and death domain related (DR) DR3, DR4, and DR5
(1–7) (see Fig. 1).

Apoptosis initiated by ligand–receptor interactions usually requires energy and
results in distinctive changes in cell morphology. Early stages of apoptosis are indi-
cated by loss of cell and nuclear volume (8–10). Membrane changes are visible using
light microscopy and include blebbing of the membrane. One of the distinctive features
of apoptotic cell death is endonuclease degradation of chromosomal DNA into oligo-
mers consisting of multiples of 180 base pairs. This pattern of degradation results in the
“ladder” of DNA on gel analysis that is often used as an assay for apoptosis. Nuclear
condensation and fragmentation is visible microscopically (Fig. 2). Although in vitro
apoptosis leads to cell fragmentation, apoptosis in vivo is associated with uptake of
these cells by macrophages; thus, apoptotic cells are usually observed only within
macrophages. This is important because engulfment of apoptotic cells may be defec-
tive in systemic lupus erythematosis (SLE). Several macrophage receptors, including
the scavenger receptor (SR-A) for phosphatidylserine, the thrombospondin receptor
(including CD36 and the v 3 vitronectin receptor), and glycoproteins that have lost
terminal sialic acid residues (11). In lymphocytes, an asymmetric distribution of phos-
pholipids across the plasma membrane is maintained by an ATP-dependent translocase,
which specifically transports aminophospholipids from the outer to the inner leaflet of
the bilayer. During apoptosis, this enzyme is downregulated and a lipid ‘floppase’ and
the scramblase, are activated. Together, these events lead to the appearance of phos-
phatidylserine (PS) on the cell surface (12,13).

2. Function of Apoptosis in the Immune System

Apoptosis is responsible for efficient removal of thymocytes and B-cells that express
inappropriate receptors including thymocytes that either do not rearrange the T-cell
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receptor or fail to undergo appropriate positive or negative selection and B-cells that
do not rearrange immunoglobulin genes normally. Thus, apoptosis plays a key role
in shaping the T- and B-cell repertoire (14). In young individuals, approximately 2%
of progenitor T- cells or B-cells develop fully; the other 98% are eliminated by
apoptosis during development. Thus, apoptosis is responsible for removing 5 × 107

thymocytes per day together with an equivalent number of B-cells. Although 98% of
thymocytes undergo apoptosis, thymocytes are susceptible to apoptosis only during a
3-d time span, which takes place early in T-cell development. Moreover, the process of
apoptosis occurs rapidly, taking only 1 h to complete. On analysis of the thymus, there-
fore, only 1% of thymocytes are undergoing visible apoptosis and these reside within
macrophages (15).

Apoptosis also is involved in the removal of immune cells after they have undergone
activation and proliferation during a normal immune response, called activation-
induced cell death (AICD) (16–20) (Fig. 3). This process efficiently removes inflam-
matory cells producing proinflammatory cytokines and likely plays a key role in
downregulating the immune response. Thus, defects in AICD, even if minor, may con-
tribute to chronic autoimmune rheumatic diseases. Activation-induced cell death is a
highly regulated event that involves several apoptosis signaling molecules, including
Fas and TNF-R, which are expressed on different cell types, including B-cells, T-cells,
and macrophages.

Apoptosis also plays an important role in the removal of damaged or senescent
immune cells (21–23). Selective deletion of senescent T-cells throughout life is neces-

Fig. 1. Death domain family of receptors. The death domain family receptors include Fas,
TNFR1, CAR-1, DR3, DR4, and DR5. The decoy receptor (DCR1/TRID) does not have a
death domain but binds to the TNF receptor apoptosis-inducing ligand (TRAIL). Cystine repeat
domains are shown in the extracellular (upper) part of the figure. Fas has three cystine-rich
repeats and TNFR1 has four. The number of amino acids between the cystine-rich domain and
the membrane are shown to the right of the molecule. The intracytoplasmic death domain is
shown by the rectangular box.
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sary to prevent accumulation of these T-cells. It is, therefore, of interest that some
aspects of apoptosis, including the expression and function of Fas, are decreased in
T-cells obtained from aged mice (21). Defective apoptosis and resulting accumulation
of senescent T-cells and B-cells may contribute to late-age onset autoimmune disease
and autoantibody production.

In summary, apoptosis is critical for the proper removal of immune cells at all stages
of development. The complexity of apoptosis signaling pathways underlying removal
of inflammatory cells during these events provides many potential points at which
defects in apoptosis could give rise to a prolonged or autoimmune inflammatory reac-
tion resulting in a chronic rheumatic disease.

3. Fas-Mediated Apoptosis

3.1. Regulation of the Fas Apoptosis Signaling Pathway

Fas/APO-1 (CD95) triggers apoptosis through a 90-amino-acid death domain (amino
acids 201–292) of Fas, which is required to signal apoptosis (24,25). Upon trimerization
by the Fas ligand (FasL), the cytoplasmic death domain forms a death-inducing signal-
ing complex (DISC) (26). This DISC acts to dock adapter and signaling molecules that
signal apoptosis, including Fas-associated protein with death domain (FADD or
MORT1) (27–31), which then recruits FADD-like interleukin-1 converting enzyme
(ICE) (FLICE), now referred to as caspase 8 (32–37) (Fig. 4A).

T-cell apoptosis is associated with sequential caspase activation. Caspases are
expressed constitutively in most cells, residing in the cytosol as a single-chain proen-
zyme. These are activated to fully functional proteases by proteolytic cleavage that
first divides the chain into large and small caspase subunits and a second cleavage to
remove the N-terminal domain (prodomain). The subunits assemble into a tetramer
with two active sites (38). Inefficient activation of caspase 8 results in direct activation
of Bid, a pro-apoptotic member of the Bcl-2 family, and the C-terminal fragment acts
on mitochondria triggering cytochrome-c release (39,40) (Fig. 4B). The released cyto-

Fig. 2. Nuclear condensation and apoptosis. Jurkat T-cells were either untreated (control) or
treated (apoptosis) with anti-Fas antibody. Apoptosis is characterized by nuclear condensation
and cell shrinkage.
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chrome-c binds to Apaf-1, which self-associates and binds to caspase 9 (41). This is
associated with a drop in inner mitochondria membrane potential corresponding to the
opening of the inner membrane permeability transition (PT) pore complex and loss of
the ability to take up certain dyes (42). In cells in which this mitochondria amplification
loop is important, antiapoptotic Bcl-2 family members can suppress Fas-induced apoptosis
(43). Bcl-2 and Bcl-X act to prevent cytochrome-c release and thus interfere with this path-
way. Caspases 9 and 8 then act on terminal caspases 3, 6, and 7 associated with apoptosis
(44). Alternatively, strong signaling through Fas leads to high levels of caspase 8 activity
and direct activation of terminal caspases 3, 6, and 7, and apoptosis (45–49).

The inhibitor of apoptosis (IAP) gene products play an evolutionarily conserved
role in regulating programmed cell death in diverse species ranging from insects to
humans. Human XIAP, cIAP1, and cIAP2 directly inhibit caspase 3, 6, and 7 (50–53).
The IAPs also can block cytochrome-c-induced activation of pro-caspase 9 and inhibit
Fas-mediated apoptosis (49). The murine homolog of the human X-linked IAP, called

mIAP, has been mapped to the X chromosome (50–54).

3.2. TNF-Related-Apoptosis-Inducing-Ligand,
a New Member of the FasL/TNF  Family

The tumor-necrosis-factor (TNF)-Related apoptosis-inducing ligand (TRAIL) was
found as a new member of the TNF family, which mediates cell death in a wide variety
of malignant cell lines and primary tumor cells (55). There are currently five receptors
that interact with TRAIL, including DR3, DR4, DR5, DR6, and a decoy receptor.
TRAIL induces two different signals, cell death mediated by caspases, and gene induc-
tion mediated by nuclear factor b (NF- B). Inhibition of TRAIL-induced activation

Fig. 3. Activation-induced cell death. Cells receiving an activation or growth signal enter
into cell cycle and enlarge in size and proliferate. One to ten percent of the cells survive and
eventually enter Go or the resting cell phase. Most of the cells, 90–99%, do not survive and
undergo AICD. AICD can result from an excessive activation signal, such as excessive amounts
of IL-2 and PMA in the case of T-cells. Also, it can result from cells receiving a growth signal
in the absence of supportive growth and differentiation factors or media.
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Fig. 4. Apoptosis signaling pathway. (A) Apoptosis signaling by a death-inducing signaling
complex (DISC) were mediated by binding of Fas-associated death domain (FADD) and
Fas-like ICE (FLICE, otherwise known as caspase 8) to Fas. The formatting of the DISC
depends on crosslinking of the Fas molecule. This leads to the production of active caspase 8.
In the case of TNFR1, the first molecule to bind to DISC is the TNF receptor apoptosis death
domain (TRADD), followed by assembly of the same molecules as described for Fas. (B) The
activated caspase 8 is regulated by Bcl-2 family members and mitochondrial signaling. Active
caspase 8 directly activates Bid. In combination with other pro-apoptosis Bcl-2 family
members (Bax, BclXL) or antiapoptosis Bcl-2 family members (Bcl-2, BclXS), this regulates
the release of cytochrome C/Apaf-1 from mitochondria. This, in turn, acts on caspase 9 and
terminal caspases 3, 6, and 7. Inhibitors of apoptosis (IAPs) act to prevent inversion of the
procaspase to the caspase in the case of caspase 9 or prevent active caspase 3, 6, and 7
induction apoptosis.
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of NF- B augments apoptosis induction by TRAIL and attenuates apoptosis resistance.
Currently, these molecules are of major interest due to their potential roles and applica-
tion in cancer therapy.

3.3. Defective Apoptosis and Tolerance Loss in Mice and Humans

The role of apoptosis in the induction and maintenance of tolerance was first indi-
cated by the identification of mutations of FasL and Fas in the C3H-gld/gld and
MRL-lpr/lpr autoimmune strains of mice (56–62). CBA-lpr/lpr mice were first discov-
ered to have a point mutation in the cytoplasmic death-domain-signaling region for Fas
(57). We and others have described that the genetic defect in MRL-lpr/lpr mice was an
insertion of a 5kB retrotransposon in the second intron leading to abnormal splicing
and premature termination of transcription (63,64). In gld/gld mice, a point mutation at
the carboxy terminus leads to a single amino acid change. This amino acid is located on
the interface of the functional Fas ligand trimer resulting in an unstable trimer which is
incapable of inducing trimerization of Fas (62).

In order to study apoptosis of autoreactive T cells, we have analyzed autoreactive
T-cell populations in the Db/HY T-cell receptor (TCR) transgenic mice crossed to
B6-lpr/lpr mice. In these mice, there was a minimal difference in expression of either
CD8 or the Db/HY T-cell receptor identified by the M33 clonotypic antibody (65,66).
However, there was a greatly increased and specific proliferative response of T-cells
from the Db/HY TCR male lpr/lpr mice to Db male antigen-presenting cells (APCs)
compared to the same population of autoreactive T-cells from Db/HY TCR transgenic
B6++ male mice. Similar results were obtained using Staphylococcal enterotoxin B
(SEB) (66–71) for neonatally tolerized V 8 TCR transgenic MRL-lpr/lpr and MRL+/+
mice. Although the phenotype of the cells were different after neonatal tolerization,
there was a greatly increased proliferative response of the autoreactive V 8-positive
T-cells in MRL-lpr/lpr mice but not MRL+/+ mice. Of interest, this autoreactivity
required new T-cells from the thymus because thymectomy after induction of tolerance
eliminated the increased response of autoreactive T-cells in the MRL-lpr/lpr mice.
These results demonstrate that (1) there is no detectable apoptosis defect of autoreactive
T-cells in Fas-deficient lpr/lpr mice and (2) the primary tolerance defect in lpr/lpr
mice is a failure to downregulate proliferation of autoreactive T-cells after stimulation
with self-antigen.

These types of experiments have not been analyzed in humans with SLE. First, in
contrast to experiments using T-cell-receptor (TCR) transgenic mice, self-reactive
T-cells in humans cannot be identified. Autoreactive T-cells are only a small fraction
of the activated T-cell population and have only been made visible for the first time by
using TCR transgenic mice. Second, tolerance experiments such as introduction of a
self-reactive T-cell or neonatal tolerance as described cannot be carried out in humans.
Experiments using human peripheral blood mononuclear cells (PBMCs) must resort to
the total population of T-cells that express multiple specificities. Therefore, it has not
been possible to determine if there is a defect in activation-induced cell death of a
minor population of T-cells with autoreactive specificities. The future direction and
challenge in this area is to obtain T-cells from autoimmune diseases where the
autoreactive specificity may be known, such as myelin basic protein autoreactive
T-cells in patients with multiple sclerosis. Analysis of defective or normal AICD of
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these T-cells should help clarify if there is or is not an AICD defect of autoreactive
T-cells in humans with autoimmune disease.

4. Regulation of Apoptosis in SLE and SLE-like Syndromes

4.1. Is There Defective Apoptosis in Patients With SLE?
The pathogenesis of SLE is multifactorial and multigenetic. Chronic inflammation

associated with lupus is thought to result from loss of self-tolerance resulting from
molecular mimicry, environment triggers, hormonal factors, or apoptosis defects.
Defects in apoptosis can lead to abnormal clonal deletion of autoreactive cells or fail-
ure to down modulate an inflammatory response. Although the Fas death domain fam-
ily of molecules are the primary pathway for elimination of inflammatory cells, defects
in these death domain molecules are rarely observed in patients with SLE. Other death
domain family molecules such as DR3, DR4, DR5, and DR6 have not been studied in
SLE. Also, there are signaling pathways for apoptosis, including FADD, TNRFI-asso-
ciated death domain (TRADD), and FADD-like ICE (FLICE) which are important in
apoptosis signaling. The Bcl-2 family modulates apoptosis and has been reported to be
abnormal in human autoimmune disease.

4.2. Fas Mutations and Autoimmunity in Patients
With Autoimmune Lymphoproliferative Syndrome (ALPS)

In humans, Fas mutations have been identified in some individuals from families
with autoimmune lymphoproliferative syndrome (ALPS) (72–74) (Fig. 5A). Heterozy-
gous expression of the Fas mutations in these individuals results in a decrease in Fas-
mediated apoptosis function. The Canale–Smith syndrome exhibits mutation of Fas
and lymphoproliferative disease and is now considered to be identical with ALPS syn-
drome (75). We have identified one patient with a mutation of the Fas ligand, and
lymphoproliferative disease also exhibits AICD defect of PBMCs (76) (Fig. 5B). Inter-
estingly, although these patients and one of their parents exhibit a heterozygous muta-
tion of Fas, the parents do not develop ALPS. Also, heterozygous mutations in mouse
Fas (lpr/+) or Fas ligand (gld/+) do not develop lymphoproliferative disease. Heterozy-
gous mutations of Fas lead to production of mutant Fas molecules, which act as domi-
nant negatives and prevent functional trimer formation (73).

4.3. Evidence that there is Increased Apoptosis in Human SLE
Based on experiments in lpr/lpr and gld/gld mice that develop systemic autoimmune

disease, we first propose that humans with autoimmune disease may exhibit apoptosis
and/or AICD defects (77). In contrast to ALPS syndrome, most studies of lupus patients
report increased apoptosis and increased AICD of PBMCs. Accelerated in vitro
apoptosis of PBMCs from patients with SLE was first analyzed by Emlen et al. (78).
There was a 2–3-fold increase in spontaneous apoptosis of lymphocytes from patients
with SLE compared to normal controls. Several investigators then reported that PBMC
from patients with SLE exhibited increased apoptosis after AICD (79–81). In contrast,
short-term established cell lines from patients with SLE exhibit a decrease in anti-
CD3-mediated AICD, and this could be blocked in both control and SLE T-cells by an
IgG anti-Fas antibody (82). The analysis of activation pathways in lupus needs to take
into account not only the differences between the in vitro and in vivo environments but
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also the mechanisms of activation of T-cells. Different subpopulations of T-cells may
be more or less susceptible to AICD. There was increased anti-CD3-induced apoptosis
of CD28 positive T-cells in patients with SLE compared to controls, consistent with
the downregulation of CD28 on peripheral T-cells in patients with SLE (83).

T-cells from patients with SLE express increased levels of functional Fas ligand
after anti-CD3 signaling (84–86). These types of experiments are normally carried out
using TCR signaling of T-cells from patients with SLE and normal controls, and test-
ing these T-cells on a 51Cr-labeled Fas-expressing target cell. The distinction between
the membrane Fas ligand, as determined by functional assays described earlier, and the
soluble Fas ligand as can be measured in sera is important because the soluble Fas
ligand is reported to be an inhibitor of Fas apoptosis (87).

4.4. Evidence for Dysregulation of Bcl-2 and IL-10 in Patients with SLE

Many (88–91) but not all (92) investigators reported high levels of BcL-2 protein in
circulating T-cells or PBMC from patients with SLE. IL-10 has been shown to promote
AICD of SLE patients and that increased spontaneous cell death in vitro results from in
vitro T-cell activation and induction of IL-10 and Fas ligand (93). A genetic linkage
has been established between IL-10 and Bcl-2 genotypes, which determines suscepti-
bility to SLE (94). Short tandem repeat sequences (microsatellites) within the
noncoding region of these genes were identified and used as genetic markers. This was
used to examine a large Mexican-American SLE cohort of 128 patients and 223 ethni-
cally matched controls. The DNA was analyzed using florescent-labeled primers and
semiautomatic genotyping. The results revealed a synergistic effect between suscep-
tible alleles of Bcl-2 and IL-10 in the determination of disease susceptibility, and two
alleles together increased the odds of developing SLE by more than 40-fold. This is

Fig. 5. Fas and Fas ligand mutations in patients with ALPS and SLE. (A) There are several
Fas mutations that have been identified in ALPS patients that involve both the extracellular
domain as well as the death domain. Shown is the genomic organization of Fas with nine exons
including a transmembrane exon (exon 6) and a death domain which is entirely encoded within
exon 9. (B) Fas ligand mutation identified in the patient with SLE. This consists of a 28 amino
acid deletion within exon 4.
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first time a specific combination of two distinct genes that regulate apoptosis have been
found to predispose humans to an autoimmune disease.

These results suggest a model of dysregulated apoptosis in patients with SLE (95).
Increased in vivo apoptosis resulting from activation, ultraviolet (UV) light, and IL-10
leads to the release of intracellular antigens such as phosphorylated apoptosis signaling
pathway molecules and also certain inhibitors of apoptosis such as soluble Fas, soluble
Fas ligand, and upregulation of Bcl-2 by bystander cells (Fig. 6). A secondary immune
dysfunction may occur because of defective apoptosis or the presence of antiapoptosis
molecules and bystander immune cells. This effect of increased apoptosis may be
potentiated by dysregulation of apoptosis signaling leading to production of new anti-
gens or the failure of rapid clearance of cells that would normally occur if the apoptosis
process was normal. Taken together, these results suggest that dysfunctional apoptosis
in patients with SLE may underlie disease pathogenesis. This may be the result of
increased apoptosis through pathways and, at the same time, decreased apoptosis
through other pathways.

4.5. Decreased Clearance of Apoptotic Cell Residue
may Result in Production of Autoantibodies in SLE

One possible mechanism for the decrease in clearance is an increase in SLE disease
activity if there is increased binding of the Fc receptor by certain Fc RIII alleles. More
severe SLE disease is associated with a polymorphism of Fc RIII (CD16) (96), which
alters the function of this receptor and predisposes to autoimmune disease. Patients
with this polymorphism have more severe disease, as well as a greater level of NK cell
activation and more rapid induction of AICD associated with the higher binding of the
allele of Fc RIII. There is a strong association with the low-binding phenotype with

Fig. 6. Decreased Clearance of Antigen-Antibody Complex in SLE. Different environmen-
tal stimuli or toxins including UV light, drugs, or viruses can induce apoptosis of cells and
release of new antigens including nucleoli or novel phosphorylated proteins, that occur during
apoptosis. This may be influenced by regulatory mechanisms such as Bcl-2 or soluble Fas
(sFas) or sFas ligand. Failure to clear new antigens in an efficient manner leads to autoimmuni-
zation and production of autoantibodies.
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lupus nephritis. These results suggest that increased apoptosis signaling through the
Fc RIII receptor is beneficial for patients with lupus.

Increased apoptotic cells or fragments in patients with SLE could be the result of
increased apoptosis and/or decreased clearance of these fragments (97). High levels of
circulating apoptotic PBMCs nuclear cells have been observed by many investigators
in patients with SLE (98). These cells were analyzed by annexin-V- FITC staining in
flow cytometry of PBMCs from patients with SLE compared to normal controls. There
is no correlation between percentage of apoptotic cells and the Systemic Lupus Activ-
ity Measure (SLAM)-SCORE or to therapy. Defective phagocyte function and not
defective apoptosis was observed in PBMCs of patients with SLE (99). In vitro
phagotosis of autologous apoptotic cells in culture with PBMCs was examined micro-
scopically and found to be defective in patients with SLE. These results suggest the
persistently circulating apoptotic waste due to defective removal pathways and serve
as an immunogen for the induction of autoreactive lymphocytes and as an antigen for
immune complex formation.

Apoptosis in PBMC from patients with SLE is associated with generation of novel
autoantigens and decreased clearance. In vivo nucleosomes are generated during
apoptosis and may lead to the production of antinucleosomal antibodies (100). One
mechanism of protein fragments during apoptosis is the activation of caspases. Surface
blebs of apoptotic cells constitute an important immunologic and potentially autoanti-
genic particle in SLE (101). Apoptosis is associated with translocation of the phos-
phatidyl serine (PS) from the inner membrane leaflet to the outer membrane leaflet.
Phosphatidyl serine is a potent pro-coagulant and can also lead to generation of
antiphospholipid antibodies (101–103). Different apoptotic stimuli, including Fas
ligation, -radiation, and UV irradiation, but not anti-CD3 ligation leads to genera-
tion of several distinct serine phosphorylated proteins (104). This protein phospho-
rylation precedes or is coincident with the induction of DNA fragmentation related
to apoptosis. Over 75% of patients with SLE that produced antinuclear antibodies
also product antibodies to these novel phosphorylated proteins (105). A 72-KD sig-
nal recognition particle (SRP) protein is cleaved to a 66-KD immunoterminal frag-
ment by caspase 3 and is an autoantigen in some patients with SLE. Therefore, new
proteins phosphorylated during apoptosis may be preferred targets for autoantibod-
ies in patients with SLE.

4.6. sFas Is Elevated in SLE and Is Correlated with Organ Damage

We have isolated chromosomal DNA for the human Fas gene and characterized the
intron/exon organization as well as the promoter region (106). We have also identified
a naturally occurring soluble, alternatively spliced form of human Fas capable of bind-
ing to the Fas ligand and inhibiting apoptosis (107,108). Soluble Fas is normally present
at serum levels of 0.2–2.0 ng/mL, and despite original controversy (109,110), it is now
known to be increased in patients with SLE (111–116) (Fig. 7). We initially hypoth-
esized that sFas may play a role in both immune regulation and regulation of Fas ligand-
mediated tissue damage in SLE (117). Levels of sFas were measured over a period of
4 yr (277 visits) in 39 patients with varying degrees of disease activity and disease
severity. Healthy age- and sex-matched volunteers served as controls. SLE Disease
Activity Index (SLEDAI) scores for disease activity were registered, as were SLICC/ACR
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scores for accumulative organ damage. Autoantibodies, liver and kidney function tests,
as well as serum complement were determined. sFas levels were elevated in patients
with SLE (0.60 ng/mL) compared to controls (0.26 ng/mL). sFas was found to corre-
late with the SLICC/ACR damage index but did not correlate with the SLEDAI. sFas
was strongly correlated with liver and renal function tests measured by serum albumin,
AST, serum creatinine, and creatinine clearance but did not correlate with inflamma-
tory activity measured by erythrocyte sedimentation rate (ESR) and acute-phase
reactants. These result further confirmed that sFas is elevated in patients with SLE.
Because sFas correlates with indices of organ damage and not with disease activity, we
suggest that sFas might be a marker of organ damage in SLE. We propose that in
patients with SLE, sFas is primarily produced at sites of organ damage to inhibit the
Fas ligand. These results are consistent with previous reports of increased sFas associ-
ated with liver disease.

4.7. Mapping of Genes Associated with Human SLE

There is a strong genetic predisposition for SLE among monozygotic twins (57%)
and a relatively low concordance rate in dizygotic twins (5%) and first-degree relatives
(5–12%). This strongly supports the hypothesis that SLE susceptibility is inherited as a
multiple factorial genetic disease. Because of the complex and heterogeneous nature
SLE, it has been difficult to collect sufficient patient samples for genetic analysis. How-
ever, certain genetic loci related to lupus are just now being identified, but can be
mapped to regions on chromosome 1q41, 6p11–21 (near the HLA), 16q13, 14q21–23,
and 2op12.3 (118–121). These loci do not yet have specific apoptosis genes associated

Fig. 7. Elevated sFas in SLE does not correlate with SLEDAI. Shown is a graph of a typical
patient with SLE. Soluble Fas (sFas) and systemic lupus erythematosis disease activity index
(SLEDAI) was determined that different times ranging from 1994 to 1997, over a 4-yr period.
The level of soluble Fas does not vary much from the mean value as shown in this stippled bar.
However, SLEDAI varies greatly. These results are typical and indicate that sFas is elevated in
patients with SLE and does not vary over time for a given patient. Also, sFas does not correlate
with SLEDAI.
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with them in general and could include genes such as Fc RII, MHC genes, TGF , as
well as other genes.

4.8. Mapping of Genes Associated with Mouse Models of SLE

Several investigators have analyzed mouse models of lupus to identify the location
of genes that confer disease susceptibility in several murine SLE models (122–129).
The mouse models studied include the MRL strain, NZB, NZW, and NZB/W. The
strongest susceptibility genes that are common to all these mouse models are in the
telemetric region of chromosome 1, the middle of chromosome 4, and the centromeric
region of chromosome 7. Splenomegaly is associated with the susceptibility locus on
chromosomes 1 and 4. These same loci also contribute to the development of glomeru-
lonephritis, autoantibody production, and the ability to produce antibody in response to
an exogenous agent (immune-response locus). There are other loci where the genetic
predisposition has been known to occur and the underlying genes are known. This
includes the immunoglobulin locus on chromosome 12 of mouse, which contributes to
the immune response. Also, the H2 (MHC) locus on chromosome 17 contributes to
development of glomerulonephritis and autoantibody production.

Other genes influence autoimmunity in lpr/lpr mice because back-crossing of
lpr/lpr genes onto different strains of mice results in the development of different types
of lymphoproliferative autoimmune disease. Genetic differences between the different
strains of lpr/lpr mice play a role in determining the levels of autoantibody production,
the type and severity of autoimmune disease, and the extent of lymphoproliferation.
For example, genes determining the severity of renal disease in mice expressing
the lpr/lpr gene have been mapped to chromosomes 7 and 12 (122,123), whereas
genes associated with the development of arthritis mapped to chromosome 11 are
proposed to be inducible nitric oxide synthase (NOS) (124). Heterozygous expres-
sion of the lpr gene also leads to a less severe form of lymphoproliferative autoim-
mune disease.

(NZB × NZW) F1 mice exhibit an autoimmune diathesis similar to lupus and have
been reported to exhibit a defect in TNF/TNF-R-mediated signaling (125–127). Loci
on chromosome 1, also known as Sle1, can be demonstrated to cause a lost of toler-
ance to chromatin autoantigens when expressed on a B-6 background in an interval-
specific congenetic strain, B6.NZMc1. The locus on chromosome 4, also known as
Sle2 is characterized by an intrinsic B-cell hyperresponsiveness to lipopolysaccha-
ride (LPS) and conventional antigens, and heightened, spontaneous B-cell prolifera-
tion and IgM secretion in vitro. These results indicate that Sle2 contains a gene that
leads to spontaneous B-cell hyperactivity in elevated production of B-1-cells. The
locus susceptibility on chromosome 7, known as Sle3, is associated with amplifica-
tion of helper-T-cells for humoral autoimmunity. An interval-specific congenetic
mouse containing Sle3 on chromosome 7 (B6.NZMc7) exhibits a spontaneous
expansion of CD4+ T-cells and increased response to T-dependent antigens. These
results indicate that Sle3 potentates a T-cell responsiveness in general and can pre-
dispose to development of spontaneous autoimmunity to a broad spectrum of neutral
antigens. It has been proposed that Sle3 plays an important role in potentiating the
antigen-dependent expansion of helper-T-cells that can drive B-cells to make auto
antibodies.
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5. Regulation of Apoptosis in Rheumatoid Arthritis

5.1. Apoptosis Defects in Synovial Cells of Patients
with Rheumatoid Arthritis

Initial investigations of apoptosis in rheumatoid synovium indicated that apoptotic
cells were confined to the synovial lining layer and that infiltrating T-cells express
high levels of BcL-2 and were resistant to Fas apoptosis (130–132). Other studies
reported decreased expression of Bcl-2 in synovial fluid T-cells and there was no sig-
nificant difference in Bcl-2 expression and synovial tissue T-cells in RA compared to
osteoarthritis (OA) and reactive arthritis (133,134). Soluble Fas, capable of binding
Fas ligand and inhibiting Fas apoptosis, is found to be increased in the synovial fluid of
patients with RA (135,136). Other investigators reported increased expression of the
Fas ligand on activated T-cells in RA synovium (137–141), as well as increased
expression of Fas and high sensitivity to apoptosis (142–147). Therefore, most studies
support the notion that T-cells in the synovium of patients with RA are activated and
correspondingly express increased levels of Fas and the Fas ligand and tend to undergo
Fas-mediated apoptosis. However, the question remains whether this apoptosis is
appropriately high enough to eliminate T-cells that promote inflammatory disease.

The synovial fibroblast that undergoes hyperplasia in patients with rheumatoid
arthritis has been reported to have several defects in Fas, the Fas ligand, apoptosis, and
expression of other apoptosis molecules such as p53. Apoptotic synovial lining cells
are largely type A (macrophage-like) with little apoptosis of type B (fibroblast-like)
synovial cells. These synovial fibroblasts have been demonstrated to be sensitive to
apoptosis in an HTLV-1 tax transgenic mouse model when high levels of anti-Fas
antibody were injected intra-articularly (148). These experiments were carried out using
a novel anti-Fas monoclonal antibody (RK-8), which did not cause significant liver
toxicity but can crosslink Fas and induce apoptosis in some strains of mice. Also,
transfection of the human Fas ligand into RA synovial fibroblasts that have been trans-
planted into SCID mice can also produce apoptosis (149,150). Similar results
were obtained using anti-Fas monoclonal antibody-inducing apoptosis of human RA
tissue engrafted into SCID mice (151). TNF has been shown to inhibit (152) or facili-
tate (153) Fas signaling in human RA synovial fibroblasts. Together, these results indi-
cate that Fas apoptosis signaling may be defective in human synovial fibroblasts and
that this signaling can be effected by other cytokines such as TNF and TGF that are
present in abundance in the joint tissue (154).

A novel pathway of apoptosis resistance for some synovial cells appear to be the
expression of mutant p53 (155). It was hypothesized that free-radical production asso-
ciated with the highly oxidative metabolism present in the inflammatory and invasive
areas of synovium may lead to mutations for the p53 tumor-suppressor gene (156).
Therefore, p53 is proposed to be a critical regulator of fibroblastlike synovial cell pro-
liferation, apoptosis and invasiveness. Abnormalities of p53 function might contribute
to synovial lining expansion and joint destruction in RA.

5.2. Regulation of Apoptosis Pathways Signaling in RA Synovial Cells

The signaling pathway for Fas in synovial fibroblasts has not been extensively stud-
ied but several observations indicate that Fas signaling is downregulated. Fas apoptosis
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has been shown by one investigator to involve the JUN kinase and the AP1 pathway
(157), as well as ceramide signaling (158). Other investigators have found defects of
the MAP kinase/kinase to be defective in RA synovial fibroblasts (159). Other path-
ways of pro- and anti-apoptosis in RA synovial fibroblasts include TNF receptor sig-
naling. TNF receptor signaling can activate a potent anti-inflammatory pathway via
NF- B nuclear translocation (160,161). Analysis of synovium of rats in the Strepto-
coccal cell wall (SCW model) indicated that a mutant form of I B that prevents nuclear
translocation of NF- B results in enhanced apoptosis of synovium of rats in this model.
Other investigators have shown, using an Ad-I B-dominant negative mutant in human
RA synovial cell lines, that blocking of NF- B nuclear translocation combine with
addition of TNF leads to unopposed activity of the pro-apoptotic pathway and high
apoptosis of human RA synovial cells (Fig. 8). Further understanding of the regulation
of Fas and TNF-receptor apoptosis pathways in RA synovial fibroblasts should lead to
insights to mechanisms to induce apoptosis of these cells and inhibit the synovial
hyperplasia characteristic of RA.

5.3. Regulation of Apoptosis as Current Therapy for RA
Most current therapies used for rheumatoid arthritis have been shown to induce

apoptosis (162). Chloroquine inhibits growth of human umbilical vein endothelial cells
(HUVECS) by induction of apoptosis. This is associated with upregulation of Bcl-X

Fig. 8. NF- B nuclear translocation. Signaling through TNFR1 activates the DISC, and a
second pathway leading to activation of NF- B-inducing kinase (NIK). NIK phosphorylates
and activates I- B kinase, which, in turn, phosphorylates I- B. This results in dissociation of
I- B- and - chains from NF- B. I- B- and - are degraded in the proteosome and NF- B is
translocated to the nucleus to result in induction of antiapoptosis molecules such as inhibitors
of apoptosis (IAPs). Overexpression of an I- B—dominant negative that lacks the phosphory-
lation site for I- B kinase leads to irreversible binding of I- B to NF- B and prevents nuclear
translocation of NF- B. This leads to apoptosis of rheumatoid arthritis synovial fibroblasts
(RASF) in response to TNF  treatment.
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without any change in Bcl-2 (163). The folate antagonist methotrexate (MTX) is used
extensively to treat rheumatoid arthritis as well as other chronic inflammatory dis-
eases. MTX exerts an antiproliferative property by inhibition by dihydrofolate reduc-
tase and other folate-dependent enzymes. Methotrexate efficiently induced apoptosis
of T-cells in a concentration of 0.1–10 µmol. This apoptosis did not depend on Fas or
the Fas ligand but required a cell cycle entry. In vitro activation of PBLs from arthritis
patients after MTX injection resulted in increased propensity toward apoptosis (164).
Phototherapy, useful in the treatment of rheumatic disease, can operate by direct induc-
tion of the Fas and Fas ligand system (165) and also by Fas-independent apoptosis
(166). Soluble TNF-receptor type 2 (Enbrel, Immunex, Seattle, WA) and soluble
TNF-receptor type 1 can inhibit later stages of inflammatory disease (167,168). In con-
trast, we and others have previously shown that TNF can inhibit development of
autoimmune disease and that TNFR1 knockout mice crossed with lpr/lpr mice develop
an accelerated autoimmune disease (169,170). These different results of TNF are the
result of the dual signaling pathway of the TNF receptor. One pathway involves a pro-
apoptotic mechanism and acts through TRADD and then FADD and caspase 8, as
shown above for Fas. However, this pathway appears to be blocked in RA synovial
cells. The second pathway, a pro-inflammatory pathway, is mediated primarily by a
nuclear translocation of NF- B, which induces transcription of pro-inflammatory
cytokines as well as transcription of antiapoptosis molecules such as IAP. Sulfasalazine,
which is widely used for rheumatoid arthritis as well as inflammatory bowel disease,
can induce apoptosis of neutrophils in vitro (171). Neutrophil apoptosis can be blocked
by specific inhibitors including a tyrosine kinase inhibitor, protein kinase A inhibitors,
and antioxidants. These results indicate that phosphorylation of tyrosine kinase and
protein kinase A as well as generations of reactive oxygen species are involved in
sulfasalazine-mediated neutrophil apoptosis. Together, these results indicate that a bet-
ter understanding of apoptosis pathways and better mechanisms to trigger these
apoptosis pathways will be beneficial in the treatment of rheumatic diseases.
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Humoral Response

Gary S. Gilkeson

1. Introduction

The humoral immune response is part of both the innate and acquired immune sys-
tems with the resulting end product being the production of antibodies by B-lympho-
cytes. As reviewed in other chapters, the innate response is the frontline nonspecific
immune response to foreign antigens. The innate response is composed of a variety of
acute-phase reactants, including antibodies. The early innate immune response is inde-
pendent of T-cell help and is primarily composed of IgM antibodies. Antibodies pro-
duced in the innate response are usually highly crossreactive with a number of antigens
and of low affinity for any given antigen. Their purpose is to nonspecifically bind all
foreign antigens so that they can be presented to the immune system, triggering a sec-
ondary, more specific acquired immune response if needed (1–3).

The acquired immune response follows the initial innate response and is almost
always T-cell dependent requiring the help of T-cells. There are some antigens that are
T independent in that the immune response to them does not require the help of T-cells,
so-called T-independent antigens. The majority of acquired secondary immune
responses are T dependent (4–12). The secondary response or acquired response is
normally composed of IgG antibodies, although some IgM antibodies can be part of a
secondary response that is T dependent. The secondary T-cell-dependent immune
response is normally more specific and of higher affinity than the primary innate
response. The affinity of an antibody for an antigen refers to how tightly the antibody
binds to the antigen. Higher-affinity binding normally results in more efficient clear-
ance of the foreign organism or antigen. Normally, the acquired secondary response
does not evolve directly from the primary response in that B-cells participating in the
acquired secondary response are of a totally different lineage from those in the primary
response. Antibodies in the secondary response are also normally highly somatically
mutated as described below (11).

Thus, the humoral immune response evolves over time from a relatively nonspe-
cific, low-affinity response to a highly specific high-affinity response to the foreign
antigen. Understanding how this process occurs requires a working knowledge of the
basic structure of immunoglobulins and the processes resulting in the incredible diver-
sity of antibodies in the immune repertoire. This fundamental knowledge is also essen-
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tial for understanding some of the new therapeutic agents that are currently being
developed and why some induce an immune response in the patient and others do not.
Thus, understanding the differences among a monoclonal antibody, a humanized anti-
body, and a receptor/Ig conjugate is important if such reagents are to be used appropri-
ately to treat patients.

2. Immunoglobulin Structure

Immunoglobulins or antibodies are the effector arm of B-cell immunity. Immuno-
globulins are produced and expressed on the surface of B-cells; poststimulation, some
B-cells differentiate into plasma cells and produce immunoglobulin for release into the
extracellular space. Immunoglobulins are composed of two sets of paired protein
chains: the light chains and the heavy chains (Fig. 1). The light chains and heavy chains
are connected through disulfide bonds. A disulfide bond in the hinge region also con-
nects the two heavy chains. Both light and heavy chains contain a variable region and a
constant region. The variable regions contain the antigen-binding site and, as suggested
by the name, are highly variable from one antibody to another (1–3). Constant regions
of the same antibody isotype (see Subheading 4.) are similar from antibody to anti-
body. The constant region of the heavy chain is composed of three to four regions
designated CH1–3 or CH4 depending on isotype; IgM and IgD have an additional CH
region, CH4. The constant region of the heavy chain defines the isotype of the antibody
(i.e., IgG1-4, IgM, IgD, IgA, and IgE) and also determines the effector functions of the
antibody. Complement binding, macrophage binding by Fc receptors, bacterial protein
binding (i.e., Staphylococcus Protein A) and B-cell superantigen binding all occur in
the constant region. Rheumatoid factors bind to the constant region or Fc portion of the

Fig. 1. Immunoglobulin structure. (A) Basic structure with two heavy and two light polypep-
tide chains linked together by disulfide bonds. The Fab region is involved in antigen binding,
whereas the Fc region mediates various effector functions. (B) Increasing detail of IgG mol-
ecule showing the domains of both heavy and light chains. The sites of antigen binding involve
the amino (NH2)-terminal domains of both the heavy and light chains and are referred to as
the variable regions (VH and VL). The rest of each polypeptide has a relatively constant structure
(CH and CL domains).
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heavy chain; the self-aggregation of certain cryoglobulins (primarily IgG3) is also
dependent on specific sequences within the Fc portion of antibodies (1–3).

Variable regions of the light and heavy chains form the antigen-binding domains
known as the Fab. As shown in Fig. 2, the variable regions are composed of segments
referred to as framework regions (FR) that separate the complementarity-determining
regions (CDRs). Framework regions, as suggested by their name, are relatively con-
stant from antibody to antibody and provide the framework structure for the antigen-
binding domain. The complementarity determining regions are highly variable from
antibody to antibody and are the primary antigen-binding regions of the antibody. Both
the heavy and light chains contain three CDR regions, which are separated by four
framework regions. Further details on the molecular characteristics of the CDR regions
will be discussed in the next section. Depending on the antigen, binding may occur
primarily to the light chain, primarily to the heavy chain, or involve interaction with
both the heavy and the light chains (4).

Monoclonal antibodies are derived by fusing a human or mouse B-cell with a
myeloma cell, leading to “immortalization” of the B-cell. This B-cell then divides and
produces antibody in large quantities that can be harvested for research or therapeutic
purposes. Monoclonal antibodies are currently in clinical use as therapeutic agents (i.e.,
anti-tumor necrosis factor [TNF] antibodies for Crohn’s disease). Most of these anti-
bodies are mouse antibodies and they elicit an immune response when injected into
humans, as they are foreign proteins. This immune response will neutralize any thera-

Fig. 2. Structure of the antigen-binding domain. On the left, the hypervariable regions
(complementarity-determining regions [CDRs]) of the VH and VL domains are shaded. These
regions are part of the antigen-binding pocket. The CDRs are separated by intervening seg-
ments referred to as framework regions. On the right, the immunoglobulin polypeptide regions
are correlated with Ig gene segments (exons), which code for the different domains. Note that
the CDR3 region of the variable domains correspond to the VH–DH–JH junctional region of the
rearranged heavy-chain gene and the VL–JL junctional region of the rearranged light-chain gene.
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peutic effect of the antibody after the first injection. Strategies to “humanize” these
antibodies were developed to prevent the immune response. Partially “humanized”
antibodies contain a human constant region with a mouse variable region. Fully
“humanized antibodies” are derived by molecular manipulations that replace the human
CDRs with the mouse CDRs of the specificity desired. “Humanized” monoclonal anti-
bodies are much less immunogenic than mouse antibodies and can be given repeatedly.
An immune response, however, can still develop, even to these hybrid antibodies (1–4).

Antibodies to the variable regions of another antibody are called anti-idiotypes. An
antibody idiotype, which is the area of an antibody bound by an anti-idiotype, may
consist of a combination of the heavy and light chains or only one chain. The anti-
idiotype may or may not block the antigen-binding area of the antibody to which it is
directed. Specific idiotypes have been characterized and studied that commonly occur
in normal immunity and autoimmunity. Anti-idiotype antibodies are theorized to be
part of the control mechanisms of the immune response. Immunization of mice with
specific antigens (i.e., arsenic) leads to the production of antibodies bearing a specific
idiotype, indicating that most mice respond to immunization with this antigen using
antibodies composed of the same immunogloblin heavy- and light-chain variable
regions. Similarly, some autoantibody responses (i.e., anti-DNA antibodies) are char-
acterized by the use of specific idiotypes. For example, a number of patients with lupus
have anti-DNA antibodies in their serum; some of these antibodies bear a common
idiotype, even though the antibodies are derived from the sera of unrelated patients
(13–16). These findings suggest that binding to certain antigens requires a specific set
of heavy- and light-chain variable regions.

Indeed, one hypothesis for the development of autoimmune disease is a breakdown
of the anti-idiotype network (9). According to this hypothesis, everyone makes autoan-
tibodies in response to infections. However, nonautoimmune individuals also make
anti-idiotype antibodies that bind and clear the autoantibodies. Autoimmunity devel-
ops when the anti-idiotype system breaks down such that autoantibodies are produced
without their counteracting anti-idiotypes. One mechanism proposed for the effective-
ness of intravenous immunoglobulin (IV Ig) for the treatment of autoimmune disease is
that the IV Ig provides the anti-idiotypic antibodies missing in the autoimmune indi-
vidual. Support for this hypothesis is provided by experiments demonstrating that if
serum from normal individuals is treated with high salt, disassociating antibody bind-
ing, autoantibodies can then be detected in the normal serum. Anti-idiotype antibodies
for known autoantibodies have also been found in IV Ig preparations. Treatment of
autoimmune mice with anti-idiotype antibodies for common anti-DNA idiotypes
resulted in temporary improvement in renal disease. Other autoantibodies not bearing
the idiotype being targeted, however, continued to be produced leading to re-exacerba-
tion of disease. The proposed defect in the anti-idiotypic network may well play a role
in autoimmunity, how much of a role is still unknown (13).

3. Molecular Features of Antibodies

Prior to the discovery of the process of genetic recombination, it was believed that
each antibody was the product of an individual gene. It became apparent, however, that
the human B-cell repertoire contains millions of different antibodies. The genetic
material necessary to form these millions of antibodies was calculated to be more than
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is contained in the total human genome. The concept of genetic recombination was
discovered and explained the ability to generate the huge diversity of antibody mol-
ecules using limited genetic material (2). As shown in Fig. 3, each antibody is formed
by combining several gene segments. This genetic recombination is directed by the
gene products of genes called RAG1 and RAG2 (recombinase-activating genes). With-
out RAG help, neither T-cell receptor or immunoglobulin gene rearrangement occurs.
If RAG is deficient, the individual is markedly immune suppressed, as they have nei-
ther T-cell or B-cell function (2–6).

The diversity of the antibody repertoire is a combination of genetic recombination,
pairing different heavy chains with different light chains, and somatic mutations in the
rearranged genes. For light-chain recombination, one of multiple variable region genes
(V genes) combines with one of four junctional genes (J genes). This VJ segment, or
light-chain variable region, is joined to the constant region gene segment to form the
complete light-chain DNA segment. From this DNA segment, a mRNA transcript is
made, processed, and then translated into a light-chain protein (2,5,6).

Heavy-chain recombination occurs in a very similar fashion, except that an addi-
tional event occurs combining one of many diversity genes (D genes) with a heavy-
chain J gene prior to combining with a heavy-chain V gene. The heavy-chain DNA and
light-chain DNA are on different chromosomes; thus, the heavy- and light-chain V
genes and J genes are different genetic elements. As there are a large number of D
genes, the possible combinations of sequences for the heavy chains are increased sig-
nificantly. The CDR 1,2, and 3 regions of the light chain are all contained within the
variable region. In the heavy chain, the CDR1 and 2 are in the variable region sequence;
the CDR3 region is formed by combining a D gene and a J gene (5).

Immunoglobulin gene recombination does not occur consistently at the same splice
points in the V, D, and J DNA segments. This is best demonstrated in the CDR3 region
of the heavy chain. As mentioned previously, the CDR3 region of the heavy chain
begins at the junction of the V and D segments. The D gene, however, usually does not
splice in directly to the V gene. In a process called N addition, nucleotides (i.e.,
cytosines, adenosines) are added randomly; any number of nucleotides can be added.

Fig. 3. Immunoglobulin genetic recombination. Corresponding structure of a rearranged
IgG heavy-chain gene.
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The addition of these N nucleotides is the function of the protein terminal deoxynucleotidyl
transferase (TdT) (5,6). Without TdT and N additions, certain V genes favor recombin-
ing with specific DJ combinations, thus limiting diversity. The N additions further
randomize the combinations of V, D, and J genes by preventing these favored recombi-
nations. D genes are not usually spliced in whole. Thus, anywhere from 1 to 10 D-gene
codons can be present in an antibody CDR3. More than one D gene can be present in an
antibody CDR3 and, sometimes, the D genes are spliced in backward. N additions add
even further diversity in that they may be added as singlets, doublets, or triplets.
Because the genetic code is read in threes (i.e., three nucleotides code for one amino
acid), if only one or two N additions are made, the reading frame of the nucleotides
downstream in the D gene are changed. A similar set of N additions occurs at the DJ
junction. Although any number of N additions can be added at either the VD or DJ
junctions, the total number added at both ends of the D gene is always divisible by 3, so
that the J region is translated in frame. Amino acids critical for antibody structure and
function are present in the J segment, necessitating that it be translated in the proper reading
frame. Thus, enormous diversity occurs in the CDR3 region of the heavy chain of antibod-
ies, a region that often plays a key role in antibody and autoantibody binding (5,6).

After a functional heavy chain is formed, further recombination of heavy-chain genes
does not occur, thus preventing a B-cell from producing more than one heavy chain.
This process is called allelic exclusion. If the result of an aberrant recombination event,
a nonfunctional heavy chain is formed; the heavy-chain genes on the other parental
DNA molecule (termed an allele) become activated, recombine, and form a heavy
chain. Prior to the production of light chains in a B-cell, the heavy chains are combined
with what are called surrogate light chains; this combination of a heavy chain with a
surrogate light chain is expressed on the surface of early B-cells (see Chapter 13).
There is evidence suggesting there is positive selection of B-cells at the stage of heavy
chain/surrogate light-chain expression; the basis of this selection is not known at
present.

Except in rare instances, light-chain recombination events occur following the pro-
duction of a functional heavy chain. Although for the most part, production of one light
chain prevents the production of a second light chain; on rare occasions, a B-cell has
been shown to be producing two different antibodies composed of the same heavy
chain paired with two different light-chains. In both mice and humans, there is substan-
tial room for error in light chain recombination. The kappa gene locus on one allele
recombines first; if this recombination is unsuccessful or the light chain is incompat-
ible with the heavy chain (for structural reasons, not all combinations of heavy chains
and light chains result in functional antibodies), the second kappa allele recombines. If
both kappa rearrangements are unsuccessful, then one of the lambda light-chain alleles
recombines, followed by the second if all others fail. Most of the research in this area
has been in mice; 95% of mouse immunoglobulin contains kappa light chains. The
ratio in humans is kappa predominant but not to the extent that it is in mice (2,6).

Once a functional immunoglobulin is formed, it is expressed on the surface of the
B-cell as part of the B-cell receptor complex. The final diversification occurs once the
B-cell has left the bone marrow and entered the peripheral circulation. The B-cell,
upon encountering antigen, may enter lymph nodes or the spleen and migrate to a ger-
minal center. In the germinal center, with the help of CD4 T-cells, a process called
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somatic mutation occurs (11). Somatic mutations result in sequence changes in the
DNA coding for the antibody; for example, a cytosine is substituted for an adenosine
when the DNA is replicated. Somatic mutations occur more frequently in the CDR
regions than the FR regions of antibodies. Some somatic mutations result in a change
in the amino acid sequence of the antibody (so-called productive mutations), whereas
others do not (silent mutations). Because of changes in the amino acid sequence,
somatic mutations may lead to the production of a nonfunctional antibody, may
decrease the binding of the antibody to its antigen, or may increase the binding proper-
ties (affinity) of the antibody. Through the various recombination events, combining of
different heavy chains with different light chains, D gene splicing, N additions, and
somatic mutation, a markedly diversified mature B-cell repertoire is formed (11,12).

4. Isotype Switching

Except for rare exceptions noted earlier, a single B-cell makes a single antibody
variable region. B-cells can switch the isotype (i.e., switch from IgM to IgG) of the
antibody produced or produce antibodies of two different isotypes (IgM and IgD).
Although the specificity of the antibody remains the same, the effector function of the
antibody is greatly altered. For example, switching to specific IgG isotypes may alter
complement fixation or self-agglutination (10).

The process of isotype switching is also a recombinatorial event. As shown in Fig. 4,
the VDJ segment of the heavy chain recombines with a constant region further down
the DNA strand by looping out the DNA between the desired recombination sites (2,10).
The looped-out DNA is then excised and the new VDJ/constant region DNA sequence
is transcribed into mRNA, processed, and translated into a functional heavy chain.

Fig. 4. Isotype switching. Predominant genetic mechanism by which a B-cell switches from
production of surface IgM to secrete an IgG, IgA, or IgE molecule. Note that initial rearrange-
ments have taken place to put the V region proximal to the D, J, and Cµ regions. This latter
region contains other constant-region gene segments downstream, including C , C 3, C 1,
C 2b, C 2a, C , and C . In the process of a VDJ unit rearranging to another C region down-
stream, the intervening DNA is removed or deleted. (Reprinted with permission from Ben-
jamin, E. and Leskowitz, S. (eds.) (1991) The genetic basis of antibody structure, in
Immunology: A Short Course, 2nd ed., John S. Wiley & Sons, Inc., New York, p. 92. Copyright
1991 John S. Wiley & Sons, Inc., Reprinted by permission of Wiley-Liss, Inc., a subsidiary of
John Wiley & Sons, Inc.)

Adrian Pinderhughes
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Such isotype switching occurs primarily in the periphery following exposure to antigen
under the influence of T-cell help. Naive B-cells (B-cells that have not been exposed to
their antigen) in the periphery often express both IgM and IgD. This is possible because
of alternate splicing of mRNA (i.e., the primary mRNA transcript contains both
the IgM and IgD heavy chains). Depending on the splicing of the processed mRNA, the
VDJ region will be combined with either an IgM or IgD constant region. Once the B-cell
is exposed to antigen and activated, the IgD transcript is no longer expressed on the cell
surface and the cell expresses only IgM antibody (10).

In the peripheral immune system (primarily lymph nodes and spleen) isotype switch-
ing and somatic mutation occur with appropriate T-cell help. These two processes
(isotype switching and somatic mutation), although they occur in the same immuno-
logic compartment and require T-cell help, occur independently, as some isotype-
switched immunoglobulins are not somatically mutated, whereas some IgM antibodies
are heavily mutated. T-cells direct isotype switching via direct T-cell/B-cell interac-
tions (i.e., CD40/CD40L interaction) and via cytokine secretion. Humans deficient in
CD40 are unable to isotype switch to IgG, leading to the “hyper IgM syndrome.” These
patients are susceptible to a variety of infections. In mice, interferon- (IFN- ) secreted
by TH1 T-cells (see Chapter 13) induces B-cells to isotype switch to IgG2a and IgG3.
Interleukin 13 induces B-cell isotype switching to IgE (2,10,12).

5. Effector Functions

As stated earlier, the effector function of an antibody depends primarily on its
isotype. IgM is the first isotype produced and is pentameric (composed of five immu-
noglobulin molecules). Therefore, IgM is a large molecule that is primarily confined to
the intravascular space. It can cross the epithelium and is the most potent isotype for
activating complement. It does not cross the placenta nor opsonize (opsonize means
enhance the phagocytosis of a cell or bacteria by polymorphonucleocytes or macro-
phages) bacteria (1,4).

Of the human IgG isotypes, IgG1 and IgG3 fix complement and are therefore able to
opsonize bacteria and activate the complement system. They are also powerful sensi-
tizers to induce killing by natural-killer cells. They, as all IgG molecules, actively cross
the placenta. IgG2 does not fix complement or activate the complement cascade to any
great extent. IgG2 is the primary IgG for binding to T-cell-independent antigens; these
include, among other antigens, bacterial polysaccharides. IgG4 is similar in its actions
to IgG2, except IgG4 on the cell surface enhances opsonization of that cell (4).

IgA is the primary immunoglobulin in epithelial secretions. IgA is a poor activator
of the classic complement cascade but can activate the alternative complement path-
way. It is usually secreted as a dimer of immunoglobulin molecules linked by a protein
called the secretory piece, which is essential for transepithelial transport. IgE is the
primary sensitizer of mast cells with little of no ability to fix complement or opsonize
bacteria. It does not cross the placenta but can diffuse into extravascular spaces. IgD
has no known effector function at this time (4).

6. Antibody Expression and B-Cell Tolerance

The concept of tolerance is the ability to differentiate between self and non-self. As
the recombinatorial events producing antibodies in the bone marrow are random,
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autoreactive B cells are derived by chance. In the bone marrow, autoreactive B-cells
are detected and censored by an incompletely understood mechanism. This censoring
occurs by elimination of the B-cell or by rendering the B-cell unresponsive to external
stimuli (8,9). This state of unresponsiveness is termed anergy. Whether a B-cell is
deleted or anergized depends partially on the affinity of the B-cell receptor for the self-
molecule. Thus, if a B-cell has high affinity for a self-protein, it is normally deleted. If
the interaction with antigen is less avid, the B-cell is anergized. Most anergized B-cells
die soon upon reaching the periphery; on rare occasions, however, they can be reacti-
vated (8,9). In the germinal centers of lymph nodes and the spleen, somatic mutations
occur when B-cells are exposed to antigens under T-cell guidance. Some of these
somatic mutations can render a previously nonautoreactive cell, autoreactive. These
newly derived autoreactive cells are also either anergized and/or deleted. Obviously,
the process of tolerance induction is key to maintaining a protective B-cell repertoire
without allowing the emergence of autoreactive cells.

Previously, it was felt that all recombinatorial events occurred in the bone marrow
or thymus. Recent data suggest, however, that recombinatorial events (i.e., RAG pro-
tein expression) also occur in the peripheral immune system. Part of the recombinatorial
events occurring peripherally may be the result of “receptor editing.” In B-cells, the
process of “receptor editing” occurs to allow a B-cell to escape deletion or anergy
(7,9). If a particular heavy- and light-chain combination results in autoreactivity of the
antibody, the B-cell “receptor edits” to avoid deletion. In this process, the production
of the original light chain is turned off and different VJ genes (either V kappa or V
lambda) are recombined, leading to the production of a new and different light chain.
In many instances, the new heavy/light-chain combination will not be autoreactive,
allowing the B-cell to escape censure. A similar process probably occurs in the periph-
ery when a heavy chain or light chain is somatically mutated and acquires autoreactivity.
In this instance, receptor editing would occur to offset the acquired autoreactivity.
B-cells are also eliminated in the periphery if they do not bind antigen avidly. B-cells
condemned for this reason may also receptor edit in an attempt to gain avidity for
antigen or acquire a new reactivity. In certain circumstances, it has even been demon-
strated that B-cells will switch heavy chains in a final attempt to avoid deletion. This
has been primarily demonstrated in the setting of autoimmunity, although B-cells from
normal individuals have also been shown to switch heavy chains. The mechanisms,
signals, and so forth that activate receptor editing of light or heavy chains are unclear at
present (7,9).

7. B-Cell Interactions with Antigen

B-cell interactions with antigen occur through the B-cell receptor (i.e., surface
immunoglobulin). An antigen can be of any size or chemical makeup (3). The specific
portion of the antigen that an antibody binds is called an epitope. There may be mul-
tiple epitopes on one antigen such that antibodies of differing specificity can bind to
the same antigen. Immunogens are antigens used for immunization to stimulate an
immune response. When a person is immunized with tetanus toxoid, the tetanus toxoid
is the immunogen.

Interactions with antigens differ between B-cells and T-cells. Immunoglobulins
interact directly with antigens in their native form. As discussed in more detail later,
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T-cells interact with antigen only after it has been processed by an antigen-presenting
cell (i.e., a macrophage) and then presented to the T-cell on the surface of the macro-
phage in association with an HLA molecule. Antibody–antigen interactions are similar
in many ways to other protein–protein interactions or protein–nucleic acid interactions.
Binding can occur on the basis of charge–charge interactions or on the basis of polar
interactions. Polar interactions result in hydrogen-bonding between molecules. An
example of a charge–charge interaction would be an antibody that contains positively
charged amino acids in its CDR regions binding to an antigen composed primarily of
negative charges. Constraints on binding are determined by the shape of the binding
region because of other amino acids in the framework and CDR regions of the antibod-
ies (3,4). The availability of antigen for binding is also key in antibody–antigen inter-
actions. Thus, a particular epitope may be hidden from the antibody because of its
being folded inside the protein. Denaturation and unfolding of the protein would make
the epitope available for interaction with the antibody.

A number of antibodies are capable of binding more than one antigen. This
multireactivity with more than one antigen is exemplified by anti-DNA antibodies in
lupus (16). Many anti-DNA antibodies bind not only DNA but also nucleoproteins
such as Sm and histones. Many IgM antibodies are highly polyreactive. These antibod-
ies have antigen-binding sites that are promiscuous and interact with a number of anti-
gens. These IgM polyreactive antibodies are normally of low avidity and are felt to be
important in the innate immune response because of their ability to bind a number of
antigens.

Antigen–antibody complex formation is influenced by the ratio of antibody to anti-
gen, avidity of antibody–antigen interaction, and antibody isotype. Once the complexes
form, they may deposit in tissue, aggregate with other antibody–antigen complexes,
bind the complement, or any combination of the three. These various end results of
antigen–antibody complexes determine the clinical effect of an antibody–antigen inter-
action. Thus, the clinical outcome of an antibody–antigen complex that is filtered out
of the circulation in the spleen varies markedly from an antibody–antigen complex that
binds complement and deposits in the kidney.

8. Maturation of the B-Cell Immune Response

Following initial exposure to an antigen, B-cells specific for that antigen are acti-
vated. Under most circumstances, the initial interaction is of low affinity and by itself
would not be effective in eliminating an infection. Following this initial activation,
some of the naive B-cells transform into plasma cells and secrete immunoglobulin to
form the primary immune response. Other B-cells, upon exposure to antigen, become
memory B-cells that can be activated upon re-exposure to that antigen.

In the secondary lymphoid organs (spleen and lymph nodes), certain B cells, upon
exposure to antigen, proliferate and form germinal centers. In the germinal centers,
B-cells are exposed to antigen in the context of T-cell help. With T-cell help, further
expansion of the specific reactive B-cell population occurs (a process termed clonal
expansion). In conjunction with clonal expansion, the B-cells, with T-cell help through
cytokine production, may isotype switch from IgM to IgG, IgA, or IgE. It is during the
context of clonal expansion that most somatic mutation occurs (12). As described ear-
lier, somatic mutation results in some B-cell’s surface immunoglobulin developing a
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higher affinity for the antigen than the parent immunoglobulin. The cells with the high-
est affinity are then selected for further expansion, differentiation into plasma cells,
and antibody production. This process is termed B-cell affinity maturation. (See Fig. 5.)

9. The B-Cell Receptor

A complex of proteins associates with surface immunoglobulin to form the B-cell
receptor (Fig. 6). Two of these proteins are referred to as Ig and Ig (3). One Ig and
one Ig  associate with each heavy chain; thus, the B-cell receptor is composed of one
molecule of immunoglobulin and two molecules of Ig and Ig . Both Ig and Ig
have long tails that extend from the cell surface into the cell cytoplasm. Such intracyto-
plasmic tails are necessary for signaling inside the cell. A second set of molecules,
called the B-cell coreceptor, are present on the cell surface of B-cells and associate

Fig. 5. B-cell development. The left side shows changes in cell-surface Ig expression as B-cells
mature and then are stimulated by antigen. Correlation of these developmental events with Ig
gene rearrangements is shown on the right side. Note that rearrangements of variable-region
gene segments that allow for B-cell development are independent of any antigen interaction
and are relatively random.
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with the surface immunoglobulin. This complex of molecules is composed of proteins
CD19, CD2, and TAPA-1 (3). The purpose of this coreceptor appears to be to set the
rheostat for B-cell activation. In other words, the coreceptor determines how easy or
hard it is for antigen binding to surface immunoglobulin to induce a B-cell response.
Antigen binding to surface immunoglobulin thus results in a cascade of intracellular
events, modulated by other intracellular signals, leading to B-cell activation and prolif-
eration. Growing evidence suggests that one of the defects in autoimmunity, especially
lupus, lies in the altered function of B-cell signaling (9). This concept holds that anti-
gens that signal normal cells to become anergic or to activate the mechanisms for
apoptosis are defective in lupus. This defect allows autoantibody-producing B-cells to
remain active. The defect is not complete, however, as both B-cell and T-cell censuring
functions are, for the most part, intact in lupus. This potential defect in cellular signal-
ing is described in detail in Chapter 20.

10. Autoantibody Production

10.1. Natural Autoantibodies

Defined in the simplest terms, autoantibodies are antibodies that bind self-antigens.
It is clear that normal individuals produce autoantibodies and that these self-reactive
antibodies play a key role in normal immunity. To understand mechanisms of autoim-
munity, the presence of autoantibodies in normals necessitates a scientific differentia-
tion between normal or “natural autoantibodies” and abnormal or “pathogenic”
autoantibodies.

Rheumatoid factors (RFs) are prototypic examples of this differentiation. As
described earlier, RF are antibodies to the Fc portion of IgG. A significant number of
B-cells in normals, when stimulated, produce rheumatoid factors. Indeed, RFs are found

Fig. 6. B-cell receptor. The B-cell receptor is composed of one immunoglobulin molecule
and two Iga and two Igb molecules. The Iga and Igb serve to transmit the signal from the
surface immunoglobulin intracellularly.
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in the sera of patients with various inflammatory and infectious diseases; RFs, how-
ever, are also thought to be pathogenic in rheumatoid arthritis. Because of their univer-
sal presence, RFs almost certainly play a role in normal immunity, perhaps by
crosslinking IgG, RF accelerate the early immune response (14).

Features that appear to separate “natural RFs” from “pathogenic RFs” are as fol-
lows: (1) isotype—natural RFs are primarily IgM, pathogenic RFs are frequently IgG;
(2) affinity—natural RFs are weak binders, pathogenic RF are of high affinity (i.e.,
bind tightly to IgG); (3) B-cell type—many natural RFs are produced by CD5+ B-cells,
pathogenic RFs are produced by CD5– B-cells (see Chapter 13 regarding CD5 and
B-cells); (4) molecular features—natural RFs are germline encoded (i.e., contain few
somatic mutations), whereas pathogenic RFs are highly mutated, suggesting antigen
drive (see Subheadings 3. and 7.). Similar differentiations are present between “natu-
ral” anti-DNA and “pathogenic” anti-DNA. Thus, autoantibodies are not necessarily
abnormal. They apparently play a role in normal immunity, likely during the initial
phases of an immune response. Binding affinities and specificities allow the differen-
tiation of most natural and pathogenic subsets.

With the advent of techniques for rapid DNA sequencing and techniques that allowed
for directed mutation of DNA sequences, molecular features of autoantibodies have
been identified. Perhaps the most widely investigated autoantibody response on the
molecular level is the anti-DNA response. Studies from a number of laboratories using
different murine models of lupus, as well as antibodies derived from humans, have identi-
fied a number of molecular characteristics common to most anti-DNA antibodies (15–17).

Although there are frequent exceptions to every rule, VH CDR2, VH CDR3, VL
CDR1, and VL CDR3 are the antibody variable regions that interact with DNA. The
VH CDR3 region is of particular importance in anti-DNA binding. DNA binding
appears to be heavy-chain dominant in that the binding to DNA depends primarily on
the heavy chain. The light chain, for most antibodies, affects whether the antibody
binds to single-stranded DNA or double-stranded DNA, and the degree of crossreactivity.
Most attention in molecular analysis of anti-DNA antibodies has focused on the heavy-
chain CDR3 region. Anti-DNA antibodies frequently contain at least one arginine in
their VH CDR3 region. As arginines are positively charged, they interact with DNA
molecules (DNA is negatively charged) on a charge–charge basis (16). When the argin-
ines are replaced with noncharged amino acids like glycines in an anti-DNA VH CDR3
region, anti-DNA binding is abrogated. Similarly, when arginines are added in the VH
CDR3 region of an antibody, anti-DNA binding activity is enhanced. Somatic muta-
tions in anti-DNA antibodies that enhance anti-DNA binding most often occur in the
VH CDR2 region and frequently result in the change of a noncharged amino acid to an
arginine (15,17). As stated earlier, however, there are frequent exceptions to every
rule, including the importance of arginines to DNA binding. Not all anti-DNA antibod-
ies contain arginines in either the VH CDR2 or VH CDR3 and a number of antibodies
with arginines in these locations do not bind DNA. “Natural anti-DNA antibodies” do
not have a high percentage of arginines in the VH CDR3 region; thus, an increase in
VH CDR3 arginines appears to be a feature of only “pathogenic anti-DNA.”

Clinically, it has long been recognized that not all anti-DNA antibodies are patho-
genic and that not all lupus patients with renal disease have anti-DNA antibodies in
their serum. Although there are a number of theories to explain these clinical phenom-
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enon, a number of laboratories have attempted to determine what distinguishes a patho-
genic (i.e., glomerular binding) antibody from a nonpathogenic nonglomerular-bind-
ing antibody. Unfortunately, there are no universally accepted methods for defining
what constitutes a pathogenic antibody. Utilizing a variety of methods to define patho-
genicity (primarily binding to glomeruli when injected into normal mice), most of the
antibodies characterized to date are highly charged (both negative and positive) in their
CDR regions. The need for charged amino acids in binding regions likely reflects the
charged nature of glomerular antigens and nucleosomes that deposit in glomeruli.
Beyond charge, however, no other defining characteristics have been identified that
differentiate pathogenic from nonpathogenic antibodies.

Recently, a number of laboratories have investigated the property of some antibod-
ies to traverse the cell membrane into the cytoplasm and then gain access to the cell
nucleus (15). Although this phenomenon was initially described many years ago by
Alarcon Sergovia, techniques to study this phenomenon have only recently been devel-
oped. Specific sequences were identified that characterize some of these antibodies,
including specific nuclear localizing sequences. What role intracellular trafficking has
in antibody pathogenicity is still unclear, however, these antibodies will likely be of
great use for targeting pharmacologic agents.

There is a less clear understanding of the factors that determine RF activity. Again,
however, the VH CDR3 region appears to play a major role in RF activity. TdT-defi-
cient mice, that cannot make N additions, have a decreased ability to produce RFs,
implicating sequences in the VH CDR3 in RF activity. When the VH CDR3 region of
RF are mutated, RF activity is lost. Finally, long VH CDR3 regions have been impli-
cated in RF activity. In other words, the longer an antibody’s VH CDR3 region, the
more likely it is to have RF activity. The length of VH CDR3 has also been linked with
antibody crossreactivity (i.e., the longer a VH CDR3, the more crossreactive the anti-
body). Analysis of human RF sequences indicates an additional key role for the Vk
CDR3 in RF activity; again, the length of the Vk CDR3 appears important, with longer
Vk CDR3 associated with increased RF activity (14).

In summary, there is a significant body of research regarding the characteristics of
autoantibodies. Specific characteristics of each autoreactivity have been identified.
Perhaps the best summary of these studies, however, is that there is no definitive char-
acteristic that defines every antibody of a given specificity. Insight gained from these
studies, however, has led to a number of therapeutic strategies to block autoantibody
production and pathogenicity that are now or soon will be in clinical trials.

10.2. B-Cell Repertoire and Autoimmunity

A possible explanation for the production of pathogenic autoantibodies is that the
immunoglobulin genes differ between normals and autoimmune individuals. These dif-
ferences in immunoglobulin genes would result in autoimmune individuals having
autoreactive B-cells not present in normal individuals. Animal models provide useful
insight into possible differences in B-cell repertoire between normals and autoimmune
individuals. Studies of murine models of lupus indicate that there is no difference in
immunoglobulin germline gene sequences or expression in autoimmune animals ver-
sus normal animals. Additionally, the process of somatic mutation appears to be nor-
mally regulated in autoimmunity. Although not complete, similar studies of human
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immunoglobulin genes and antibody repertoires have found no profound differences in
lupus patients versus normals (16).

Current data from transgenic animal studies, however, indicate that autoimmune-
prone mice do not properly censure autoreactive B-cells (18). These autoreactive
B-cells that are deleted or anergized in normals produce autoantibodies in autoim-
mune mice; the defect, however, is not global, as lupus mice, for the most part,
delete autoreactive B-cells and T-cells normally. Only autoreactive B-cells of cer-
tain specificity (i.e., antinucleosomal or anti-DNA) are not properly censured. It is
not clear, at present, why the tolerance defect is selective for these antigens. These
defects in tolerance induction, however, appear to explain the production of auto-
antibodies, not differences in immunoglobulin genes between normals and autoim-
mune individuals (18,19).

10.3. Antigen-Driven Autoantibody Responses

Normal antibody responses follow a pattern of maturation over time and repeated
exposures to the inciting antigen. This maturation leads to expansion of B-cells that
bind best to the antigen. Somatic mutations within the V regions of the immunoglobu-
lin genes of these B-cells enhance the binding affinity of the antibodies produced
(16,17). To determine if autoantibody responses mature in a similar manner to normal
antibody responses, a number of cellular and molecular studies were performed. Murine
models of lupus were primarily used for these studies, with anti-DNA and RF responses
being the most intensively studied.

By sequence analysis, a number of laboratories demonstrated that autoantibodies
are the result of clonal expansion of a limited number of B cells whose immunoglobu-
lin genes contain somatic mutations (16,17). Analysis of these immunoglobulin gene
somatic mutations suggests that the somatic mutations are not random, but selected
for by the stimulating antigen (i.e., DNA). Thus, autoantibody responses are similar
to normal antibody responses in their maturation, with preferential expansion of the
B-cells expressing the most reactive antibody (16,17). The production of pathogenic
autoantibodies appears secondary to a defect in differentiating self from non-self (not a
defect in immunoglobulin genes) genetic recombination, or the process of somatic
mutation.

11. Summary

The humoral immune response is an integral part of the immune system. It is an
incredibly complex system yielding a vast repertoire of antibodies capable of binding
and eliminating the millions of foreign challenges presented to it. This huge repertoire
and the antigenic challenges presented to it provide a fertile ground for the develop-
ment of autoreactivity. A number of checks and balances are in effect that prevent
clinical autoimmunity in the vast majority of individuals. Autoantibodies are produced
and appear to play a key role in normal immunity. It is not definitively clear, but the
scientific evidence at present suggests that clinical autoimmunity does not arise from
expansion or changes in the “normal autoimmune repertoire”. Although we have gained
great insight into the makeup and control of the humoral immune response, much
remains to be learned, not only about normal immunity but also the defects that allow
the humoral immune response to go awry when “pathogenic autoantibodies” are produced.
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T-Cell Signaling

Gary A. Koretzky and Erik J. Peterson

1. Introduction

In response to an antigenic challenge, peripheral T-lymphocytes are stimulated to
produce cytokines, proliferate, and develop effector function. Once the inciting stimu-
lus has been cleared, the vast majority of the antigen-specific responding cells undergo
programmed cell death (apoptosis). Failure of T-cell surface receptors to transduce
initial activating signals can lead to immunodeficiency, whereas failure of T-cells to
undergo apoptosis at the appropriate time may lead to lymphoproliferative disorders.
Much insight has been gained in recent years into the molecular mechanisms respon-
sible for both the initial activation response and subsequent cell death. Identification of
a number of molecules critical for both responses has led to additional studies in trans-
formed cell lines and experiments utilizing genetically altered mice. Collectively, these
approaches have suggested how disruption in signaling pathways in lymphocytes may
lead to human disease. In many cases, these suggestions have now been corroborated
as mutations in key signaling molecules have been shown to be causal in human
immune disorders.

2. Engagement of the T-Cell Antigen Receptor Results
in Activation of Protein Tyrosine Kinases

T-Cells sample their environment via a host of cell-surface receptors capable of
transducing positive or negative signals. The receptor complex that has received the
greatest attention because of its central importance in T-cell activation is the antigen
receptor itself (TCR) (1). The TCR is comprised of four heterodimers or homodimers
(Fig. 1). Two of these, the and chains, arise from rearranging gene segments and
provide the antigen recognition function. The other six chains are known collectively
as CD3 and are responsible for transducing activation signals. Following antigen bind-
ing, the CD3 molecules become phosphorylated on tyrosine residues found within spe-
cialized domains known as immunoreceptor tyrosine-based activation motifs (ITAMs)
(2). The protein tyrosine kinases (PTK) responsible for ITAM phosphorylation include
lck and fyn, two members of the src family. When phosphorylated, these ITAMs
become docking sites for other molecules that possess src homology 2 (SH2) domains.
One of the key proteins recruited to the CD3 ITAMs is ZAP-70, a PTK belonging to the
syk family. When associated with the ITAMs, ZAP-70 becomes accessible for phos-
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phorylation by src family PTKs, resulting in an increase in its enzymatic activity. Thus,
engagement of the TCR by antigen converts CD3 into an enzymatically active complex
capable of further signal propagation.

Evidence for the importance of lck and fyn in the initiation of TCR signaling events
has come from studies of cell lines with mutations in these PTKs, as well as mice
engineered to be deficient in their expression (3). In experiments utilizing transformed
cell lines, it appears that whereas lck expression is an absolute requirement for TCR
signaling, fyn plays a less critical role. Experiments using “knockout” mice corrobo-
rate this notion. In vivo, both lck and fyn need to be present for optimal TCR function,
whereas lck appears to play a more critical role in T-cell ontogeny than does fyn. This
is presumably due to the requirement of lck for signal transduction events important for
thymocyte maturation. Recently, these findings in mice have been extended to humans
in a report demonstrating defective lck protein production in a case of life-threatening
immunodeficiency (4).

Much has been learned recently about the regulation of the src family PTKs in
T-cells. Early structural work indicated that the enzymatic activity of these proteins is
regulated, at least in part, by phosphorylation of a carboxyl-terminal tyrosine (5). When
this residue is phosphorylated, an intramolecular interaction occurs, downregulating
PTK activity (Fig. 2). Phosphorylation of this tyrosine is regulated dynamically in
T-cells by the action of a kinase (CSK) and a phosphatase (CD45), both specific for

Fig. 1. Membrane-proximal components of TCR signal transduction. The tyrosine phos-
phatase CD45 dephosphorylates the negative regulatory tyrosine residue on the membrane-
associated tyrosine kinase lck, maintaining lck in an open, activatible form [1]. Ligation of the
TCR brings activated lck into proximity with ITAM-bearing CD3 chains. Lck phosphorylates
CD3 complex proteins, including the chain [2]. Phosphorylated CD3 chains become sites for
recruitment of the cytoplasmic PTK ZAP-70 via tandem SH2 domains [3], allowing activation
of ZAP-70.
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this residue. Experiments demonstrating the importance of both CSK and CD45 have
been performed in mutant cell lines and mice.

Numerous studies demonstrate that all of the biochemical signals known to be
important for T-cell activation depend not only on the function of the src family PTKs,
but also the recruitment and activation of ZAP-70 (6). Stimulation of the TCR on trans-
formed cell lines lacking ZAP-70 fails to result in signal transduction events. ZAP-70
is known also to play a critical role in signaling events in the thymus during T-cell
development. Mice made deficient in ZAP-70 via homologous recombination demon-
strate a significant block in thymocyte development. The few ZAP-70-deficient T-cells
that transit the thymus and populate peripheral lymphoid organs also show a severe
block in activation potential. Most importantly, patients have now been identified who
lack functional ZAP-70 protein. These individuals manifest a severe immunodeficiency
with loss of the subpopulation of CD8+ peripheral T-cells and a failure of the remain-
ing CD4+ cells to respond to activating stimuli.

3. TCR Signals Downstream of PTK Activation

Following antigenic stimulation and recruitment of ZAP-70 to the CD3 ITAMs,
widespread phosphorylation of cellular proteins is observed (7). Insight into the
molecular mechanisms important in the regulation of TCR signaling events has come
from the identification of many of these TCR-stimulated PTK substrates. One of the
first to be characterized was the membrane-associated enzyme phospholipase C 1
(PLC 1) (Fig. 3). When phosphorylated on tyrosine residues, the enzymatic activity of
PLC 1 increases resulting in hydrolysis of membrane-associated phosphatidylinositol

Fig. 2. Tyrosine phosphorylation status determines conformation and activation potential of
lck. Three major functional domains of the src-family PTK lck include the kinase, SH2, and
SH3 regions. Tyrosine 505, when phosphorylated, forms the basis of an intramolecular asso-
ciation with the lck SH2 domain. The CD45 phosphatase dephosphorylates a regulatory tyrosine
residue to maintain lck in an “open” lck conformation and capable of enzymatic activity. CSK
counters the CD45 effect through phosphorylation of the same tyrosine and restoration of an
inactive, closed conformation.
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4,5 bisphosphate into two intracellular second messengers, diacylglycerol (DAG) and
inositol 3,4,5 trisphosphate (IP3) (8). DAG is an activator of members of the protein
kinase C (PKC) family of serine/threonine kinases. IP3 interacts with its receptor on
endoplasmic reticulum, resulting in the release of calcium into the cytosol. PKC regu-
lates numerous downstream signals important for T-cell activation, including increas-
ing activity of several classes of transcription factors. Similarly, the increase in
cytosolic free calcium plays a critical role in signal transduction by increasing the
activity of calcineurin, a serine–threonine phosphatase. Calcineurin dephosphorylates
nuclear factor of activated T-cells (NFAT), allowing this transcription factor to enter
the nucleus, where it upregulates transcription of cytokine and other genes important
for T-cell growth and development. The central importance of calcineurin in T-cell
activation events is underscored by the fact that this phosphatase is the molecular tar-

Fig. 3. Signaling pathways activated by TCR engagement. TCR ligation results in activation
of PTKs such as ZAP-70 (see Fig. 1). SLP-76 is phosphorylated and associates indirectly with
LAT via other adaptor proteins. TCR-inducible phosphorylation of LAT promotes the assem-
bly of other signaling complexes, including recruitment of Grb2/Sos with subsequent Ras acti-
vation. Active Ras binds and stimulates the kinase Raf1, which phosphorylates and activates a
cascade of serine/threonine kinases, including mitogen-activated protein kinase kinase
(MAPKK). Upon phosphorylation and activation, the most membrane-distal component in the
cascade, mitogen-activated protein kinase (MAPK), translocates to the nucleus. In a second
LAT-related pathway, membrane-bound PLC- 1, is recruited to LAT and becomes phosphory-
lated and activated. Hydrolysis of membrane phosphatidyl-inositol bis-phosphate (PIP2) by
PLC- 1 releases diacylglycerol (DAG) and inositol tris-phosphate (IP3). IP3 stimulates an
increase in intracellular calcium concentration, which activates the phosphatase calcineurin.
Calcineurin dephosphorylates nuclear factor of activated T-cells (NFAT), resulting in NFAT
translocation to the nucleus. Transcription factors dependent on MAPK then cooperate with
NFAT proteins to upregulate transcription of IL-2 and other activation genes. Cyclosporin A
blocks calcineurin function and thus impairs NFAT-dependent transcriptional activation.
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get for the potent immunosuppressant cyclosporin A. The integration of signals lead-
ing to PKC and NFAT is also apparent, as NFAT often acts in concert with PKC-
stimulated factors for optimal transcriptional activation.

Stimulation of the TCR also results in activation of the Ras signaling pathway (9)
(Fig. 3). Ras is a low-mol-wt guanine nucleotide-binding protein that is active when
bound to GTP and inactive when bound to GDP. Active Ras stimulates a cascade of
protein kinases that, in turn, stimulate the activity of numerous transcription factors.
TCR-mediated exchange of GTP for GDP on Ras requires PTK function, although the
molecular mechanism coupling PTKs to Ras activation in T-cells remains unclear.

In addition to the phosphatidylinositol and Ras signaling pathways, TCR engage-
ment is known also to activate other second messengers, all of which appear to require
prior stimulation of PTKs. In some circumstances, the relevant substrate of the PTKs
is not yet known. For other signaling pathways, it is obvious what role the PTKs play
because effector molecules critical to initiate those signaling cascades are themselves
substrates of the PTKs. One example noted earlier is phosphorylation of PLC 1.
Interestingly, however, even in this circumstance, it appears that phosphorylation of
the effector enzyme is not sufficient for optimal activation of the phosphatidylinositol
second-messenger pathway, as other PTK substrates seem to play important roles.
Therefore, there has been considerable recent interest in identifying novel sub-
strates of the TCR-stimulated PTKs with the hope that these investigations will
lead to insight into how the various TCR-stimulated signaling cascades are regulated
and integrated.

4. Adapter Proteins Link Signaling Cascades Following TCR Engagement

The first TCR-stimulated PTK substrates identified were components of the TCR
complex itself (the ITAMs) or enzymes whose activity is increased upon tyrosine phos-
phorylation. More recently, it has become appreciated that numerous members of
another class of proteins, the adapter molecules, are also substrates of lck, fyn, and
ZAP-70. Adapter proteins are molecules with no intrinsic enzymatic activity, but which,
through their ability to promote protein–protein interactions, organize complexes of
signaling molecules (10). Adapter proteins are characterized by the presence of dis-
crete domains that dictate binding to other proteins. These include src homology 2
(SH2) and phosphotyrosine-binding (PTB) domains capable of interacting with other
proteins that are phosphorylated on tyrosine residues; src homology 3 (SH3) domains
able to bind other proteins with proline-rich regions; pleckstrin homology domains that
encode regions that bind phospholipids; and PDZ domains that bind to regions with
defined tryptophan sequences (10).

Efforts to identify substrates of TCR-activated PTKs have led to the identification of
several novel members of the adapter family. A number of these proteins have been
shown to play essential roles in coupling the TCR with downstream activation. Some
adapters act as positive regulators of TCR signaling, whereas others function to inter-
fere with activation events (11). Examples of positive regulators include LAT (linker
of activation of T-cells) and SLP-76 (SH2 domain containing leukocyte phosphopro-
tein of 76 kDa) (12). Both of these adapter proteins are rapidly phosphorylated follow-
ing TCR engagement and bind to a number of molecules important in signal transduction
cascades (Fig. 4).
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Several lines of evidence suggest that both LAT and SLP-76 play important roles in
T-cell function (13). In one model system, overexpression of mutant variants of
LAT result in inhibition of TCR-mediated cellular activation. In other studies, it has
been shown that overexpression of wild-type SLP-76 in transformed T-cells augments
TCR-stimulated activation of the interleukin 2 (IL-2) gene. In contrast, TCR engage-
ment on a T-cell line lacking expression of SLP-76 fails to induce expression of the
IL-2 gene. Furthermore, mice made deficient in SLP-76 expression by gene targeting
exhibit a complete block in T-cell maturation, presumably the result of impaired sig-
naling via the pre-TCR on developing thymocytes. The precise mechanism by which
SLP-76 or LAT function remains unknown; however, evidence suggests that these pro-
teins bring together effector proteins into larger activation complexes. Although none
have yet been identified, it is likely that mutations will be discovered in LAT and/or
SLP-76, which are responsible for human immunodeficiency states.

5. Other Signaling Molecules That Interfere
with TCR-Mediated Activation Events

In addition to providing insight into the biology of positive regulators of TCR sig-
naling, recent studies have focused on other proteins that function to block downstream
events following TCR engagement. Identification of the molecular defects underlying

Fig. 4. IL-2 and IL-12 signaling cascades utilize JAKs and STATs. IL-2 binds to activated
T-cells through receptor complexes containing combinations of , , and surface proteins.
The - and -chain associated PTKs JAK1 and JAK3 undergo phosphorylation and activation.
The JAKs phosphorylate STAT family members, which then dimerize, translocate to the
nucleus, and bind response elements in the promoters of target activation genes. IL-12 receptor
ligation results in activation of a separate combination of JAK and STAT family members,
permitting upregulation of a group of activation genes overlapping with, but distinct from,
those genes activated after IL2R ligation.



T-Cell Signaling 81

spontaneously occurring animal models of immune dysregulation has provided insight
into the complex regulation of lymphocyte activation. “Motheaten” mice are severely
immunocompromised animals characterized by uncontrolled growth of macrophagelike
cells leading to fatal pneumonitis (14). T-Cell and B-cell growth and function is also
abnormal in motheaten animals. The molecular defect underlying the motheaten phe-
notype is in a cytosolic protein tyrosine phosphatase named SHP-1. SHP-1 plays a
critical role in downregulating activation signals in hematopoietic cells by selectively
dephosphorylating substrates of the activating PTKs. SHP-1 deficiency allows these
substrates to remain phosphorylated on tyrosine residues, thus prolonging the activa-
tion signal.

A second example of an inhibitory molecule critical in the regulation of signal trans-
duction pathways is CTLA4, a receptor for ligands expressed on antigen-presenting
cells (APCs). In addition to binding CTLA4, these ligands (members of the B7 family
of surface receptors) also bind to CD28, an activating coreceptor on T-cells (15). Early
in an immune response, T-cells express CD28, but not CTLA4. The presence of B7
family members on the APCs augments their ability to stimulate T-cell effector func-
tion through engagement of CD28. Following the initial activation, CTLA4 is induced
on the responding T-cells. Because CTLA4 has a higher affinity for the B7 ligands than
does CD28, signals are delivered to the T-cell to terminate the response. Although the
precise molecular mechanism of CTLA4 action remains unclear, studies in mice made
deficient in CTLA4 expression by homologous recombination demonstrate the essen-
tial role this negative regulator plays. CTLA4 “knockout” mice demonstrate rampant
lymphoproliferation leading to early death because of the failure to downregulate
immune responses.

Adaptor molecules may also exert an inhibitory influence upon TCR signaling. For
example, cbl is an adapter protein that, like SLP-76 and LAT, is a substrate of TCR-
stimulated PTKs. However, unlike SLP-76 and LAT, cbl interferes with TCR-stimu-
lated activation events. Although the precise mechanism of cbl function remains to be
elucidated, several lines of evidence suggest that it blocks the ability of the TCR to
couple with the Ras signaling cascade (16). Further evidence suggests that cbl plays a
physiological role in the development of T-cell anergy (antigen-specific unresponsive-
ness). Additional evidence for the importance of cbl as a negative regulator comes
from studies demonstrating T-cell hyperresponsiveness in mice made deficient in cbl
expression through gene targeting.

6. Signaling Through the IL-2 Receptor Leads to Proliferative Responses

The TCR signaling events described in Subheading 5 are important for both the
production of IL-2, an essential T-cell growth factor, and for upregulation of the recep-
tor for this important cytokine. Interactions between IL-2 and its receptor then initiate
the signals critical for T-cell proliferation. Studies of the IL-2 receptor and the mol-
ecules with which it interacts have provided important insights into the signal trans-
duction machinery important for the proliferative phase of lymphocyte activation (17).
These molecular studies have been complemented also with experiments in transformed
cell lines, genetically manipulated mice, and observations made in human patients with
immune dysfunction to provide a more comprehensive understanding of the biology of
IL-2 receptor-mediated T-cell growth.
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Similar to the TCR, the IL-2 receptor is comprised of a multimeric complex that
lacks intrinsic enzymatic function. For IL-2 to bind to T-cells with high affinity, three
molecules, receptor , , and chains, must all be expressed. Interestingly, the chain
of the IL-2 receptor participates in signal transduction as a component of other cytokine
receptors and hence has been designated the “common” chain. When IL-2 engages
this tripartite receptor, conformational changes occur, allowing the receptor to activate
members of another PTK family, the Janus kinases (JAKs) (Fig. 4). JAK activity results
in the phosphorylation of a spectrum of substrates including members of the signal
transducers and activators of transcription (STAT) family. Phosphorylated STAT mol-
ecules dimerize and enter the nucleus, where they participate in transcriptional activa-
tion of new genes. Although this pathway describes the most direct connection between
IL-2 and the nucleus, IL-2 receptor engagement also stimulates other signaling cas-
cades that modulate the ability of the cell to respond appropriately to its environment.

Mutations in any of the signaling components of the IL-2 receptor pathway lead to
dysregulation of T-cell function. This has been studied successfully using cell lines,
mutant mice, and cells from patients suffering from severe combined immunodefi-
ciency (SCID). Improved understanding of the signaling pathways initiated by engage-
ment of the IL-2 receptor has enabled precise identification of the molecular defect in
many patients with SCID. One immediate benefit of this knowledge is the ability to
provide genetic counseling to families with carriers of inherited disorders. Longer-
range benefits will involve development of specific therapeutic interventions based on
the knowledge of the molecular and biochemical defects causal for these devastating
diseases.

In addition to making use of shared receptor elements such as the common  chain,
other members of the cytokine family also make use of similar signal transduction
molecules. Thus, as shown in Fig. 4, although interleukin 12 binds to a different cell-
surface receptor than does IL-2, it makes use of similar biochemical pathways to ini-
tiate cellular activation (18). The precise downstream events elicited by engagement of
various activating receptors on the T-cell surface thus requires a complex integration
of proximal and distal biochemical signals mediated both by enzymes and a large spec-
trum of adapter proteins.

7. TCR-Mediated Signaling Also Primes Cells for Apoptosis

Clonal expansion and development of effector function of antigen-specific T-lym-
phocytes are both required for the appropriate host response to an antigenic challenge.
However, once this challenge has been met, the expanded population of activated
T-cells must be disposed of to preserve homeostasis of the immune cell compartment
and limit potential autoreactivity. Recently, it has become clear that elimination of this
expanded population of cells occurs via programmed cell death (apoptosis) and that the
death machinery is primed by signals initiated by TCR engagement through a process
known as activation-induced cell death (AICD) (19).

Insight into molecular mechanisms of AICD and the contribution of TCR-generated
signals has again come from studies of wild-type and mutant cell lines, mutant murine
strains, and humans afflicted with immune system disorders. Many studies, described
in detail in Chapter 3, have implicated binding of CD95, a member of the tumor necro-
sis family of receptors, as a required step in AICD. CD95 expression on T-lympho-
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cytes is upregulated following TCR engagement. Interestingly, the protein that acti-
vates CD95 (CD95 ligand) is also upregulated following stimulation of the TCR. Recent
studies from numerous laboratories indicate that the signal transduction events initi-
ated by TCR ligation, which are critical for upregulation of the CD95 ligand, are very
similar to those important for transcriptional activation of cytokine genes, such as IL-2
(20). Thus, it has become clear that when the TCR is bound, the molecules that pro-
mote activation and apoptosis are upregulated simultaneously.

Determination of the fate of an individual T-cell depends on the presence or absence
of costimulatory signals delivered via receptors such as CD28. These signaling events
result in expression of antiapoptotic proteins that function to interdict the default death
pathway. Coreceptors such as CD28 are engaged only if the antigenic challenge is
presented to the T-cell in the context of an antigen-presenting cell expressing the cor-
rect peptide fragment within the major histocompatibility complex groove. Thus, a
T-cell whose TCR is triggered inappropriately will be signaled to die, as antiapoptotic
signals are not delivered. Additionally, this system ensures that once the inciting anti-
genic challenge has been met and costimulatory signals are gone, protective proteins
will no longer be produced, allowing the default apoptotic pathway to proceed.

Understanding of the role of CD95 and its ligand in directing AICD has been
enhanced by the intensive study of two strains of mice with spontaneous mutations in
genes in the AICD pathway. These strains, termed lpr and gld, were long known to
exhibit profound disorders in immune cell regulation with severe lymphoproliferation
and many features of autoimmunity. Elegant studies suggested that the gld mutation is
the result of the ligand for the receptor that is abnormal in the lpr mouse. Subsequent
work demonstrated that the lpr mutation resides within the CD95 gene and the gld
mutation is within the CD95 ligand (21). These studies suggesting a critical role for
CD95 and the CD95 ligand as regulators of immune system homeostasis in vivo have
been bolstered recently by the identification of mutations responsible for the human
autoimmune lymphoproliferative syndrome (ALPS; also known as the Canale–Smith
syndrome). This rare disorder is characterized by massive lymphoproliferation and
evidence for multiorgan autoimmune phenomena (22). A number of patients who have
been studied harbor mutations in one of their two CD95 alleles. Further studies of the
protein product of the mutant CD95 gene isolated from many of these individuals indi-
cates that when expressed in a cell-line model, these proteins exert a dominant interfer-
ing effect on CD95-mediated apoptosis by inhibiting the ability of CD95 to stimulate
signals necessary for apoptosis (Fig. 5). Although these findings suggest that muta-
tions within CD95 play at least one role in the development of the ALPS syndrome, it
is also clear that obligate carriers of the mutant CD95 alleles often have no evidence for
clinical disease. Thus, a complete understanding of the immune dysfunction associated
with the ALPS syndrome will require elucidation of other factors, likely both genetic
and environmental, which affect the phenotypic expression of mutant CD95 alleles.

8. Summary

Studies of the biology of signal transduction in the immune system have made us
aware of numerous proteins that play critical roles in the regulation of immune cell
function. Investigators in many laboratories have applied this knowledge to in vitro
molecular studies, experiments using transformed cell lines, and, more recently, to stud-
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ies of genetically altered mice to determine the physiological importance of various
signaling components in the development, propagation, and termination of immune
responses. Importantly, we are now at the point where data derived from studies of
molecules, cells, and mice can be applied to human disease, because we are beginning
to appreciate the detailed molecular basis of numerous immunologic disorders.
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Adhesion and Costimulatory Molecules

Vassiliki A. Boussiotis, Gordon J. Freeman, and Lee M. Nadler

1. Introduction

For successful immune activation, T-cells require two signals. The first signal con-
fers specificity and is mediated by the T-cell receptor (TCR). The second signal,
costimulation, is delivered by accessory cell-surface molecules expressed on antigen-
presenting cells (APCs). In the absence of costimulation, T-cells enter a state of unre-
sponsiveness termed anergy in vitro and tolerance in vivo (1,2). Anergy reflects the
inability of antigen-specific T-cells stimulated through their antigen receptor to mount
a secondary antigen-specific response on rechallenge. Tolerance is the identical
response reflected in the inability of the intact host to mount an effective secondary
antigen-specific response in vivo. Induction of anergy is a dynamic process during
which T-cells remain alive yet unreactive toward antigens. T-cell tolerance is defined
as the inability of an organism to distinguish foreign from self and can be the result of
either deletion or inactivation of the antigen-specific T-cells. Tolerance in the thymus
is largely a result of clonal deletion. However, recent studies have demonstrated that
T-cell inactivation or anergy is a major mechanism of subsequent tolerance in the
peripheral lymphoid tissue.

In recent years, the molecular basis of T-cell trafficking and activation has been
unraveled and the various pathways controlling T-cell activation have been defined. A
cascade of signaling events directs and regulates the trafficking, homing, and activa-
tion of T-lymphocytes after antigenic stimulation. Adhesion receptors include
selectins, integrins, and adhesion molecules of the immunoglobulin gene superfam-
ily. Tissue-specific homing receptors direct the tissue-specific trafficking of T-lym-
phocytes. Costimulatory molecules deliver accessory signals for complete T-cell
activation to occur.

2. APC: T-Cell Interactions

Antigen-specific T-cell activation requires interaction of the T-cell with specialized
APC. Depending on the microenvironment in which the immune response is initiated,
distinct populations of cells serve as APCs (3). For example, in the peripheral blood,
dendritic cells, activated B-cells, and monocytes can present antigen, whereas in skin,
keratinocytes and Langherhans cells serve this function. Because the major function of
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peripheral blood dendritic cells, activated B-cells, and activated macrophages is to pro-
cess and present antigen, such cells are termed professional APCs (4–6). Other cells
(e.g., endothelial cells) can also present antigen under certain conditions (7).

To induce an antigen-specific immune response, T-cells must receive signals deliv-
ered by APCs. T-cell–APC interactions can be divided into three stages (Fig. 1) (1)
cellular adhesion, (2) TCR recognition of antigen, and (3) costimulation (8–10). Figure 1
summarizes the known cell interaction molecules responsible for progression from one
stage to another. In a process termed adhesion, APCs and T cells randomly interact
both in circulation and in lymphoid tissues via cell surface ligands and their receptors.
These ligands and receptors, referred to as adhesion molecules, may be relatively lin-
eage restricted (e.g., LFA-3 on APC and its receptor CD2 on T-cells) or they may be
bidirectional (e.g., ICAM-1 on APC can bind its receptor LFA-1 on T-cells and ICAM-1
on T-cells can bind LFA-1 on APCs). Adhesion appears to be critical for the initiation
of T-cell activation because blockade of one or more of the adhesion receptor : ligand
pairs completely inhibits a primary immune response. Progression to the next stage,
termed antigen recognition, occurs if the APC can process, transport, and present suf-
ficient quantity of the specific peptide antigen in the context of the major histocompat-
ibility complex (MHC). Antigen–MHC will then be recognized by the T-cell via the
TCR. Depending on the nature and source of the peptide antigen, endogenous peptides
(e.g., derived from intracellular proteins) are generally presented to T-cells coupled to
MHC class I (HLA-A, B, or C) cell-surface molecules, whereas exogenous processed

Fig. 1. Receptor ligand pais mediate interactions between activated T cells and APCs. Inhi-
bition of each type of interaction results in an abortive immune response through a different
mechanism.
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peptide antigens (e.g., derived from circulating proteins) are generally presented
coupled to MHC class II (HLA-DR, DP, or DQ) cell-surface molecules. Although there
is a common TCR/CD3 complex, specific associated recognition structures on T-cells
are necessary to interact with the APC class I or class II MHC. Antigens coupled to
class I MHC molecules are recognized by TCR/CD3 in the context of an associated
CD8 molecule, whereas recognition of antigens coupled to class II requires CD4. This
antigen-specific, MHC-restricted interaction initiates a number of complex signaling
events. Following ligation of TCR by antigen–MHC, T-cells are competent to respond
to a number of potential accessory signals, termed costimulation. Costimulatory mol-
ecules provide T-cells with additional signals that reduce the threshold above which
the TCR signals can initiate T-cell activation and enhance TCR-induced proliferation.
Costimulation by some ligands results in cytokine production that can only be detected
at the mRNA level, whereas other costimulatory ligands are capable of inducing sig-
nificant secretion and accumulation of cytokines.

Each one of these stages of APC–T-cell interactions may be a target of intervention
for the modification of the immune response (11). Figure 1 depicts the known interac-
tions between an APC and an antigen specific T-cell and proposes several stages where
intervention might result in inhibition of the immune response. It is possible to block
either adhesion, TCR signaling, or costimulation. Although each maneuver results in
inhibition of T-cell proliferation, the resulting capacity of T-cells to respond to antigen
on rechallenge differs significantly. Inhibition of one or more critical adhesion interac-
tions, either by blocking the adhesion ligand or its receptor, completely abrogates the
ability of T-cells to receive a signal via their antigen or costimulatory receptor and,
therefore, the immune response is totally inhibited. In fact, a blockade of adhesion
completely prevents the recognition of antigen. Therefore, these T-cells respond on
rechallenge as if they had never before encountered the antigen (i.e., they behave like
T cells mounting a primary immune response). Similarly, if adhesion is intact but TCR
signaling is prevented, no antigen recognition or proliferation occurs, and rechallenge
with antigen after removal of TCR signaling blockade results in a primary type of
response. Thus, the functional outcome of blockade of adhesion or TCR recognition is
immunosuppression. If these T-cells are withdrawn from such inhibitory conditions,
they are again capable of responding to the initial specific antigen. However, if the
blockade is at the level of the B7 : CD28 costimulatory pathway, then the outcome is
quite different. Under these conditions, T-cells enter a state of long-term antigen-spe-
cific unresponsiveness and are incapable of responding on rechallenge with antigen. In
summary, a blockade of adhesion or TCR signaling results in immunosuppression,
whereas a blockade of costimulation results in anergy.

3. Two-Signal Model for T-Cell Activation

In both murine and human systems, ligation of TCR by antigen induces a number of
molecular and biochemical events in the T-cell (12). This TCR-mediated signal, also
termed signal 1, is both antigen-specific and MHC restricted, yet fails to induce prolif-
eration and effector function. Therefore, although signaling through the TCR is neces-
sary, it is not sufficient to induce antigen specific T cell activation and cytokine
secretion. Most importantly, engagement of TCR by antigen alone not only fails to
induce an immune response but also results in a state of antigen-specific unresponsive-
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ness termed anergy (1,2). Anergic T cells are incapable of activating transcription of
the IL-2 gene and clonally expanding when restimulated by antigen. In the presence of
signal 1 mediated by the TCR, costimulation (termed signal 2), which is neither anti-
gen-specific nor MHC restricted, is necessary to induce productive immunity. In con-
trast to anergy, productive immunity is characterized by secretion of cytokines, clonal
expansion, and generation of effector function of T-cells. The critical nature of this
second costimulatory signal in the two-signal model was originally proposed by
Bretscher and Cohn (13), later extended by Jenkins and Schwartz, and more recently
confirmed in multiple in vitro and in vivo experimental models.

Because the efficient activation of naive T-cells requires the amplification of the
TCR signal, an important challenge exists in the elucidation of the mechanisms
involved in the initiation of the signals leading to sustained T-cell activation. In fact, it
is largely unknown whether the amplification of the TCR signal occurs at a membrane-
proximal level as the result of the mobilization and engagement of sufficient “signaling
receptors” or in contrast if it occurs as a more downstream event resulting from the
integration and magnification of distinct signals transduced to the cell nucleus. Recent
studies analyzing the three-dimensional organization at the contact interface during
antigen-specific T cell–APC interactions shed some light on the molecular nature of
these phenomena (14,15). These studies have clearly shown that the activation of
T-cells by APCs induces the formation of segregated clusters of receptors and intracel-
lular proteins, such as TCR/CD3 complexes, LFA-1, talin, PKC , lck, and fyn. The
formation of these supramolecular clusters (SMAC) is a specific and regulated process
initiated by the ligation of the TCR specific to the peptide agonist and seems to be
dependent on the presence of accessory events because the receptor engagement by
itself is not sufficient to form SMAC. Interestingly, the peptide-engaged TCR/CD3
clusters and the LFA-1 clusters were found to the organized into spatially segregated
domains (15). In addition, the accumulation of pairs of both peptide-MHC–TCR and
accessory molecules at the APC–T cell contact sites can efficiently amplify weak TCR
signals. This accumulation is mediated by the movement of cytoskeleton molecules
toward the APC–T cell contact interface, which leads to an increased concentration of
molecules such as the receptor pair ICAM-1–LFA-1 interactions, suggesting that the
amplification of the TCR signals mediated by these accessory molecules may result
from the increased density and engagement of receptor/adhesion-costimulatory mol-
ecules at the cell–cell interfaces (14).

Over the past 5 yr, a significant number of molecules expressed on APCs have been
identified to have a costimulatory function because they can induce T-cells to prolifer-
ate in the presence of a submitogenic TCR signal. Such costimulatory pathways have
gained importance in the regulation of the immune response. A major pathway involved
in the activation of naive T-cells is the ICAM-1 : LFA-1 (CD54 : CD11a-CD18) path-
way. There is increasing evidence that in addition to strengthening the TCR–MHC
ligation via their adhesive properties, ICAM-1 binding to LFA-1 can costimulate
T-cell proliferation (8,16). Moreover, blockade of the ICAM-1 : LFA-1 interplay results
in a significant reduction of T-cell proliferation and interleukin-2 (IL-2) production.
Inhibition of signaling through the ICAM-1 : LFA-1 ligand–receptor pair can prolong
murine allograft survival. Similar to ICAM-1, LFA-3 costimulation can result in a sig-
nificant proliferative response. However, although both can act as costimulators, nei-
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ther ICAM-1 nor LFA-3 induce significant accumulation of IL-2 and are not capable of
preventing the induction of antigen-specific anergy (16).

Another important player in the activation of naive T-cells is the interaction between
CD40 and its ligand CD40L (CD154) (17). CD40L plays a critical role by inducting
and/or upregulating the expression of costimulatory molecules on the APC, which can
then costimulate T-cells more efficiently. In fact, it has been demonstrated that CD40L
binding by CD40 results in the priming and amplification of antigen-specific CD4+
T-cells and in the activation of professional APCs such as dendritic cells, B-cells, and
macrophages. CD40L, a member of the tumor necrosis factor (TNF) family is rapidly
induced after TCR ligation and consequent activation of the TCR/CD3 complex (18).
It has been suggested that the induction of CD40L on T cells is also mediated by the
signal delivered to CD28 by B7-2, which is constitutively expressed at low levels by
professional APCs. Early studies examining the contribution of TCR signals, adhesion,
and costimulation on the expression of CD40L on T cells showed that TCR ligation by
antigen alone is sufficient to induce expression of CD40L. It was also shown that inhi-
bition of CD40–CD40L interactions during antigen recognition results in antigen-spe-
cific unresponsiveness. Moreover, B-cells from CD40-deficient mice induced tolerance
to allogeneic MHC antigens, which was totally prevented in the presence of anti-CD28
mAbs (19,20). These results suggested that CD40–CD40L interactions are critical for
the upregulation of B7 molecules on B-cells that subsequently deliver the costimulatory
signals necessary for T-cell proliferation and differentiation. These observations led to
a model according to which engagement of TCR by antigen induces CD40L expression
on the responding T-cells. Subsequently, expression of CD40L results in engagement
of CD40 on B-cells, causing upregulation of B7-1 and B7-2, which trigger T-cells via
CD28. It has been also suggested that the CD40 pathway can also directly costimulate
T-cells. Therefore, the precise role of the CD40–CD40L interaction in the hierarchy of
stimuli required for T-cell activation is still unclear.

The LFA-3 : CD2 (CD58 : CD2) pair represented the major adhesion interaction for
resting T-cells and it has been suggested that it acts as a costimulator of naive T-cells.
However, some controversy on whether it can induce significant T-cell proliferation
and IL-2 production still exists (21). Additional molecules reported as capable
costimulators of T-cells include the CD70 : CD27 (22), 4-1BBL : 4-1BB(CDw137)
(23), and OX40L : OX40 (CD134) (24) pairs and the HSA (CD24) (25), SLAM-1 (26), and
CD43 (27) molecules. It should be emphasized that soluble molecules such as cytokines
can also regulate T cell activation and modulate the outcome of the TCR engagement by (1)
delivering costimulatory signals and thereby preventing T-cell unresponsiveness (as in
the case of IL-2) (28), (2) inhibiting T cell reactivity (as in the case of tumors growth
factor- [TGF- ]) (29), and (3) deviating the T cell response to specific effector pro-
files (such as the induction of particular cytokine-secretion patterns) (30).

It is noteworthy that the requirements for the activation of primed T-cells are less
restrictive than those of naive T-cells. In fact, the memory antigen-specific and effector
T-cells do not require the costimulatory signal for further activation by APCs (31).
This has important physiologic relevance because it allows the recognition of target
cells expressing the correct agonist peptide–MHC complex even if these cells are not
capable of providing costimulatory signals and thereby allows the T-cells to accom-
plish their effector function.
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4. The B7-1(CD80)/B7-2(CD86) : CD28/CTLA4(CD152) Pathway

Among the costimulatory ligand : receptor pairs, B7–CD28 interaction is both nec-
essary and sufficient to provide the requisite costimulatory signal to induce T-cells to
produce lymphokines and proliferate (32–34). Since the discovery of the B7 mediated
costimulatory pathway 7 yr ago, mounting evidence demonstrates the role of signaling
through this pathway in determining immune reactivity versus anergy. Multiple in vivo
models clearly demonstrate the role of B7 in the generation of autoimmunity (35–37),
tumor immunity (38–42), and allograft rejection (43). Moreover, blockade of the B7 :
CD28 costimulatory pathway has been shown to inhibit humoral immunity (44), graft
rejection (45), graft versus host disease (46), and ameliorate autoimmune disease
(47,48). Therefore, manipulations of this pathway provide great potentials for the
induction or prevention of immunity in a variety of clinical settings.

To date, two members of the B7 family, B7-1 (CD80) (49) and B7-2 (CD86) (33,34),
have been cloned and functionally characterized (Table 1). The genes for both B7 fam-
ily members are located on human chromosome 3q21 and mouse 16B5. B7-1 and B7-2
are type I membrane proteins with an extracellular domain consisting of one Ig-V-like
and one Ig-C-like domain, followed by a transmembrane anchor and a short cytoplas-
mic tail. B7-1 and B7-2 display 27% amino acid identity in their extracellular domain
and even less in other regions. The cytoplasmic domains of B7-1 and B7-2 are mark-
edly different, with the cytoplasmic domain of B7-2 being longer and containing
potential sites for phosphorylation by protein kinase C and casein kinase II. Mature B7-1
has 254 amino acids, is heavily glycosylated with 8 potential sites of glycosylation, and
has a molecular weight of 45–70 kDa. Mature B7-2 has 304 aminoacids, is heavily
glycosylated with 8 potential sites of glycosylation, and has a molecular weight of
60–100 kDa.

B7-1 and B7-2 display a restricted pattern of expression on APCs and, depending on
the type of APC, can be induced by a variety of stimuli (16,50). B7-2 is constitutively
expressed at moderate levels on dendritic cells and peripheral blood monocytes (34).
Interestingly, its expression is not constitutive on lung monocytes (51). On dendritic
cells, both B7-1 and B7-2 are upregulated by GM-CSF or CD40L/CD40 signaling. On
blood monocytes, B7-1 is induced and B7-2 is upregulated by IFN- (16,50). Unlike
monocytes and dendritic cells, all other APCs require stimulation for the induction of
these molecules. Both B7 molecules are induced in B-cells by crosslinking of CD40,

Table 1
Members of B7 : CD28/CTLA4 Family

Chromosomal
Name mol wt (kDa) Ig structure localization

B7-1 (CD80) 55 Single IgV and IgC2 3q13.3-3q21
B7-2 (CD86) 80 Single IgV and IgC2 3q13.3-3q21
CD28 44 Single IgV 2q33-34;36

(monomeric or homodimeric)
CTLA4 (CD152) 44–48 Single IgV 2q33;6

(monomeric or homodimeric)
ICOS 55 ?
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surface Ig, or MHC class II, by bacterial DNA or lipopolysacharide, and their expres-
sion is augmented by IL-1, IL-4, IL-5, TNF- , and TNF- . After B cell activation, B7-2
is more rapidly expressed than B7-1 and all other APCs display the identical sequence.
Memory B-cells constitutively express B7-1 and B7-2 and rapidly upregulate them
further after activation, thereby permitting memory B-cells to more rapidly activate
T-cells. B7-2 but not B7-1 expression is maintained in terminally differentiated B-cells
and myeloma cells. B7-1 and B7-2 are induced in T-cells following activation and are
upregulated by IL-7. Other cells also can express B7, including IFN- -treated fibro-
blasts (B7-1), vascular endothelial cells (B7-2), IFN- -treated astrocytes (B7-2), and
gastric epithelial cells. Adjuvants (e.g., Freund’s adjuvant, Neisserial porins) strongly
induce B7 expression, providing an important mechanism for the stimulation of an
immune response. B7-2 is expressed at sites of inflammation, whereas B7-1 expression
is found when chronic inflammation progresses to tissue damage. B7 expression is
downregulated by IL-10, TGF- , ultraviolet light, and crosslinking of the low-affinity
IgG receptor CD32, by immune complexes. Certain microorganisms, including Leish-
mania donovani and Mycobacterium tuberculosis, inhibit B7 expression. Interestingly
all the factors that downregulate B7 expression are immunosuppressive. Reduction of
B7 costimulatory signals may be, at least in part, a mechanism by which these agents
mediate their immunosuppressive function.

In spite of their structural differences, both B7-1 and B7-2 are counterreceptors
for two molecules, CD28 and CTLA4. CD28 is expressed exclusively on T-lym-
phocytes and plasma cells. In the thymus, it is universally expressed on all
thymocytes that coexpress CD4 and CD8. In the peripheral blood, CD28 is consti-
tutively expressed on 95% of unactivated CD4+ and 50% of unactivated CD8+
human T-cells, and its expression increases following stimulation with either anti-
gen-specific signals mediated via the TCR or by mitogens. In the mouse, CD28 is
expressed on virtually all T-cells. CD28 is the low affinity but major costimulatory
receptor for B7-1 and B7-2 because anti-CD28 Fab completely blocks B7-family-
mediated costimulation.

A second receptor on T-cells for the B7 family members is CTLA4 (52,53), which is
expressed on activated but not resting T-lymphocytes and is the high-affinity receptor
for both B7-1 and B7-2. CTLA4 is an oddly expressed protein. Despite good levels of
mRNA expression in normal activated T cells, little CTLA4 is expressed on the cell
surface, but most is retained within the cell (53–56). CD28 and CTLA4 are also mem-
bers of the immunoglobulin gene superfamily, but unlike B7-1 and B7-2, they have
only a single IgV-like domain. The IgV and IgC domains of B7-1 and B7-2 bind to the
same CDR3 and CDR1 regions on CD28 and CTLA4, but the amino acids critical for
B7-1 or B7-2 binding are different. The CDR3 loop of CD28 and CTLA4 contains the
conserved MYPPPY motif (amino acids 99–104), which is the most critical for both
B7-1 and B7-2 binding (57). Although there is limited conservation between the cyto-
plasmic domains of CD28 and CTLA4, the cytoplasmic domain of CTLA4 displays
100% phylogenetic conservation among human, mouse, and chicken, suggesting a con-
served signaling function. Moreover, although the conservation between human and
mouse B7-1 is 45% and B7-2 is 50%, the B7 : CD28/CTLA4 pathway can function
across species (human, mouse, chicken), suggesting that the ligand-binding site is
highly conserved.
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A third member of the CD28/CTLA4 family has very recently been identified. In
contrast to CD28, this molecule is not constitutively expressed on human (58) or
murine (Freeman et al., unpublished results) T-lymphocytes but is induced only after
activation and is therefore called an inducible costimulator (ICOS). ICOS is a type I
transmembrane protein that shares 24% identity with CD28 and 39% identity with
CTLA4. The cytoplasmic tail of ICOS has a close resemblance with that of CD28 and
CTLA4, but the MYPPPY motif required for binding of CD28 and CTLA4 to their
counterreceptors B7-1 and B7-2 is not conserved. Therefore, neither B7-1 nor B7-2 are
counterreceptors of ICOS, suggesting that additional members of this family of ligand–
receptor pairs are to be identified. ICOS enhances T cell proliferative responses to
foreign antigen, upregulates adhesion molecules, and induces effective antibody secre-
tion by B cells. Importantly, in contrast to CD28-mediated costimulation, ICOS does
not induce IL-2 secretion but, instead, upregulates secretion of IL-4 and IL-10 (58).

5. Signaling Via the B7-1(CD80)/B7-2(CD86) : CD28/CTLA4(CD152) Pathway
and Its Functional Outcome on T-Cells

Initiation of T-cell immune response through the TCR complex is mediated by a
complex biochemical cascade initiated by phosphorylation of the TCR complex sub-
units, activation of proximal protein tyrosine kinases fyn, lck, and ZAP-70, activation
of PLC 1, and hydrolysis of inositol diphosphate to generate inositol triphosphate (IP3)
and diacylglycerol (DG). IP3 results in increase of intracellular Ca2+ levels and activa-
tion of the serine–threonine phosphatase calcineurin, which dephosphorylates the phos-
phorylated cytoplasmic component of nuclear factor of activated T cells (NF-AT),
making it capable of migrating to the nucleus where, with the nuclear fraction of NF-
AT, binds on DNA and initiates transcription. Diacylglycerol (DG) activates protein
kinase C (PKC) and, therefore, TCR stimulation results in a rapid and marked activa-
tion of Ras via both PKC-dependent and PKC-independent mechanisms. Activation of
Ras correlates with transcription of the IL-2 gene, the most typical characteristic of
T-cell activation (Fig. 2).

B7 bound to CD28 or CTLA4 coassociates on the cell surface with MHC–peptide
bound to TCR but engages a distinct signaling pathway. Nevertheless, the TCR, CD28,
and CTLA4 signals are all delivered in close proximity in the activation cap between
T-cells and APCs. Binding of B7 to CD28, in conjunction with a TCR signal, has
multiple effects including stimulation of production of multiple cytokines, including
IL-1, -2, -3, -4, -5, -6, -8, -10, and -13, TNF- , TNF- , GM-CSF, CSF-1, and IFN-
(59). B7/CD28 signaling upregulates expression of growth factor receptors including
the and chains of the IL-2R, and the common chain of the IL-2, -4, -7, -13, and -15
receptors (16,50). B7/CD28 signaling also upregulates chemokines including MIP-1 ,
MIP-1 , and RANTES as well as the chemokine receptor CXCR4. In contrast, B7/CD28
signaling downregulates expression of the chemokine receptors CCR1, CCR2 ,
CCR2 , and CCR5 (60). B7/CD28 interaction stimulates the production of the anti-
apoptotic proteins bcl-xL and bcl-2, leading to enhanced T cell survival (61–63). It also
upregulates telomerase expression, thereby contributing to the capacity for T-cell clonal
expansion. Interestingly, B7/CD28 interaction upregulates the proapoptotic protein bad
(62) and also CTLA4, which has a negative regulatory role on T cell clonal expansion
(55,56). In addition, B7/CD28 interactions stimulate CD40L expression, permitting



Adhesion and Costimulation 95

T-cell help for B-cells. Although some of these proteins can be induced by a strong
TCR signal alone, B7/CD28 signaling increases the speed and greatly augments the
level of their expression. B7/CD28 interaction lowers the threshold for T-cell activa-
tion by approximately two logs of antigen concentration and, therefore, it is most
important for the initiation of immune response mediated by low antigen doses or anti-
gens with weak affinity to the TCR.

B7/CD28 interactions are also critical for the differentiation of precursor CD8 T-cells
into cytolytic effectors via the induction of cytolytic proteins such as granzyme B (64).
Following antigenic stimulation, helper T-cells first upregulate B7 expression on den-
dritic cells via expression of the CD40L/CD40 pathway. The B7+ dendritic cells then
present MHC class I-restricted antigen and B7 to the precursor CTL along with IL-2
produced by helper T-cells, resulting in generation and clonal expansion of antigen-spe-
cific CTL. Following the development of cytolytic effectors, B7 expression is not needed
on the target cell for CTL killing; however, B7 expression on the target augments cytolysis.

The distinct temporal expression and the induction of B7-1 and B7-2 by different
stimulatory signals on APCs suggested that although both bind to CD28, these
costimulatory molecules mediate distinct biological functions. Therefore, it was ini-
tially hypothesized that B7-2 is critical for the initiation of the immune response,
whereas B7-1 is critical for the amplification of the immune response. However, sub-
sequent studies demonstrated more profound differences in the functional outcome of
CD28 ligation by B7-1 and B7-2. It was initially shown that treatment with anti-B7-1
or anti-B7-2 mAbs during immunization with proteolipid protein, which induces
experimental allergic encephalomyelitis, had a distinct effect on the natural history of

Fig. 2. Successful T cell activation in vitro initiates a cascade of biochemical signaling
events that result in transcriptional activation of various genes among which the best studied is
the IL-2 gene.
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the disease, because anti-B7-1 mAb treatment resulted in the generation of effector
cells with a Th2 phenotype that prevented the establishment of the disease or abrogated
already established disease (65). In contrast, anti-B7-2 mAb treatment resulted in the
generation of an effector T-cell population with Th1 phenotype, resulting in increased
disease severity. The effect of in vivo treatment with anti-B7-1 or anti-B7-2 mAbs was
also examined in the non-obese diabetic NOD murine model (66). That study showed
that anti-B7-2 prevented initiation of diabetes, whereas treatment with anti-B7-1 resulted
in an increased incidence and accelerated course of the disease. In an in vitro antigen-
specific system, it was observed that although both B7-1 and B7-2 equivalently
costimulated IL-2 and IFN- production, B7-1 was a more efficient GM-CSF
costimulator, whereas B7-2 was a more efficient IL-4 and TNF- costimulator (67).
Subsequently, it was shown that B7-1 and B7-2 differentially regulated tumor immunity
in various murine models in vivo (42,68) and B7-1 but not B7-2 costimulated CD8+ T-cells
and generated tumor-specific CTLs in vitro (69). The differential regulation of
costimulatory signals on T-cell subpopulations, cytokine secretion, and T-cell subset
differentiation by B7-1 and B7-2, when properly utilized, may influence the natural
history of autoimmune diseases and the success of tumor antigen vaccination in patients.

CTLA4 has a greater than 100-fold higher avidity for B7 than does CD28 but is
expressed only after T-cell activation and at only 2–5% of the level of CD28 cell sur-
face expression (53). Surface CTLA4 is rapidly internalized and most CTLA4 is
sequestered inside the cell (70). In contrast to the stimulatory signal delivered by the
B7–CD28 interaction, the B7–CTLA4 interaction results in a downregulatory signal
(71,72). Crosslinking of CTLA4 results in an active downregulation of TCR and CD28
mediated stimulation, leading to inhibition of IL-2 production and cell-cycle progres-
sion and, potentially, to T-cell death (73–75).

Definitive understanding of the role of CTLA4 came from the study of the CTLA4-
deficient mouse, which showed massive lymphoproliferation and fatal multiorgan tis-
sue destruction (76–78). Therefore CTLA4-mediated downregulation of autoreactive
T-cells appears to be critical for the maintenance of immunologic homeostasis. In these
terms, CTLA4 may function in the periphery to downregulate T-cells following anti-
gen exposure and ensure a balanced immune response, or to delete autoreactive T-cells
that have not been deleted in the thymus. Either of the potential mechanisms of aber-
rant T-cell proliferation in the absence of CTLA4 involves B7 : CD28 mediated activa-
tion, because it is reversed by CTLA4-Ig. The phenotype of the CTLA4-deficient
mouse suggested that triggering CTLA4 could provide a means to regulate activated
T-cells mediating autoimmunity and graft rejection.

The differing avidities of B7 for CD28 and CTLA4 and their highly regulated tem-
poral expression has led to a model in which moderate levels of B7 expressed on APCs
can engage CD28 on resting T-cells and costimulate T-cell activation. Following acti-
vation, the T-cell expresses CTLA4 and CD28, both of which are engaged by B7, but
the positive CD28 response dominates. With repeated activation, CD28 expression
declines while CTLA4 expression increases. As B7 expression on APCs declines to
low levels, all available B7 molecules engage the highly expressed high-affinity recep-
tor CTLA4, leading to downregulation of the T cell response.

CD28 signaling engages multiple intracellular pathways via its short, 41 amino acid
long, cytoplasmic tail, containing 4 tyrosines: CD28 crosslinking, by either anti-CD28
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mAbs or B7-1, leads to increased phosphorylation of cellular substrates in activated
T-cells, including the cytoplasmic domain of CD28. CD28 has been shown to be asso-
ciated with p72-ITK/EMT kinase, which is rapidly phosphorylated upon CD28
crosslinking. This may lead to the tyrosine phosphorylation of CD28, recruitment of
phosphoinositide-3 (PI-3) kinase, and tyrosine phosphorylation of other substrates.
However, other studies have shown that CD28 may be primarily phosphorylated by src
family kinases, most notably lck, and that ITK binding is a subsequent event dependent
on the efficiency of src-mediated phosphorylation of CD28. The same study suggested
that PI-3 kinase as well as Grb2/Sos binding to CD28 are also dependent on CD28
phosphorylation by lck. Indeed, several groups have reported that CD28 crosslinking
results in a low but consistent lck activation. The significance of lck activation on the
CD28-mediated downstream events, more specifically IL-2 gene transcription is still
unclear. Stimulation of a lck defective cell line with phorbol ester (PMA) and
ionomycin in the presence or absence of CD28 resulted in IL-2 secretion similar to that
seen in the wild type, suggesting that lck does not play an obligatory role in CD28
downstream signaling. Moreover, although PI-3 kinase binding on phosphorylated
CD28 was initially thought to be of significant importance in CD28 signaling, exten-
sive studies with site-directed mutagenesis have recently shown that PI-3 kinase bind-
ing on CD28 is not necessary for CD28-mediated IL-2 secretion. It was recently shown
that in the presence of a TCR-mediated signal, CD28 ligation by either B7-1 or B7-2
results in activation of tyrosine phosphorylation of TCR and cytoplasmic proteins and
association of TCR with lck and ZAP-70. These biochemical events are critical for the
functional outcome of a productive immune response. This observation suggested that
although the downstream pathways of TCR and CD28 are distinct, CD28 crosslinking,
independent of its downstream events, modifies the initial TCR signal. Therefore,
CD28-mediated lck activation may not have a functional role on CD28 downstream
signaling, but rather may be important for the initiation of a successful TCR signal.

To date, the molecular and biochemical basis of the differences between B7-1 and
B7-2 induced costimulatory signals remains unexplained. B7-1 and B7-2 have the same
low affinity for CD28 and high affinity for CTLA4. However, it has been reported that
B7-2 binding to CTLA4 displays more rapid dissociation kinetics than B7-1 and that
B7-1 and B7-2 utilize different binding determinants of the CTLA4 molecule. More
recently it was also shown that the Ig-V domain of B7-2 but not of B7-1 was necessary
and sufficient for CTLA4 binding, suggesting that B7-1 and B7-2 may be differentially
recognized by their receptors on T-cells. Therefore, a possible explanation for the dif-
ferences between B7-1 and B7-2 costimulation can be that CD28 engages distinct
downstream pathways upon ligation by B7-1 or B7-2, resulting in distinct functional
outcomes. Similar observations that differential ligation of the same receptor may lead
to activation of distinct pathways and functional outcomes have been reported for the
TNF receptor and even for TCR.

Although very intensely studied, the mechanism by which CD28 signaling mediates
cytokine gene expression still remains under debate. Most investigators agree that
CD28 signaling results in inhibition of the degradation of mRNA of multiple cytokines.
It has been shown that CD28 results in increased IL-2 gene transcription and that a
CD28-specific NF- B-like transcription factor (CD28RC) is involved. A more recent
analysis demonstrated a role of the CD28 signal transduction pathway in the activation
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of Jun kinase, which phosphorylates Jun, a component of the AP-1 transcription factor
known to bind to several target sequences in the 5' IL-2 gene enhancer. Although MAP
kinases ERK1 and ERK2 can be fully activated by TCR stimulation alone, full activa-
tion of mitogen activated protein (MAP) kinases that phosphorylate the Jun activation
domain JNK1 and JNK2 require both TCR and CD28 signals, suggesting that integra-
tion of the signals that lead to optimal T cell activation occurs at the level of JNK
activation (16,50).

In contrast to CD28 mediated signaling, much less is known about the signaling
pathway mediated via CTLA4. PI-3 kinase binding at the relevant site of CTLA4 cyto-
plasmic tail has been reported, but the significance of this observation still remains
unclear. Importantly, CTLA4 constitutively associates with the protein tyrosine phos-
phatase syp (and alternative spliced form of SHP-2). Therefore, the downregulatory
signal initiated by CTLA4 appears to involve dephosphorylation of substrates and
adapter molecules critical for T-cell activation, including TCR , SHC, and ZAP-70
(79). However, it is still unclear how binding of the natural ligands B7-1 or B7-2 on
CTLA4 activates the CTLA4-associated phosphatase and results in dephosphorylation
of the relevant substrates.

6. The Role of CD28 in the Prevention of Anergy
and the Initiation of Productive Immune Response

B7-mediated costimulation is sufficient to prevent the induction of anergy in vitro
(80–82). In the absence of B7 costimulation, addition of exogenous IL-2 in the pres-
ence of a TCR-mediated signal can prevent the induction of the anergic state (81–83).
This effect appears to be mediated via the common gamma ( c) chain of the IL-2 recep-
tor, because several cytokines that signal via the common chain of the IL-2 receptor,
including IL-2, IL-4, IL-7, and IL-15, or c crosslinking, can also prevent the induction
of T-cell anergy (28).

The role of B7 costimulation in the initiation of a productive immune response was
examined by analyzing the proximal biochemical events associated with TCR during
the induction of anergy and its prevention by B7-mediated costimulation (84). These
studies showed that during the induction of either anergy or productive immunity, pro-
tein tyrosine phosphorylation is activated, but distinct patterns are observed. During
the induction of anergy, CD3 is not phosphorylated, whereas TCR is only partially
phosphorylated and associated with the protein tyrosine kinase fyn but not lck or
ZAP-70. In contrast, the induction of productive immunity in the presence of B7-medi-
ated costimulation results in phosphorylation of CD3 and hyperphosphorylation of
TCR chains, both of which are associated with lck and ZAP-70. More importantly,
during the induction of productive immunity, lck becomes associated not only with
TCR but also with CD28. Therefore, an intriguing explanation for the requirement of
simultaneous ligation of TCR and CD28 to induce biochemical events and functional
outcome is that ligation results in coaggregation of these molecules in the T : APC
contact patch so that TCR/CD3 and CD28 become components of a supramolecular
complex. Under these circumstances, lck becomes activated and associates with both
CD28 and TCR, resulting in successful initiation of the TCR-associated downstream
signaling events. The previous observation that both antigen and B7 have to be expressed
on the same APC to induce an optimal response is consistent with this model (81,85).
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7. The Role of CD28 Costimulation in the Maintenance
and Downregulation of the Immune Response

Recent reports have also suggested that another role of CD28 costimulation in the
functional outcome of the immune response is regulating T-cell survival. In the pres-
ence of a TCR signal, CD28 costimulation dramatically upregulates expression of bcl-xL
on T-cells (61). Via heterodimerization with bax, bcl-xL protects against many forms
of cell death, including Fas-mediated apoptosis (86). Both B7-1- and B7-2-mediated
costimulation upregulate comparable amounts of bcl-xL protein that is detectable early
after activation. Although CD28 costimulation does not have a significant effect on
bcl-2 expression, it results in significant IL-2 accumulation, which can subsequently
upregulate bcl-2 expression, providing an additional mechanism for clonal expansion
(62,63). Fas and the Fas ligand are rapidly expressed following stimulation on the sur-
face of the T-cells, but no Fas-mediated apoptosis can be induced at less than 48 h of
activation. Fas-mediated apoptosis at longer time intervals is temporally associated
with downregulation of bcl-xL protein expression and upregulation of bad. Because the
Fas/Fas ligand pathway is the major pathway mediating activation-induced T-cell death
in the periphery, CD28 costimulation can maintain adequate numbers of functional
T-cells to ensure the successful outcome of a productive immune response. Interest-
ingly, T-cells that are not efficiently stimulated via TCR and CD28 are not capable of
undergoing apoptosis via the Fas/Fas ligand pathway (62,87). These observations sug-
gest that in addition to the induction of protective antiapoptotic proteins, the CD28
pathway has an important role in mediating activation-induced cell death by upregulating
apoptotic mechanisms.

In addition, successful T-cell activation in the presence of CD28 costimulation
results in CTLA4 expression, which, as discussed earlier, activates another potent
T-cell downregulatory pathway. It has been previously shown that CD28 pathway
induces sphingomyelin hydrolysis (88) and accumulation of ceramide events associ-
ated with the initiation of apoptotic cell death mediated by either Fas or TNF- recep-
tor (89,90). Therefore, CD28-mediated signals could initiate apoptosis, unless the cells
are capable of preventing it by other mechanisms, as the upregulation of antiapoptotic
proteins. The temporal and tightly controlled expression of these molecules appears to
be important for the initiation, maintenance, and dowregulation of a balanced immune
response and the control of immunologic homeostasis.

8. Induction of Tolerance In Vivo by Interruption of Costimulation

Several in vivo animal experimental models corroborate the apparent significance
of this costimulatory pathway in vivo. The first model demonstrated that the blockade
of the B7 : CD28/CTLA4 pathway resulted in long-lasting tolerance to human
xenoantigen in mice (45). Human pancreatic islet cells were transplanted under the
kidney capsule of artificially induced diabetic mice. Animals were treated with either
CTLA4-Ig or control Ig, and the functional outcome was followed by determining blood
sugar levels. Infusion of CTLA4-Ig resulted in the normal function of the transplanted
human pancreatic islet cells with no histologic evidence of graft rejection. Retrans-
plantation of pancreatic islet cells from the initial donor, not from an unrelated donor,
resulted in prolonged graft survival in all animals that had initially been treated with
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CTLA4-Ig but not in those treated with control Ig, demonstrating that donor-specific
tolerance had developed only in the presence of CTLA4-Ig.

CTLA4-Ig prolonged graft survival in a fully mismatched rat cardiac allograft model
(43). In contrast to the pancreatic islet xenograft system, CTLA4-Ig resulted in prolon-
gation of graft survival, but all allografts were finally rejected. The limited effect of
CTLA4-Ig in this cardiac allograft experimental model might be the result of the pres-
ence of other costimulatory molecules, which might prevent tolerance induction or
reverse the already established state of tolerance. Alternatively, failure of tolerance
induction might be the result of the lack of antigen recognition because of inadequate
antigen-specific stimulation of the host cells, because of the poor APC function of
cardiac tissue. To examine this hypothesis, these investigators modified their treatment
protocol and administered donor-specific transfusions of peripheral blood mononuclear
cells to the host animals prior to the cardiac transplant (91). Subsequently, CTLA4-Ig,
infused at the time of transplant not only resulted in prolongation (often indefinite) of
cardiac allograft survival but also in suppressed or delayed responses to donor-specific
skin grafts, but not to third-party skin transplants. Thus, prior activation of alloantigen-
specific T-cells may render them more susceptible to anergization.

Another in vivo murine model investigated the effect of CTLA4-Ig in bone marrow
transplant (BMT) between mismatched animals. The BMT of donors and recipients
mismatched at both class I and II MHC was undertaken with or without in vivo admin-
istration of CTLA4-Ig (46). CTLA4-Ig treatment consistently reduced the incidence of
lethal graft versus host disease (GVHD) in recipients although most animals had evi-
dence of subclinical disease. Hematopoietic reconstitution was unaffected in animals
under treatment, compared to controls. Later studies from the same group demonstrated
that in vivo infusion of recombinant soluble CTLA4-Ig fusion protein in a model of
GVHD across major histocompatibility barriers resulted in variable improvement of
survival, but not freedom of GVHD, and showed that the in vivo efficacy of CTLA4-Ig
was not regulated by T-cell subsets.

A subsequent study further analyzing the role of B7 blockade in GVHD has used a
combinatorial approach of blocking the B7/CD28 and the ICAM-1/LFA-1 pathways
(92). Because antigen-primed cells might be more susceptible to CD28 : B7 blockade,
the study investigated whether CTLA4-Ig alone, anti-LFA1 antibody alone, or the com-
bination of both added to donor–antihost in vitro primed cells could reduce GVHD. To
facilitate induction of hyporesponsiveness and to block B7 and ICAM-1 ligands that
are upregulated during GVHD, these reagents were also administered to recipients post-
BMT. The results demonstrated that CTLA4-Ig plus anti-LFA-1 antibody was highly
effective in preventing GVHD-induced lethality. For optimal prevention, both CTLA4-Ig
and anti-LFA-1 had to be used in vitro in the context of donor–antihost primed
splenocytes and continued in vivo. This in vitro/in vivo combined approach was asso-
ciated with donor engraftment and recipients were not globally immunosuppressed.

As mentioned earlier, B7 costimulatory molecules can be upregulated upon ligation
of the B-cell molecule CD40 with its receptor, CD40L, which is expressed on activated
T-cells. However, in addition to being interrelated, the CD28 and CD40 pathways also
appear to serve as independent regulators of the T-cell-dependent immune responses
(18). This is further supported by the observation that CTLA4-Ig inhibits T-cell
responses in CD40L-deficient mice and, conversely, anti-CD40L mAb inhibits T-cell
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responses and allograft rejection in CD28-deficient mice. Therefore, recent studies have
investigated whether simultaneous inhibition of CD40–CD40L and B7–CD28 interac-
tions might be the optimal target for the prevention of graft rejection and GVHD.
Simultaneous blockade of CD28 and CD40 pathways resulted in long-term acceptance
of skin and cardiac allografts. Blockade of CD28 and CD40 pathways effectively
aborted T-cell clonal expansion in vivo, which was not the result of clonal deletion.
Instead, these cells were present in vivo, but functionally inactivated. Importantly, con-
sistent with previous in vitro models, the induction of functional inactivation of anti-
gen-specific cells in vivo by blockade of the CD28 and CD40 pathway was inhibited
by CsA. Moreover, blockade of the CD28 and CD40 pathways inhibited the develop-
ment of chronic transplant vasculopathy, which is the main cause of solid-organ trans-
plant failure (93).

Another study examined the effect of inhibition of the CD40/CD40L pathway on the
prevention of GVHD (94). Blockade of the CD40/CD40L costimulatory pathway in
cultures of CD4+ T-cells from B6 mice used as responders with irradiated T-cell-
depleted splenic cells from bm12 mice used as stimulators resulted in host-specific
hyporesponsiveness in vitro. Moreover, infusion of the ex vivo tolerized CD4+T-B6
cells in bm12 resulted in 100% survival with a greater than 30-fold reduction in GVHD
lethality versus infusion with primed-control B6. More importantly, these ex vivo-
tolerized CD4+T-B6 cells, which prevent the induction of GVHD in vivo, have anergy-
specific signaling alterations (95).

9. Induction of Antigen-Specific Tolerance Is an Active Signaling Process

Induction of anergy requires protein kinase activation, calcium mobilization, and
new protein synthesis, because it is sensitive to cyclosporin A and protein synthesis
inhibitors (1). Therefore, induction of anergy is an active biochemical event initiated
following TCR ligation by antigen, which however, does not lead to IL-2 secretion.
Induction of anergy is associated with lack of activation of lck, ZAP-70, Ras, ERK,
JNK, and defective transactivation of the IL-2 enhancer elements AP-1 and NF-AT
(16,96). Therefore, the lack of IL-2 transcription in anergy might result from the
absence of sufficient positive signals or from the activation of distinct anergizing sig-
nals. A novel signaling pathway that results in the active blockade of IL-2 gene tran-
scription in T cell anergy was recently identified (Fig. 3A). Anergic cells have increased
phosphorylation of cbl, which coprecipitates with the protein tyrosine kinase fyn, the
only proximal protein tyrosine kinase that can be activated in the anergic state. Under
these conditions, the adapter protein crkL is associated with phosphorylated cbl and the
guanidine nucleotide-releasing factor C3G, which catalyzes GTP exchange on Rap1, a
small GTP-binding protein of the Ras superfamily, which is a competitor of Ras (97).
Moreover, Rap1-GTP is present in anergic cells. In addition, guanidine nucleotide
exchange on Rap1 is mediated by Epac, a novel guanidine nucleotide releasing factor
activated by cAMP (98), and cAMP is expressed at high levels in anergic cells (95).
The selective efficiency of Rap1 to inhibit IL-2 gene transcription was tested by trans-
fecting recombinant Rap1 cDNA into Jurkat T-cells. Forced expression of even low
levels of Rap1-GTP recapitulated the anergic defect, resulting in the blockade of IL-2
transcription. These results show that activated Rap1 functions as a negative regulator
of IL-2 gene transcription and may be responsible for the active inhibition of IL-2
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Fig. 3. (A) Numerous in vitro studies have shown that in anergic cells many of the critical
signaling events initiated by T cell activation do not occur, whereas other signaling events
predominate. Specifically, anergic cells are incapable of activating lck, ZAP-70, phosphorylat-
ing the and chain of the TCR, activating Ras, JNK and ERK MAP kinases. In contrast, these
cells have increased fyn kinase activity, increased concentration of intracellular Ca++, increased
phosphorylation of cbl, detectable CrkL-C3G complexes and activation of the GTP binding
protein Rap1. (B) Stimulation of T cells via T-cell receptor and costimulatory receptor initiates
activation of both Ras and Rap1-GTP binding proteins among which the Ras mediated signal-
ing pathway predominates.
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transcription in T-cell anergy. In addition, these results suggest that the key determi-
nant of the functional outcome of TCR-initiated signals that control IL-2 gene tran-
scription is the ratio of Ras-GTP to Rap1-GTP (Fig. 3A,B). Increases of Ras-GTP,
which predominates in productive immunity, result in a positive balance and IL-2 tran-
scription (Fig. 3B), whereas predominance of Rap1-GTP, as in the state of anergy,
inhibits IL-2 transcription (Fig. 3A). The ability of Rap1 to block T-cell clonal expan-
sion and antagonize TCR-mediated IL-2 transcription suggests that Rap1 may repre-
sent a potential target of therapeutic approaches for the modification of T-cell immune
responses and the generation of tolerance.
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Transcription Factors

Henry K. Wong

1. Introduction

The plethora of clinical abnormalities seen in rheumatic diseases presents an enor-
mous challenge when one tries to decipher the underlying pathogenetic mechanism of
these complex diseases. We know that an imbalance in the immune system is central to
the clinical manifestations, as it is the immune products or by-products of cells of the
immune system that contribute to the clinical presentation. To gain an understanding in
the pathogenesis of rheumatic diseases, an appreciation of the basic mechanism in nor-
mal cellular and molecular physiology is essential.

Progress in rheumatic diseases at the molecular level has been advanced so far by
identifying potential pathogenic immune cells via molecular markers. This approach
has led to improvement in specificity and sensitivity in diagnosis, as certain diseases
show repeatable cytokine and autoantibody abnormalities. The complexity of the
immune system, where regulation is dependent on concerted interaction from multiple
different cell groups whose precise orchestrated effort is required for harmonious nor-
mal function, has, nevertheless, challenged research in autoimmune diseases. There
are multiple external and internal causes that may impact and lead to an imbalance in
the coordination of these players of the immune system. For example, when one cell
type loses the music, so to speak, the symphony becomes a cacophony, much like mani-
festations in the clinical disease.

The dysregulation in different autoimmune diseases has been characterized most
extensively at the cellular level. There has been significant progress on the cytokine
abnormalities in autoimmune diseases, which affect cells at the level of cell–cell inter-
action (1). However, a biochemical analysis can be undertaken to focus on the regula-
tory mechanisms at the intracellular level to understand the basis for the abnormal
expression of cytokines and other gene products that are aberrantly expressed in
inflammatory disease (2). The study of gene regulation in rheumatic diseases will likely
lead to a better understanding of the pathogenesis.

It is becoming evident that numerous cytokines are increased in chronic inflamma-
tory diseases. Some of the lymphokines are expressed systemically in a variety of tis-
sues and some are localized to the tissue with the pathology (3). In rheumatoid arthritis
(RA), there is an increase in pro-inflammatory cytokines such as tumor necrosis factor-
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(TNF- ), interleukin-1 (IL-1), IL-6, granulocyte macrophage colony stimulating fac-
tor (GM-CSF), and IL-8. In addition, inhibitory cytokines IL-12 and IL-10 are also
expressed in the synovial spaces, the significance of the imbalance remains an intense
area of study. In systemic lupus erythematosus (SLE), there is abnormal lymphokine
expression with decreased levels of IL-2 and interferon- (IFN- ), and increased levels
of IL-10 and IL-6.

Cytokines play a role in the perpetuation and propagation of chronic inflammation
seen in rheumatic diseases. The profile of inflammatory mediators may differ among
the different rheumatic diseases, but some common cytokines seem to be the conver-
gent end point of inflammation leading to clinical abnormalities. Inflammation has
been characterized by the profound increase in TNF-  and IL-1.

These cytokines are normally regulated by inducible expression in the immune
response to infection and tissue injury. When expression is unregulated, disease devel-
ops. In chronic inflammation, the level of these cytokines become unbalanced in the
location and the type of cells that produce these cytokines. Diseases with aberrant
cytokine production include rheumatoid arthritis, inflammatory bowel disease, sys-
temic lupus erythematosus, atopic dermatitis, and scleroderma.

As cytokine expression is under strict regulation to act in specific roles on immedi-
ate demand rather than constitutive expression, the level of cytokines is precisely regu-
lated by new mRNA synthesis at the level of transcription. The signal for new synthesis
is regulated by molecular switches that bring about the rapid assembly of an active
complex at the promoter, the regulatory region of genes. In the nucleus, protein
complexes are rapidly assembled at the promoter of cytokine genes that alter the
response of the cell and propagate activities that lead to controlled immune responses.
As there is aberrant expression of cytokines in autoimmune diseases, the factors that
regulate the expression of cytokines may potentially be abnormal by either being
decreased, increased, or modified. Understanding the regulation of these transcription
factors in rheumatic diseases will shed light on the pathogenesis of these autoimmune
diseases.

2. Overview of Transcription

Appropriate regulation of gene expression depends on the precise interpretation of
signals encrypted within the nucleotide sequences of the DNA molecule by cellular
machinery. Normally, DNA is a double-stranded structure that is highly organized into
a compacted state in chromosomes by nuclear histone and nonhistone protein. The
DNA is arranged into different levels of chromatin structure that is dependent on non-
histone proteins. To gain access to DNA, the complex levels of organization must be
simplified by modification of the histones and their associated proteins. At present, we
are only beginning to unravel the regulation of chromatin structure and the relationship
to gene expression. An important activity in the regulation of chromatin function is the
ability to modify histone proteins by acetylation and deacetylation (4,5).

The process by which mRNA is synthesized from DNA is called transcription. The
information in the DNA sequence is deciphered and transcribed onto RNA when the
DNA molecule is in the single-stranded form. The DNA strand that has the comple-
mentary sequence to the mRNA is the strand that is read by RNA polymerase. Each
strand of DNA molecule has a polarity based on the relationship of the linkage of
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one nucleoside to another through the 3' and 5' carbon molecules of the ribose moiety.
One often refers to a position relative to a particular nucleotide that is on the 5' side of
the ribose ring as upstream and the 3' side as downstream by convention. In describing
genes on DNA, the reference sequence is that of the mRNA.

The control of mRNA synthesis is highly regulated and determined by specific sig-
nals in the region of the gene that is 5' to the region that encodes the start of the mRNA
(reviewed in refs. 6 and 7). This control region is called the promoter and it is divided
into the proximal region and the distal region. The aspect in gene regulation where we
have the best understanding is concerning regulatory processes at the sequence level.
Dissection at the molecular level has revealed that discrete regions of DNA are sepa-
rated into segments that have specific functions. The upstream promoter regulatory
region is comprised of two regions, the enhancer and the proximal promoter region.
This regulatory region resides at the 5' side of the gene and does not encode the protein.
The region that is synthesized into RNA is located 3' to the promoter. The RNA pro-
duced in the nucleus, nascent heteronuclear RNA, contains both sequences that are
necessary for encoding the protein (exons) and also for regions that do not encode
protein (introns). To produce the mature mRNA, the nascent RNA undergoes process-
ing by splicing, where the noncoding sequences are cut out to produce the final mRNA.

The regulation of mRNA production can be divided temporally and biochemically
into two phases: initiation and elongation. The initiation is the phase that is rate limit-
ing and controls the quantity of mRNA that is produced. Initiation requires the orderly
assembly of a large macromolecular complex composed of protein factors that recog-
nize the promoter region followed by the recruitment of the RNA polymerase II enzyme
to begin the synthesis of RNA. The first step requires that sequence-specific protein
factors bind DNA in the promoter region; these proteins are called transcription fac-
tors. Each promoter has recognition sites for different transcription factors and it is the
composite of protein factors at the promoter that, in essence, is the language that inter-
prets when the gene is expressed. Each gene, therefore, has a set of sequences that is
programmed to be active in certain cells where the transcription factors are present to
direct transcription. In regard to the expression of a gene, not all sequences that bind a
transcription factor must be occupied and the level of transcription reflects the identity
of the sequences and the number of sites occupied in the promoter region.

When the sequence-specific transcription factors assemble appropriately on the
DNA, additional second-order general transcription factors are then recruited to form
the functional preinitiation complex (8). The formation of this complex depends on
protein–protein recognition mediated by the transactivation domain of transcription
factors, which is needed to catalyze the association of the general enzymatic transcrip-
tion machinery, RNA polymerase II complex, to form at the promoter to initiate syn-
thesis of RNA. A diagram of the promoter is illustrated in Fig. 1. Present in most RNA
pol II promoters is characteristic nucleotide sequence motif, 5'-TATA-3', located
approximately 30 nucleotides upstream (i.e., the 5' side) of the mRNA initiation site. A
general transcription factor called the TATA binding factor recognizes this sequence
and is essential for proper positioning and initiation. Additional general transcription
factors are then assembled in an orderly manner—TFIID, TFIIB, TFIIF, followed by
TFIIE and TFIIH (reviewed in ref. 9)—before RNA polymerase II enzyme enters the
macromolecular complex to begin RNA synthesis.
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From molecular studies based on genetic engineering to create artificial reporter
genes that contain promoters that have been systematically mutated, specific sequences
in the promoter that are required for gene expression have been defined. Through the
use of transfection studies, a method to introduce the reporter gene DNA into cells, it
was determined that only promoters with the proper arrangement of sequences were
functional in a particular cell type or in response to a particular stimulus. This sug-
gested that specific proteins recognized the specific sequences in DNA. Having identi-
fied specific DNA sequences that are involved in the regulation of gene expression, a
search was then undertaken to isolate proteins that recognized and bound to these
sequences to gain an understanding of how gene expression is regulated. Biochemical
affinity approaches were utilized to purify such DNA-binding proteins to study their
role in transcription. When the regulation of these DNA-binding proteins was ana-
lyzed, it was found that the function of these proteins was controlled at the level of
transcription and posttranslation through modification. Some of these transcription fac-
tors are expressed constitutively and some are expressed in an inducible manner. In
general, these transcription factors provide a means for the transduction of extracellu-
lar signals to the nucleus that initiate a new program of gene products to permanently
alter cell phenotype. From studies of the promoters of different genes, specific expres-

Fig. 1. Diagram of the promoter complex. Typical protein components that assemble at the
promoter is shown. The distal promoter contains enhancer sequences, which is recognized by
transcription factors that are characterized by their ability to function independent of orientation
and position. The proximal promoter contains recognition sequences for transcription factors (e.g.,
c-fos and c-jun, which makes up AP-1). The orientation and location of these sequences is
crucial for the function of AP-1 in the proximal promoter. These factors once situated on DNA
then recruit subsequent general transcription proteins to the promoter. The gray circle repre-
sents RNA pol II and interacts with the general transcription factors TFIID, TFIIF, and others.
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sion of genes have been determined to be regulated through the upstream sequences of
the promoters, with the TATA region providing general function for alignment of the
RNA polymerase.

The upstream promoter region contains nucleotide sequences that are necessary for
specific control of gene expression. The number and the types of sequences present in
the promoter are numerous and serves as a code that must be deciphered by the pres-
ence of a specific set of transcription factors required for regulating initiation of gene
expression. In each promoter, two types of sequences can be identified. There are those
that can be found in genes of different tissues. These may serve a general function for
basal expression or may serve to coordinate responses in different tissues in response
to a common signal. On the other hand, in certain tissues, a recurrent active sequence
motif can be identified that are restricted to that tissue type; these are called enhancers
because these sequences are responsible for tissue-specific gene expression. (Table 1).
The proper combination of transcription factors at the promoter is essential for full-
level expression of the gene. In the immune system, there are sequence-specific tran-
scription factors that function in inducible expression of genes, such as cytokine and
other genes involved in an inflammatory response. Thus, one view of the promoter is
the presence of modular sequences that, in combination, provides the specificity for
tissue-specific and temporal regulation. The unique arrangement of protein factors that
assemble at the promoter direct the level of gene expression.

Transcription factors are DNA-binding proteins that serve as the interface between
the RNA polymerase enzyme and the DNA sequence. When the amino acid sequence
of these factors are compared, these factors show distinct structural features that iden-
tify them as DNA-binding proteins. From amino acid sequence analysis of many tran-
scription factors, recurring motifs in amino acid sequence hint at an important structural
feature. The modular structure of transcription factors suggests that each domain has
an unique function. There are protein domains for DNA binding, transactivation, ligand
binding, as in the steroid family of hormone receptors; the protein interaction domain
such as the leucine zipper and other domains are summarized in Table 2. When these
different domains are combined, the functional transcription factor is formed.

3. Transcription Factors Affecting the Immune System
and Inflammation: NF- B, AP-1, NF-AT, STAT, nur77

To determine which factors may be involved in inflammatory diseases, one can
examine the transcription factors that regulate products of inflammation and determine

Table 1
Common Nucleotide Sequence Motifs in Transcription Regulation

TRE 5'-TGACGTCA-3' AP-1
CAAT 5'-GGNCAATCT-3' Oct-1

B 5'-GGGACTTTCC-3' NF- B
CRE 5'-TGACTCA-3' CREB
ARE 5'-AGGAAAATTTGTTTCA-3' NF-AT
CCAAT 5'-CCAATT-3' NF-IL6,C/EBP
GRE 5'-GGTACAnnnTGTTCT-3' Glucocorticoid receptor
Sp-1 5'-GGGCGGNN-3' Sp-1 factor
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whether these are abnormal in inflammatory diseases. These transcription factors bind-
ing sites are prominent in the promoters of gene products of inflammation such as
cytokines, cell-surface molecules. These are the first genes that are turned on in
response to extracellular stimuli to increase the state of the cell to an activated state.
Therefore, the activity of these protein factors need to be tightly regulated and any loss
of control would lead to abnormal behavior that could change the balance of the
immune system. Transcription factors that act rapidly to initiate changes in the pattern
of gene expression to respond to foreign agents have common properties. There are
several families that have been identified whose regulation is complex and intricate.
The members of these families share many features, from structural similarities and,
not least of all, their ability to recognize a particular nucleotide sequence. The families
to be discussed are the nuclear factor B (NF- B), AP-1, STAT, nuclear factor of
activated T-cells (NFAT), and Nur77. These are usually present in the preformed state
and does not require new protein synthesis to become active, except for AP-1 and Nur77.

In a normal immune response to pathogens, the function of these transcription fac-
tors are essential in initiating changes that allow cells to respond appropriately. If the
regulation of these transcription factors were to become abnormal, major effects on the
immune homeostasis will become evident. Whether the abnormality of transcription
factors is primary or secondary, the identification of this abnormality may be the initial
step in defining the underlying pathogenic mechanism for the protean manifestation of
immune dysfunction in autoimmune diseases.

These transcription factors will be discussed separately, as distinct mechanism are
involved in the regulation of each of the respective transcription factor. The role of
these factors in inflammation has been well studied and their relation to rheumatic
disease remain a nascent area of analysis; nevertheless, from careful analysis of these
regulatory factors, insight into the pathogenesis of inflammatory autoimmune diseases
will become more apparent.

3.1. Nuclear Factor B

Nuclear factor B (NF- B) was first identified 10 yr ago by Sen and Baltimore in a
search for DNA-binding proteins that recognize the kappa enhancer, composed of the
core decanucleotide sequence 5'-GGGACTTTCC-3', in the immunoglobulin light-
chain promoter (10,11). The original proteins have since been purified from B-cells,
sequenced, and found to be expressed in almost all cells. In addition, it is now known
that a family of proteins, with each member encoded from a distinct gene, comprise the

B binding activity. Five genetically unique NF- B genes have been identified and

Table 2
Structural Motifs in Transcription Factor

Rel proteins: NF- B, NF-AT
Helix–loop–helix proteins: Myc, MyoD
Leucine zipper proteins: Creb, ATF, Fos, Jun
Homeodomain proteins: Oct-1, Oct-2, Pax family, Hox family
Zinc-finger proteins: Nur77, Egr 1, Krox, GATA family, steroid hormone receptor superfamily
Helix–turn–helix proteins: c-Myb, Ets
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these share similarities by amino acid sequence in a 300 amino acid region termed the
rel homology domain. The rel domain was initially identified in drosophila proteins rel
and dorsal (12). The B proteins act as a rapid nuclear genetic signal transducer. The
mechanism and activity is so fundamental and ancient that a homologous rel function
has been present in living organisms for millions of years, as similar proteins have been
identified in fruit flies (dorsal and rel), which binds DNA. In mammals, the NF- B-
related molecules comprise a class of transcription factors involved in ubiquitous regu-
lation of gene expression in the immune system. NF- B signaling is now known to
participate in the initiation of new genetic programs in response to a myriad of extra-
cellular stimuli.

Nuclear factor B is required for the regulation of numerous genes in the immune
and inflammatory responses, intracellular oxidative responses, and other stresses (13).
A list of induced genes is presented in Table 3. The NF- B binding activity is complex
and is composed of multiple subunits that combine as homodimers or heterodimers to
form the intact NF- B activity. Two subunits are necessary to form the active DNA-
binding complex. The different heterodimer combinations permit control of NF- B
activity by binding sequences with different specificity. These heterodimers can inter-
act with other proteins that form distinct DNA-binding complexes at the promoter. The
rel domain contains amino acid sequences that provide the DNA-binding function and
the interface for dimerization. Another function, such as the activation of transcription,

Table 3
Genes-Regulated by NF- B

Secreted proteins
TNF- M-CSF
IL-1 IL-8
IL-2 MIP-1-
IL-3 MCP-1
IL-6 Gro- , ,
IL-12 Exotoxin
GM-CSF RANTES
G-CSF

Inflammatory enzymes
Inducible NOS 12-lipoxygenase
Phospholipase A2 5-lipoxygenase
Inducible cyclooxygenase 2

Adhesion molecules
ICAM-1 E-selectin
V-CAM-1

Surface receptors
IL-2 receptor CD48
CD11b Platelet-activating factor
T-cell receptor  chain

Protooncogenes
c-myc ras
p53
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is mapped on a different region of the NF- B protein, which is present in c-Rel, RelA,
and RelB. The smaller NF- B members, p50 and p52, do not have a protein domain
that has transactivation properties. The lack of a positively acting domain in p50 and
p52 suggests that these can function in a negative manner when they form homodimers
and bind DNA to repress gene expression. Indeed this has been observed in anergic
T-cells. When p50 and p52 form heterodimers with other NF- B family members such
as RelA, cRel and RelB, these complexes can activate gene expression.

An important mechanism by which the function of the NF- B family of proteins is
regulated is through subcellular location, by the interaction with inhibitors that prevent
nuclear translocation (Fig. 2). There is a family of protein inhibitors, I B, that acts by
directly binding to NF- B complexes (reviewed in ref. 11). I B molecules act by mask-
ing the nuclear localization domain of NF- B complexes. Blocking the recognition of
this domain by inhibitor proteins retains the multisubunit NF- B complex in the cyto-
plasm. The I B family consist of numerous members, two members are derived from
processing of the NF- B proteins, p100 and p105, which have a C-terminus region
with ankyrin repeats that can sequester NF- B like the I B. The other members are the
I B- , I B- , Bcl-3, I B- , and I B- . In total, there are currently 10 members char-
acterized to date.

In response to signals from the cell surface that activate NF- B, intracellular signal-
ing molecules lead to activation of protein kinase pathways that activate I B kinase
that phosphorylate I B at serine residues, which leads to further modification of I B

Fig. 2. Model for NF- B activation. Extracellular signaling induces the activation of a cas-
cade of kinases that then activate I B kinase which phosphorylates I B/NF- B complex located
in the cytoplasm. Phosphorylated I B dissociates from NF- B, gets ubiquinated, and enters
proteosome complexes, where it is degraded. The NF- B complex then translocates into the
nucleus and activate gene expression.
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by attachment of marker peptide, ubiquitin, that targets the I B complex to degrada-
tion in proteasomes with the release of NF- B and the exposure of the nuclear localiza-
tion domain. The different I B members are regulated by different I B kinases and
respond to different inducers, thus providing multiple levels of control. Furthermore,
the rate of degradation of the I B members differ and the rate at which these proteins
are resynthesize after induction of NF- B differ. These I B regulatory differences al-
lows added control in determining which genes are activated. I B is essential in proper
embryonic development and in gene knockout studies, homologous loss of I B- leads
to death shortly after birth and severe cutaneous inflammation, similar to the histology
seen in psoriasis (14).

Processes regulated by NF- B include apoptosis, increase in cytokine production,
and response to external stresses such as ultraviolet (UV) light and oxidative stress.
NF- B is involved in the early response of numerous essential cytokines such as
IL-2. Cell-surface markers, such as adhesion molecules ICAM-1, ELAM, and VCAM
that play a role in inflammation by recruiting neutrophils, eosinophils, and T-cells to
the site of inflammation, are increased by activation of NF- B. NF- B does not act
alone and this transcription factor interacts with additional rapidly induced and con-
stitutively expressed transcription factor at the promoter to increase expression of
target genes.

3.2. Nuclear Factor of Activated T-Cell Family

The proteins of this family of transcription factor initiate response to surface recep-
tors, such as the antigen receptors of T- and B-cells, the Fc receptor of mast cells and
basophils, and receptors on macrophages and natural killer (NK) cells. These receptors
activate pathways that increase the intracellular calcium concentrations, which activate
the calcium/calmodulin-dependent phosphatase calcineurin that directly activates
NFAT by dephosphorylation to induce nuclear translocation and DNA binding
(reviewed in ref. 15) (see also Fig. 3). Calcineurin is the target of the immunosuppres-
sant FK506 and cyclosporin. NFAT activity consists of a preformed cytoplasmic com-
ponent and an induced newly formed component. The induced component is AP-1.
The NFAT target DNA sequence contains a B-like half-site adjacent to an AP-1 site,
5'-(T/A)GGAAAAnnTGAGTCA-3'. There are four members of the NFAT family,
which are made from differentially spliced mRNAs. Therefore, each gene can encode
for multiple different protein isoforms. These NFAT proteins have amino acid
sequences that are similar and likely form a common structural domain, which is
required for interacting with calcineurin. This group of proteins share the Rel homol-
ogy domain that exist in the NF- B proteins. Unlike NF- B however, NFAT can bind
DNA as monomers, whereas NF- B must bind DNA as dimers. Although Rel domain
mediates protein–protein interaction among the NF- B family members, the NFAT
family cannot interact with the NF- B family as heterodimers. NFAT proteins interact
with the bZIP transcription factor AP-1. The affinity of NFAT to DNA can be increased
20-fold by the presence of AP-1 in a cooperative manner. In certain promoters, both
NFAT and NF- B can recognize the same sequence, such as the P sequence of the
IL-4 promoter. Unlike the NF- B proteins, which are expressed almost ubiquitously in
different tissues, NFAT expression is more limited and is found most often in cells of
the immune system.
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In the unstimulated state, the NFATp protein is located in the cytoplasm. Upon an
appropriate signal with calcium mobilization, the protein is activated by dephosphory-
lation by the calmodulin-dependent phosphatase whereby NFATp is translocated to the
nucleus. In the nucleus, the NFATp interacts with the NFATc to bind DNA and acti-
vate gene expression.

NFAT is best defined as T-cell activated factor and is essential in the production of
IL-2 in lymphocytes in vitro. In vivo, numerous other transcription factors are essential
in IL-2 production, including NF- B and AP-1. NFAT1 targeted knockout are normal
except for mild splenomegaly. These mice are immunocompetent and show no impair-
ment in IL-2, IL-4, TNF- , or IFN- synthesis. When analyzed more specifically with
respect to specific responses, these mice have defective immune response with increased
Th2 cytokines, IL4, increased eosinophilia, and development of allergic diseases (16).

3.3. AP-1 Family

AP-1 was one of the earliest transcription factor activities studied, being identified
as a transcription factor required for activity of the SV40 virus enhancer. The protein
components that make up this activity comes from two families, c-fos and c-jun, that
are produced from unique genes (17). The c-fos family is composed of c-fos, fosB, fra1
and fra 2. The c-jun family is composed of c-jun, junB, and junD. These two protein
families interact by association through a specific alpha helical domain termed the
leucine zipper and form dimeric complexes that bind DNA. Fos members can associate
only with jun members in a heterodimer complex, whereas jun members can interact
with itself to form homodimers, interact with fos to form heterodimers, or interact with

Fig. 3. Model for NF-AT activation. Extracellular signaling leads to increased intracellular
Ca2+. Ca2+ binds calmodulin (Cm) and leads to the activation of calcineurin (Cn), a phosphatase
that dephosphorylate NF-AT. The dephosphorylated NF-AT then translocates into the nucleus
and cooperate with AP-1 to activate gene expression.



Transcription Factors 119

another leucine zipper class of transcription factor such as ATF to form heterodimers.
The classical AP-1 activity is composed of fos–jun heterodimers. Heterodimers of
c-jun with another leucine zipper protein called activating transcription factor (ATF)
have a different DNA binding specificity. The AP-1 consensus recognition sequence,
5'-TGACTCA-3', is found in numerous cellular genes that are ubiquitously expressed
and precisely regulated. The AP-1 sequence motif is present in the regulatory elements
of many genes of the immune system that are induced, one example is IL-2. The AP-1
binding activity is induced rapidly in response to extracellular stimuli mediated by
receptors of cytokines, adhesion molecules, and other forms of cellular stresses.

There are distinguishing protein domains from the c-fos and c-jun families defining
the bZIP class of transcription factors. This group is identified by two domains. One
domain is the basic region, characterized by the presence of amino acids such as argi-
nine and lysine, positively charged in solution. The basic region is required for interac-
tion with DNA and has an overall negative charge. The leucine zipper region mediates
protein–protein interaction through hydrophobic domains for dimerization; it is a heli-
cal coil that has repeats of leucine residues spaced every seven amino acids apart such
that the leucine residues interdigitate to form a stable structure. Proteins with compat-
ible leucine zippers can for homodimers or heterodimers, such as that seen for the c-fos
and c-jun families, as described previously.

The regulation of AP-1 occurs at two major levels, the transcriptional level and the
posttranslational level. Upon appropriate stimulus, there is rapid transcriptional induc-
tion of the c-jun and c-fos genes to produce high levels of these proteins. Once the
proteins are produced, there is modification of these proteins by protein kinases such
that the fos–jun complex can activate gene expression in the nucleus. The modification
is dependent on the MAP kinase signaling cascade, which is activated by extracellular
signals. There are three signaling MAP kinase pathways, extracellular signaling-regu-
lated kinase (ERK), Jun N-terminal kinase (JNK), and the p38 kinases, and these affect
the transcriptional regulation of the c-fos and c-jun protein. The JNK pathway phos-
phorylate c-jun to fully activate c-jun to stimulate gene expression. Finally, the particu-
lar combination of fos–jun dimeric complexes contributes to the complexity of fos–jun
regulation of gene expression.

AP-1 plays a role in gene expression in many different cells of the immune system in
initiating response to stimuli. AP-1 function plays a role in differentiation of CD4 T-helper-
cells. Different members of the fos/jun family are present in Th1 or Th2 cells and regulate
the expression of genes of these two cell types. Th1 cells express less AP-1 activity, and the
proteins that comprise this activity is predominantly c-fos and c-jun. In contrast, Th2 cells
express high levels of jun B, c-fos, and c-jun. As different immune diseases or different
immune response favor proliferation of one subset of T-helper-cells (for example, lupus is
thought to be a Th2 disease with a specific profile of cytokines that shows increased IL-4
and IL-10) the level and composition of AP-1 factors will be different. Measuring the pro-
files of transcription factor will thus provide a way to predict the response cytokine profile
of the cells and may provide a better indicator of disease activity.

AP-1 activity also plays a role in the immunologic property of anergy. Anergy describes
a state of T-cells characterized by hyporesponsiveness to antigen. These T-cells do not
produce IL-2 nor proliferate in response to antigen. AP-1-specific transcription activa-
tion of the IL-2 promoter has been shown to be defective in clonal anergy (18).
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3.4. STAT Signaling Transcription Factors

The STAT proteins are composed of a family of immediate acting transcription fac-
tors that can act to transduce receptor-initiated signals from the plasma membrane
directly to the nucleus (reviewed in refs. 19 and 20) (see also Fig. 4). This process is
rapid and STAT proteins can be detected in the nucleus within minutes after activation
of a specific cytokine. STAT proteins must therefore exist in a preformed state and no
new protein synthesis is required for their activation. Indeed, STATs are appropriately
named and is an acronym derived from the initials of Signal Transducer and Activator
of Transcription. There are currently seven mammalian proteins, Stat1, Stat2, Stat3,
Stat4, Stat5a, Stat5b, and Stat6, and several other insect-related proteins in the STAT
family. At the cell membrane, STAT proteins interact with distinct members of the
Janus family or Tyk family of tyrosine kinases. Jak kinases, of which there are four
members, and Tyk kinases, of which there are two members, interact with the cytoplas-
mic region of different receptors for cytokines. Upon binding of the cytokine ligand to
the respective receptor, the receptor dimerizes and brings the Jak kinase or Tyk kinase
together, depending on which receptor system, and leads to their reciprocal phosphory-
lation of the kinases on tyrosine residues. The phosphotyrosine residue on the kinases
provide recognition docking sites for STAT proteins. Upon binding the kinases, the
STAT proteins then become the next targets of tyrosine phosphorylation by the Jak or
Tyk kinase in the SH2 region. Tyrosine phosphorylated STAT proteins then dissociate

Fig. 4. Model for STAT activation. Signaling pathway for cytokines that interact with Jak
kinases are shown. Activation requires dimerization of surface receptor and the juxtaposition
of Jak kinases. There is reciprocal phosphorylation of the receptors, followed by tyrosine phos-
phorylation of STAT (shown as PY). STAT dimerization and nuclear translocation then pro-
ceeds rapidly and STAT proteins then bind to target promoters.
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from the cell-surface kinases and form dimers with other phosphorylated STAT pro-
teins which becomes activated by cytoplasmic MAP serine kinases at serine residues.
The serine phosphorylated activated complex translocates into the nucleus to the pro-
moter of the target genes. The specificity in the STAT arises through the surface recep-
tor kinases with which these proteins interact. Also, STAT proteins can form specific
combinations that target the complex to a particular promoter.

STAT proteins have distinct conserved regions that dictate how these proteins inter-
act and function. There is a region required for dimerization of the STAT proteins
located at the N-terminus. There is a DNA-binding domain in the middle and an SH2
domain that mediated interaction with phosphotyrosine on kinases and for homodimeri-
zation or heterodimerization of tyrosine phosphorylated STAT proteins. Also, there is
a region that contains a signal for nuclear localization, which, at present, has not been
defined precisely. The transcription activating region is located at the C-terminus and
contains a serine residue that must be phosphorylated before the factor is transcription-
ally active. The phosphorylation site is likely the recognition target of MAP kinases.

STAT proteins bind to promoters of the genes for IFN, IL-2, IL-4, MHC class II,
CD23, and IL-2R . The role of STAT proteins in immune function becomes clear in
genetic knockout, where a particular Stat expression is lacking. In mice lacking Stat4
and Stat6, T-cells demonstrate an impaired response to IL-12 while showing an en-
hanced predisposition of T-cells to differentiate into a type 2 phenotype. Stat3 is
required for embryonic development. In addition to interacting with cytokine receptor
to regulate the immune response, Stat5 can mediate direct signaling by the antigen
receptor in T-cells. The TCR  chain and Lck tyrosine kinase can appropriately phos-
phorylate Stat 5 to stimulate genes necessary for proliferation.

3.5. Nur77

Nur77 is a transcription factor with a zinc-finger domain that is induced as an early
response gene product after stimulation of the T-cell receptor. It is also known as NGFI-B
because it has been identified as a rapidly induced gene in response to nerve growth
factor (NGF). This protein is part of the steroid hormone nuclear receptor superfamily,
which, structurally, has domains similar to that found in glucocorticoids and retinoid
hormone families (21). Nur77 belongs to the orphan receptor subfamily because, unlike
steroid or retinoid receptors, the ligand for the orphan receptors has not yet been iden-
tified. In general, these nuclear receptors function as dimeric complexes and can form
homodimers or heterodimers and recognize specific DNA sequences. There are three
structural regions in these receptor proteins, the transcriptional activation region, the
DNA-binding region that is composed of zinc-finger motif, and the hormone-binding
domain. Nur77 is expressed in the brain and in cells of the immune system. In T-cells,
Nur77 has been identified to be important in the upregulation of the FasL gene and is
essential in apoptosis. Expression of mutated gene that can inhibit the normal function
of Nur77 can prevent the initiation of TCR-induced apoptosis. This protein has been
shown to play a role in thymic selection.

4. Transcription Factors Aberrations in Autoimmune Diseases

The role of transcription factors in the pathogenesis of autoimmune diseases remains
unclear. Transcription factors may participate in disease potentially as a primary cause
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or a secondary cause of autoimmune disease. It is clear that these factors play critical
roles in the amplification of the inflammatory response through production of cytokines
and it is conceivable that a defect in the regulation of essential transcription factor can
lead to autoimmune rheumatic diseases. At present, there are no specific transcription
factors associated with a primary clinical manifestation. Experimental evidence from
genetic knockout studies of transcription factor in mice suggest that abnormalities in tran-
scription factor function can lead to autoimmune disease. In gene knockout experiments of
the transcription factor NF- B, lymphoproliferation has been seen. In mice with Nur77
deficiency, extensive B-cell autoimmunity is observed. Nur77 is required for apoptosis (22)
and mutations of the Nur77 gene may lead to lymphoproliferation and a defect in the dele-
tion of autoreactive T-cell clones. In contrast, mice that have fos or jun deficiency, for
example, do not show significant defects in development or in the immune system.

There are transcription factors that have been identified as nuclear autoantigens and
the presence of antibodies against some of them have been associated with clinical
manifestations, but the significance of these association to the etiology in rheumatic
diseases is unclear. The transcription factor Sp1 has been identified as an autoantigen
associated with a malar rash and Raynaud’s phenomenon, but not associated with any
specific disease (23). Nur77 has been found to be increased in nephritus (24) induced
by antiglomerular basement membrane antibody. The general transcription factor
TFIIB has also been identified as an autoantigen. Another example of a transcription
factor that has been described as an autoantigen is NOR90 (25), a transcription factor
that regulates ribosomal RNA synthesis and is more abundantly expressed in mitotic
cells. NOR90 antibodies have been identified in sera from patients with Sjögren’s dis-
ease and rheumatoid arthritis. The factors of RNA polymerase II are not prominent
nuclear autoantigens. The low frequency of transcription factors as nuclear autoantigen
may be the result of the low level of expression of regulatory transcription factors
compared to other more abundantly expressed nuclear autoantigens, such as histones,
and other structural components that are prominent nuclear autoantigens.

The abnormal expression of transcription factors in autoimmune disease may pro-
vide insights into the role of transcription factor in the disease process. In rheumatoid
arthritis, there is an increase in the activity of early-response transcription factors in the
synovium. AP-1 activity consisting of the c-fos and c-jun proteins is increased in the
synovial cells from affected joints of rheumatoid patients (26). The inflamed synovium
shows increased AP-1 in the nucleus. Decoy oligonucleotides introduced into synovium
that effectively sequesters AP-1 from DNA inhibits inflammation in the murine model
of arthritis. In normal immune function, AP-1 is required for the activation of IL-2 in
T-cells and other immediate early genes. This transcription factor plays an important
role in the regulation of metalloprotease, collagenase, and stromelysin, all genes that
have particular relevance in RA. The increased AP-1 may reflect immune activation
status or abnormalities in the regulation of this transcription factor.

There are abnormalities in other signaling transcription factors in autoimmune dis-
eases. The activity of STAT proteins has been found to respond to Th2-type cytokines
in synovial monocytes, favoring IL-4 and IL-10 (27). The transcription factor that regu-
lates heat shock 70 gene expression is increased in RA synoviocytes (28). The antigen
associated with polymyositis/scleroderma can interact with the helix–loop–helix tran-
scription factor E47 and increase the expression of E47 dependent promoter activity (29).
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Additional transcription factors, such as Oct-1, has been described to be abnormally
increased in peripheral T-cells in Sjögren’s syndrome (30). Oct-1 can also be elevated
in RA (31) in the synovial tissue that is inflamed. NF- B activity has been found to be
increased in synovial cell clones (32,33). In analysis of transcription factor function in
lymphocytes from lupus patients, there is decreased expression of NF- B activity that
is consistent with the reported decrease in IL-2 level. Specifically, the p65 RelA sub-
unit is decreased in the majority of lupus T-lymphocytes (34). The significance of these
findings is unclear, but the abnormality in transcription factor expression and activity
may be important in the pathogenesis of these diseases.

5. Treatment and Transcription

Transcription factors play a vital function in the initiation and the propagation of
inflammatory responses. These factors are activated normally during stimulation of the
immune response, but they can also be stimulated during autoimmune inflammatory
diseases. The transcription factors discussed in this chapter act at crucial steps in the
regulation of inflammatory responses and preventing their function in gene expression
can impact on the continuation and amplification of inflammation. The most convinc-
ing argument for the role of transcription factor in autoimmune rheumatic diseases is
the effectiveness of drugs that target these factors. Many potent anti-inflammatory
drugs target NF- B. Aspirin, N-acetyl cysteine, and vitamin E inhibit NF- B activity
in vitro. Tepoxalin, a COX inhibitor, blocks NF- B activity and inhibits transcription
of cell-adhesion molecules CD62E, CD11b/CD18, and CD106. Because of the impor-
tance of NF- B, an alternative experimental approach to block expression of NF- B
protein using antisense oligonucleotides for NF- B genes has shown effectiveness in
inhibiting NF- B activation as a novel approach to control inflammation. The mecha-
nisms by which these anti-inflammatory drugs act are at the level of DNA binding, the
level of I B activation, and the ubiquination and degradation of I B. The role of ste-
roids will be discussed further in Chapter 28, but, in brief, steroid hormone receptors
can antagonize the activity of AP-1 and NF- B.

NF- B can be targeted by nonsteroidal anti-inflammatory drugs. In addition to
inhibiting the synthesis of cyclooxygenase by-products that have pro-inflammatory
effects, salicylates have been demonstrated to block the activation of NF- B through
inhibiting the phosphorylation of I B to prevent I B degradation. Other drugs, includ-
ing pentoxyfyline, salycilates, deferoxamine, curcumin, and sulfasalazine, suppress
NF- B activation by inhibiting the breakdown of I B through inhibiting the proteasome
protein-degradation pathway. The protease inhibitor TPCK prevents I B- breakdown
and suppresses activation of NF- B. Over time, other inhibitors of the proteasome
pathway may be developed to inhibit modification of I B, which may have more spe-
cific action in the different I B pathways affected.

Cyclosporin and FK506 control inflammatory diseases by suppressing activation of
calcineurin, a calcium-dependent phosphatase involved in the activation of NF-AT.
In addition, there is indirect effect on the activation of NF- B by preventing the nuclear
translocation and inhibition of I B. Gold has been used in the treatment of autoimmune
diseases, blistering skin diseases, and RA. This precious metal in salt formulation,
aurothiogluconate, has been reported to have inhibitory effects on the DNA binding
activity of transcription factors NF- B and AP-1 (35).
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In summary, there has been tremendous advances in understanding the biology of
inflammation. Especially fortunate has been the development of molecular biology
approaches that permit dissection of nuclear regulatory mechanisms. There is now a
convergence in the understanding of nuclear regulation and the mechanisms of potent
anti-inflammatory drugs because these drugs target specific pathways that regulate
gene expression needed in inflammatory responses. Current studies of regulatory steps
in the nucleus in gene expression will lead to the identification of additional com-
pounds that may improve treatment of inflammatory diseases. Developing agents
that can target these nuclear signaling pathways will lead to a better treatment of
autoimmune diseases.

References
1. Feldmann, M., Brennan, F. M., and Maini, R. (1998) Cytokines in autoimmune disorders. Int.

Rev. Immunol. 17, 217–228.
2. Tsokos, G. C. and Liossis, S. N. (1998) Lymphocytes, cytokines, inflammation, and immune

trafficking. Curr. Opin. Rheumatol. 10, 417–425.
3. Cutolo, M., Sulli, A., Villaggio, B., Seriolo, B., and Accardo, S. (1998) Relations between

steroid hormones and cytokines in rheumatoid arthritis and systemic lupus erythematosus. Ann.
Rheum. Dis. 57, 573–577.

4. Wolffe, A. P. and Hayes, J. J. (1999) Chromatin disruption and modification. Nucleic Acids
Res. 27, 711–720.

5. Workman, J. L. and Kingston, R. E. (1998) Alteration of nucleosome structure as a mechanism
of transcriptional regulation. Annu. Rev. Biochem. 67, 545–579.

6. Hill, C. S. and Treisman, R. (1995) Transcriptional regulation by extracellular signals: mecha-
nisms and specificity. Cell 80, 199–211.

7. Ptashne, M. and Gann, A. (1997) Transcriptional activation by recruitment. Nature 386, 569–577.
8. Tjian, R. (1996) The biochemistry of transcription in eukaryotes: a paradigm for multisubunit

regulatory complexes. Phil. Trans. R. Soc. Lond. B. Biol. Sci. 351, 491–499.
9. Buratowski, S. (1997) Multiple TATA-binding factors come back into style. Cell 91, 13–15.

10. Sen, R. and Baltimore, D. (1986) Multiple nuclear factors interact with the immunoglobulin
enhancer sequences. Cell 46, 705–716.

11. Baldwin, A. S., Jr. (1996) The NF-kappa B and I kappa B proteins: new discoveries and insights.
Annu. Rev. Immunol. 14, 649–683.

12. Ghosh, S., May, M. J., and Kopp, E. B. (1998) NF-kappa B and Rel proteins: evolutionarily
conserved mediators of immune responses. Annu. Rev. Immunol. 16, 225–260.

13. Barnes, P. J. and Karin, M. (1997) Nuclear factor-kappaB: a pivotal transcription factor in
chronic inflammatory diseases. N. Engl. J. Med. 336, 1066–1071.

14. Attar, R. M., Caamano, J., Carrasco, D., Iotsova, V., Ishikawa, H., Ryseck, R. P., et al. (1997)
Genetic approaches to study Rel/NF-kappa B/I kappa B function in mice. Semin. Cancer Biol.
8, 93–101.

15. Rao, A., Luo, C., and Hogan, P. G. (1997) Transcription factors of the NFAT family: regulation
and function. Annu. Rev. Immunol. 15, 707–747.

16. Viola, J. P., Kiani, A., Bozza, P. T., and Rao, A. (1998) Regulation of allergic inflammation
and eosinophil recruitment in mice lacking the transcription factor NFAT1: role of interleukin-
4 (IL-4) and IL-5. Blood 91, 2223–2230.

17. Karin, M., Liu, Z., and Zandi, E. (1997) AP-1 function and regulation. Curr. Opin. Cell Biol. 9,
240–246.

18. Kang, S. M., Beverly, B., Tran, A. C., Brorson, K., Schwartz, R. H., and Lenardo, M. J. (1992)
Transactivation by AP-1 is a molecular target of T cell clonal anergy. Science 257, 1134–1138.



Transcription Factors 125

19. Leonard, W. J. and O’Shea, J. J. (1998) Jaks and STATs: biological implications. Annu. Rev.
Immunol. 16, 293–322.

20. Darnell, J. E., Jr. (1997) STATs and gene regulation. Science 277, 1630–1635.
21. Beato, M., Herrlich, P., and Schutz, G. (1995) Steroid hormone receptors: many actors in search

of a plot. Cell 83, 851–857.
22. Woronicz, J. D., Calnan, B., Ngo, V., and Winoto, A. (1994) Requirement for the orphan steroid

receptor Nur77 in apoptosis of T-cell hybridomas. Nature 367, 277–281.
23. Spain, T. A., Sun, R., Gradzka, M., Lin, S. F., Craft, J., and Miller, G. (1997) The transcrip-

tional activator Sp1, a novel autoantigen. Arthritis Rheum. 40, 1085–1095.
24. Hayashi, K., Ohkura, N., Miki, K., Osada, S., and Tomino, Y. (1996) Early induction of the

NGFI-B/Nur77 family genes in nephritis induced by anti-glomerular basement membrane anti-
body. Mol. Cell. Endocrinol. 123, 205–209.

25. Fujii, T., Mimori, T., and Akizuki, M. (1996) Detection of autoantibodies to nucleolar tran-
scription factor NOR 90/hUBF in sera of patients with rheumatic diseases, by recombinant
autoantigen-based assays. Arthritis Rheum. 39, 1313–1318.

26. Asahara, H., Fujisawa, K., Kobata, T., Hasunuma, T., Maeda, T., Asanuma, M., et al. (1997)
Direct evidence of high DNA binding activity of transcription factor AP-1 in rheumatoid arthri-
tis synovium. Arthritis Rheum. 40, 912-918.

27. Wang, F., Sengupta, T. K., Zhong, Z., and Ivashkiv, L. B. (1995) Regulation of the balance of
cytokine production and the signal transducer and activator of transcription (STAT) tran-
scription factor activity by cytokines and inflammatory synovial fluids. J. Exp. Med. 182,
1825–1831.

28. Schett, G., Redlich, K., Xu, Q., Bizan, P., Groger, M., Tohidast-Akrad, M., et al. (1998)
Enhanced expression of heat shock protein 70 (hsp70) and heat shock factor 1 (HSF1) activa-
tion in rheumatoid arthritis synovial tissue. Differential regulation of hsp70 expression and
hsf1 activation in synovial fibroblasts by proinflammatory cytokines, shear stress, and antiin-
flammatory drugs. J. Clin. Invest. 102, 302–311.

29. Kho, C. J., Huggins, G. S., Endege, W. O., Patterson, C., Jain, M. K., Lee, M. E., et al. (1997)
The polymyositis-scleroderma autoantigen interacts with the helix-loop- helix proteins E12
and E47. J. Biol. Chem. 272, 13,426–13,431.

30. Flescher, E., Vela-Roch, N., Ogawa, N., Nakabayashi, T., Escalante, A., Anaya, J. M., et al.
(1996) Abnormality of Oct-1 DNA binding in T cells from Sjogren’s syndrome patients. Eur. J.
Immunol. 26, 2006–2011.

31. Wakisaka, S., Suzuki, N., Takeno, M., Takeba, Y., Nagafuchi, H., Saito, N., et al. (1998)
Involvement of simultaneous multiple transcription factor expression, including cAMP respon-
sive element binding protein and OCT-1, for synovial cell outgrowth in patients with rheuma-
toid arthritis. Ann. Rheum. Dis. 57, 487–494.

32. Handel, M. L., McMorrow, L. B., and Gravallese, E. M. (1995) Nuclear factor-kappa B in
rheumatoid synovium. Localization of p50 and p65. Arthritis Rheum. 38, 1762–1770.

33. Miyazawa, K., Mori, A., Yamamoto, K., and Okudaira, H. (1998) Constitutive transcription
of the human interleukin-6 gene by rheumatoid synoviocytes: spontaneous activation of
NF-kappaB and CBF1. Am. J. Pathol. 152, 793–803.

34. Wong, H. K., Kammer, G. M., Dennis, G., and Tsokos, G. C. (1999) Abnormal NF-B Activity
in T lymphocytes from patients with systemic lupus erythematosus is associated with decreased
p65-RelA protein expression. J. Immunol. 163, 1682–1689.

35. Handel, M. L. (1997) Transcription factors AP-1 and NF-kappa B: where steroids meet the gold
standard of anti-rheumatic drugs. Inflamm. Res. 46, 282–286.





Immune Complexes in Rheumatic Disease 127

127

From: Current Molecular Medicine: Principles of Molecular Rheumatology
Edited by: G. C. Tsokos © Humana Press Inc., Totowa, NJ

8
Immune Complexes

Mark H. Wener

1. Introduction

Antigen–antibody complexes mediate the inflammation and tissue dysfunction
associated with many autoimmune rheumatic diseases. Immune complexes (ICs) are
strongly implicated in various forms of vasculitis, particularly those associated with
immune deposits within tissues. Deposition of ICs within tissues are responsible for
many of the major manifestations of systemic lupus erythematosus (SLE), including
nephritis and vasculitis. Many types of inflammatory arthritis, including rheumatoid
arthritis, are thought to be the result, at least in part, of ICs within joints. This chapter
will discuss the role of immune complexes in rheumatic diseases. ICs are strongly
implicated in the pathogenesis of a number of nonrheumatic diseases, as well, includ-
ing various forms of glomerulonephritis and possibly some manifestations of malig-
nancy and infectious diseases (1).

1.1. Basic Immunochemistry of Immune Complexes: The Precipitin Curve

The immunochemistry of immune complexes has been investigated over many
decades (2). The classic precipitin curve demonstrates the importance of antigen : anti-
body ratios in determining the lattice formed by immune complexes in a typical anti-
gen–antibody interaction. Adding increasing amounts of antigen to a constant amount
of antibody demonstrates a curve with three general regions: the zone of antibody
excess (prozone), the zone of equivalence, and the zone of antigen excess (postzone).
In some antigen–antibody systems, the prozone shows an extended region without pre-
cipitation. Immune complexes formed in the zone of far antigen or antibody excess are
soluble. Large-lattice immune complexes containing IgG, formed at antigen : antibody
ratios close to the zone of equivalence, have multiple IgG Fc regions available for
interaction with C1q complement proteins, and therefore activate complement
efficiently.

The immune-complex lattice structure can be altered if there is interaction with
complement proteins, because covalently bound complement peptides sterically inhibit
immune-complex interaction and extended lattice formation. Once immune precipi-
tates are formed, their size can be reduced, leading to solubilization of preformed
immunoprecipitates via activation of the alternative pathway of complement (3). Acti-
vation of the classical pathway of complement can inhibit immune complex growth by
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preventing extended lattice formation (4). Thus, in the presence of complement, the
precipitin curve can be more properly considered a precipitin “surface,” with decreasing
precipitate and smaller-lattice immune complexes associated with higher concentrations
of complement components (Fig. 1), as well as with antigen or antibody excess. Comple-
ment activation thus serves as a negative regulator of immune-complex lattice extension.

1.2. History of Immune Complex Studies

Immune complexes were first implicated in disease by von Pirquet and Schick at the
beginning of the twentieth century (5). They hypothesized that serum sickness, charac-
terized by fevers and rashes following repeated doses of horse antitoxin, was caused by
the host response to the administered horse serum. Arthus developed the animal model
by demonstrating that cutaneous vasculitis and inflammation resulted from immuniza-
tion of rabbits by injections of horse serum (6). Similarity between the pathological
lesions of clinical vasculitis and those of serum sickness was recognized at least as far
back as the early 1940s (7). Further development of experimental serum sickness mod-
els of glomerulonephritis and vasculitis clarified the potential for circulating immune
complexes (antigen–antibody complexes) to cause disease (8,9). Development of
immunofluorescence microscopy allowed the demonstration that pathological lesions
associated with SLE were characterized by granular deposition of immunoglobulin and
complement components, resembling experimental immune-complex disease (8,10).
The presence of immune complexes in the circulation of patients with SLE and other

Fig. 1. Modification of precipitin curve or precipitin “surface.” In the presence of comple-
ment, antigens and antibodies within immune complexes bind complement fragments (C'),
preventing extension of nascent lattice formation or disrupting lattices, leading to smaller
immune complexes.     = antibody;     = antigen.
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rheumatic diseases, as detected by a variety of different techniques, also supported the
concept that lupus is an immune-complex disease (11). Other clinical evidence sup-
porting the immune-complex model includes the presence of hypocomplementemia,
with activation of the classical pathway of complement in active SLE and resolution of
the complement abnormalities during clinical remission. Studies of patients with SLE,
rheumatoid arthritis (RA), and mixed cryoglobulinemia from the laboratory of Kunkel
provided further clarification of the role of immune complexes in those disorders. Until
the discovery of antibodies to neutrophil cytoplasmic antigens and their association
with vasculitis, the immune-complex hypothesis was essentially the only mechanism
implicated in the pathophysiology of vasculitis. In the early 1980s, evidence could be
presented implicating a role for circulating immune complexes in virtually all inflam-
matory rheumatic diseases (1). Immune complexes are still thought to play a central
role in many forms of vasculitis. In recent years, even as the role of genetic factors,
cellular mechanisms, infectious etiologies, and cytokines have been the focus of inves-
tigation for many rheumatic diseases, the role of circulating immune complexes has
remained central to understanding the pathogenesis of some autoimmune rheumatic
disorders.

2. Disease Associations

2.1. Immune Complexes and SLE
Active renal SLE is associated with high serum concentrations of antibodies to

double-stranded DNA (antidsDNA) and enrichment of anti-DNA within glomerular
eluates of patients with SLE, supporting the role of anti-DNA in the pathogenesis of
SLE. DNA–anti-DNA immune complexes are thought to be the dominant contributor
to immune-complex nephritis in SLE (10). Several investigators have found evidence
for circulating DNA–anti-DNA immune complexes and other immune complexes in
SLE patients and experimental models (reviewed in ref. 12).

Antibodies to the collagen-like region of C1q (anti-CLR-C1q) were found to be
concentrated within glomerular basement fragments isolated from kidneys of lupus
patients (13). Together with data demonstrating a strong association between lupus
nephritis and serum levels of anti-CLR-C1q, these data strongly implicate anti-CLR-
C1q in the pathogenesis of lupus nephritis. Recent data demonstrates that anti-CLR-
C1q tends to be present if there are multiple autoantibodies (including anti-dsDNA,
anti-SSA, anti-Sm, and/or others) present and enriched in glomerular basement mem-
brane fragments from kidneys of patients with SLE (Mannik and Wener, unpublished).

Assays for circulating immune complexes have been used to monitor SLE activity.
Numerous studies have suggested that immune-complex assays based on C1q and C3 are
positive in patients with SLE and can be helpful in assessing disease activity in patients
with SLE (reviewed in ref. 12). Assays for anti-dsDNA and complement components are
more widely available than immune-complex assays and are similarly used to monitor
disease activity and assist in the diagnosis of SLE; therefore, measurement of immune
complexes are not widely used clinically in comparison with those other measurements.

2.2. Immune Complexes and Vasculitis
Using direct immunofluorescence microscopy, immunoglobulins and complement

components can frequently be detected in vessels affected by some forms of vasculitis.
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In clinical situations, the antibody specificity of the deposited immunoglobulins are
rarely determined; therefore, there is rarely direct evidence to conclude the source of the
antigens recognized by those antibodies. The pattern of immunoglobulin deposition is
most commonly used to infer the mechanism for antibody deposition. Immunoglobulins
deposited in a smooth, linear, ribbonlike pattern are presumptively directed against high-
density continuous epitopes that are constitutive in the tissues (e.g., glomerular basement
membranes in patients with Goodpasture’s syndrome), whereas immunoglobulins with a
discontinuous, discrete, granular pattern are presumed to be caused by immune complexes.

Immune deposits in tissues are commonly seen in small-vessel vasculitis caused by
identified antigens. The most common forms of anaphylactoid purpura (i.e., those vas-
culitides caused by reactions to drugs such as penicillin) typically will be associated
with detectable immune deposits. Similarly, in forms of small-vessel vasculitis associ-
ated with chronic infections (e.g., mixed cryoglobulinemia syndrome associated with
chronic hepatitis C virus infection), immune deposits are routinely visible in biopsied
tissues. Given that the antigens responsible are known to be circulating in blood in
fairly high concentrations, the detection of immunoglobulins and complement compo-
nents in tissues, and the supportive experimental studies demonstrating the responsible
antigens in vasculitic lesions, the immune-complex mechanism is strongly supported
for these forms of vasculitis. Furthermore, circulating antigen–antibody complexes can
be found in plasma in some of these disorders, including the mixed cryoglobulinemia
syndrome. This form of vasculitis is clearly immune-complex mediated.

Polyarteritis nodosa (PAN) is associated with hepatitis B virus (HBV) infection in
significant numbers of cases, although that association is likely to be less important in
the future as immunization prevents spread of HBV infection. The hepatitis B surface
antigen together with immunoglobulins and complement components have been
described in the vessel wall of tissues involved with vasculitis (14), as well as vessels
in some uninvolved tissues. Serum of some patients with PAN have also been found to
have positive assays for circulating immune complexes, and the magnitude of eleva-
tion has been felt to correlate with disease activity in some cases (15).

Immune-complex deposition probably has a minimal pathogenic role in other forms
of PAN, in other vasculitides with primarily medium-sized- and large-vessel involve-
ment, and in Wegener’s granulomatosis (16). A minority of these patients have immu-
noglobulins and complement deposition in tissues by immunofluorescence microscopy.
In addition, small-vessel vasculitis cases that are not associated with immune deposits
(“paucimmune”) are frequently associated with serum antibodies to neutrophil cytoplasmic
antigens (ANCA). It has been suggested that ANCA positivity, as found in such diseases
as Wegener’s granulomatosis, Churg–Strauss syndrome, microscopic polyangiitis, and
some cases of PAN, provides an alternative to the immune-complex mechanism of
disease (17), despite involvement of small vessels in both immune-complex-mediated
vasculitis and ANCA-associated vasculitis. These arguments suggest that small-vessel
vasculitis can be associated with either immune complexes or ANCA. Immune com-
plexes have no clear role in larger-vessel vasculitis, such as giant-cell arteritis.

2.3. Immune Complexes and Rheumatoid Arthritis

Rheumatoid factors (RFs) (i.e., antibodies directed against the Fc portion of IgG)
can react with IgG and lead to the formation of immune complexes both in vitro and in
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vivo. High local concentrations of RFs produced within synovium promote immune-
complex formation at that site. Activation of complement as well as activation of
inflammatory cells via complement and Fc receptors could result. IgG RFs seen in
patients with RA and related disorders have the unusual capacity to form aggregates
via Fc–F(ab) interactions in the absence of other antigens (18).

IgG, possibly in the form of immune complexes, has been found within articular
cartilage of patients with RA, as well as osteoarthritis. Furthermore, immunoglobulins
within cartilage are covalently bound to proteoglycans within the cartilage (19,20).
These observations support the potential for immune complexes to be present and pro-
moting chronic inflammation within the joint.

In the early 1980s, there was enthusiasm for the measurement of circulating immune
complexes as a potential measure of activity in patients with rheumatoid arthritis. Cir-
culating immune complexes were implicated in the polyarthritis associated with infec-
tions, such as hepatitis B infection (21). Positive assays for immune complexes were
demonstrated in many patients with RA. Enthusiasm was tempered when the many
assays correlated only poorly with each other, raising questions about what was being
measured and how the results should be interpreted. A systematic study sponsored by
the U.S. Centers for Disease Control and the Arthritis Foundation analyzed sera from
patients with RA using several different IC assays and compared findings with other
clinical laboratory data such as the erythrocyte sedimentation rate and rheumatoid fac-
tor measurement (22). The authors found that no single assay was effective at monitor-
ing disease activity and establishing prognosis, although two assays (the fluid-phase
C1q assay and the staphylococcal binding assay) were as good as the best of the other
laboratory tests (erythrocyte sedimentation rate [ESR], IgG RF) in monitoring disease
activity. They concluded that the circulating immune complex measurement had little
value in monitoring individual patients with RA.

3. Pathophysiologic Mechanisms

3.1. Immune-Complex Clearance
The mononuclear phagocyte system plays the central role in removing immune com-

plexes from the circulation, with clearance mediated by families of Fc and complement
receptors on mononuclear phagocytes, neutrophils, and other cells (23). The presence
of C3 receptors on primate erythrocytes but not erythrocytes from other species sug-
gested a trafficking mechanism applicable to humans but not to nonprimate experi-
mental animals (24,25). Immune complexes that had activated complement and bound
C3 in the circulation could bind to the complement receptor CR1 on the erythrocyte,
and be transported to the liver and spleen while bound to the red cell, and those immune
complexes would be phagocytized by cells of the mononuclear phagocyte system, pri-
marily via Fc receptors. A variety of probes of this system have been employed experi-
mentally in humans, including erythrocytes coated with IgG antibodies, aggregated
IgG, preformed immune complexes, and antigens infused into preimmunized subjects.
Davies et al. have performed studies using several different soluble immune complexes
as probes, including tetanus/antitetanus, hepatitis B surface antigen/antibodies, and
murine IgG/human anti-mouse IgG (26). The former two types of immune complexes
were formed in vitro and then injected into subjects; ongoing studies using the hepatitis
IC models indicate that large immune complexes infused into subjects with a normal
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complement system appear to be carried by erythrocytes to the liver and spleen, whereas
complexes that are inefficiently opsonized by complement either because of their small
size or because of complement deficiencies are primarily cleared in the liver (27). In
other studies, complement depletion led to accelerated clearance of immune complexes
by the liver and spleen and might have been associated with increased tissue deposition
of immune complexes (28), suggesting that red cell binding of immune complexes
could have role in “buffering” excessive loads of immune complexes until they are
removed by mononuclear phagocytes. Erythrocyte binding of immune complexes could
have a role in immune-complex processing or degradation while on the erythrocyte (29).

Davies et al. (30) administered murine IgG and human anti-mouse IgG to study
immune complexes formed in vivo, an experiment that might be considered most repre-
sentative of natural physiology. Patients with ovarian carcinoma were given 131I-murine
monoclonal antitumor antibodies and subsequently 125I-human anti-mouse IgG.
Immune complexes were large but of a size possibly to be encountered physiologi-
cally. Soluble immune complexes formed within 5 min, activated complement, and
were cleared with a half-life of 11 min in the liver and without a detectable increase in
radioactivity over the spleen. Between 8% and 11% of the total available immune com-
plexes bound to the erythrocyte, and at the time of peak red cell binding, erythrocyte-
bound immune complexes constituted approx 20% of total circulating complexes. The
majority of soluble immune complexes were cleared by mechanisms that were largely
independent of red cells, and the site of clearance of these soluble complexes in the
liver differed substantially from the splenic clearance of sensitized erythrocytes that
had been previously reported (31).

In SLE patients, several studies have shown that the clearance of antibody-sensi-
tized erythrocytes is slower than the clearance in normal controls and slower in patients
with than without active renal disease (32,33). Investigators at Leiden have adminis-
tered radioiodinated aggregated human IgG (123I-AHG) to SLE patients to explore the
fate of circulating soluble immune complexes in patients with SLE. The investigators
described an initial rapid clearance and later slower clearance of immune complexes
from the circulation (both reported in terms of the time to removal of 50% of the maxi-
mum material, T1/2). In their first study, the authors reported that the initial-phase T1/2
was not significantly different between SLE patients and controls, whereas the second-
phase T1/2 was prolonged in the patient group (34). In the second study, SLE patients
erythrocytes were observed to have a decreased number of CR1, which was associated
with less binding of AHG to red blood cells and with a faster initial rate of clearance of
AHG (mean half-time to removal was 5.2 ± 0.2 min in patients versus 6.6 ± 0.2 min in
controls; p = 0.01). The later phase of AHG clearance was similar in patients and con-
trols (T1/2 = 148 ± 18 versus 154 ± 20 min). Both the maximum liver uptake and time
required to reach the maximum liver uptake were similar in SLE patients and controls.
Of interest, the feature most predictive of the rate of AHG clearance in SLE patients
was the serum IgG concentration, which was inversely correlated (r = –0.66) with the
rate of clearance. The authors speculated that the concentration of serum IgG in SLE
patients was a primary determinant of the proportion of Fc receptors that were occu-
pied and thereby governed the rate of clearance of AHG (35).

The importance of the rapid, very early removal of immune complexes from the
circulation was shown by Schifferli et al. (36), who examined the clearance of immune
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complexes composed of tetanus toxoid and antitetanus in 4 patients with SLE, as well
as 11 other patients and 9 normal subjects. The authors reported that the removal of
these large (45 Svedberg units) complexes from the circulation occurred in two phases:
a very rapid “trapping” phase which occurred within the first minute, and a monoex-
ponential later phase. In 1 of 9 normal individuals and 11 of 15 patients, over 8% of the
injected immune complexes were removed from the circulation (“trapped”) within the
first minute after administration, a time point and amount removed that could not be
attributed to clearance by the liver and spleen, and therefore trapping presumably
resulted in deposition of immune complexes in peripheral tissues. This initial trapping
was seen in patients with serum complement deficiencies and was associated with lower
levels of CR1 on erythrocytes. The later phase of immune complex clearance was
monoexponential over the 60 min of measurement, with between 9.9% and 18.7%
removed per minute in normals and between 8.6% and 32.2% per minute removed in
patients. When opsonized immune complexes that were bound in vitro to erythrocytes
via CR1 were injected into patients, there was release of 10–81% of the immune com-
plexes from the erythrocytes within 1 min of injection. The extent of this release was
inversely correlated with CR1 number per cell.

Together, these studies of the clearance of soluble immune complexes in SLE patients
argue that the hepatic clearance of immune complexes, which governs the late-phase
removal of soluble immune complexes, is probably normal in SLE patients. Low CR1
numbers on erythrocytes or profound hypocomplementemia can permit deposition of
immune complexes within tissues during the early phase of immune-complex clearance.
Reduction in CR1 numbers is an acquired abnormality associated with active SLE (37). It
is unclear whether the abnormalities in immune-complex-clearance mechanisms observed
in these experiments contribute to immune complex deposition at sites of tissue injury.

More recently, investigations have explored the implications of polymorphisms in
various Fc receptors with regard to their potential role in clearing immune complexes
from the circulation and causing a predisposition to SLE. Lack of the H131 allele of the
Fc RIIA, which is responsible for efficient clearance of IgG2-containing immune com-
plexes, has been associated with lupus nephritis in American blacks (38). A report has
implicated a functionally important genetic polymorphism of Fc RIIIA as a risk factor
for SLE in a genetically diverse group of patients (39).

3.2. Factors Governing Immune Complex Localization:
Physicochemical Composition and Site of Formation

Exploration of nonprimate animal models of serum sickness demonstrated that a
critical characteristic of circulating immune complexes that governed their clearance
and deposition in tissues was their size or the extent of lattice formation. The lattice of
an immune complex, defined as the number of antigen and antibody molecules in a
given immune complex, governs the number and density of Fc regions in an immune
complex and, thereby, its ability to interact with Fc receptors and/or activate Fc-depen-
dent functions. Large-lattice soluble immune complexes (>Ag2Ab2) tended to be
cleared rapidly by the mononuclear phagocyte system, primarily by Fc receptors on the
Kuppfer cells in the liver. If the mononuclear phagocyte system was saturated or
blocked, then these immune complexes would deposit in tissues (e.g., in the mesangial
and subendothelial regions of the glomerular basement membrane). In comparison,
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small-lattice complexes (Ag2Ab2 or smaller) tended to have more prolonged time in
the circulation; however, they had a lower tendency to deposit in tissues. Activation of
complement proteins was also known to be size dependent, with complement activa-
tion occurring much more efficiently with larger-lattice immune complexes. In these
rodent experimental systems, complement receptors play a role in removing immune
complexes only if the immune complexes are very large (reviewed in ref. 40).

In experimental models, administration of preformed immune complexes results in
mesangial and subendothelial localization of immune complexes within renal glom-
eruli. Studies in the 1980s using the Heymann model of nephritis, and studies on iso-
lated perfused kidneys emphasized that antibodies and antigens could deposit
sequentially in the kidney, with the result that the immune complexes form in situ and
tend to localize in the subepithelial region of glomeruli, rather than being deposited
from circulation (41). Formation of complexes in situ can occur because of direct bind-
ing of antigens or antibodies, initially because of interaction between the circulating
molecule and structures within the kidney. This initial interaction can be relatively
weak and/or nonspecific (e.g., because of charge–charge interactions).

Electrical charge on either the antigen or the antibody within the immune complex
governs interaction with fixed negative charges on proteoglycans in the basement mem-
brane or in other structures and influences both the deposition and persistence of anti-
gens, antibodies, and immune complexes in tissues. In experimental systems, even a
small proportion of positively charged (cationic) antibodies enhance binding and per-
sistence of immune complexes in renal glomeruli (42).

Deposition of antigens or antibodies could be augmented or facilitated also by anti-
gen-specific receptors within the tissues. Particularly relevant for the study of SLE,
Emlen demonstrated that immune complexes containing DNA may be removed in part
by DNA receptors (43). Several years ago, it was demonstrated in experimental ani-
mals that the clearance of immune complexes containing glycosylated antigens was
governed in part by specific carbohydrate receptors on hepatocytes (44). A serum car-
bohydrate binding protein, mannose-binding protein (MBP), may have an important
role in clearing immune complexes containing antigens with selected carbohydrate resi-
dues. A member of the collagen motif-containing collectin family of proteins, MBP
binds terminal mannose, fucose, glucose, fucose, or N-acetylglucosamine residues, can
activate the classical or alternative pathways of complement (45), activate macrophages
via the C1q receptor (46), and serve as an opsonin (47). Recently, it has been shown
that genetic polymorphisms responsible for depressed function and serum levels of
MBP are associated with SLE in African-Americans (48) and other groups (49,50).
Furthermore, certain ribonucleoprotein autoantigens, including the U1-specific 68kD
and A proteins and the U2-specific B" protein, are glycoproteins, with mannose, glu-
cose, and N-acetylglucosamine detected on the 68kD protein (51). Thus, it is conceiv-
able that the clearance of glycoprotein antigens or immune complexes containing such
antigens, including the U1-RNP particle, could be influenced by MBP polymorphisms.
These considerations suggest that MBP polymorphisms could participate in the patho-
genesis of SLE by influencing immune-complex clearance, analogous to the role of
polymorphisms in complement components and FcR.

Features on the antibodies within the immune complex can influence the physiology
of immune complexes. The isotype of antibodies influences immune-complex han-
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dling, because the ability to activate complement influences both the ability to bind to
complement receptors as well as to activate inflammatory cascades. AntidsDNA in
SLE patients tend to be of subclasses IgG1, IgG2, and IgG3 and tend to be efficient in
activation of complement (52). Experimental studies with murine monoclonal IgG3
immunoglobulins have demonstrated that deposition of cryoprecipitating or other self-
associating immunoglobulin aggregates, a feature of certain immunoglobulin mol-
ecules, may cause glomerulonephritis (53). IgA-containing immune complexes may be
cleared by distinct IgA receptors (54).

4. Immune-Complex Rearrangement and Persistence

Circulating immune complexes probably are forming frequently in normal individu-
als, depending on diet and absorption of antigens from the gut. Only a minority of
immune complexes escape uptake by the mononuclear phagocyte system and deposit
in tissues, and only a minority of those immune complexes in tissues cause identifiable
disease. Many immune complexes that deposit in target organs, such as the kidney, are
present only for a few hours and are then cleared. Regions of antigens or antibodies
with a strong positive charge can cause a greater persistence of immune complexes in
tissues (42). In order to develop immune deposits that are more persistent and visible as
typical subendothelial or subepithelial electron-dense deposits within the kidney,
immune deposits of small or intermediate size that might deposit from the circulation
into tissues must coalesce or rearrange to form larger immune deposits (55). This rear-
rangement may not occur between immune complexes composed of different antigens
or antibodies that do not crossreact, as they would not form a large-lattice immune
deposit. Rearrangement of immune complexes may also be associated with movement
of deposits within the kidney. In an experimental rat immune-complex model using
immune deposits that could be localized by electron microscopy, it could be shown
that immune deposits initially were formed and coalesced in subendothelial locations,
and then moved to subepithelial locations where they again underwent rearrangement
(56). The solubilization of these complexes was associated with binding of C3, and the
authors suggested that C3 solubilization of precipitates within the basement membranes
facilitated the immune-complex rearrangement.

A hallmark of SLE is the wide variety of antigen–antibody systems within a single
individual. Although ample evidence indicates that DNA–anti-DNA comprise the
major antigen–antibody system in SLE, other antibodies may also be present and en-
riched within the glomeruli. For example, glomerular enrichment of antibodies to the
SSA/Ro antigen has been described (57) and other antibodies are also present (Mannik
and Wener, unpublished). What are some of the mechanisms leading to persistence of
immune complexes within tissues?

Covalent crosslinking of antigens and antibodies to each other or to tissue antigens
in kidneys and articular cartilage has recently been described (19,58). Such covalent
bonds on immune complexes within tissues could promote the persistence of immune
deposits, leading to chronicity of inflammatory mechanisms at those sites. A mecha-
nism has recently been proposed to explain immune-complex covalent crosslinking
(19). Activation of neutrophils leads to formation of reactive oxygen species by neutro-
phils, and activation of chondrocytes leads to the formation of highly reactive nitric
oxide by chondrocytes. These highly reactive molecules were shown to cause covalent
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crosslinking of antigen–antibody complexes on plastic surfaces. Similar mechanisms
could be present in tissues.

4.1. Autoantibodies to the Collagen-like Region of C1q

Antibodies to C1q could also augment aggregation of immune complexes in tissues.
Anti-C1q antibodies are found in association with lupus nephritis and are less com-
monly demonstrable in serum of patients with nonrenal lupus. Rising concentrations of
IgG anti-C1q are associated with flares of lupus nephritis, and high levels of anti-C1q
are associated with proliferative forms of lupus glomerulonephritis. Antibodies to the
collagenlike region of C1q are present and enriched in the glomeruli of many patients
with lupus whose kidneys were examined at autopsy, and were associated with prolif-
erative lupus nephritis (59). The fact that these antibodies were released under acid
conditions suggests that they were present in the form of immune complexes. Release
by DNAse suggests that the immune deposits also contained immune complexes com-
posed of DNA and anti-DNA, which then bound C1q and, in turn, anti-C1q. Together,
the clinical associations of anti-C1q with active lupus nephritis and the newer data
demonstrating that anti-C1q is present and enriched in glomeruli strongly argue that
antibodies to C1q play a pathogenic role in the proliferative forms of lupus nephritis.

By binding to different molecules of C1q that have bound to immune complexes
composed of different antigen–antibody systems, antibodies to C1q could promote
aggregation of those different types of immune complexes, leading to larger, more
persistent, and more pathogenic immune deposits. Preliminary reports indicate that
anti-C1q in kidneys from lupus patients tend to be found in patients with multiple
autoantibodies identified in the kidney, supporting the idea that anti-C1q could be pro-
moting the aggregation of different antigen–antibody systems (Mannik and Wener,
unpublished).

4.2. Tissue Effects of Immune Complexes

Once deposited in tissues, immune complexes cause inflammation. Complement-
mediated injury has been considered to be the dominant mechanism responsible. Clini-
cally and experimentally, activation of complement can be demonstrated in serum, at
tissue sites, and in urine. The well-known pro-inflammatory chemotactic role of
complement fragments is believed to lead to recruitment of inflammatory cells into the
lesion. Larger-lattice immune complexes, with a higher density of Fc regions, activate
complement more efficiently. Release of pro-inflammatory cytokines from inflamma-
tory cells is also greater for large-lattice immune complexes in synovial fluids than for
smaller complexes (60). Nephrotoxic serum nephritis, a form of experimental nephritis
probably caused by immune complexes that form in situ, could be improved substan-
tially by administration of soluble complement receptor-1-related gene/protein y (Crry),
a potent complement inhibitor (61). Overexpression of the Crry protein in a transgenic
mouse model also reduced this form of nephritis (62). Depletion of C5a function by
antibody (63) or through knockout of the C5a receptor gene (64) demonstrated depen-
dence of pulmonary immune complex disease on C5a.

Recent information indicates that IgG Fc receptors (Fc R) may have a more impor-
tant role in mediating immune-complex disease than had been appreciated previously,
and complement may mediate less of the inflammation. These data have been reported



Immune Complexes in Rheumatic Disease 137

in a series of papers, largely using mice generated by Ravetch, that lack the transmem-
brane, signal transducing chain that is found on IgG FcRI and FcRIII. In cutaneous
Arthus reaction models in those mice, as well as experiments with autoimmune mice
crossbred with the Fc receptor knockout mice, neutrophil infiltration and organ dys-
function required intact Fc receptors despite the presence of immune complexes in
tissues (65). Furthermore, inflammation was not altered by complement deficiency.
The susceptibility to murine lupus nephritis (66) and to collagen-induced arthritis was
also found to be altered in FcR –/– mice (67), indicating that similar mechanisms were
important in these diseases. In a murine model of immune-complex peritonitis, neutro-
phil migration was attenuated after complement depletion, but totally abolished in mice
lacking the FcR  chain. Additional data suggested that engagement of FcRIII did not
lead to neutrophil recruitment, but engagement of FcRI was most important in causing
inflammatory exudates (68). It has been proposed that local microenvironments within
different tissues could influence expression of FcR on macrophages at different sites,
thus modulating the local inflammation and other tissue effects of circulating or depos-
ited immune complexes (69). If FcR activation is more important than complement
activation in mediating immune-complex disease, then many additional questions can
be raised. For example, could there be steric hindrance by complement fragments in
the interaction between immune-complex Fc regions and FcR, thus demonstrating
another anti-inflammatory of complement? Does the observed enhanced production of
C3 by human mesangial cells (70) have pro-inflammatory or anti-inflammatory effects?

Immune complexes themselves have a variety of other immunomodulatory effects.
For example, binding of immune complexes to Fc receptors leads to aggregation of
those receptors, triggering intracellular signaling pathways (71). Immune complexes
have been reported to augment the responsiveness of both B-cells and T-cells to anti-
gen stimulation (72).

4.3. Development of Therapies Based on the Immune-Complex Model

The immune-complex model for the cause of tissue damage in SLE has been the
dominant paradigm for several decades, and it remains so. Therapeutic approaches
based on this paradigm, however, have been relatively disappointing. For example,
whereas plasmapheresis for the treatment of SLE originally met with great enthusiasm,
a controlled clinical trial of plasmapheresis in patients with lupus nephritis was
unsuccessful (73).

Recently, affinity columns containing silica-bound staphylococcal protein A (SPA)
have been approved for use in patients with severe refractory rheumatoid arthritis (74).
The rationale for use of SPA immunoabsorbants arises from the observation that IgG
within immune complexes binds preferentially to SPA, compared with monomeric
noncomplexed IgG. It has been suggested that other mechanisms in addition to immune-
complex removal may play a role in the improvement observed (Sasso, personal com-
munication); nevertheless, this successful therapy was developed because of the
immune-complex-disease model.

4.4. Importance of Antigen Within Circulating Immune Complexes?

Whereas in the classic serum-sickness immune-complex model, the antigen in the
immune complex (often heterologous serum albumin in experimental systems) bears
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little relevance to the resultant pathology, in SLE and other human immune-complex
diseases, the antigen constituents within the immune complex could influence the pat-
tern of clinical sequelae and the risk for cardiovascular disease. For example, recently,
antiphospholipid antibodies were found to be enriched in circulating immune com-
plexes in patients with the antiphospholipid syndrome, with or without coexistent SLE
(75). In these studies, aliquots of sera that were unfractionated or were fractionated by
gel filtration or sucrose density gradients were analyzed for the presence of anti-phospho-
lipid antibodies. The relative concentration of anticardiolipin antibodies was up to 125
times higher in high-molecular-weight fractions, compared with the antibody activity
in unfractionated serum. Furthermore, in some sera, minimal levels of anti-phospho-
lipid antibodies were detectable in the unfractionated serum, whereas high levels of
antibodies to negatively charged phospholipids were found in the high-molecular-
weight fractions. The binding avidity of antiphospholipid antibodies was substantially
higher in the immune-complex fractions compared with the unfractionated sera, as
assessed by binding curves and elution studies. Different types of immune complexes
differ in their ability to bind to and activate platelets (76). Thus, anti-phospholipid-
containing immune complexes could augment the tendency of antiphospholipid anti-
bodies to cause thrombosis and enhance vascular disease.

Because antiphospholipid antibodies bind to other families of lipids, including oxi-
dized low-density lipoproteins (LDL) (77), it is possible that the high-molecular-weight
antiphospholipid antibodies were part of immune complexes comprised of lipopro-
teins. Immune complexes containing antibodies to lipoproteins known to be associated
with atherogenesis could play a role in development of coronary artery disease.
Hasunama et al. found that the anti-cardiolipin cofactor 2-glycoprotein I ( 2-GPI)
bound preferentially to oxidized plasma lipoproteins, i.e. oxidized [ox]VLDL (very
low-density lipoproteins), oxLDL, and oxHDL (high-density lipoproteins), in com-
parison with the native forms of the lipoproteins (78). Antibodies to 2-GPI bound to
the 2-GPI–oxLDL complex. Whereas binding of 2-GPI to oxLDL inhibited the
uptake of oxLDL by macrophages, the uptake was enhanced in the presence of immune
complexes containing anti 2-GPI and 2-GPI–oxLDL complexes. Uptake of oxLDL
by macrophages predisposes to the formation of foam cells leading to intimal disease
and atherosclerosis; thus, the enhanced uptake caused by lipoprotein-containing
immune complexes could contribute to accelerated atherosclerosis (79) as well as
immune-complex disease. Given the growing importance of coronary disease and of
the antiphospholipid syndrome in SLE, the role of immune complexes in those mani-
festations bears further investigation.

5. Clinical Assays for Circulating Immune Complexes

A variety of different assays for circulating immune complexes have been devel-
oped, with relatively few used clinically in more than a few laboratories (reviewed in
ref. 80). The most commonly used assays include those based purely on the physical
chemistry of immune complexes (e.g., tests depending on polyethylene glycol-induced
precipitation or tests for cryoglobulins, i.e., cold-precipitating immunoglobulins), those
dependent on binding to C1q, and those detecting the presence of IgG–C3 complexes
either by employing cellular C3 receptors (Raji cell assay) or antigenic recognition. A
problem with interpretation of results of immune-complex assays is that they can give
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positive results when antibodies directed against the recognition moieties bind to those
moieties as specific antibodies, rather than in antigen-nonspecific immune-complex
interactions. For example, with the Raji cell assay, antilymphocyte antibodies from
some patients with systemic lupus erythematosus could give a positive result, recog-
nizing antigens on the Raji cell as targets. Use of the C1q solid-phase assay allows
autoantibodies directed against C1q to bind and give positive results, even in the absence
of immune complexes. Similarly, autoantibodies to C3 components are frequently
present in the sera of patients with SLE and related disorders and could lead to positive
results in immune-complex assays based on recognition of C3. In the antiC3 assay,
serum antibodies directed against the F(ab')2 fragments of antiC3 used to detect the
C3-bearing immune complexes have been reported to cause positive assay results. In
these examples, the positive results are “false-positive” in that the results are not caused
by immune complexes, yet clinically useful results may be obtained (see Subheading 2.).
However, because the assays may become positive because of the presence of patho-
logic substances in addition to immune complexes, investigators employing these
assays and using them to make conclusions about circulating immune complexes should
confirm that immune complexes are responsible for the positive results observed.

One of the challenges of using the clinical assays for circulating immune complexes
is that the lack of concordance between the methods has made interpretation of results
difficult (11). Because of differences in the immunochemical properties of immune
complexes and differences in principles of detection with the different methods, these
differences may not be unexpected. Furthermore, pathogenically important immune
complexes may not be present in the serum specimens usually analyzed, but they may
be deposited in peripheral tissues, carried on erythrocytes via their CR1 during their
transit through the circulation, or lost during specimen handling. Taylor et al. have
provided evidence that the immune complexes bound to circulating erythrocytes may
be released into plasma during incubation, whereas they remain on the erythrocytes if
serum is the specimen to be analyzed. Furthermore, even attempts to directly quantify
erythrocyte-bound IgG, an approach that has the potential to measure immune com-
plexes bound to cells, may be problematic because of the fact that CR1-bound IgG is
relatively inaccessible to a variety of probes. Immune complexes contained within
cryoglobulins are well recognized as potentially being diminished if the specimen is
allowed to cool. Preanalytical factors (i.e., handling of clinical specimens prior to actual
assay) and choices of specimen (serum, plasma, or erythrocyte) may substantially
influence the results reported from any given patient, and these factors are often not
carefully addressed.

5.1. Detection of Immune Complexes: Technical Issues for the Clinician

Analyzing tissue biopsies using direct immunofluorescence microscopy, immuno-
globulins and complement components are routinely identified within vessels affected
by some forms of vasculitis. The detection of these immune deposits depends in part on
technical issues. Biopsy material ideally should be obtained from new “fresh” lesions
because immune deposits are transient and may be undetectable in older lesions. A
portion of tissue biopsies should be snap-frozen to prevent degradation of immune
deposits. For some biopsies, such as small punch biopsies of skin, one specimen may
be obtained for routine histology, and a second obtained for freezing and immunofluo-
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rescence studies. Specimens should be sent to an experienced laboratory, as background
staining, specificity of antibodies, and other factors can influence interpretation of
results.

Circulating immune complexes have been measured by a multitude of techniques,
few of which are available to most clinicians (11). For the clinician, probably the most
important immune-complex assay is the assay for cryoglobulins. The test for
cryoglobulins is frequently inaccurate because of problems with specimen handling;
for this test, blood should be allowed to remain at 37°C while it clots and should be
kept warm while the clot is centrifuged. Phlebotomists and laboratory personnel should
be alerted to the possible presence of a cryoglobulin and should be reminded of the
special handling requirements.

6. Summary

Inflammation caused by immune complexes in tissues remains the single most
important mechanism for clinical manifestations of SLE. Although substantial progress
is being made investigating genetic contributions to clearance mechanisms of immune
complexes, questions remain about the site and mechanism of immune-complex for-
mation and about factors that influence localization and pathogenicity at different sites.
Mechanisms responsible for rearrangement and condensation, the process by which
transient, probably nonpathogenic immune complexes become sustained and patho-
genic in SLE, also remain largely unexplored. Although the role of anti-DNA as a
contributor to lupus immune-complex disease has been studied, the role of other anti-
bodies (such as those directed to nucleoprotein complexes, C1q, and phospholipids) as
constituents of immune complexes remains another relatively unexplored area of
investigation. The relative role of complement and Fc receptor activation in the patho-
genesis of immune-complex disease is controversial. Although immune complexes are
one of the fundamental causes of inflammation in autoimmune rheumatic diseases,
many mysteries remain concerning their pathophysiology.
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Complement

V. Michael Holers

1. Overview of the Complement System

Complement is a phylogenetically ancient system whose primary roles are to help
initiate the immune response to and participate in the clearance of foreign organisms
and antigens as well as ischemic and necrotic tissue (reviewed in ref. 1). However, in
humoral autoimmune states, these potent complement effector functions are inappro-
priately redirected at self tissues. Because of this and the desire to develop complement
inhibitors that could be used as therapeutics in these disease states, understanding the
specific functions of complement components is necessary.

The complement system consists of >20 proteins that are functionally divided into several
categories. The first category consists of activation pathway proteins (see Fig. 1 and Table 1)
that, together, generate the effector functions of complement described in the chapter
(reviewed in ref. 2). The second category is regulatory proteins (see Table 2), which are
necessary to control complement activation in the fluid phases as well as on cell membranes
(reviewed in refs. 3–5). The third category is receptors (see Table 2) (reviewed in refs. 1 and
6–8). Complement receptors either help to clear complement-bound targets, transmit signals
upon binding of the complement coated targets to cell membranes, or are activated by low-
molecular-weight anaphylatoxins C3a and C5a released during complement activation.

2. Mechanisms of Complement Activation

2.1. Classical Pathway
The complement pathway can be initiated by one of three mechanisms. The first is

the classical pathway, which is initiated when complement-fixing immunoglobulin (Ig)
isotypes recognize their antigens (Ags). In humans, classical pathway complement-
fixing isotypes are IgM>IgG3>IgG1>IgG2>>>IgG4. The classical pathway is initiated
when the hexameric heads of C1q are bound by complement-fixing isotypes in such a
way that the associated C1r and C1s proteases are activated and C4 and C2 are sequen-
tially cleaved and activated. This occurs when either two subunits of the pentameric or
hexameric IgM molecules interact with the target Ag, thus generating a site for the
globular heads of C1q to interact, or when two individual IgG molecules bind their
epitopes in close enough proximity to form a stable C1q interaction site.

The classical pathway can also be activated in the complete absence of any antibody
(Ab) directly through the actions of C-reactive protein (CRP) and serum amyloid P
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(SAP), two members of the pentraxin family (reviewed in ref. 9). Classical pathway
activation occurs when either of these proteins bind nuclear constituents, such as chro-
matin released from necrotic or dying cells, which then allows C1 to be directly bound
and the pathway activated. The classical pathway may also be activated when apoptotic
bodies derived from cells directly bind C1q (10).

Fig. 1. Schematic of the complement activation pathways.

Table 1
Complement Activation Proteins

Approximate serum
Component conc. (µg/mL) Mr

Classical pathway
C1q      70 410,000
C1r      34 170,000
C1s      31 85,000
C4    600 206,000
C2      25 117,000

Alternative pathway
D       1 24,000
C3 1,300 195,000
B   200 95,000

Lectin pathway
MBP    150 (very wide range) 600,000
MASP-1        6 83,000
MASP-2        ? 52,000

Membrane attack complex (MAC)
C5      80 180,000
C6      60 128,000
C7      55 120,000
C8      65 150,000
C9      60 79,000
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2.2. Lectin Pathway

The lectin pathway is a recently described pathway that is initiated by the binding of
mannose-binding lectin (MBL) to repeating carbohydrate moieties found primarily on
the surface of pathogens (reviewed in ref. 11). MBL is structurally similar to C1q and
is physically associated with proteases called mannose-binding lectin-associated serum
protease (MASP)-1 and MASP-2, which are of the same structural family and act like
C1r and C1s of the classical pathway (12,13). Similar to C1q, once MBL is bound to its
target, MASP-1 and MASP-2 are activated. This results in the cleavage of C4 and C2
and the subsequent activation of C3, which is then followed by the assembly of the
remainder of the complement pathway.

2.3. Alternative Pathway

The alternative pathway can be spontaneously activated on surfaces of pathogens
that have the proper charge characteristics and do not contain complement inhibitors.

Table 2
Complement Receptors and Regulatory Proteins

Approximate serum
Component conc. (µg/mL) Mr

Receptors
Complement receptor 1 (CR1, CD35) 190,000–250,000
Complement receptor 2 (CR2, CD21) 145,000
Complement receptor 3 170,000 (  chain)a

(CD11b/CD18)
Complement receptor 4 150,000 (  chain)a

(CD11c/CD18)
C1q receptor C1qRP 126,000
C5a receptor (CD88)   50,000
C3a receptor   60,000

Membrane regulatory proteins
Decay-accelerating factor (CD55)   70,000
Membrane cofactor protein (CD46)   45,000–70,000
CD59   20,000

Soluble regulatory proteins
Positive regulation

Properdin   25 220,000
Negative regulation

C1-INH 200 105,000
C4BP 250 550,000
Factor H 500 150,000
Factor I   34   90,000
Anaphylatoxin inactivator   35 280,000

(carboxypeptidase H)
S protein (vitronectin) 500   80,000
SP-40,40 (clusterin)   60   80,000

aCommon 95,000  chain.
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This is due to a process termed “tickover” of C3 that occurs spontaneously and results
in the fixation of active C3b on pathogens or other surfaces even in the absence of
antibody (reviewed in ref. 2). The alternative pathway can, however, also be initiated
by IgA isotype Ab-containing immune complexes, which are found in several human
diseases. In addition, activation of the alternative pathway is strongly promoted by
substances such as repeating polysaccharides, endotoxin, virally infected cells, yeast
cell-wall extracts (zymosan), and cobra venom factor that either present a surface free
of regulators or actively exclude serum-regulatory proteins. The alternative pathway is
also engaged in a mechanism termed the “amplification loop” (see Fig. 1 showing C3b)
when C3b is deposited via the classical pathway. Certain autoantibodies, termed C3
nephritic factors (C3Nef), occasionally found in patients also greatly enhance activa-
tion of the alternative pathway because they function to stabilize the C3 convertase
C3bBbP and do not allow it to spontaneously decay at a normal rate.

2.4. Additional Activation Mechanisms
Other less well-characterized mechanisms underlie activation of complement by

biopolymers such as those used in cardiopulmonary bypass and hemodialysis. In addi-
tion, several bypass pathways have been described that allow low-level activation of
downstream components in the setting of complete C2, C3, or C4 deficiencies.

2.5. Subsequent Activation Steps
The major focus of complement activation is on the C3 protein, as this is the first

point at which all three pathways converge. During this process, C4b and C3b become
covalently attached to the target or, in the case of C3b, to C4b itself. This “irreversible”
marking is possible because these two proteins contain a thioester bond. Lysis of this
bond during complement activation allows each of the proteins to form physiologically
irreversible ester or amide linkages with target molecules. Subsequent to this step, C5
convertases are formed and C5 is cleaved to C5b and C5a. The membrane attack com-
plex (MAC) is then assembled as C6, C7, C8, and C9 are sequentially added. During
this process, the MAC generates hydrophobic patches and can progressively insert itself
into an available target membrane or, alternately, is inactivated and becomes a soluble
protein complex.

3. Immunobiology of Complement Receptors

3.1. C1q Receptors
C1q that is free of C1r and C1s can interact with a multitude of cell types and has

been reported to enhance phagocytosis by polymorphonuclear cell (PMN) and macro-
phages, increase oxygen radical generation by PMN through a CD18-dependent mecha-
nism, activate platelets, promote Ig production by Staph aureus cowan (SAC)-activated
B-cells, and facilitate PMN–endothelial cell binding by increasing E-selectin, ICAM-1
and VCAM-1 expression (reviewed in ref. 11).

Four receptors for C1q have been described that interact with this protein and other
members of the collectin family of which C1q is a member (reviewed in ref. 11). How-
ever, currently only two of the four are believed to actually function as transmembrane
receptors. These are C1q receptor-related protein C1qRP (Table 2) (14) and comple-
ment receptor type 1 (see Subheading 3.2.) (15). Two other “C1q receptors” have been
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found to be encoded by proteins that are primarily intracellular and, therefore, their
contribution to the phenotypic effects described earlier is unclear. Although not yet
proven, it is widely thought that other C1q receptors exist and that only some of the
members of this family are currently known.

The 126 kD C1qRP receptor, designated by C1qRP to reflect its phagocytosis
enhancement function, is expressed on myeloid cells (neutrophils and monocytes/
macrophages), endothelial cells and platelets. The receptor interacts with C1q
collagenlike tails and is physically associated with the more widely distributed mol-
ecule CD43, although the functional relevance of this association is not yet known.
C1qRP also binds other collectin family members MBL and SPA. This C1q receptor
plays an important functional role by enhancing Fc receptor and complement receptor
type 1 (CR1)-mediated phagocytosis. In addition, on endothelial cells, it is apparently
involved in the upregulation of adhesion molecules on these cells after interaction with
C1q-containing immune complexes.

3.2. Complement Receptor Type 1

Once C3b is bound to a target, it is sequentially cleaved by factor I to the forms iC3b
and C3d,g. Like C3b, these forms remain attached to the target through the ester or
amide linkage derived from the thiolester bond. CR1 is a relatively widely distributed
and clinically important complement receptor (reviewed in ref. 6). CR1 efficiently
binds the C3b form in addition to the C4b form of C4, and it has a lower affinity for the
iC3b form of C3. As described, CR1 has also been reported to serve as a C1q receptor.
In addition to its direct ligand binding, CR1 also exhibits two complement regulatory
enzymatic activities. These activities are cofactor activity for factor I-dependent cleav-
age of C3b and C4b and decay acceleration of the classical and alternative complement
pathways.

The structure of CR1 consists of a linear series of structurally related modules desig-
nated short consensus repeats (SCR) followed by a transmembrane and short intracyto-
plasmic domain. SCR-containing proteins such as CR1 are part of a gene family
designated the regulators of complement activation (RCA) found on human chromo-
some 1q3.2 (reviewed in ref. 16). CR1 has four polymorphic structural variants that are
believed to vary in size by the inclusion or exclusion of seven-SCR-containing ele-
ments called long homologous repeats (LHR). C4b interacts with the most amino-ter-
minal LHR in SCRs 1–4, and C3b interacts with comparable sites in the second and
third LHR. This presumably allows the same CR1 molecule to interact with either two
to three ligands on the same immune complex or with two individual complexes, thus
facilitating the overall interaction of these complexes with cells.

Complement receptor type 1 is expressed on erythrocytes, B-cells, a subset of
peripheral T-cells (approx 15%), thymocytes (approx 25%), monocytes, macrophages,
neutrophils, follicular dendritic cells (FDCs), eosinophils, glomerular podocytes, and
liver Kuppfer cells. Two soluble forms of the molecule have been described. One is in
the serum and is believed to be released by proteolytic processing of membrane-bound
CR1 from leukocytes; the other soluble form is found in urine and is believed to be
released from glomerular podocytes.

Complement receptor type 1 has a number of biologic roles. Erythrocyte CR1 binds
large circulating immune complexes that have fixed complement and transports them
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to the liver and spleen for further processing. CR1 on monocytes, macrophages, and
neutrophils promotes the phagocytosis of C3-bound targets. CR1 on FDCs is believed
to play a role in the trapping of immune complexes within germinal centers in lym-
phoid organs, and CR1 on B-cells promotes B-cell activation in addition to facilitating
antigen binding and presentation to T-cells. CR1 molecules on erythrocytes are prima-
rily found in clusters, a situation that likely facilitates its role in clearing C3b-bound
immune complexes.

Erythrocyte CR1 has also been found to be the polymorphic variant defined by the
Knops/McCoy/Swain–Langley/York blood group antigens. In addition, a 6.9-kb
HindIII RFLP has been described that correlates with the levels of expression of eryth-
rocyte CR1 and is believed to mark a genetic element that controls receptor levels on
this cell type.

3.3. Complement Receptor Type 2

Complement receptor type 2 (CR2) binds C3d and iC3b forms of C3 and interacts
less well with the C3b form (reviewed in refs. 6 and 17). CR2 is also the Epstein–Barr
virus (EBV) receptor and mediates EBV infection and immortalization of B-cells
through its interactions with the EBV surface protein gp350/220. Recent studies have
also shown that CR2 is a receptor for the important immunomodulatory protein CD23.

Like CR1, CR2 is a member of the RCA family, and its structure consists of a linear
series of 15–16 SCRs followed by transmembrane and short intracytoplasmic domains.
CR2 mRNA encodes two protein forms that vary by the inclusion or exclusion of a
single SCR that is the result of alternative splicing in the CR2 gene; however, this form
has an identical affinity for C3d,g and its biologic significance is unknown.

Complement receptor type 2 is expressed on mature B lymphocytes, FDC, a small
subset of peripheral T cells, early thymocytes, basophils, keratinocytes, and many types
of epithelial cells (nasopharyngeal, oropharyngeal, cervical, lacrimal, and ocular sur-
face). Marginal-zone B-cells express higher levels of CR2, whereas T-cells express
approximately one-tenth of normal B-cell levels. A soluble form of CR2 has been
detected in serum that is likely shed from the cell surface.

Complement receptor type 2 has a number of biologic roles. On B-cells, CR2 inter-
action with C3d or mAb mimics promotes B-cell activation by increasing proliferation,
Cai

2+, and c-fos mRNA. CR2 associates on B cell membranes with CD19, TAPA-1
(CD81), and Leu-13. It is believed that the association with CD19, itself a potent acti-
vating molecule closely linked to B cell membrane IgM Ag receptors, mediates the
major effects of CR2 ligation. CR2 also independently associates on the membrane
with CR1. CD23 interacts with CR2 to increase production of IgE, rescue germinal
center B-cells from apoptosis, and promote T : B-cell adhesion in addition to T-cell
activation by B-cell antigen presenting cells. FDC CR2 helps to trap antigen-bearing
immune complexes in germinal centers.

3.4. Complement Receptor type 3 and type 4

Complement receptor type 3 (CR3) is a receptor with a rank-order ligand binding of
iC3b > C3b >C3d, whereas complement receptor type 4 (CR4) is a receptor with an
order of iC3b > C3b (Table 2) (reviewed in ref. 7). CR3 has many additional ligands,
including ICAM-1, factor X, and fibrinogen, among others. CR3 also mediates adher-
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ence to plastic and many types of clinically used biomaterials. CR3 and CR4 are mem-
bers of the integrin family and share common chains of the 2 form. CR3 and CR4
are expressed on neutrophils, monocytes, macrophages, FDC, a subset of lymphocytes,
and eosinophils.

Complement receptor type 3 mediates phagocytosis of C3-bound particles by neu-
trophils and macrophages, co-associates with Fc receptors on neutrophils, stimulates
the respiratory burst and platelet-activating factor (PAF) release in eosinophils, and is
physically linked to the cytoskeleton. Of interest, the adhesive characteristics of CR3
are modulated by the interaction of other surface receptors such as ELAM-1 with their
ligands, a process known as molecular crosstalk.

3.5. C5a and C3a Receptors
C5a is a potent 74 amino acid fragment of C5 that is released upon activation by the

C5 convertases (Fig. 1) (reviewed in ref. 8). C5a, along with the other two anaphylatoxins
C3a and C4a, exerts many biologic effects. The C5a receptor is an approx 50 kD trans-
membrane-spanning protein of the rhodopsin gene family. The C5a receptor is
expressed on a variety of cell types, including neutrophils, monocytes, macrophages,
eosinophils, subsets of mast cells, hepatocytes, lung vascular smooth-muscle cells,
bronchial and alveolar epithelial cells, vascular endothelium, and astrocytes.

The C3a receptor is structurally related to the C5a receptor and is expressed on
neutrophils, monocytes, and basophils, in addition to other less well-characterized
populations (18). Like the C5a receptor, the C3a receptor is physically associated in the
membrane with GTP-binding proteins and exerts its cell-activating effects through
pathways involving tyrosine phosphorylation and MAP kinases.

The biologic effects of C4a are less pronounced than C5a or C3a, and the C4a recep-
tor is even less well characterized in humans. Recent studies have suggested that it is
expressed on monocytes and causes the release of a protein that inhibits chemotaxis.

3.6. Other Complement Receptors
Reports of receptors for Ba, Bb, factor H, and several other fragments of complement

have been published. However, the molecular nature of the receptors is not yet known.

4. Pro-inflammatory and Immunoregulatory Activities of Complement

4.1. Effects of the MAC on Cells
The MAC has two major functions; the first is to lyse or inactivate pathogens that

have cell membranes into which the MAC inserts, or to lyse nonnucleated cells such as
erythrocytes. The second major function is to act as a signal transducing complex that
results in cell activation (reviewed in ref. 5). One outcome of MAC insertion is the
initiation of a repair process that attempts to remove the complexes by vesiculation and
endocytosis. MAC binding also activates several signal transduction pathways, result-
ing in increases of arachidonic acid mobilization, generation of diacyl glyceride and
ceramide, and activation of protein kinase C, MAP kinases, and Ras. Pro-inflammatory
and tissue-damaging phenotypic outcomes following these signaling events include
cell proliferation as well as the release of reactive oxygen intermediates, leukotrienes,
thromboxane, basic fibroblast growth factor (bFGF), platelet-derived growth factor
(PDGF), von Willbrand factor, and GMP-140.
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Support for the concept that the MAC plays a major role in human diseases has
come from the finding of the MAC (measured by the identification of a neoepitope
present only on the intact C5b-9 complex) in relevant tissue sites of neuromuscular
diseases such as multiple sclerosis, rheumatoid arthritis, and many forms of glomerulo-
nephritis, including lupus nephritis (reviewed in ref. 4). Soluble MAC (sC5b-9) has
also been identified in many fluids, including urine, in association with complement
activation and active inflammation within the tissue of origin.

4.2. Chemotaxis and Inflammatory Cell Activation

The biologic effects of C5a and other anaphylatoxins (in a general order of potency C5a
> C3a > C4a) include leukocyte chemotaxis, aggregation of neutrophils and platelets,
smooth-muscle contraction, increases in capillary permeability, release of cytokines (such
as IL-6, IL-8, and IL-1), generation of leukotrienes and reactive oxygen intermediates, and
increased neutrophil–endothelial cell adhesion. The C5aR has been shown to be expressed
on hepatic parenchymal cells and mediate changes in acute-phase protein production.

4.3. Phagocytosis

The receptors CR1, CR3, and CR4 play central roles in the clearance of targets by
phagocytosis in neutrophils and macrophages (reviewed in ref. 7). CR3, in particular,
is also centrally important as an adhesion receptor whose expression is required for
many other phagocytic cell functions.

4.4. Regulation of Humoral Immunity

Recent studies using mice in which the C3 and C4 genes have been inactivated using
the “knockout” technique have reinforced the concept that a normal complement path-
way is absolutely required for the generation of a normal humoral immune response to
T-dependent antigens (19). C3 and C4 act in this fashion in mice via CR2 and CR1
found on B-cells and FDCs, and recent studies have shown that CR2 and CR1 expres-
sion is also required in vivo for generation of a normal immune response to T-depen-
dent antigens as well as a robust germinal center phenotype (20,21).

4.5. Other Roles of Complement

As discussed later, complete deficiencies of complement components C1, C4, or C2
strongly promote the development of systemic lupus erythematosus (SLE). Although
the basis for this is unclear, recent studies have suggested that CR2 and the C4 compo-
nent may also play a role in maintaining tolerance to self antigens. The mechanisms
proposed are either related to antigen capture in the bone marrow or to enhancing sig-
naling of self-reactive B-cells that normally results in deletion (22). Thus, these results
strongly suggest that the early components of the classical complement pathway also
play a protective role against the development of autoreactivity.

5. Natural Inhibitors of Complement Activation

Because of the nature of the activation mechanisms, especially the alternative path-
way, which allow for a rapid enzymatic amplification of complement, the pathway is
tightly controlled by a series of regulatory proteins (Table 2). These proteins are found
in the circulation, on cell membranes, and in the interstitial spaces (reviewed in ref. 3).
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Their importance is highlighted by several human diseases caused by genetic deficien-
cies of inhibitory proteins.

5.1. Membrane Inhibitors

There are two primary classes of intrinsic membrane inhibitors. One is demonstrated
by CD59, a glycolipid-anchored protein that acts to block both the initial insertion of
C9 into the MAC as well as the subsequent polymerization of C9 (reviewed in ref. 23).
CD59 is a widely distributed protein that is found on the vast majority of cells.

A second class of intrinsic inhibitors is directed at the centrally important step of C3
activation. These proteins include decay-accelerating factor (DAF, CD55) and mem-
brane cofactor protein (MCP, CD46). These proteins act to either dissociate the alter-
native and classical pathway C3 and C5 convertases (DAF) or to act as a cofactor for
serum factor I-mediated cleavage and inactivation of C3b and C4b (MCP). DAF is also
glycolipid anchored, whereas MCP is a type I transmembrane protein with alterna-
tively spliced intracytoplasmic sequences. Both proteins have membrane proximal
regions with heavy O-glycosylation that contribute to their function. Both are also
widely distributed and expressed on almost all cells, with the notable exception that
MCP is absent from erythrocytes.

Both DAF and MCP are part of a large family of receptor and regulatory proteins
designated the Regulators of Complement Activation (RCA) (Figure 2). This family
also includes CR1, CR2, factor H, and the C4-binding protein (C4-bp). These proteins
all interact with C3 and/or C4 and are built of a repeating structural motif called a short
consensus repeat (SCR). In this regard, CR1 can also serve as an intrinsic regulator and
block complement activation using both decay-accelerating and cofactor functions.

The relative importance of these membrane inhibitors is demonstrated by the illness
paroxysmal nocturnal hemoglobinuria (PNH). PNH is caused by an acquired somatic
cell defect in the biosynthesis of the glycolipid anchor. Patients develop clones of
hematopoietically derived cells that lack both CD59 and DAF and present with waves
of recurrent hemolysis. Some patients also develop myeloproliferative disorders, but
the mechanism is unknown.

5.2. Serum Inhibitors

A centrally important serum complement inhibitor is C1-INH, which is a suicide
inactivator of C1r and C1s (reviewed in ref. 24). Once these proteases are generated,
C1-INH binds, inactivates, and restricts their range of activity to the local environ-
ment. The importance of C1-INH and its maintenance at a critical level is shown by the
phenotype of patients with hereditary angioedema (HAE). These patients have only a
heterozygous deficiency, usually with one nonfunctional allele, but exhibit life-threat-
ening angioedema because of the relatively unchecked low-level activation of the clas-
sical pathway. This demonstrates the very tight control under which the classical
pathway must exist to function normally. Some patients demonstrate an interesting
phenomenon of trans-suppression as C1-INH levels are below even that predicted by
the heterozygous state. As no individuals who are completely deficient have been
described, it is likely that this particular situation is lethal in utero.

Factor H and C4-bp are two members of the RCA family that are inhibitors of C3
and C4 activation, respectively. Each is a large protein that has multiple binding sites
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and serves as both a decay accelerator and a factor I cofactor for their respective target
proteins. These functions allow them, like DAF and MCP, to blocks subsequent activa-
tion of the complement pathway.

Factor I is a serum protease with high specificity for C3b and C4b when in the
presence of cofactors described above. Factor I can act on C3 and C5 convertases
present either in the fluid phase or on cell membranes. Carboxypeptidase H is a serum
protein that acts to cleave the carboxy-terminal arginine from C3a and C5a, which
inactivates these proteins. S protein and clusterin interact with the MAC and block
membrane insertion, thus inactivating this complex.

6. Complement and Human Disease

6.1. Complement and Protection from Infection

A major role of complement is in the protection from infection by pathogens, espe-
cially bacteria. This role is especially evident when one examines patients with comple-
ment deficiencies (reviewed in ref. 25). Deficiencies of mannose-binding lectin are
associated with recurrent childhood infections. Deficiencies of early classical pathway

Fig. 2. Schematic diagram of the RCA family members.
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components C1-C4, in addition to predisposing to a SLE-like illness, result in increased
susceptibility to many bacterial pathogens, including staphylococcal and streptococcal
infections. Also prominent are recurrent Neisserial infections, predominantly in indi-
viduals with deficiencies of MAC components but also in patients lacking C2, factor
D, or properdin. Further evidence in support of a role for complement has been shown
in mouse models where activation of complement by natural Ab has been shown to
play a critical role in the protective response to both endotoxin and bacterial pathogens
(reviewed in ref. 26).

The necessary role of complement in protecting from infection is also supported by
the analysis of individuals with CR3 and CR4 deficiency as part of the disease leuko-
cyte adhesion deficiency (LAD). The deficiency is caused by a number of different
mutations within the common chain and commonly presents with recurrent bacterial
infections because of diminished neutrophil activity.

6.2. Complement and Innate Immunity

Complement is now viewed as a major link between the innate immune system,
which is an evolutionarily ancient system, to acquired immunity that is provided by
T- and B-lymphocytes (27). Acquired immunity is found in vertebrates, whereas
complement components and other “pattern recognition” systems of innate immunity
are found much earlier in evolution. Complement can be activated in the absence of
acquired immunity by mechanisms such as MBL, which itself is a member of an evolu-
tionarily ancient lectin system, as well as the alternative pathway and pentraxins. Some
authors include natural IgM Ab as a component of innate immunity, and it is clear from
many studies that complement activation is required for the activities of natural Ab.
Strong evidence in support of a major role for complement in initiating and propagat-
ing the acquired humoral immune system is shown by studies in which mice lacking
C4 or C3 demonstrate marked deficiencies in humoral immunity because of a lack of
ligation of CR1 and CR2 on lymphocytes (26).

6.3. Complement in Inflammatory and Autoimmune Diseases

Protection from pathogens is a protective and appropriate role for such a potent
pathway as complement. However, the complement pathway is often co-opted when
humoral, and likely cellular, autoimmunity develops. In this situation, complement-
fixing Ig isotypes are directed to self Ags, or immune complexes deposit in sites such
as the glomerulus. When these Ig molecules interact with their Ags, C1q is “normally”
activated, and the same mechanisms used to attack and inactive pathogens are instead
directed at self tissues.

There is strong evidence for a pathogenic role of complement in glomerulopathies,
including lupus nephritis, in inflammatory arthritis such as rheumatoid arthritis (RA)
and in many other diseases characterized by tissue-specific autoantibodies. With regard
to lupus nephritis, the finding of C3 and the C5b-9 MAC in association with glomeru-
lar immune deposits and the observations that nephritogenic Abs typically are comple-
ment-fixing IgG isotypes support the concept that complement contributes to
glomerulonephritis. Patients with active lupus nephritis demonstrate alterations of the
complement system typical of chronic activation in vivo (reviewed in ref. 28). Total C3
and C4 serum levels are typically decreased below the normal level, and mean levels of
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other components such as C1q and C2 are diminished. Serum levels of specific activa-
tion fragments are also increased. This includes C4d, C3d and C3c (the fragment of
iC3b released when C3d is proteolytically generated), the anaphylatoxins C3a and C5a,
Ba and Bb, and the soluble form of the C5b-9 MAC (sC5b-9). Urinary levels of activa-
tion fragments such as C3d and sC5b-9 are also increased, likely reflecting local
inflammatory disease.

Given this pattern, it is likely that the complement system is activated in situ in the
glomerulus by immune complexes. Both the classical and alternative pathways con-
tribute to the activation of the MAC in the glomerulus, the classical pathway through
immune complexes containing IgM and IgG isotypes, and the alternative pathway
through IgA-containing immune complexes and the amplification pathway.

In addition to these changes of complement fragments reflecting activation, changes
in complement receptors are also common. CR1 levels on the erythrocytes of patients
with SLE have been shown to be substantially decreased. This decrease is believed to
lead to abnormal in vivo immune-complex processing in these patients and increased
deposition of circulating complexes in the kidney and lung. The decrease in CR1 is
believed to be primarily acquired and the result of elevated levels of circulating com-
plexes promoting receptor loss in the reticuloendothelial system, although this point is
still controversial. Rare patients with SLE have autoantibodies that interfere with CR1
functions. In patients with SLE, B-cell and neutrophil CR1 levels are also decreased, as
are B-cell CR2 levels.

In patients with RA, synovial fluid levels of complement activation fragments such
as C5a are also markedly increased. Synovial fluid neutrophils also demonstrate
increased CR1 levels consistent with their activated state. Support for a critical role of
complement in tissue injury is provided by animal models of RA in which inhibition of
complement at the C3 or C5 activation steps blocks the development of inflammatory
arthritis.

Substantial experimental and clinical data also support a role for complement in the
pathogenesis of other tissue- or organ-specific diseases such as hemolytic anemia,
immune thrombocytopenia, and blistering diseases such as pemphigus. In addition,
although diseases such as multiple sclerosis and type I diabetes are traditionally viewed
as cellular immune diseases, some experiments in murine models suggest that comple-
ment may plan an important effector role in tissue damage.

6.4. Complement and Self Tolerance

Although much evidence supports a role for complement in tissue injury in patients
with SLE, other observations regarding this disease illustrate that the situation is more
complex and that complement activation cannot be considered as simply and only lead-
ing to tissue injury. For instance, an SLE-like syndrome, with loss of tolerance mani-
fested by high levels of autoantibodies, is found in patients with relatively rare inherited
complete deficiencies of early classical pathway components such as C1 (C1q or C1r/
C1s), C4 or C2 (29), as well as in mice with C1q deficiency (30). The incidence of
SLE-like disease is higher in C1 deficiency than C4 or C2 deficiency. Although the
reasons for these associations are not fully understood and the renal disease in these
patients and mice is less severe, these observations have cast some doubt on the impor-
tance of classical complement activation as only important in promoting tissue injury
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in SLE. However, even in these settings, there is abundant alternative pathway comple-
ment pathway activation resulting in C5a generation and deposition of C5b-9. There-
fore, these latter components still have the capacity to contribute to tissue injury.
Support for this is demonstrated by results in mouse models of SLE where treatment
with an inhibitory anti-C5 mAb ameliorates disease. Thus, it is possible that inhibition
of later MAC function would be protective while earlier components also have a role in
maintaining self tolerance that should not be blocked as part of a therapeutic strategy.

6.5. Complement in Ischemia-Reperfusion Injury

Many studies have demonstrated that ischemia-reperfusion injury is at least in part
complement mediated (26). This injury occurs when vessels are occluded by injury or
thrombosis, or in the setting of cardiopulmonary bypass where the myocardium is
ischemic and complement is activated by both endothelium and biopolymers in the
oxygenator membrane. Complement is activated by vessel walls because natural IgM
Abs react with neoepitopes that are revealed on ischemic endothelium. One source of
natural Ab is the CD5+ B-cell subset, but the molecular nature of the neoepitopes is
unknown.

6.6. Transplantation and Complement

Complement is a major effector mechanism that limits the success of transplanta-
tion. The best evidence of this is found in the hyperacute rejection that follows discor-
dant xenotransplantion with vascularized porcine organs into primates. This rejection
occurs in minutes and is accompanied by rapid complement activation, thrombosis,
and ischemic death of the organ. In an attempt to remedy this situation, transgenic pigs
expressing membrane forms of human DAF, MCP, and CD59 in the transplanted organ
have been created. Proof of the role of complement is shown by findings that organs
transplanted from these pigs no longer undergo hyperacute rejection.

Whether complement plays a role in failure of allograft transplantation, nonvascu-
larized tissue transplants or in accelerated atherosclerosis that is often found in long-
term allografts is unknown, but ongoing studies in murine models should provide
important insights into these questions.

6.7. Other Diseases with Possible Complement Roles

In clinically important diseases such as atherosclerosis, complement activation frag-
ments are typically found. Atherosclerotic lesions are characterized by macrophage
infiltration, and whether complement activation promotes this in an injurious manner
is currently not known.

An additional important illness with a strong potential complement link is Alzheimer’s
disease (31). In this situation, plaques contain classical and alternative pathway com-
ponents as well as the MAC. -amyloid protein can activate in vitro both the classical
and alternative pathways in an Ab-independent manner. Again, though, whether this is
injurious or an appropriate response to tissue injury is unclear.

6.8. Reproduction

Because the developing fetus is semiallogeneic, a humoral immune response is com-
monly detected. Membrane complement regulatory proteins are highly expressed at
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the maternal–fetal interface (reviewed in ref. 32). Because of this, it is likely that these
proteins provide a protective barrier against maternal allo-antibodies directed against
the fetus. Whether these regulatory proteins also provide protection against other Ab
mediated fetal loss syndromes is currently unknown but is under investigation.

6.9. HIV Infection and Complement
The receptor CR1 on T-cells and thymocytes can interact with complement-opsonized

HIV, resulting in CD4-independent infection of these cells (reviewed in ref. 33). As
complement has been shown to be essential for HIV binding to FDC in germinal centers,
CR1 may also play an essential role in the retention of HIV in lymph nodes. Other studies
have shown that CR2 can mediate complement C3-coated HIV infection of B cells in a
CD4-independent manner and, like CR1, may be involved in the complement-dependent
binding of HIV to FDC in germinal centers. In addition, CR2 levels are also depressed
when cells are infected in vitro with HIV, and patients with HIV demonstrate decreased
B cell CR2 levels. Finally, gp120 has been shown to be a complement activator, and
HIV-1 itself takes up membrane complement regulatory proteins when it buds from cells.
Thus, this virus has many interactions with the complement system.

6.10. Complement Components Acting as Pathogen Receptors
Finally, the complement system is notable because several clinically important

pathogens utilize complement proteins as receptors. This includes the Epstein–Barr
virus, which utilizes CR2 to infect cells, and the measles virus, which utilizes MCP.
DAF is a receptor for several echo viruses, and CR1 is used as a portal of entry by
several C3b-coated pathogens.

7. Summary

As discussed in Chapter 30, complement inhibitors are currently under develop-
ment. As outlined herein in this chapter, the range of potential therapeutic targets is
broad, including SLE, RA, ischemia–reperfusion injury, and, most, if not all, autoanti-
body-mediated diseases. It is very likely that the first complement inhibitors will soon
enter the therapeutic arena. These are exciting possibilities, but hopes are tempered by
the known role of complement in protection from infection and the potential to alter
self tolerance mechanisms when early classical pathway components are blocked.
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Eicosanoids and Other Bioactive Lipids

Leslie J. Crofford

1. Introduction

The eicosanoids are a group of compounds derived from the 20 carbon-containing
polyunsaturated fatty acid, arachidonic acid (AA) (Fig. 1). The most abundant mem-
bers of this group of compounds are the prostaglandins (PGs) and leukotrienes (LTs).
Eicosanoids were first recognized in the 1930s as the substance in semen that caused
contraction of smooth muscle, hence the name “prostaglandin.” The structures of the
compounds were not identified for another 30 yr, and the biosynthetic pathways were
described shortly thereafter (1). The critical importance of PG to inflammatory pro-
cesses became evident in 1971 when Vane and his co-workers discovered that aspirin
and other nonsteroidal anti-inflammatory drugs (NSAIDs) worked by inhibiting the
production of PG. The mechanism by which this occurs is through inhibition of
cyclooxygenase (COX, PGH synthase), the first enzyme in the committed pathway for
prostanoid synthesis (2). The understanding that inhibition of PG synthesis was responsible
for the anti-inflammatory, antipyretic, and analgesic effects of NSAIDs was accompa-
nied by the recognition that the common side effects of this class of drugs (gastric
ulceration, bleeding, and renal dysfunction) were mechanism based; that is, both the
therapeutic effects and the side effects of NSAIDs were the result of inhibition of
prostanoid biosynthesis. The duality of PGs as mediators of both physiologic and patho-
logic functions was clarified when two different isoforms of COX, COX-1 and COX-2,
were identified using molecular techniques.

The other abundant types of eicosanoids, the LTs, were originally identified as the
slow-reacting substances of anaphylaxis (SRS-A) in guinea pig lung. It is now known
that the activity known as SRS-A is mediated by the cysteinyl LTs (LTC4, LTD4, and
LTE4). The cysLTs have profound effects on airway smooth musculature and vascular
permeability. LTB4 was identified by chemotactic activity for neutrophils, but LTB4
exerts effects on other inflammatory cells as well. LTs are synthesized from AA by
5-lipoxygenase (5-LO), an enzyme whose mechanism of action has recently been
clarified (3).

With the advent of molecular techniques applied to the study of the eicosanoids,
several breakthroughs in understanding have occurred. It has become clear that there
are multiple isoforms of the biosynthetic enzymes, such as COX-1 and COX-2, many
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of which are upregulated by cytokines. In addition, receptors have been identified and
progress has been made in the understanding of cell-signaling events stimulated by the
eicosanoids. Development of pharmacologic compounds that inhibit biosynthesis or
action of eicosanoids is based on recent scientific advances and can serve as model for
drug development for rheumatic and other types of inflammatory diseases.

2. Phospholipase A2

2.1. Phospholipid Membranes
Eicosanoids are derived from the free fatty acid, arachidonic acid (AA), released

primarily from the sn-2 position of membrane glycerophospholipids, including
phosphatidylinositol (PI), phosphatidlycholine (PC), and phosphatidylethanolamine
(PE). Other potential sources of arachidonate include the cholesterol esters or phos-
pholipids of low-density lipoprotein or triglycerides (4). Most AA is likely to derive
from the direct action of a group of lipases called phospholipase A2s (PLA2s) (4). How-
ever, other phospholipases, including phospholipases C and D, can catalyze AA release
by different mechanisms (4).

2.2. Small Secreted Calcium-Dependent PLA2s
There are multiple different forms of PLA2 whose characteristics are detailed in

Table 1 (5,6). They were initially characterized as an enzyme activity common to both

Fig. 1. The arachidonic acid (AA) metabolic cascade. Arachidonic acid is released from
phospholipid membranes by phospholipase A2. This also results in formation of lyso-platelet-
activating factor (PAF), subsequently leading to synthesis of PAF. Either cyclooxygenase-1 or
cyclooxygenase–2 metabolize AA to PGH2, which is then converted to stable prostaglandins or
thromboxanes by one of the terminal synthases. Alternatively, AA can enter the lipoxygenase
pathway resulting in formation of leukotrienes.
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Table 1
Characteristics of the Phospholipase A2 Enzymes

Type Sources Location Size (kDa) Ca2+ Req S–S Bonds Molecular characteristics

Small, Secretory, Disulfide Crosslinked
Venoms

I A Cobras, kraits Secreted 13–15 mM 7 His–Asp pair active site
II B Gaboon viper Secreted 13–15 mM 6 His–Asp pair, carboxyl extension
III Bees, lizards Secreted 16–18 mM 5 His–Asp pair
IX Marine snail Secreted 14 <mM 6 His–Asp pair

Pancreas
I B Pancreas Secreted 13–15 mM 7 His–Asp pair, elapid loop

Other tissues and cells, venoms
II A Rattlesnakes, vipers, Secreted 13–15 mM 7 His–Asp pair, carboxyl extension

human synovial
fluid, platelets

II C Rat/mouse testes Secreted 15 mM 8 His–Asp pair, carboxyl extension
V Heart/lung, P388D1 Secreted 14 mM 6 His–Asp pair, no elapid loop, no

macrophages carboxyl extension
X Lung, spleen, thymus Secreted 14 mM 8 His–Asp pair, elapid loop, carboxyl

extension
Large, Serine Esterase-type

IV Raw 264.7, rat kidney, Cytosolic 85 <µM — Ser228 in GLSGS consensus sequence,
human U937/platelets Arg200, Asp549 required; Ser505

phosphorylation site; CaL B domain
VI P338D1 macrophages, Cytosolic 85 None — GxSxG consensus sequence, ankyrin

CHO cells repeats, 340-kDa complex
VII (PAF– Human plasma Secreted 45 None — GxSxG consensus sequence, Ser273,

Acetyl- Asp296, His351
hydrolase)

VIII (PAF–AH Bovine brain Cytosolic 29 None — Ser47
isomer IB)

163
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human pancreatic juice and snake venom that could liberate free fatty acids certain
phospholipids from the sn-2 position. It has become clear that a large family of enzymes
is capable of catalyzing the same reaction. In general, there are two large subgroups
within the phospholipase family. The first is a group of small (~14 kDa), extensively
disulfide crosslinked, secreted enzymes sharing a high degree of homology. The active
site for the small, secreted PLA2s (sPLA2s) is a histidine–aspartate pair of amino acids
with a calcium ion in the active site participating in the hydrolysis reaction. Accord-
ingly, these enzymes require high extracellular concentrations of Ca2+ for activity. The
sPLA2s have no specificity for the presence of AA at the sn-2 position. Functionally,
this group includes indiscriminate enzymes designed to digest food and kill or injure
prey, as well as more selective enzymes that release specific fatty acids during signal
transduction and inflammation (7).

The principal small sPLA2 participating in the inflammatory process is type IIA
sPLA2, which is widely distributed with variable expression. The enzyme is synthe-
sized as a precursor, then processed in the endoplasmic reticulum. Type IIA sPLA2
expression is induced by pro-inflammatory cytokines, such as interleukin-1 (IL-1) and
tumor necrosis factor-  (TNF- ), whereas glucocorticoids inhibit expression (7). The
transcriptional regulation of type IIA sPLA2 is similar to that observed for other
prostanoid biosynthetic enzymes, including COX-2. In some cell types, a functional
linkage between type IIA sPLA2 and COX-2 for catalyzing delayed production of PG
after an inflammatory stimulus has been observed (7). Very high concentrations of
type IIA sPLA2 are found at inflammatory sites, such a synovial fluid of patients with
rheumatoid arthritis. Increased levels of type IIA sPLA2 are also associated with
ischemic injury. Lipid peroxidation, caused by ischemia and reperfusion, may increase
susceptibility of cellular membranes to PLA2 (7).

2.3. Calcium-Independent PLA2s

The second subgroup of PLA2 enzymes utilize a serine nucleophile contained within
an active site characterized by a G-X-S-X-G consensus motif. Enzymatic activity is
Ca2+ independent. The best characterized is the type IV cytosolic PLA2 (cPLA2) is an
85-kDa enzyme without homology with other PLA2 enzymes (8). cPLA2, in contrast to
sPLA2s, has a preference for phospholipids containing arachidonate at the sn-2 posi-
tion. This enzyme is likely to be involved in regulating lipid mediator generation
immediately after cell activation (7). Activity of cPLA2 requires translocation and bind-
ing to phospholipid membranes (8). Although Ca2+ is not required for enzymatic activ-
ity, Ca2+ is required for translocation and binding to the phospholipid membrane. cPLA2
translocates to membrane vesicles in response to Ca2+ in the range found inside cells
after mobilization pathways are activated. The nuclear envelope and endoplasmic
reticulum (ER) are the primary sites for AA metabolism initiated by cPLA2 in activated
cells (7). These are also the primary subcellular locations for the COX enzymes, 5-LO,
and some of the terminal synthases. Phosphorylation of cPLA2 is important for maxi-
mum in vivo activation (8).

More prolonged increases in cPLA2 levels occur by transcriptional regulation.
Although cPLA2 is widely expressed in most tissues at baseline and the promoter has
features of a housekeeping gene with no TATA or CAAT elements, expression of
cPLA2 can be stimulated by a variety of cytokines and mitogens (7,8). The magnitude
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of the increase in cPLA2 expression, however, is generally not as large as type IIA
sPLA2. There is transcriptional regulation by IL-1 and interferon- (IFN- ), and the
presence of two glucocorticoid response elements has led to the suggestion that gluco-
corticoids may inhibit synthesis. In rheumatoid synoviocytes, cPLA2 is coordinately
upregulated with COX-2 in response to IL-1.

Several other Ca2+-independent PLA2s have been identified with diverse functional
activities. The best characterized are the platelet-activating factor (PAF)-acetylhydrolases
that inactivate PAF and degrade oxidized phospholipids, thereby acting to decrease
levels of bioactive and toxic phospholipids (9). In addition, these phospholipases may
be important for reincorporation of AA into membrane phospholipids. The PAF-
acetylhydrolases will be discussed later.

Arachidonic acid has biologic properties separate from merely providing substrate
for eicosanoid biosynthesis. Other roles include regulation of protein kinase C and
phospholipase C and modulation of Ca2+ flux (7). It is also subject to nonenzymatic
oxidation to generate bioactive isoprostanes and isoleukotrienes.

3. Prostaglandin Synthesis and Action
3.1. Cyclooxygenases

The first committed step for prostanoid biosynthesis is the formation of PGH2 by the
bifunctional enzyme, PGH synthase, or COX (Fig. 2). COX enzymes are integral mem-
brane proteins that sit within one leaflet of the lipid bilayer of intracellular phospho-
lipid membranes of the nuclear envelope and ER. The cyclooxygenase active site is
located in a channel formed in the center of enzyme, allowing the hydrophobic fatty
acid substrate access without leaving the membrane. The peroxidation function is
located on the outside of the enzyme and appears to be similar in both enzymes (4).
Until the mid-1980s, it was thought that the formation of PGs was limited solely by the
availability of AA. However, it is now clear that the amount of COX activity is
increased substantially in inflamed tissues because of increased expression of the
inducible isoform, COX-2 (10).

COX-1 is a continuously transcribed stable message with a promoter region that,
similar to cPLA2, lacks a TATA and CAAT elements. There are relatively constant
levels of COX-1 in most cell types that provide for homeostatic levels of PG and for
acute increases in prostanoid production. COX-2 levels are rapidly upregulated by a
variety of stimuli and the mRNA is normally short-lived (10). Pro-inflammatory
cytokines, such as IL-1 and TNF- , are potent inducers of COX-2. Tissue destruction,
in part through generation of oxygen radicals by neutrophils, also leads to increased
COX-2 expression. Glucocorticoids and those cytokines that restrain inflammation
suppress the expression of COX-2.

Animal models of inflammation provide support for the important role of COX-2 in
inflammatory processes. Studies indicate that upregulated COX-2 expression is respon-
sible for increased local PG production in animal models of arthritis (10). Similarly,
analysis of human synovial tissues in patients with rheumatoid arthritis demonstrates
intense COX expression. COX-1 is present predominantly in the synovial lining layer
and is not different in osteoarthritis compared with RA. COX-2 is present in immune
cells, blood vessel endothelial cells, and sublining synovial fibroblasts. In contrast to
COX-1, expression in increased in inflammatory arthritis.
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COX-2 plays a role in multiple physiologic and pathologic processes other than
inflammation (Table 2) (11). COX-2 upregulation is critical for several reproductive
processes, including ovulation and implantation. Prostanoids have significant effects
on bone remodeling, and it has now been shown that COX-2 is the isoform most
responsible for prostanoid production in bone. Although much of the renal PG is
derived from COX-1, COX-2 is expressed in several areas of the renal cortex notable
the juxtaglomerular apparatus that regulated production of renin (11). Several lines of
evidence suggest a role for COX in the pathogenesis of malignancy, particularly colon
cancer. Epidemiological studies show a decreased relative risk of colon cancer in indi-
viduals taking chronic NSAID therapy. It has now been demonstrated that COX-2
expression is also upregulated in colorectal adenomas and carcinomas in humans (11).

Although regulation of COX-1 and COX-2 expression is quite different, the protein
structures and enzymatic functions are remarkably similar. Both enzymes have been
crystallized, however, and the few amino acid differences yield structural features suf-
ficient to allow design of pharmaceutical compounds that specifically inhibit COX-2
(12). Early clinical experience with these compounds suggests that the anti-inflamma-
tory, antipyretic, and analgesic effects of nonselective NSAIDs will be preserved, again
confirming dependence on the COX-2 isoform. At least some of the COX-1-mediated
PG effects, such as normal thrombosis and protection of normal gastric mucosa, are not
affected by specific COX-2 inhibitors in early trials (13).

Fig. 2. Pathways for prostaglandin production. sPLA2 is synthesized after stimulation or
released from storage granules and secreted. The enzyme associates with cell membranes to
release arachidonic acid (AA). cPLA2 is present in the cytoplasm under basal conditions. On
stimulation, increased intracellular calcium concentrations promote translocation to the nuclear
membrane and activation of kinases leads to phosphorylation of cPLA2, which increases enzyme
activity. cPLA2 expression can also be increased after certain stimuli. AA derived from either
PLA2 can serve as substrate to COX-1, which is constitutively present in most cells and local-
ized to the endoplasmic reticulum and nuclear membrane. COX-2 expression must be induced,
often by pro-inflammatory or mitogenic stimuli. Both COX isoforms catalyze formation of the
precursor PG, PGH2. Membrane bound or cytoplasmic synthases convert PGH2 to stable PGs.
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3.2. Prostaglandin Synthases

After biosynthesis of PGH2, this endoperoxide is converted to one of several pos-
sible prostanoids by a terminal synthase (14). In general, this process is cell specific
with differentiated cells producing only one PG in abundance. Both thromboxane A
synthase I and prostacyclin synthase are members of the cytochrome P-450 family
(15). Thromboxane (TX) synthase is associated with dense tubular membranes of plate-
lets, the principal source of thromboxane A2 (TXA2). PGD2 and PGE2 are formed by
simple nonoxidative rearrangement (14). It now seems clear that there are different
isoforms of these terminal synthases in different cell types. For example, the hemato-
poietic form of PGD synthase requires glutathione and is homologous to the glutathione
S-transferase enzymes (16). The form of PGD synthase found in the brain does not
require glutathione and is homologous to the lipocalin superfamily of secretory hydro-
phobic molecule transporters. There may also be different forms of the PGE synthase.
Similar to PGD synthase, both glutathione-dependent and glutathione-independent
forms are proposed. The glutathione-dependent enzyme is localized to microsomal
membranes and, therefore, topologically associated with COX (17).

3.3. Prostaglandins and Their Receptors

The major PG subclasses are TXA2, prostacyclin (PGI2), PGF2 , PGD2, and PGE2.
The prostanoids exert their biological effects by interacting predominantly with cell-
surface receptors, although the existence of nuclear receptors for these mediators has
been recently demonstrated. The classical prostanoid receptors are cell-surface G-pro-
tein-linked receptors. The number of possible G-protein associations that activate a
variety of second-messenger systems enhances diversity of PG actions. Study of the
biologic effects of ligand–receptor interactions has been hampered by the presence of
multiple prostanoid receptors in the same tissues or cells, crossreactivity of different
prostanoids with the same receptor, and lack of highly specific antagonists (15).

Table 2
Biologic Roles of COX-1 and COX-2

COX-1 COX-2

Homeostatic Functions Pathologic Functions
Platelet aggregation Chronic inflammation
Cytoprotection of normal gastric mucosa Carcinogenesis (colon, ?others)
Renal: blood flow, salt/water Fever
Vascular homeostasis Physiologic Functions
Macrophage differentiation Tissue repair

Reproduction
Renal: renin–angiotensin, salt/water
Bone
Islet cells
Vascular homeostasis

Development
Kidney
Brain
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An exhaustive review of PG actions is beyond the scope of this chapter; however,
there are several important points to be made regarding the PGs involved in inflamma-
tion. The anti-inflammatory actions of NSAIDs can be mimicked by administration of
a monoclonal antibody that neutralizes PGE2 in an animal model of arthritis, suggest-
ing that PGE2 has a primary role in the vasodilatation and increased vascular perme-
ability characteristic of the model (18). However, the E-series PGs may also have
effects that are predominantly anti-inflammatory; particularly notable are inhibition of
several neutrophil functions and monocyte cytokine (19).

At least four different receptors for PGE2 have been cloned (EP receptors), with the
EP3 receptor undergoing alternative splicing at the carboxyl terminus to yield at least
three isoforms. The EP receptor subtypes differ in ligand-binding properties, tissue
distribution, and potency. The different EP receptors are also coupled to different sec-
ond-messenger systems. The EP1 receptor is coupled to Ca2+ channels and activation
results in increased intracellular Ca2+ concentration. Both the EP2 and EP4 receptors
are coupled to Gs subunits that increase intracellular cAMP, whereas the most abun-
dant EP3 isoform is coupled to a Gi subunit that decrease cAMP concentration (15).

Thromboxane A2 is produced predominantly in platelets. Interaction with its recep-
tor stimulates platelet aggregation and constriction of smooth muscle. The TXA2
receptor belongs to the G protein-coupled rhodopsin (Gq)-type receptor that opens
Ca2+-activated Cl– channels on agonist stimulation, suggesting coupling to phosphoinositide
metabolism. In platelets, there is increased intracellular Ca2+ and activation of phos-
pholipase C after activation of the TXA2 receptor (15).

Vascular endothelial cells are the major source of PGI2, however smooth muscle
cells also produce this prostaglandin. PGI2 strongly inhibits platelet aggregation and
causes vasodilation. The balance between TXA2 and PGI2 play a role in vascular reac-
tivity. The prostacyclin (IP) receptor is rather permissive, binding PGI2 most avidly,
but also binding other prostanoids, most notably PGE1. Ligand binding stimulates
increased intracellular cAMP concentrations suggesting linkage of the receptor to a Gs
and stimulation of adenylyl cyclase (15). Other types of IP receptors are suggested by
experiments demonstrating a second receptor coupled to phosphoinositide metabolism (15).

Prostaglandin D2 is formed in a variety of tissues including brain and hematopoietic
tissues. Mast cells selectively produce PGD2 in response to immunological stimuli.
PGD2 produces systemic vasodilation, pulmonary vascular constriction, and broncho-
constriction. Some actions of PGD2 are mediated through crossreactivity through the
TXA2 and PGF2 receptors. In the central nervous system, PGD2 is thought to play a
role in sleep induction, body temperature, and analgesia (15).

Prostaglandin F2 is formed in multiple tissues and produces bronchoconstriction
and constriction of smooth muscle in other tissues. The most prominent action of PGF2
is luteolysis or regression of the corpus luteum. In the corpus luteum, the PGF2 recep-
tor is coupled to phosphoinositide metabolism and activation of protein kinase C (15).

Molecular evolution of prostaglandins and their receptors demonstrates functional
clusters. All of the clusters contain PGE receptors, suggesting that the COX pathway
may have been initiated as a system composed of PGE and its receptors (20). The
earliest divergence is between clusters associated with either an increase or decrease of
cAMP, suggested to have arisen as a gene duplication leading to functional divergence.
One cluster contains receptors that increase cAMP, including the PGI, PGD, and PGE
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(subtypes EP2 and EP4) receptors. Another cluster contains the receptor that inhibits
adenylyl cyclase and decreases cAMP levels, the EP3 subtype of the PGE receptor.
The ancestral EP1 receptor diverged from the EP3 subtype and it functions to increase
intracellular Ca2+ concentrations rather than altering levels of cAMP. The TXA and
PGF receptors appear to have arisen from the EP1 receptor by gene duplication. The
ancestral EP3 subtype also acquired, through alternative splicing, functional divergence
without duplication. The phylogenetic tree suggests that all the varieties of receptor,
and by implication the entire cyclooxygenase pathway, were present before mamma-
lian divergence (20). Lipoxygenase pathway and PAF receptors are not related to the
prostaglandin receptors, but to peptide receptors as discussed later (20).

In addition to the classical prostanoid receptors, new evidence is emerging that sug-
gests nuclear receptors for eicosanoids. The candidate receptors identified to date are
classified as peroxisome proliferator-activated receptors (PPARs) (21). These nuclear
receptors are transcription factors that regulate gene expression of enzymes associated
with lipid homeostasis. PPARs complex with the nuclear receptor for 9-cis-retinoic
acid (RXR) and bind a specific DNA motif termed the PPAR-response element (PPRE).
Several eicosanoids, including PGJ2 and LTB4, bind to PPARs and affect transcription.
PPREs are present in genes involved in the -oxidation pathway for metabolism of
fatty acids. At least one potentially important mechanism underlying PPAR-mediated
eicosanoid action is autoregulation of eicosanoid levels through increased synthesis of
enzyme-mediating degradation. In addition, PPAR agonists, including PGJ2, suppress
cytokine production.

4. Lipoxygenases, Leukotrienes, and Their Receptors

Lipoxygenases are a family of nonheme iron-containing enzymes that insert
molecular oxygen into polyunsaturated fatty acids, including arachidonic acid. The
5-lipoxygenase (5-LO) pathway leads to the formation of leukotrienes (Fig. 3) (21).
5-LO is a bifunctional enzyme. The first product is a fatty acid hydroperoxide (5-HPETE)
that is metabolized to LTA4. Other lipoxygenases (8-LO, 12-LO, and 15-LO) generate
HPETEs with molecular oxygen inserted at different sites.

The 5-LO gene lacks typical TATA and CCAAT sequences and has many character-
istics of a housekeeping gene. However, certain enhancer elements are present and
regulation of 5-LO expression has been described in some cell types. The major mecha-
nism leading to increased production of leukotrienes is mediated by induction of 5-LO
activity that occurs through translocation to the nuclear membrane (3). During resting
conditions, 5-LO is present in both cytosolic and intranuclear sites. During activation
triggered by increased intracellular Ca2+ concentrations, 5-LO translocates to the
nuclear envelope. An activating protein, termed 5-LO activating protein (FLAP,) is
also localized at the nuclear envelope (3). FLAP acts to transfer and present AA to
5-LO, enabling the oxygenation reaction to occur. The gene for FLAP has a TATA box
and other regulatory motifs. Regulation of FLAP expression is by different mecha-
nisms than those of 5-LO.

Leukotriene A4 can be metabolized either by cytosolic metabolism via LTA4 hydro-
lase to LTB4 or conversion by the integral membrane protein LTC4 synthase to LTC4.
LTB4 is a potent chemotactic agent for neutrophils. In addition, LTB4 also enhances
neutrophil–endothelial interactions and stimulates neutrophil activation, leading to
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degranulation and the release of inflammatory mediators. It has also been shown that
LTB4 affects other cells, particularly monocytes and endothelial cells. The range of
expression for LTA4 hydrolase is broader than that of 5-LO. This has led to the sugges-
tion that there may be transcellular metabolism of LTA4 to LTB4, particularly in endo-
thelial cells. In fact, LTA4 hydrolase expression may be regulated by changes in the
phosphorylation status of the enzyme in endothelial cells.

The cysteinyl leukotrienes LTC4, LTD4, and LTE4 comprise the slow-reacting sub-
stance of anaphylaxis. They are potent bronchoconstrictors, acting on airway smooth
muscle. In addition, they are vasodilators, increase vascular permeability, and stimu-
late mucous secretion in airways.

Both LTB4 and the cysteinyl LTs act through cell surface receptors. The cysteinyl
LTs act through receptors called the cys-LT1R and cys-LT2R. LTB4 acts on a G-pro-
tein-coupled receptor (BLTR) originally identified as a chemokine receptor (22).
Ligand binding to this receptor mediates increased intracellular Ca2+ concentration,
accumulation of inositol phosphates, and inhibition of adenylyl cyclase (22). LTB4
also acts as a ligand for the nuclear receptor, PPAR , as previously noted (21).

5. Other Bioactive Lipids

5.1. Platelet-Activating Factor

Platelet-activating factor (PAF) is generated by an acetlytransferase from lyso-PAF,
which is released with arachidonic acid by the action of PLA2 on membrane phospho-
lipids. PAF is a potent mediator with numerous biological activities related to inflam-
matory and immune responses. Although originally described as a factor in the blood

Fig. 3. Synthesis of leukotrienes. Increased intracellular Ca2+ causes translocation of cPLA2 to
the nuclear membrane and phosphorylation leads to increased enzyme activity. 5-Lipoxygenase
(5-LO) also translocates to the nuclear membrane from either the nucleus or cytoplasm. Presen-
tation of AA released from the phospholipid membrane to 5-LO is facilitated by 5-LO-activat-
ing protein (FLAP). LTA4 is the product of 5-LO, which is subsequently metabolized to either
LTB4 or the cysteinyl LTs by their respective synthases.
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of animals undergoing anaphylaxis that activated platelets, PAF also activates neutro-
phils, monocytes, and macrophages. In addition, it causes increased vascular perme-
ability, hypotension, and decreased cardiac output, among other activities (23). There
appear to be biologic roles for PAF both in normal physiological events and pathologi-
cal responses, particularly inflammation and allergy (23).

Platelet-activating factor mediates its biologic activities through interaction with its
receptor. As with other bioactive lipids, the PAF receptor belongs to the G-protein-
coupled receptor superfamily. The PAF receptor is more closely related to peptide,
leukotriene, and lipoxin receptors than to those for prostanoids (20). There appear to be
two transcripts for the receptor with identical coding sequences but different promoter
regions (24). The PAF receptor may couple to several types of G proteins, possibly GI
and Gq leading to inhibition of adenylyl cyclase and activation of phospholipase C,
phospholipase D, mitogen-activated protein (MAP) kinase, and phosphatidylinositol
pathways (24).

The enzyme PAF–acetylhydrolase, a member of the PLA2 superfamily (see Table 1)
converts the inflammatory mediator back to its biologically inactive form, lyso-PAF.
This enzyme is highly specific for phospholipids with short acyl chains at the sn-2
position. Presumably, this acts to limit the deleterious effects that may result from
excess PAF (9). In fact, recombinant PAF–acetylhydrolase has been shown to decrease
vascular leakage and paw edema in animal models of inflammation.

5.2. Lipoxins

Lipoxins are bioactive eicosanoids that modulate immune function. They are gener-
ated as a branch of the eicosanoid cascade and appear to function to inhibit many func-
tions of neutrophils in vitro and in vivo (25). Of interest, several novel lipoxins are
generated in the presence of aspirin, particularly 15-epi-LXA4. This species may con-
tribute to the anti-inflammatory actions of aspirin, specifically inhibition of neutrophil
migration (25). The actions of lipoxin A4 (LXA4) are mediated through a G-protein-
linked receptor. The receptor is expressed most abundantly on neutrophils (25). The
receptor is more homologous to the chemokine receptors and the LT receptors than to the
prostaglandin receptors. In fact, LXA4 competes for binding with the cysteinyl LTs (25).

5.3. Isoprostanes

Oxygen radicals are implicated in a number of pathophysiological conditions. A
central feature of oxidant injury is peroxidation of lipids (26). Isoprostanes are gener-
ated in vivo by a nonenzymatic free-radical-induced peroxidation of polyunsaturated
fatty acid. In the case of arachidonic acid, four classes of isoprostanes can be produced.
Specific structural features distinguishing them from other free-radical-generated prod-
ucts allow for quantitation of oxidant injury during inflammation. Unlike the enzy-
matic formation of prostaglandins and leukotrienes, which require free arachidonic
acid, formation of isoprostanes can occur when the substrate is in the esterified
phospholipid form (26). The free isoprostanes are then released by the action of
phospholipases (27).

The biologic implications of isoprostane formation are several-fold. Radical oxy-
genation of the fatty acids located at the sn-2 position of phospholipids may create
disturbances in cell membrane fluidity and integrity. Isoprostanes themselves exert
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biological activities. For example, 8-iso-PGF2 is a vasoconstrictor, perhaps acting
through the TXA2 receptor (27). 8-Iso-PGF2 is also a potent renal vasoconstrictor
(26). Finally, production of isoprostanes may afford a quantitative index of lipid
peroxidation as a measure of oxidant stress (26,27).

6. Clinical Implications

Improved understanding of pathways underlying generation and actions of eicosanoids
has translated into new therapeutic opportunities. Most relevant to the treatment of
inflammatory diseases are the specific inhibitors of COX-2. However, compounds that
inhibit the generation and action of leukotrienes have been introduced for the treatment
of asthma (28). The specific COX-2 inhibitors are only recently introduced, but several
differences from nonspecific inhibitors should be pointed out. First, there is no COX-2
in platelets. The specific COX-2 inhibitors do not alter platelet aggregation and do not
inhibit TXA2 release from activated platelets (13). These compounds, therefore, can be
used in individuals with other risks for bleeding. They are preferable in situations, such
as sports injuries, where pain and inflammation is accompanied by tissue damage. In
addition, the risk for gastric bleeding is likely to be augmented by platelet dysfunction
when patients are treated with traditional NSAIDs, so the risk of bleeding from gastric
sources is likely to be reduced (12). Care should be taken, however, in treating patients
at risk for coronary or cerebrovascular thrombosis. The specific COX-2 inhibitors will
provide no protection, and low-dose aspirin is advised. The theoretically increased risk
for ischemia associated with thromboses because of the imbalance between the vaso-
constrictive TXA2, which is COX-1 dependent, and the vasodilatory prostacyclin,
which is at least in part COX-2 dependent, has yet to be demonstrated.

Early studies have demonstrated reduced gastric erosions and ulceration as assessed
endoscopically (13). These findings are very encouraging that the risk of clinically
significant complications of NSAID use, perforation, obstruction, and bleeding, will
be reduced with the specific inhibitors of COX-2 (12). Because of the magnitude of
chronic NSAID use in the population of patients with arthritis, enormous clinical and
economic benefits may accompany reduction of gastrointestinal complications.
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1. Introduction

The collagens comprise a family of specialized molecules with common structural
features that provide an extracellular framework for all multicellular animals. The col-
lagens are the most abundant body proteins, accounting for more than 20% of total-
body mass. At least 20 different collagens (types I to XX) have been identified to date
(Table 1) and it is likely that more will be discovered in the future. These different
molecules represent homopolymers or heteropolymers of specific polypeptide prod-
ucts of at least 33 different collagen genes.

There is a high degree of specialization in the functions of the various collagens that
requires maintenance of a delicate balance in the temporal and spatial expression of
each collagen type synthesized in a given connective tissue. In addition, their precise
supramolecular organization is essential for the adequate function of the tissues of which
they are the principal structural components. The precise regulation of the expression
of the genes encoding the various collagens and the numerous posttranslational modi-
fications that occur in the newly synthesized chains (see Subheading 5.) allow connec-
tive tissue cells in diverse tissues to produce a wide variety of support structures that
assemble into specific structures such as ropes (tendons), woven sheets (skin), transparent
lenses (the cornea), scaffolds for mineralization (bone), compressible shock absorbers
(weight-bearing cartilage), and porous filtering structures (basement membranes).

In addition to structural functions, collagens have been implicated in morphogenesis
and in the various complex regulatory processes that occur during growth, develop-
ment, aging, and tissue repair. Alterations in the structure of collagens resulting from
mutations in their corresponding genes or dysregulation of their normal metabolism
are involved in the pathogenesis of many disorders, as shown in Table 2.

2. Structural Features (1–8)

The definitive structural feature of all collagen molecules is the triple helix. This
unique protein conformation is the result of the winding of three constituent polypep-
tide chains of the collagen molecule (known as chains) around each other. Each
chain is coiled into a left-handed helix with about three amino acid residues per turn.
The three chains are then twisted around each other into a right-handed super helix to
form a rigid structure similar to a thin segment of rope.
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This unique three-dimensional conformation is made possible by a unique amino
acid sequence in the polypeptide chains. With the exception of sequences of variable
length at the ends of the chains and occasionally interspersed within the triple helix,
every third amino acid residue in each collagen chain is glycine. Because the side-
chain of this amino acid is a hydrogen atom, glycine is the only residue small enough to
occupy the restricted space in which the helical  chains cluster together in the center
of the triple helix. Approximately 25% of the residues in the triple helical domains
consist of proline and hydroxyproline, amino acids with ring structures that impose

COL1A1
COL1A2
COL2A1
COL3A1
COL4A1
COL4A2
COL4A3
COL4A4
COL4A5
COL4A6
COL5A1
COL5A2
COL6A1
COL6A2
COL6A3
COL7A1
COL8A1
COL8A2
COL9A1
COL9A2
COL9A3
COL10A1
COL11A1
COL11A2
COL2A1
COL12A1
COL13A1
COL14A1
COL15A1
COL16A1
COL17A1
COL18A1
COL19A1
COL20A1

17q21.3-q22
7q21.3-q22
12q13.11-12
2q24.3-q31
13q34
13q34
2q35-q37
2q35-q37
Xq22
Xq22
9q34.2-q34.3
2q24.3-q31
21q22.3
21q22.3
2q37
3p21.3
3q12-q13.1
1p32.3-p34.3
6q13
1p32
20q13.3
6q21-q22.3
1p22
6p21.2
12q13.11-12
6q12-14
10q22
?
9q21-22
1p34-35
10q24.3
21q22.3
6q12-q13
?

Collagen I

Collagen II
Collagen III
Collagen IV

Collagen V

Collagen VI

Collagen VII
Collagen VIII

Collagen IX

Collagen X
Collagen XI

Collagen XII
Collagen XIII
Collagen XIV
Collagen XV
Collagen XVI
Collagen XVII
Collagen XVIII
Collagen XIX
Collagen XX

Table 1
Collagen Types and Chromosomal Location
of the Genes Encoding Their Corresponding  Chains

Protein Gene Chromosome
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restrictions on the -chain conformation and, thereby, strengthen the triple helix and
stiffen the collagen molecule. In the most abundant fibril-forming interstitial collagens
(types I, II, and III), the triple helical region is approximately 100 nm long and contains
about 1000 amino acid residues.

The helical region of the collagen chain of the fibril-forming collagens can be
represented by the molecular formula (X-Y-Gly)333, where X and Y are residues other
than glycine. In mammalian collagens, about 100 of the X positions are occupied by
prolyl residues and about 100 of the Y positions by hydroxyprolyl residues. Hydrox-
yproline is produced during the collagen biosynthetic process by enzymatic hydroxyla-
tion of specific prolyl residues. This complex enzymatic reaction takes place because
hydroxyproline cannot be incorporated directly into the nascent collagen polypeptide
chain because of the absence of transfer RNA for hydroxyproline. The hydroxylation
of peptide-bound prolyl residues involves a specific enzyme, prolyl hydroxylase, which
requires O2, Fe2+, -ketoglutarate, and ascorbic acid as cofactors. The presence of
hydroxyproline residues in the collagen molecule is essential to the maintenance of the
collagen conformation, because the hydroxyproline content determines the thermal sta-
bility of the collagen triple helix. A decrease in the hydroxyproline content of collagen,
as occurs in scurvy, results in unstable molecules that loosen their triple helical confor-
mation at normal body temperatures and, therefore, become susceptible to proteolytic
degradation by nonspecific proteases.

The precise sequence of amino acid residues that occupy the remaining X and Y
positions differs among the various collagen types. This variability is likely to account
for the tissue-specific properties of the collagens of cartilage, skin, basement mem-
branes, and other specialized structures. One characteristic residue that occupies some
of these positions is hydroxylysine. Hydroxylysine is also produced by a posttransla-

Table 2
Diseases Resulting from Mutations in Collagen Genes
or Associated with Alterations in the Synthesis
and/or Degradation of Their Corresponding Products

Protein Disease

Collagen I Osteogenesis imperfecta, osteoporosis, Ehlers–Danlos syndrome types
VIIA, VIIB, rheumatoid arthritis, scleroderma, liver cirrhosis, pulmonary
fibrosis, other fibrosing diseases

Collagen II Several chondrodysplasias, early-onset osteoarthritis, primary generalized
osteoarthritis

Collagen III Ehlers–Danlos syndrome type IV, familial aortic aneurysms, other vascular
aneurisms

Collagen IV Alport syndrome, Alport syndrome with leiomyomatosis
Collagen V Ehlers–Danlos syndrome types I and III
Collagen VI Bethlem myopathy
Collagen VII Epidermolysis bullosa dystrophica
Collagen IX Multiple epiphyseal dysplasia, early-onset osteoarthritis
Collagen X Schmid type metaphyseal dysplasia
Collagen XI Stickler syndrome; Stickler syndrome without ocular lesions
Collagen XVII Epidermolysis bullosa junctionalis mitis
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tional enzymatic hydroxylation of some lysyl residues in the collagen molecules.
The responsible enzyme, lysyl hydroxylase, is distinct from prolyl hydroxylase,
although it exhibits the same cofactor requirements. Hydroxylysine is involved in many
of the subsequent processes of fiber formation and stabilization as a precursor of
crosslinking compounds and as a site for attachment of carbohydrate residues. In the
latter instance, the hydroxyl group is involved in an O-glycoside linkage to a galactose
or to glucosyl-galactose.

In the fibril-forming collagens, both ends of the helical region are terminal sequences
(telopeptides) that do not have glycine as every third residue and, therefore, lack the
triple helical conformation. These regions represent peptide sequences remaining from
the proteolytic cleavage of collagen precursors or procollagens after they have been
processed by specific procollagen peptidases. These regions have different lengths in
the chains of the various collagen types and appear to be important in the formation of
supramolecular aggregates as well as in their stabilization. In the non-fibril-forming
collagens, one or more non-triple-helical segments, known as NC domains, are interca-
lated within the triple helix, imparting flexibility to the rigid domain. Variations in the
length and location of triple helical regions, known as COL domains, and differences
in their primary structure and extent of posttranslational modifications, coupled with
variations in the number, location, and length of the NC domains enable the collagens
to participate in a vast array of structural complexes.

3. Collagen Polymorphism (9–22)

Each collagen type has a unique amino acid sequence and has been firmly identified
as a distinct product of one or more collagen genes. The different collagen types can be
classified according to their ability to aggregate into highly structured fibrils or to asso-
ciate with the fibrils of other collagens, to the length of their triple helical domains, and
to the presence of intercalated non-triple-helical domains within their triple helical
regions (Table 3). The fibril-forming collagens, responsible for the assembly of the
extracellular fabric of the major connective tissues, are the most abundant class. A
second class comprises the Fibril-Associated Collagens with Interrupted Triple helices
(FACIT), and other classes comprise collagens forming specialized structures such as
the basement membranes, anchoring fibrils of the dermis, or collagens performing spe-
cialized functions such as in the cartilage of the growth plate.

In addition to these molecules that are classified as members of the collagen family,
several unrelated proteins contain collagen-like sequences. These sequences presum-
ably enable these molecules to maintain their steric conformation in order to perform
their specialized biological functions. For example, the collagenous sequences in the
C1q subcomponent of the complement system are thought to provide the molecules
with a rigid segment that enables them to self-aggregate, and those in acetylcholinest-
erase appear to anchor the enzyme to basement membranes. Two protein components
of lung surfactant have also been found to contain collagenous sequences that appear to
be responsible for the attachment of surface-active phospholipids. Recently, it has been
shown that the macrophage-scavenger factor also contains collagenous sequences,
although their functional role has not been elucidated.

The structure and supramolecular organization of the various collagens are briefly
described in the following subsections and are illustrated in Fig. 1.
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3.1. Fibril-Forming Collagens

The group of fibril-forming collagens comprises types I, II, III, V, and XI collagens.
In electron micrographs, these collagens exhibit a cross-striated pattern with a charac-
teristic 64–67 nm periodicity. The periodicity of the collagen fibril is generated by the

Table 3
Genetic Polymorphism of Collagen

Molecular
Collagen type Chain composition weight (Da) Tissue distribution

Fibril-forming collagens
I 1(I)2, 2(I) 300,000 Skin, bone, tendon, synovium
I trimera 1(I)3 300,000 Tumors, fetal skin, liver
II 1(II)3 300,000 Hyaline cartilage, vitreous, nucleus

pulposus
III 1(III)3 300,000 Fetal skin, blood vessels, intestine
V 1(V)2, 2(V) 300,000 Same as type I collagen
XI 1 , 2 , 3 b 450,000 Hyaline cartilage

FACIT collagens
IX 1(IX), 2(IX), 500,000 Hyaline cartilage, vitreous, cornea

3(IX)
XII 1(XII)3 600,000 Same as type I collagen
XIV 1(XIV)3 Unknown Skin, tendon
XVI 1(XVI)3 660,000 Unknown
XIX Unknown Unknown Widespread; restricted to basement

membranes
XX Unknown Unknown Widespread; high in cornea

Basement membrane collagens
IV Homopolymers 450,000 Lamina densa of the basement membrane

or heteropolymers
of 1(IV), 2(IV),

3(IV), 4(IV),
5(IV), 6(IV)

VII 1(VII)3 960,000 Amnion, dermo-epidermal anchoring
fibrils

XVII 1(XVII)3 Unknown Dermo-epidermal basement membranes
Non-fibril-forming collagens

VI 1(VI), 2(VI), 570,000 Aortic intima, placenta, skin, kidney,
3(V) muscle

XIII Unknown Unknown Endothelial cells
Short-chain collagens

VIII 1(VIII)3 500,000 Endothelial cells, Descemet’s membrane
X 1(X)3 180,000 Growth plate cartilage

Multiplexins
XV 1(XV)3 Unknown Basement membranes
XVIII 1(XVIII)3 Unknown Vasculature
aIt is not certain whether the chains forming this collagen are a distinct gene product or are a post-

translationally modified form of the 1(I) chain of type I collagen.
bThe 3 chains of type XI collagen appear to be a post-translationally modified form of the 1(II) chain

of type II collagen.
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packing of the collagen molecules in a precise axial register that is usually described as a
near-quarter-stagger with overlap. This axial stagger has been precisely defined at 234 ± 1
residues for type I collagen. At present, the mechanisms responsible for the side-to-side
aggregation of collagen molecules, ultimately responsible for the fiber diameter, are not
known, although it is likely that the charge profile along the surface of the molecules
plays a crucial role. Thus, it is the primary structure of the chains that contains all the
information needed to allow the packing of the native molecules into fibers. In addition,
some studies have suggested that the ultimate diameter of the collagen fibers may be
influenced by the presence of the amino-terminal noncollagenous extensions and by
interactions with noncollagenous macromolecules, such as the small proteoglycan decorin.
The primary structure also appears to determine the type and number of intermolecular
crosslinks that will eventually be formed and the nature of the interaction of the collagen
with the other connective tissue components, namely glycoproteins and proteoglycans.

Fig. 1. Diagram showing the macromolecular association of some collagen types. (A) Fibril-
lar collagens I, II, and III. The 300-nm-long rodlike molecules aggregate in a parallel and stag-
gered fashion. These fibrils exhibit in the electronmicroscope a characteristic cross-striation
period of 67 nm. Type XI collagen may also form similar fibrillar aggregates. (B) Basement
membrane type IV collagen. This collagen forms a nonfibrillar network. The molecules aggre-
gate only by their identical ends. Four molecules are held together via the triple helical
N-terminus, whereas the C-terminal globular domain connects two molecules with each other.
(C) Type VI collagen. Dimers are formed by antiparallel and staggered alignment of 105 nm
monomers where the 75-nm overlapping helical segments coil around each other. The dimers
undergo a symmetrical association into tetramers. Fibrillar structures are formed by end-to-end
aggregation. The aggregates are stabilized by disulfide bonds between triple helical segments
and globular domains. (D) Type VII collagen. The 450-nm-long molecules associate into anti-
parallel dimeric structures, which show a 60-nm overlap and which subsequently assemble
laterally in register. [Adapted from Martin, G. R., Timpl, R., Müller, P. K., and Kühn, K. (1985)
The genetically distinct collagens. Trends Biochem. Sci. 10, 285–287.]
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Type I collagen, the most abundant and best characterized mammalian collagen,
consists of two identical 1(I) chains and one genetically distinct 2 chain in the
molecular form 1(I)2 2(I). This species accounts for about 90% of the collagen in the
body and is the major collagenous component of the skin, tendon, bone, synovium,
cornea, conjunctiva, and sclera.

A molecule apparently composed of three 1(I) chains has been found in low con-
centrations in the cornea, skin, embryonic bones and tendons, and rat dentin. This
molecular species has also been identified as a product of various cell cultures and
tumors. The chain of this molecular species appears to be identical, by peptide map-
ping, to the 1(I) chain of type I collagen and gives rise to the nomenclature 1 type I
trimer collagen. Although its functional role is not fully understood, this collagen
appears in higher concentrations in healing wounds, inflammatory reactions, and
embryonic tissues.

Type II collagen is a specific product of chondrocytes and vitreous cells. Its fibers
appear much thinner than those of type I collagen in electron micrographs. Type II
collagen consists of three identical chains and is designated 1(II)3. These molecules
contain a higher number of hydroxylysine residues and several-fold greater amounts of
carbohydrate residues than type I collagen. Several properties of the 1(II) chains of
vitreous humor differ from those of the 1(II) chains of cartilage. These differences
strongly suggest that type II molecules are not a homogenous population, but they may
represent a family of closely related molecules. Furthermore, recent studies of type II
collagen transcripts have shown that this collagen exists in at least two distinct molecu-
lar species that result from alternative splicing of certain portions of the gene. These
isoforms appear to have special functional properties, because they are preferentially
expressed in specific tissues at various stages of growth and development.

Type III collagen is frequently coexpressed with type I collagen in the skin,
synovium, and vascular wall tissue and is a prominent component of lung interstitium.
This collagen contains three identical chains that are readily distinguishable from
the previously described fibrillar types and is therefore designated 1(III)3. Unlike the
other interstitial collagens, type III collagen molecules contain intrahelical cysteine
residues that form interchain disulfide bonds so that the native molecules are disulfide-
bonded trimers. The fact that type III collagen forms fibrils of smaller diameter and of
different organization than type I collagen suggests that the relative levels of expres-
sion of separate collagen genes is an important step in establishing and maintaining the
individual characteristics of a particular connective tissue. For example, the relative
proportions of type I and type III change drastically in healing skin wounds and in
keloid lesions.

Type V collagen is frequently found surrounding fibroblasts, smooth-muscle cells,
and other mesenchymal cells. This collagen type contains distinct chains [ 1(V),

2(V), and 3(V)], which are minor components found in pepsin digests of the pla-
centa, cornea, skin, and blood vessels and have been identified in surface-associated
materials of cells in culture. The type V collagen molecules are comprised of homopoly-
mers or heteropolymers, depending on the tissue of origin. The most common molecu-
lar form of type V collagen consists of two 1 chains and one 2 chain. What
determines the relative proportion of these chains within the molecule and their exact
role in tissue structure or function is not clear.
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Type XI collagen is the designation assigned to collagen molecules composed of
chains previously known as 1 , 2 , and 3 . Like type II collagen, type XI collagen is
a specific constituent of cartilaginous tissues. Type XI collagen molecules are com-
prised of three chains that retain large globular domains at both ends. There is some
controversy regarding the nature of the 3(XI) chain because it is not clear whether it
represents a type II collagen chain with extensive posttranslational modifications or a
distinct gene product. In most cartilaginous tissues, the proportion of the three chains is
equimolar, suggesting that they are arranged in a heterotrimeric structure. It has also
been shown that type XI collagen molecules are integral components of the cartilage
collagen fibrils and appear to be located in their central axis and it has been suggested
that they may play a role in the regulation of the thickness of type II collagen fibrils in
cartilage. Despite their prominent presence in cartilaginous tissues, the exact function
of type XI collagen molecules has not been determined.

3.2. Fibril-Associated Collagens with Interrupted Triple Helices

These collagens comprise a distinct class of molecules that do not form the charac-
teristic quarter-staggered fibrils of interstitial collagens. This subgroup includes types
IX, XII, XIV, XVI, XIX, and XX collagens. Structurally, these collagens contain alter-
nating triple-helical (COL domains) and noncollagenous domains (NC domains) of
various lengths and molecular masses and a large amino-terminal NC domain. This
structural arrangement provides greater flexibility to these molecules. Topographically,
these collagens associate with the fibrils of types I and II collagens and may play
important roles in the organization of the matrix in the immediate perifibrillar millieu.

Type IX collagen, the prototype of the FACIT group of collagens is found almost
exclusively in cartilaginous tissues. Despite its abundance in cartilage, its function has
not been determined. The type IX collagen molecule is composed of three chains, each
containing four nonhelical domains alternating with three helical regions. The indi-
vidual chains are associated by disulfide bonds. The 2 chain of type IX collagen con-
tains a covalently bound glycosaminoglycan and, therefore, can be considered as a
proteoglycan core protein. The demonstration of a covalent interaction between a col-
lagen and a glycosaminoglycan molecule in articular cartilage and other hyaline
cartilages suggests that type IX collagen may be involved in mediating the interaction
of the collagenous matrix with the proteoglycans in these tissues. Rotary shadowing
studies have shown that type IX collagen molecules are topographically localized to
the surface of cartilage collagen fibrils, surrounding the type II collagen molecules
with the COL3 and NC4 domains bent in an angle projecting out of the surface of the
fibrils into the surrounding interfibrillar matrix. These studies have led to the sugges-
tion that the NC4 domain of the 1 chain of type IX collagen may be involved in the
formation of interfibrillar collagen interactions or in interactions with other compo-
nents of the articular cartilage matrix. The highly positively charged composition
of the NC4 domain may favor the establishment of nonionic interactions with
proteoglycans, glycoproteins, or other collagens, thus establishing the interfibrillar
“glue” that maintains the structure of articular cartilage matrix. Recent studies have
shown that cDNAs corresponding to type IX collagen molecules in the cornea, hyper-
trophic cartilage of the growth plate, and late developmental stages of the vitreous lack
sequences encoding the NC4 domain (short form of type XI collagen). These observa-
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tions suggest that this NC4 domain may play an important role in determining the
structural organization of these tissues, particularly during development.

The search for homologs of type IX collagen in tissues containing type I collagen as
their major fibrillar constituent identified molecules with striking similarities to type
IX collagen (identically located cysteines and triple helix imperfections). However,
further characterization of the intact protein molecule, designated type XII collagen,
revealed major differences. Type XII collagen is a homotrimer with the molecular struc-
ture 1(XII)3 and contains only two triple helical domains, COL1 and COL2, and three
noncollagenous domains. The NH2-terminal NC3 domain is very large (3 × 190 kDa).
When visualized by rotary shadowing, the type XII collagen molecules have a charac-
teristic morphology with three 60-nm arms projecting from a large central globule and
a 70-nm rigid tail. The colocalization of type XII collagen with type I collagen suggests
that type XII collagen interacts with fibrils containing type I collagen, although the
precise nature of this interaction has not been determined. The homology between the
COL1 domains of type IX and type XII collagens suggests that this domain may play a
role in this interaction. Recent studies have demonstrated the presence of alternatively
spliced transcripts of type XII collagen which appear to be selectively expressed in
corneal tissues; however, its function and role in the structure of corneal extracellular
matrix remain to be determined.

Another homotrimeric molecule with the characteristic FACIT COL1 domain has
been identified in the skin and tendon. Characterization of the molecule at the cDNA
and protein levels indicates that it is very similar although clearly distinct from type
XII collagen and has been termed type XIV collagen. Type XIV collagen has been
found mainly in tissues rich in type I collagen, although its presence in type II col-
lagen-containing cartilaginous tissues has also been demonstrated. Type XIV collagen
is a disulfide-bonded molecule containing two collagenous domains and three
noncollagenous domains. It has also been shown that type XIV collagen may exist in
cartilage in a proteoglycan form.

Type XVI collagen was identified in cDNA libraries from human fibroblasts and
placenta. Corresponding transcripts have been found in human skin and in cultured
lung fibroblasts, keratinocytes, and arterial smooth-muscle cells. The predicted struc-
ture for the protein indicates that it contains 10 collagenous domains and 11 relatively
short noncollagenous regions. The molecule is very rich in cysteine residues contain-
ing 32 residues mainly in the noncollagenous domains. Immunoprecipitation studies
have shown that the 1(XVI) collagen chain is a 220-kDa polypeptide that is secreted
as a homotrimer in cultures of dermal fibroblasts and arterial smooth-muscle cells. Its
precise function has not been identified, although it has been suggested that it is likely
to associate with type I and type III collagen fibrils.

Type XIX collagen was also characterized at the cDNA level. It was first identified
in a cDNA library prepared from a human rhabdomyosarcoma. The triple helical region
of this collagen appears to contain approximately 1142 amino acids divided into five
collagenous domains separated by 22–44 short noncollagenous interruptions. These
interruptions are similar in their sequence and location to those found in type XVI
collagen. The molecule contains numerous cysteine residues which participate in
intrachain disulfide bonds. Although the overall structure and the location of the cys-
teine residues are similar to those of other FACIT collagens, the genomic structure and
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the structure of the deduced protein indicate that this collagen represents a novel col-
lagen type. The function of this collagen has not been identified to date. The protein
has been found in numerous tissues, but its highest expression appears to be restricted
to vascular, neuronal, mesenchymal, and some epithelial basement membranes.

Type XX collagen is a new collagen recently identified while searching the expressed
sequence tag (EST) database for molecular species bearing homologies with FACIT
collagens. Sequencing of the EST showed that the encoded product was a unique col-
lagen. Type XX collagen contains a domain structure typical of the FACIT collagen
subfamily and is very similar to type XIV collagen. Type XX collagen transcripts are
widely expressed in connective tissues and have been demonstrated in the tendon,
sterna, and calvaria, although their highest expression appears to occur in corneal tis-
sues and in cells derived from corneal epithelium. The function of type XX collagen
remains unknown.

3.3. Basement Membrane Collagens

The collagens present in the basement membrane are likely to be responsible for the
structural integrity of the membranes and to act as anchors for other extracellular matrix
components. At least three collagen types have been identified in the basement mem-
branes. These include types IV, VII, and XVII collagens.

Type IV collagen is the principal component of the basement membrane of renal
glomeruli and tubules, and of arterial vessels. Unlike the fibrillar collagens discussed
earlier, type IV collagen does not form fibrillar aggregates and appears to be incorpo-
rated directly into the basement membrane without prior excision of the pro-peptide
extensions.

The structure of this molecular species has been a controversial matter; however,
more recent work has identified six distinct  chains that are the products of different
genes as the molecular components of type IV collagen. These chains associate to form
homotrimers or heterotrimers. Characterization of the structure of type IV collagen has
been accomplished by rotary shadowing of intact molecules, demonstrating that these
molecules contain several intrahelical noncollagenous domains that probably confer
great flexibility to the main body of the molecule. The helical domains of type IV
collagen chains display a distinct bend approximately 360 nm from the amino terminal
end of the chains. In addition, a large globular domain is present at the carboxy-termi-
nal end of the chains. A large number of cysteine residues are present at both the amino-
and carboxy-terminal ends and are involved in intrachain and interchain disulfide bonds.

The molecules of type IV collagen assemble into a very specific supramolecular
network formed as a result of the association of similar ends of the molecules. Four
molecules are associated through their amino terminal domains distal to the above-
described bend, forming a tetrameric pepsin-resistant domain known as the 7S aggre-
gate. The C-terminal globular domains connect two molecules with each other, resulting
in a well-organized network arrangement.

Type VII collagen, previously known as “long-chain collagen,” is a homotrimeric
molecule comprised of chains containing a collagenous helical domain that is at least
one and one-half times larger than that of the interstitial collagens (400 nm). The amino
terminal ends of each chain fold into separate 36 nm arms and an additional small NC
globular domain is present at the carboxy-terminal ends. Type VII collagen molecules
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form the so-called anchoring fibrils responsible for the attachment of epithelium to
stromal tissues, particularly in the epidermal–dermal junction. The type VII collagen
molecules interact by antiparallel dimeric arrangement with a 60-nm overlap between
the interacting amino-terminal molecular ends. The carboxyl-terminal ends are grouped
in a tuft that appears to attach to the basement membrane and to form loops surround-
ing interstitial collagen fibrils. In the skin, type VII collagen molecules, together with
type XVII collagen (see the next paragraph) and other molecules, form hemidesmosomes,
specialized structures responsible for the attachment of the epidermis to the upper layer
of the dermal–epidermal basement membrane.

Type XVII collagen molecules are unique 180-kDa transmembrane molecules
involved in the structure of hemidesmosomes. Their unique transmembrane location
indicates that they play a crucial role in the attachment of the epidermis to the basement
membrane of the skin. The carboxy-terminal end of the molecules is the extracellular
domain and is constituted by 13–15 collagenous sequences interrupted by short
noncollagenous domains. The amino-terminal ends of the molecule are anchored intra-
cellularly in the cytoplasm of basal keratinocytes.

3.4. Other Non-Fibril-Forming Collagens

Several collagens that do not form the characteristic cross-striated pattern of the
fibrillar collagens and that do not appear to have a FACIT molecular structure have
been identified. Some of these collagens form highly specialized structures with spe-
cific functions, such as the establishment of connections between cell surfaces and the
extracellular matrix (type VI collagen).

Type VI collagen consists of chains containing a triple helical collagenous domain
flanked by a large globular domain at each end of the chains. The globular domains
account for approximately two-thirds of the total chain mass, whereas the collagenous
region represents only one-third. Type VI collagen chains have been found distributed
in many connective tissues, but are predominantly localized in the skin and may repre-
sent the previously described “beaded filaments” found in embryonic tissues as well as
in actively involved lesions in scleroderma. The type VI collagen molecules form
aggregates comprised of two chains intertwined to form a dimer, and two dimers asso-
ciated by crisscrossed interactions between their ends to form a tetramer. Tetramers
associate by head-to-tail attachment to form long beaded fibrillar structures.

Type XIII collagen is a nonfibrillar collagen of unknown function that has been char-
acterized from analyses of human cDNA and genomic clones. The predicted 1(XIII)
collagen polypeptide has been estimated to contain from 526 to 614 amino acids and
consists of short N- and C-terminal noncollagenous domains, termed NC1 and NC4,
respectively, and three collagenous domains, COL1–3, interrupted by the noncollagenous
domains NC2 and NC3. A striking feature of type XIII collagen is that sequences corre-
sponding to nine exons of the human gene undergo complex alternative splicing during the
processing of primary transcripts, resulting in remarkable variability in the structures of the
COL1, NC2, COL3, and NC4 domains. The functional significance of this complex alter-
native splicing is not known. In situ hybridization experiments with human tissues indicate
that type XIII collagen transcripts are found in numerous connective tissues, including the
fetal bone, cartilage, intestine, skin, striated muscle, and placenta, although they appear to
be expressed in low amounts in virtually all connective tissue-producing cells.
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3.5. Short-Chain Collagens
Two distinct collagens characterized by the presence of short triple helical domains

have been characterized in vascular tissues and in growth plate cartilage. The two mem-
bers of this group are type VIII and type X collagens.

Type VIII collagen was originally described as a product of endothelial cells in cul-
ture and was termed EC collagen. This collagen is an important component of the cor-
neal endothelium. Type VIII collagen has not been completely characterized, but the
molecules appear to be composed of relatively short helical domains, interrupted by
protease sensitive, nonhelical domains with large globular domains at each end of the
chains. These chains are stabilized by abundant disulfide bonds and the intact molecule
appears to have a molecular weight greater than 500 kDa under nonreducing condi-
tions. The type VIII collagen molecules have a dumbbell shape and interact laterally
and by their extremities to form regular hexagonal lattices.

Type X collagen is a specific biosynthetic product of growth plate hypertrophic
chondrocytes and is almost exclusively found in the regions undergoing endochondral
bone formation. The close temporal and topographic relation between initiation of type
X collagen synthesis and the onset of tissue calcification suggests that these chains
may play a role in the process of endochondral ossification. The type X collagen chains
are formed by short (45 kDa), triple helical regions and a 15-kDa globular domain at
the amino-terminal end. The triple helical domain appears to be stabilized by disulfide
bonds in certain mammalian species such as those present in bovine cartilages. Recent
interest has been focused on possible alterations in the metabolism of type X collagen
in osteoarthritis since it has been found that in contrast to normal articular cartilage,
osteoarthritic cartilage displays the expression of this collagen.

3.6. Multiplexins
A new subgroup of collagenous molecules within the collagen family has been

recently established based on their structure. This group comprises collagens type XV
and type XVIII. The genes encoding these two collagens share substantial structural
similarities, suggesting that both may be derived from a single ancestral gene. These
collagens are localized mainly in the basement membranes and contain a central col-
lagenous domain with multiple interruptions flanked by large amino- and carboxyl-
noncollagenous domains. A very high expression of type XVIII collagen has been found
in the liver, placenta, kidneys and lungs. Type XVIII collagen is also known as
endostatin, a potent inhibitor of de novo angiogenesis. Substantial recent interest has
been devoted to this molecule as a putative anticancer agent exerting its effects via
reduction of the angiogenic process required for tumor growth and metastasis.

4. Collagen Genes (23–34)

The application of recombinant DNA technology has permitted a greater understand-
ing of the initial steps of collagen biosynthesis and has allowed the isolation and char-
acterization of the genes encoding for most of the collagenous molecules described. At
least 33 distinct genes encoding for the various collagen chains have been identified
and studied to date. These genes are distributed throughout the genome as shown in
Table 1. The gene for the pro 1 chain of type I collagen appears to be approximately
18,000 bases long, whereas the gene for the pro 2 chain is much larger, containing
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approximately 38,000 bases. All collagen genes studied thus far contain coding
sequences (exons) interrupted by large, noncoding sequences (introns). The genes
encoding most of the collagens, like various other eukaryotic genes, contain numerous
regulatory sequences in the 5' region of the gene, including the so-called TATA and
CAAT boxes as well as binding sequences for numerous transcription factors, includ-
ing AP, NF1, CBF, and Sp1. These consensus sequences have been shown to be essen-
tial promoter components required for efficient transcription in several other eukaryotic
genes. In addition, enhancer sequences, which act as long-range activators of gene
transcription, have been identified within the first intron of several collagen genes as
well as upstream of the gene.

The genes encoding the chains of the interstitial collagens appear to contain short
exons of 54 or 108 bases in length, and it has been suggested that the 54-base exon
represents the ancestral collagen gene that has evolved into the present collagen genes
by duplication and expansion of the 54-base pair (bp) unit. This appears to be the case
for most of the collagens; however, recent characterization of the genes for collagen
types VIII, IX, and X demonstrated substantial deviations of this structure, indicating
that these genes may represent different families of genes developed by selective pres-
sures exercised during evolution. For example, the gene for the 2 chain of type IX
collagen contains the 54-bp coding units only in the central portions of the sequence
coding for the triple helix, whereas the genes for types VIII and X collagens contain
only four and three exons, respectively, without the 54-bp repeat unit.

5. Collagen Biosynthesis (35,36)

The biosynthesis of type I procollagen has been studied in most detail and can be
used as an example of a general biosynthetic pathway for all collagens. A general
scheme of type I collagen biosynthesis and processing is depicted in Fig. 2. The initial
steps of collagen gene expression are extremely complex and involve the initiation of
transcription of a particular collagen gene in a collagen-producing cell by mechanisms
similar to those of other eukaryotic genes that include a conformational change of con-
densed chromatin into competent chromatin, the binding of the RNA polymerase tran-
scriptional complex, and the interactions of multiple transcriptional regulatory
DNA-binding proteins. The collagen genes are transcribed into a complementary high-
molecular messenger RNA (hmRNA). These molecules are then processed to the
mature mRNA by a complex series of posttranscriptional modifications, including cap-
ping, splicing, methylation, and addition of a polyadenylated tail. Splicing is probably
the most important of these reactions because it is responsible for the precise excision
of the noncoding, intervening sequences and the exact re-ligation of the remaining
sequences that encode the mature protein. Variations in the patterns of splicing (alter-
native splicing) can result in the production of polypeptide chains with subtle but
important structural and functional differences. Thus, alternative splicing appears to
provide a versatile mechanism for the generation of a vast molecular diversity of the
biosynthesized proteins and may play a crucial role in the temporal and topographic
regulation of collagen gene expression. In addition, the genes for certain collagens
appear to have more than one transcription initiation site. Selective use of these sites
can result in the production of chains with variable lengths and with the inclusion or
exclusion of specific molecular domains. The mature mRNA molecules exit the nucleus
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and are transported to the rough endoplasmic reticulum where they associate with the
polyribosomal apparatus and then undergo translation onto the growing polypeptide
chains of the newly synthesized protein.

Studies of the translation of mRNA for type I procollagen in cell-free systems indi-
cate that the molecule is synthesized on the ribosomes as pre-procollagen and each
chain contains a short (approximately 20 residue) leader sequence at the extreme amino
terminus. This hydrophobic leader sequence is thought to channel the nascent polypep-
tide through the membrane into the cisternae of the rough endoplasmic reticulum. It is
immediately cleaved off by a specific protease to yield procollagen.

Type I procollagen is composed of two pro 1 and one pro 2 chains with estimated
molecular weights of about 150 kDa compared with 95 kDa for the corresponding chains
of the fully processed molecule. Each of the pro chains contains two polypeptide
extensions, one at each end of the triple helical region. The amino- and carboxy-termi-
nal extensions are estimated to be 20 kDa and 35 kDa, respectively. The carboxy-
terminal ends contain several cysteine residues involved in intrachain and interchain

Fig. 2. (A) Intranuclear steps of collagen biosynthesis. The DNA sequences in collagen
genes, containing the coding sequences (exons) and the intervening noncoding sequences
(introns), are transcribed into a precursor form of the messenger RNA (hmRNA) molecule. The
precursor molecule is then processed to functional mRNA by posttranscriptional modifica-
tions, including splicing which removes the intervening sequences. (Courtesy of Dr. J. Uitto
and colleagues, reproduced with permission of Grune & Stratton.)

Adrian Pinderhughes
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disulfide bonds. These extensions, or propeptides, appear to prevent the nonphysiologic
formation of collagen fibrils before the molecules reach the extracellular space. They
are also involved in directing the proper assembly of the collagen molecules from their

Fig. 2. (continued) (B) Posttranscriptional steps of collagen biosynthesis. (1) Transcription
of collagen genes resulting in synthesis of different mRNAs for each procollagen chain. (2)
Translation of the mRNA for each procollagen chain. Procollagen mRNAs are transported from
the nucleus to ribosomes lining the rough endoplastic reticulum. The procollagen is depicted as
a polypeptide chain having a signal peptide that is cleaved by a signal peptidase. (3) Hydroxy-
lation by peptidyl proline hydroxylase or peptidyl lysine hydroxylase. (4) Glycosylation of
hydroxylysyl residues by galactosyltransferase and glucosyltransferase. (5) Formation of the
interchain disulfide links in the C-terminal propeptides. (6) Triple helix formation. (7) Secre-
tion. (8) Procollagen-collagen conversion by limited proteolysis (pN-collagen aminopeptidase
and pC-collagen carboxypeptidase). (9) Assembly into fibrils by a near-quarter-stagger’s shift.
(10) Crosslinking of collagen fibrils. (Courtesy of Dr. R. I. Bashey, reproduced with permission.)

Adrian Pinderhughes
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constituent chains and in initiation of triple helix formation. Shortly after synthesis of
the individual procollagen polypeptide chains, specific association of three chains in a
proper ratio (i.e., two pro 1 and one pro 2 chains for type I collagen), formation of
disulfide bonds, and triple helix assembly occur. The crucial step of triple helix forma-
tion requires an adequate level of proline hydroxylation in order to take place at physi-
ologic temperatures. As mentioned earlier, hydroxyproline-deficient collagen fails to
form a stable triple helix at normal body temperatures and undergoes rapid intracellu-
lar degradation. Similarly, any excess procollagen chains that are not assembled into a
triple helical conformation are degraded intracellularly. The propeptide extensions of
newly synthesized procollagen molecules are excised by specific proteases immedi-
ately after they are transported into the extracellular millieu. Recent studies have dem-
onstrated that bone morphogenetic protein-1 is the C-proteinase responsible for the
processing of the carboxy-terminal extensions of the three major fibrillar procollagen
(types I, II, and III) and, thus, it plays a key role in the regulation of deposition of the
extracellular matrix in most vertebrate tissues. Some evidence has suggested a role for
the cleaved propeptides in feedback inhibition of collagen biosynthesis and in extracel-
lular collagen fibrillogenesis.

During the biosynthetic process, the polypeptide chains of procollagen are subject to
at least six different enzyme-mediated modifications prior to secretion. Further post-
translational modifications involving crosslink formation occur extracellularly. These
complex enzyme-mediated modifications are not usually found in the biosynthetic path-
ways of other proteins. Intracellular posttranslational modifications include hydroxy-
lation of proline and lysine, addition of galactose to certain hydroxylysines and of
glucose to certain galactose-hydroxylysines, and, finally, extrusion from the cell
coupled with proteolytic cleavage of the extension peptides from the amino and carboxy
termini of the molecule by specific proteases. The molecule is only secreted after
hydroxylation, glycosylation, and triple helix formation are complete. Secretion appears
to be a stepwise process, requiring packing into a Golgi vacuole before exocytosis. The
posttranslational microheterogeneity resulting from these enzyme-mediated modifica-
tions probably represents the fine-tuning that adapts the various collagen molecules for
their ultimate biological functions.

Although almost all the procollagens of most tissues are converted to collagen mol-
ecules, some unprocessed procollagen molecules may be retained at the cell surface to
interact specifically with various structural components of the interfibrillar matrix.
Basement membrane procollagens appear to be incorporated into the membrane struc-
ture without prior processing.

Processed molecules destined to form extracellular matrix fibrils self-assemble into
three-dimensional fibrillar complexes, which are then stabilized by a series of covalent
interchain and intrachain crosslinks. Most of these bonds originate from lysine or
hydroxylysine and from modified forms of amino acid residues derived by oxidative deami-
nation. Control of the extent of polymerization and of crosslinking is poorly understood,
but has multiple and profound effects on the mechanical properties of collagen fibers.

6. Regulation of Collagen Biosynthesis and Gene Expression (37–51)

Under normal conditions, fibroblasts and other connective tissue-producing cells
are capable of regulating extracellular matrix production according to the dynamic
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requirements of processes such as embryogenesis, development, differentiation, and
tissue repair.

Remarkable methodologic advances in recent years have resulted in an explosion of
knowledge regarding the mechanisms that regulate gene expression in eukaryotic cells.
Multiple aspects of the intimate mechanisms responsible for the regulation of expres-
sion of the genes encoding for various extracellular matrix proteins have been clarified.
These advances will undoubtedly provide light into the mechanisms responsible for the
pathologic increase in tissue collagen in fibrotic diseases such as scleroderma or its
reduction in diseases such as osteoporosis.

There are three general mechanisms by which the production of collagen can be
controlled: (1) modulation of the steady-state level of mRNA; (2) control of mRNA
translation; and (3) variation in the fraction of the newly synthesized protein, which is
degraded before it is secreted from the cell. In most normal and pathologic conditions,
the levels of procollagen or collagen mRNA correlate with the rate of synthesis of the
corresponding collagen polypeptides. The steady-state mRNA levels are determined
by a delicate balance between the transcription rates of the corresponding genes and
the mRNA degradation rates. Transcriptional regulation is, by far, the most important
mechanism determining the steady-state collagen mRNA levels; however, under certain
conditions, particularly under the influence of growth factors and cytokines, alterations
in mRNA stability or in the rates of mRNA degradation may play a substantial role.

Many mechanisms may be responsible for derangement of transcriptional regula-
tion, including mutations in important promoter regulatory regions or in other special-
ized regulatory elements of the gene. These regulatory elements are also principal
targets for the action of promoter-specific transcription factors. The factors may regu-
late the initiation of transcription of their target genes by possibly controlling the bind-
ing of RNA polymerases to pre-existing transcription complexes or by the formation of
the transcription complex itself. Alternatively, binding of these transcriptional factors
to their cognate DNA sequences or to other transcription factors already bound to DNA
may result in bending or looping of the DNA strand, resulting in a modification of the
rates of transcription of the corresponding genes. Several transcriptional factors that
regulate the levels of expression of various collagen genes have been identified and
characterized. They can exert either stimulatory or inhibitory effects on the rates of
gene transcription. Some of these trans-acting factors recognize and bind to DNA sequences
that are homologous to sequences in other genes, which are targets for transcriptional
regulators such as AP1, AP2, NF-1, and the CBF or Sp families of transcription fac-
tors. The entire complement of DNA-binding proteins that specifically modulate the
transcription of collagen genes has not been determined. The activity of many promot-
ers is also modulated by binding of transcription factors to enhancer elements located
either upstream or downstream of the transcription start site. Recent studies of the
effects of transcriptional/DNA-binding factors and of their interactions with collagen
gene promoter regions or with other regulatory elements indicate that the transcrip-
tional regulation of collagen gene expression is extremely complex and that these
interactions will undoubtedly affect the tissue specificity and the levels of collagen
production in response to intracellular or extracellular perturbations (Fig. 3).

Posttranslational events may also influence the levels of collagen production. An
intriguing control mechanism has been suggested from the observations that the



192 Jiménez

N-propeptides of type I or type III calf collagen can reduce the rate of collagen synthe-
sis when added to cultures of calf dermal fibroblasts and can inhibit the translation of
type I procollagen mRNA in a cell-free system. This negative feedback process may be
a means whereby the concentration of propeptides in the extracellular matrix can modu-
late the rate of collagen synthesis at a translation level.

The observation that cultured fibroblasts can degrade a fraction of newly synthe-
sized collagen before it is secreted represents another possible regulatory mechanism.

Fig. 3. A simplified view of the regulation of collagen gene transcription. Transcription of
the collagen gene is initiated by binding of the transcription initiation complex, which contains
RNA polymerase II and various initiation factors, to the DNA (upper panel). This basal level of
transcription is markedly stimulated by transforming growth factor- , which may cause bind-
ing of additional transcriptional regulatory factors (shaded ovals) to upstream promoter ele-
ments and to upstream or intronic enhancer DNA sequences. Binding of the transcriptional
factors may result in looping of DNA, allowing distant transcriptional regulatory factors to
contact the transcription initiation complex (lower panel). [From Varga, J. and Jimenez, S. A.
(1995) Modulation of collagen gene expression: its relation to fibrosis in systemic sclerosis and
other disorders. Ann. Intern. Med. 122, 60–62.]
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The fraction of collagen that undergoes such degradation appears to be mediated by
lysosomal enzymes and can be increased by a variety of agents that raise the level of
intracellular cyclic AMP or cause disruption of triple helix formation. A decrease in
the fraction of collagen that is degraded intracellularly could result in a net increase in
production of this protein and lead to fibrosis.

In addition to these intrinsic mechanisms of control, it has recently been shown that
extrafibroblastic factors may influence the rates of collagen synthesized by these cells.
Resident tissue fibroblasts are potential targets for extracellular signaling molecules
that can modulate the rates at which collagen genes are expressed. Important physi-
ologic modulators include hormones such as glucocorticoids and various cytokines.
Because the development of fibrosis in systemic sclerosis and other fibrosing disorders
appears to be preceded by infiltration of affected tissues with mononuclear cells (pri-
marily macrophages and T-lymphocytes), cytokines, and growth factors produced by
these cells are candidate-signaling molecules that may account for the upregulation of
fibroblast collagen production in these disorders. In other disorders, such as rheuma-
toid arthritis, cytokines released from inflammatory cells in the synovium may inhibit
expression of genes encoding extracellular matrix components and/or stimulate the
expression of genes encoding collagenolytic and proteolytic enzymes including vari-
ous metalloproteinases. Indeed, it has been shown that interferon- is one of the most
potent inhibitors of collagen production, an effect that appears to occur largely at the
transcriptional level, whereas tumor necrosis factors and interleukin-1 are capable of
inducing the expression of numerous metalloproteinases.

Of the many cytokines and growth factors that have been shown to stimulate col-
lagen production, transforming growth factor- has emerged as crucial in tissue repair
and fibrosis. This multifunctional cytokine, which has three structurally and function-
ally similar isoforms, is related to a large superfamily of homologous proteins whose
members mediate key events in growth and development. Numerous studies have shed
light on the biological activities of transforming growth factor- involved in connec-
tive tissue turnover and the mechanisms of these effects. For example, it has been shown
in vitro that transforming growth factor- stimulates fibroblast production of various
collagens. These responses appear to involve the induction or stimulation of gene
promoter activity and are associated with increased DNA binding activity by transcrip-
tional factors in the target cells. The identity and function of the collagen promoter–
binding proteins activated by transforming growth factor- are still unknown, although
it appears that in the case of the type I collagen genes, their activation may be mediated
through the SMAD protein cascade. Because transforming growth factor- causes both
sustained stimulation of collagen production and autoinduction of its own synthesis, a
brief exposure of fibroblasts to this growth factor may result in persistent alteration in
their biosynthetic phenotype. Exogenous administration of transforming growth fac-
tor- in vivo has been shown to accelerate the healing of incision wounds, and endog-
enous production of transforming growth factor- induced by targeted gene transfer
has been shown to cause glomerulosclerosis when expressed in the kidney, and medial
hyperplasia when expressed in arteries. On the other hand, antagonists of transforming
growth factor- prevent fibrosis. For instance, neutralizing transforming growth fac-
tor- activity with specific antibodies inhibited scar formation in healing dermal
wounds and prevented the development of carotid intimal hyperplasia following bal-
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loon angioplasty. Another growth factor, which has been recently implicated in the
pathogenesis of tissue fibrosis, is connective tissue growth factor. This 38-kDa polypep-
tide is expressed in tissues undergoing active repair and remodeling and its production
is stimulated by transforming growth factor- . Connective tissue growth factor appears
to function as a downstream mediator of transforming growth factor- effects on con-
nective tissue cells.

Currently, only circumstantial evidence implicates transforming growth factor-  in
the formation of tissue fibrosis in systemic sclerosis. Increased expression of trans-
forming growth factor- has been shown by immunohistochemical methods and by
in situ hybridization in the skin of patients with early systemic sclerosis but not in that
of healthy controls. However, fibroblasts in tissues undergoing inflammation and
remodeling are probably sequentially or simultaneously exposed to numerous cytokines
and growth factors. These polypeptides may interact with each other and may modu-
late target cell responsiveness to other cytokines by various mechanisms. It is, there-
fore, the total cytokine and growth factor context that determines how a given cell
responds to a specific signal.

In light of the rapid progress being made in understanding the biology of physi-
ologic and pathologic tissue repair processes, the importance of delineating the
molecular mechanisms of fibroblast signaling and regulation of collagen gene expres-
sion has become apparent. Numerous processes such as receptor and ligand interac-
tions, intracellular pathways that are activated after signaling, and the mechanisms of
induction or activation DNA-binding transcriptional factors by transforming growth
factor- and other cytokines and growth factors still need to be elucidated. The impor-
tance of these studies must be emphasized, as each of these steps is a potential target
for highly specific therapeutic interventions. Novel antifibrotic strategies evolving from
a precise understanding of these processes may provide potent therapies for systemic
sclerosis and other diseases that are accompanied by pathologic tissue fibrosis. Alter-
natively, inhibition of expression of the genes encoding extracellular matrix degradative
enzymes or interruption of their cytokine-mediated activation may lead to novel and
effective treatments for diseases characterized by excessive extracellular matrix degra-
dation such as rheumatoid arthritis.
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T-Lymphocytes

Nilamadhab Mishra and Gary M. Kammer

1. Introduction

All hematopoietic cells are derived from pluripotent stem cells, which give rise to
the principal lineages of lymphoid and myeloid cells. The common lymphoid progeni-
tor has the capacity to differentiate into either T-lymphocytes or B-lymphocytes,
depending on the microenvironment to which it homes. In humans, T-cells develop in
the thymus, whereas B-cells evolve in fetal liver and bone marrow. The T-lymphocyte
pool is established in the thymus early in life and is maintained throughout life by
antigen-driven expansion of naive peripheral T-cells into memory cells that reside pri-
marily in lymphoid organs.

Mature T-cells constitute 70–80% of normal peripheral blood lymphocytes.
However, only 2% of total-body lymphocytes circulate in peripheral blood at any time.
T-cells comprise 90% of thoracic duct lymphocytes, 30–40% of lymph node cells, and
20–30% of splenic lymphoid cells. In lymph nodes, T-cells occupy deep paracortical
regions and surround B-cell germinal centers; in the spleen, T-cells are located in the
periarteriolar regions of the white pulp.

T-cells are the primary effectors of cell-mediated immunity. As such, they regulate
other T-cells, B-cells, and antigen-presenting cells (APCs) by direct cell-to-cell con-
tact and the production of cytokines.

2. T-Lymphocyte Ontogeny

2.1. T-Lymphocyte Subpopulations

Mature T-cells are identified by the CD3 complex of transmembrane receptors
expressed on their cell-surface (Fig. 1). CD is an abbreviation for cluster of differentia-
tion or designation, which is a systematic nomenclature for the identification of cell-
surface receptors by monoclonal antibodies. Of these receptors, the CD3 chain is
most commonly used to identify mature T-cells. T-cells are comprised of two principal
subpopulations: (1) a subset bearing the CD4 coreceptor that provides helper function
for B-cell maturation and antibody production and (2) a subset bearing the CD8
coreceptor that mediates cytotoxicity against tumor cells and virally infected cells. Both
CD4 and CD8 are often referred to as coreceptors because of the functions they
subserve in cell–cell contact with APCs, such as macrophages or dendritic cells. CD4
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and CD8 are utilized as markers for each subpopulation and are identified by specific
monoclonal antibodies. The biological significance of CD4 and CD8 depends on their
capacity to bind to nonpolymorphic regions of class II and class I molecules, respec-
tively, on APCs in order to identify self and to initiate signal transduction. Each
subset also expresses multiple other cell-surface receptors, which will be described
later.

2.2. Thymocyte Development

The thymus develops from the third pharyngeal pouch as an epithelial rudiment of
endodermal origin. Migration of stem cells into the thymus is not a random process;
instead, it results from chemotactic signals periodically released from the thymic rudiment.

The thymus is organized as lobules. Each thymic lobule has cortical and medullary
regions where epithelial cells, macrophages, and bone-marrow-derived interdigitating
cells, rich in major histocompatibility complex (MHC) class II receptors, are found.
Differentiation of T-cells depends on their direct interactions with these cell types. The
thymic subcapsular region is the first to be colonized by stem cells arriving from the
bone marrow. These cells gradually develop into large, actively proliferating, self-
renewing lymphoblasts that generate the thymocyte population. Phenotypic analysis

Fig. 1. (A) Surface markers of human T-cells. (B) T-cell subsets. T-cells can be subdivided
into different subsets based on the expression of the T-cell receptor (TCR- or TCR- ). TCR

 cells express either CD4 or CD8. CD4 T-cells can be further subdivided into Th1 and Th2
and CD8 to Tc1 and Tc2 population based on their profiles of cytokine production.
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has revealed a succession of cell-surface phenotypes during T-cell maturation. This
systematic and progressive phenotypic evolution appears to occur in three stages (1,2).

2.2.1. Stage I (Early) Thymocytes

These thymocytes express CD7, CD2, CD5, and CD44 (Fig. 2). In addition, prolif-
eration markers, including CD71 (transferrin receptor) and CD38 (a marker common
to all early hematopoietic precursors), are expressed at this stage. However, none of
these proliferation markers is T-lineage-specific. In this stage, thymocytes are double-
negative (DN) cells that lack expression of both the CD3/TCR complex and the CD4
and CD8 coreceptors. Later, DN cells express Rag1 and 2 genes, rearrange the TCR
gene, and express CD4 and CD8 coreceptors to become double-positive (DP) cells (1,3).

2.2.2. Stage II (Intermediate or Common) Thymocytes
Stage II thymocytes account for approximately 85% of lymphoid cells in the thy-

mus. These DP cells are characterized by the appearance of additional surface markers,
including CD1 (Fig. 2). DP thymocytes make up the bulk of cells in the thymic cortex;
these cells have a life-span of 3–4 d, with 25–33% of them being replaced each day. As
T-cell development progresses, thymocytes migrate from the cortex to the medulla.
Three critical processes occur at this stage: (1) rearrangement of the T-cell receptor-
(TCR- ) gene; (2) positive and negative selection through interaction with MHC mol-
ecules on epithelial cells; and (3) evolution of single-positive (SP) CD4 helper (Th)
and CD8 cytotoxic (Tc) cells in the thymic medulla (Fig. 2) (1–3).

Fig. 2. Stages of thymocyte development. Progenitor cells migrate from the bone marrow to
the thymus. sCD3: surface CD3 expression; cCD3: cytoplasmic CD3 expression; DN: double
negative; DP: double positive.
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2.2.3. Stage III (Mature) Thymocytes

Stage III thymocytes undergo major phenotypic changes: (1) loss of CD1; (2)
expression of cell-surface CD3 that is associated with the high-density TCR; and
(3) completion of switch from DP to SP cells expressing CD4 or CD8. At this stage, the
majority of thymocytes lack both CD38 and CD71 and are virtually indistinguishable
from mature, circulating T-cells. Moreover, stage III thymocytes express the receptor,
CD44, which mediates transvascular migration and homing to peripheral lymphoid
tissue. The adhesion molecule, L-selectin, also becomes expressed during this period (1–4).

2.3. Thymocyte Education: Positive Selection

Developing thymocytes that recognize foreign peptides in association with self-MHC
molecules are selected to survive; the remainder undergoes apoptosis or programmed
cell death. Positive selection ensures that only thymocytes expressing TCRs with mod-
erate affinity for self-MHC are allowed to mature. Thymocytes displaying very high or
very low receptor affinities for self-MHC undergo apoptosis, dying in the cortex.

Positive selection appears to be mediated through thymic epithelial cells. As a part
of this positive selection process, Tc cells are selected for recognition of class I MHC
molecules, whereas Th cells are selected for recognition of class II MHC molecules (5).

If developing thymocytes with receptors that recognize self-peptides associated with
self-MHC molecules were to mature in the thymus and migrate to peripheral lymphoid
tissues, autoimmunity would develop. This process is prevented by negative selection
in the thymus.

2.4. Thymocyte Education: Negative Selection (Central Tolerance)

Negative selection leads to the elimination of developing thymocytes that react
strongly with self-peptides bound to self-MHC molecules in the thymus. In other words,
only thymocytes that fail to recognize self-antigen can proceed to maturity. Unlike
positive selection, which occurs mainly on the surface of thymic epithelial cells, nega-
tive selection occurs predominantly on the surface of APCs, including dendritic cells
or macrophages that originate in the bone marrow and migrate into the thymus (5).

The mechanisms responsible for thymic education are incompletely understood. In
both cases, however, programmed cell death appears to be triggered to eliminate
potentially autoreactive T-cells. Several hypotheses have been proposed to account for
thymic education. One recent hypothesis, referred to as the avidity model of thymocyte
selection, proposes that, to a large extent, positive and negative selection represent
qualitatively different responses to different intensities of signaling through the TCR
(6). Avidity is the product of the affinity of the TCR for a given peptide–MHC complex
and the densities of the TCR and the peptide–MHC complex. The overall strength of
signaling in a T-cell is proportional to TCR occupancy, which, in turn, reflects both the
number of TCRs engaged and their affinity for binding the antigen–MHC complex.
Below a certain level of TCR occupancy, an effective signal is not initiated. According
to the avidity model, a moderate level of occupancy provides a positive signal that
promotes thymocyte growth and maturation, whereas excessive occupancy (above a
certain, undefined threshold) causes cell death by apoptosis. Thymocytes whose recep-
tors bind strongly to self-peptide MHC complexes in the medulla would thus be elimi-
nated (i.e., negative selection), whereas those that give weak but perceptible binding to
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the same complexes in the cortex would be positively selected. We do not yet know, in
biochemical terms, exactly what constitutes the critical difference between the survival
signal delivered by low-avidity TCR binding and the apoptotic signal triggered by high-
avidity interactions. Nevertheless, the avidity model offers a plausible schema by which
TCR–MHC interactions could guide both positive and negative thymic selection.

Recently, the vav protein has been associated with defective selection. p95vav is an
intracellular rho family GTP/GDP exchange factor that is required for efficient TCR
signaling and thymopoiesis in mice. TCR transgenic mice that lack p95vav have a
profound defect in positive selection and a less dramatic impairment in negative selec-
tion. Interestingly, vav-deficient thymocytes show impaired calcium mobilization in
response to TCR stimulation, suggesting a mechanism by which the mutation may
affect development (5).

2.5. TCR Diversity Generation in the Thymus

T-cells have to recognize a diverse variety of different antigens. To accomplish this
task, T-cells have evolved two combinations of transmembrane receptors, termed ,
and , , to comprise the TCR and enhance diversity. The genes of and TCRs
undergo somatic recombination during thymic development to produce functional
genes for the different T-cell receptors. The and chains are encoded by V, D, and J
segments. The and chains use only V and J segments. The first TCR genes to
rearrange during thymocyte development encode the chains; this is followed by rear-
rangement of the - and -chain genes. Through a random assortment of different gene
segments, a large number of productive rearrangements can be made. Thymocytes that
make nonproductive rearrangements are destroyed. Remarkably, more than 95% of the
cells produced die before they are able to mature and migrate to peripheral lymphoid
organs. This waste is the result of a stringent selection process that operates during T-cell
development to ensure that only cells with potentially useful receptors survive (1).

3. T-Cell Migration from the Thymus

The vast majority of T-cells released by the thymus consist of mature CD3, CD4,
and CD3, CD8 cells. These cells are fully functional at the time of exit. Thymic emi-
grants appear in thoracic duct lymph within a few hours and migrate rapidly to the
spleen and lymph nodes. The total number of cells released by the thymus per day is
quite low.

The thymus is a conspicuously large organ during young age. Release of T-cells
from the thymus is maximal in young age. However, it begins to atrophy at the time of
puberty. Thymic atrophy is progressive and reaches its nadir in old age. Outputs of
mature T-cells tend to decline with age and concomitant thymic atrophy, reaching very
low levels in old age.

4. T-Cell Effector Functions

4.1. Th Functions

The Th cells express the CD4 coreceptor on their cell surface. Unlike Tc cells, these
cells do not act directly to kill infected cells or to eliminate microorganisms. Instead,
they stimulate macrophages and other phagocytic cells, enhancing their capacity to
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phagocytose and destroy pathogens. Th cells are activated by binding antigenic pep-
tides bound to class II MHC on the surface of APCs via TCR , . Once activated,
CD4 Th1 cells produce cytokines, particularly interleukin-2 (IL-2), that induce entry
into the cell cycle and mitogenesis. This enlarges the clone of T-cells responsive to
the antigen (ag). IL-2 and other cytokines can also induce maturation and antibody
production by B-cells by both membrane-bound and secreted signals. A principal
membrane-bound signaling molecule is CD154 (CD40 ligand), which is expressed
on the surface of activated, but not resting, Th cells. CD154 is recognized by CD40
on the B-cell surface. The interaction between CD154 and CD40 is required for
activated Th cells to stimulate B-cells to proliferate and mature into memory and
antibody-secreting cells. Cytokines secreted by Th2 cells, such as IL-4 and IL-6,
bind to specific receptors, initiating intracellular signaling events that promote B-cell
proliferation and maturation and, in some cases, class switching of antibody (e.g.,
IgM ➝ IgG) (7).

Naïve CD4 Th precursor cells may secrete IL-2, interferon- (IFN- ), and IL-4.
Because such cells secrete cytokines that derive from both Th1 and Th2 cells, they are
often referred to as Th0. Th1 cells secrete IL-2, IFN- , transforming growth factor-
(TGF- ), and tumor necrosis factor- (TNF- ), and commonly function to provide
help for Tc cells and macrophages. Th2 cells, by contrast, secrete IL-4, IL-5, IL-6, IL-10,
and IL-13 and promote help to B-cells and eosinophils (Figs. 1 and 3). This differentia-
tion is highly dependent on the presence of certain cytokines and their downstream
signaling transcription factors. As shown in Fig. 3, Th1 and Th2 subsets utilize IL-12/
stat4 and IL-4/stat6, respectively, in their development (2,3,8,9).

Fig. 3. Transcription factors that control Th lineage commitment. (Modified from ref. 3,
with permission.)

Adrian Pinderhughes
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4.2. Tc Lymphocytes (CTL)
Cytotoxic lymphocytes (CTL) are immunized T-cells whose role in the immune

response is to kill allogeneic targets, virus-infected cells, intracellular bacterial patho-
gens, and tumor cells. CTL activity has been detected in two principal subsets: (1) CD8
T-cells recognizing peptide antigens of 9–10 amino acids in length presented by MHC
class I molecules and (2) TCR  T-cells exhibiting cytolytic activity against bacteria-
pulsed targets. Similar to CD4 T-cells, CD8 T-cells can be divided into two subsets:
Tc1 and Tc2, based on cytokine production. Tc1 cells produce IFN- and IL-2, whereas
Tc2 cells produce IL-4, IL-5, IL-6, and IL-10. These cytotoxic memory cells are stable
and retain their cytokine pattern.

Cytotoxic T-cells directly kill infected target cells that display fragments of micro-
bial protein on their surface. Some of the microbial proteins that are synthesized in the
cytosol of the target cell are degraded by proteasomes; from there, peptide fragments
are pumped by an ABC transporter into the lumen of the endoplasmic reticulum (ER),
where they bind to class I MHC molecules. The peptide–MHC complexes are then
transported to the target cell surface, where they can be recognized by cytotoxic T-cells (10).

T-cells appear to kill infected target cells by at least three discrete mechanisms:
secretion of cytotoxic cytokines (such as TNF- and IFN- ) and calcium-dependent
and calcium-independent contact-dependent cytotoxicity. The calcium-dependent path-
way relies on the secretion of cytotoxic granules onto the surface of the target cell and
is, therefore, known as the granule exocytosis pathway. The calcium-independent path-
way causes target death via interaction with the Fas ligand (FasL) on the CTL and the
Fas receptor (FasR) on the target cell (11).

4.2.1. Killing by Cytotoxic Granules (Early Form of Cytotoxicity)
Cytotoxic lymphocyte granules and their constituent proteins are synthesized 24–48 h

after stimulation via the TCR. Perforin is an integral cytotoxic protein that is similar to
some of the terminal components of the complement cascade. It can polymerize in the
presence of calcium to form channel-like structures comprised of 10- to 20-nm pores in
target cell membranes. These perforin pores are not sufficient to kill nucleated target
cells, which have the ability to repair membranes and thereby avoid osmotic lysis. The
other key granule components are the granzymes, granzyme B and granzyme A, which
are neutral serine proteases that pass through the channel formed by perforin to the
inside of the cell. After entering to the target cell, granzymes translocate to the cyto-
plasm of the cell, where they act on specific substrates involved in the ultimate death of
the cell and/or they are transported to the nucleus, where they may directly cleave and
activate death substrates. As an Aspase, Granzyme B activates most procaspases. It
also activates caspases 3, 6, 7, 8, and 9. Whether granzyme B activates the caspase
pathway to induce rapid target cell death or whether granzyme A is the critical
granzyme that is responsible for this process remains unknown. This perforin/granzyme
system is dominant in CD8, but not CD4, CTLs (10,11).

4.2.2. Killing by the FasL–Fas Pathway
Antigen recognition stimulates CTLs to express FasL, a member of the tumor necro-

sis factor (TNF) family. The interaction of FasL with FasR induces apoptosis in Fas-
expressing cells. This is the late form of cytotoxicity in CD8 CTLs and is the second
mechanism of cytotoxicity in perforin-deficient CTLs. CD4 CTLs deficient in FasL
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allow approximately 30% of animals mismatched at MHC class II to survive, suggest-
ing that this pathway is important for CD4 CTL-mediated cytotoxicity. Based on the
limited lysis of selected target cells, it is estimated that the perforin mechanism is
responsible for approximately two-thirds of killing activity and the Fas system for the
remaining one-third (10–12).

4.2.3. Killer Cell Inhibitory Receptor Expression by CTLs
Killer cell inhibitory receptors (KIRs) are a new family of MHC class-I-specific

receptors. They were initially discovered on natural-killer (NK) cells. KIRs allow NK
cells to identify and lyse cells that do not express sufficient amounts of MHC class I
molecules. CD8+ T-cells principally express KIRS; these receptors also appear to
inhibit TCR-mediated functions. KIR expression on mature NK cells appears to be
constitutive, whereas it can be induced on T-cells. It is not clear whether KIRs, once
expressed, remain stable until cell death or whether these receptors are downregulated.
KIR expression might play a physiological role in preventing CTLs from crossreacting
with self-antigens, and their defective expression could be involved in autoimmune
diseases caused by autoreactive CTLs. The other side of the coin is the inability of
KIRs expressed on CTLs to control viral infections or tumor growth effectively. Dif-
ferent cytokines regulate KIR expression on T-cells. TGF- and IL-10 induce KIR
expression, whereas IL-4, IL-6, IL-7, IL-12, and IFN- do not. The discovery of KIRs
on T-cells has uncovered new frontiers in immunology (11–13).

4.3. Memory T-Cells
Immunological memory is possibly the single most universally recognized charac-

teristic of the immune system. Memory cells are lymphocytes derived from a popula-
tion of naïve, resting cells, selected by antigen from the recirculating pool and
stimulated to proliferate to allow rapid response and longer life. There are three impor-
tant factors of the memory response: accelerated speed, increased size and persistence.
T-cell memory can involve both CD4 and CD8 T cells. Memory T-cells differ from
virgin T-cells in their surface phenotype. Various cell-adhesion molecules have also
been proposed as markers of memory, including leukocyte-function-associated mol-
ecule 1 (LFA-1), LFA-3, CD2, intercellular adhesion molecule 1 (ICAM-1), very late
antigen 4 (VLA-4), reduced L-selectin expression, and increased CD44 expression (Fig. 4).
LFA-1 and CD2 appear to play fundamental roles in facilitating cell–cell interactions
(e.g., between T-cells and APCs). LFA-1 binds to ICAM-1, whereas CD2 binds to
LFA-3. CD44 and VLA4 bind to components of the extracellular matrix and have been
implicated in T-cell homing. Other molecules, such as CD45 and CD28 receptors,
modulate signals initiated at the TCR and, therefore, play integral roles in early signal-
ing events in the plasma membrane (14).

At present, the most reliable method of identifying naïve cells from memory cells is
by the CD45 isoform expressed on the cell surface (Fig. 4). Resting CD4 T-cells
expressing a high-molecular-weight CD45 isoform, CD45Rhi, are induced by mitogen
or Ag to switch to expression of a restricted isoform of low molecular weight, CD45Rlo.
Depending on the specificity of the monoclonal antibodies used, CD45Rhi (naïve)
T-cells are identified as CD45RA+, and CD45Rlo (memory) T-cells are CD45RA–

(CD45R0). There are two distinct, but lineage related, subsets of CD4 memory T-cells.
Ag-primed CD45Rlo memory T-cells provide the rapid response kinetics and follow



T-Lymphocytes 207

specific migratory routes. In addition, these cells are strictly dependent on Ag and are
short-lived. CD45Rhi revertant memory T-cells are derived from the CD45Rlo subsets,
but are quiescent, resemble naïve CD4 T-cells, and show increased Ag-specific precur-
sor frequency and a capacity for longer life. CD45Rhi revertants are capable of
responding only with primary kinetics, but they ensure that immunological memory
endures beyond the life of the antigen.

Naïve and memory T-cells exhibit different properties. Memory T-cells function
less effectively than naïve T-cells in responding to alloantigens, but provide strong
helper function for B-cell antibody production. In addition, the memory T-cell pheno-
type tends to resemble Th2 cells because they preferentially release IL-4. Moreover,
naïve and memory T-cells migrate by different pathways: memory T-cells by the
extravascular route and naïve T-cells by crossing high endothelial venules (HEVs) of

Fig. 4. Memory cells can be subdivided to CD8 memory T-cells and CD4 memory T-cells.
There are two distinct subsets of CD4 memory T-cells: CD45Rlo and CD45Rhi. Naïve CD45Rhi

CD4 T-cells proliferate in response to Ag, undergo blast transformation, express the CD45Rlo

phenotype, and become memory primed. This phenotype is unstable and dependent on Ag. In
the absence of Ag, memory T-cells revert to expression of the CD45Rhi isoform and become
quiescent. These revertant memory T-cells resemble naïve T-cells in all respects.
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lymph nodes. Unlike short-lived virgin T-cells, which exist for a matter of weeks,
memory T-cells are long-lived, capable of self-renewal, and persist for years. Memory
cell survival appears to depend on the presence of Ag (14).

4.4.  T-Cells

About 5% of mature T-cells do not express a TCR / dimer. These cells have a
second form of TCR, composed of a CD3 complex together with a dimer of polypep-
tides designated and . Interestingly, the first T-cells to mature during fetal develop-
ment are T-cells. Typical cells are CD4–8–, although a small proportion are
CD4–8+. These cells are relatively rare in the lymphoid tissue, including the thymus,
but are conspicuous in epithelial tissues such as the skin, gut, and genitourinary tract.
Unlike T-cells, cells show a curious propensity for reacting to heat-shock
proteins (1,2).

Human T-cells bearing the TCR V 9V 2 isotype are of especial interest because
they respond to both naturally occurring and synthetic, nonpeptidic phosphoags that are
quite different from lipids, superags, or classical peptides that trigger T-cells. More-
over, V 9V 2 T-cells react strongly against certain lymphoma cells, suggesting a possible
crossreactivity between microbial and tumor-associated Ags. The cell-surface expres-
sion of inhibitory MHC class I receptors (INMRs) (predominantly the CD94–NKG2-A
complex) on 80% of circulating human T-cells is substantially higher than that on
4% T-cells from the same donors. It is noteworthy that only functionally mature
V 9V 2 T-cells express one or more types of INMRs.

The T-cells may guide the establishment of acquired immunity through cytokine
and chemokine secretion. Triggering CD94–NKG2-A interferes with  T-cell prolif-
eration to bacterial or viral Ags as well as with the synthesis of cytokines. The cyto-
toxic activity of T-cells also involves the recognition of HLA class I molecules.
INMRs may set a higher TCR activation threshold, which helps regulate their reactiv-
ity toward self-Ags.

Control of V 9V 2 T-cell activation requires coordinated interactions of the stimu-
latory (CD3–V 9V 2 TCR) and inhibitory (CD94–NKG2-A) receptors with their
ligands. CD94 engagement facilitates the recruitment of SHP-1 phosphatase to the
TCR/CD3 complex and affects phosphorylation of Lck and Zap-70 kinases. The cyto-
plasmic tail of the CD94-associated NKG2-A C-type lectin contains two immunoreceptor
tyrosine-based inhibitory motifs (ITIMS). Tyrosine phosphorylation of ITIM(s) by a
protein tyrosine kinase(s) (PTK) results in binding of this region to a negative regula-
tory molecule containing a SH2 domain, such as SHP-1. This interrupts the flow of
downstream activation signals. Coaggregation between CD3–V 9V 2 TCRs and
INMRs is required for the inhibition of cell activation, suggesting that INMRs may be
phosphorylated by a PTK associated with the CD3–V 9V 2 TCR complex, although
coupling of INMRs to PTKs cannot be excluded.

The T-cells regulate the initiation, progression, and resolution of immune
responses triggered by infectious etiologies. In particular, strong T-cell responses
have been demonstrated in many viral infections, suggesting that antiviral immu-
nosurveillance may be one of the primary T-cell functions. For example, human 
T-cells lyse human immunodeficiency virus (HIV)-infected targets and are capable of
suppressing viral replication in vitro. In vivo, major changes in T-cell numbers and
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functions have been repeatedly observed in acquired immune deficiency syndrome
patients. In many of them, these changes occur at early stages of HIV infection. Tran-
sient increases of cell numbers have also been observed in the peripheral blood of
healthy donors exposed to Mycobacterium tuberculosis (MTbc)-infected patients, but
not in the blood of chronically ill tuberculosis patients, indirectly suggesting a protec-
tive role of these cells. T-cell responses are markedly increased in primary MTbc-
infected children in comparison with age-matched controls. This increase in T-cell
reactivity typically subsides after successful antibiotic therapy, suggesting that persis-
tent exposure to mycobacterial ags is required for the maintenance of T-cell activa-
tion in vivo (13,15).

5. Nuclear Events in the T-Cell

The cascade of early biochemical events that follows binding of different extracellu-
lar ligands to T-cells ultimately trigger a genetic program for growth and expression of
differentiated functions (16). As part of this program, small quiescent T-cells are trans-
formed into lymphoblasts with increases in cellular and nuclear size, a more prominent
Golgi apparatus, and a polyribosome-rich cytoplasm. On the molecular level, these
morphological and functional changes are accompanied, and apparently caused by, a
coordinated sequential activation of previously silent genes. These transcriptional
events culminate in the initiation of DNA synthesis approximately 24 h after initial
triggering (4).

Among the de novo-induced genes during T-cell activation, some may encode prod-
ucts associated with cell-cycle progression and, thus, may be common to many cell
types. Others are unique for T-cells and are associated with specific immunological
functions of these cells. More than 70 gene products are regulated during the early and
late phases of T-cell activation. Induction of the majority of these genes is resistant to,
and in many instances are augmented by, the protein synthesis inhibitor cyclohexim-
ide. Regulated genes in T-cells have been divided into immediate (e.g., independent of
protein synthesis), early (e.g., protein synthesis dependent, but induced prior to onset
of proliferation), and late (e.g., following initiation of cell division). Among the regu-
lated genes studied more extensively during T-cell activation are the cell-cycle-regu-
lated protooncogenes, c-fos, c-myc, c-myb and some of the genes related to the specific
functions of T-cells, including IL-2, IL-2R , IL-3, -4, -5, -6, NF-IL6, NFAT, and NF- B
(17). c-fos is the earliest identified gene induced during T-cell activation during the
early stage of transition from the G0–G1 phase of the cell cycle (Fig. 5). Its mRNA can
be detected as early as 10–15 min after stimulation, peaks after approximately 30 min,
and declines to undetectable levels by 1–2 h. c-fos protein dimerizes with jun family
proteins, forming activator protein 1 (AP1) transcription factor; this factor plays a cen-
tral role in the activation of the IL-2 gene via its binding to the IL-2 promoter. By
contrast, transcriptional activation of c-myc and c-myb are slower than that of c-fos
(Fig. 5). IL-2 readily induces their mRNAs during the G1–S phase transition (18).
Three to five days after stimulation of T-cells with Ag or mitogen, genes encoding
RANTES, perforin, granzyme A and B, and 519/granulysin are upregulated. Little is
known regarding the mechanisms of these late-expressing genes. Early activated
nuclear factors, such as NFAT and NFIL6, are switched by the later activated factors,
R(A) FLAT and R(C) FLAT, which regulate the RANTES promoter. The T-cell
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Fig. 5. Nuclear events in T-cell activation. Immediate activators are c-fos, myc, and IL-2.
NF1L- 6 and NFAT are early activators. RANTES, perforin, granzymes and 519/granulysin are
upregulated late after T-cell activation. A switch in transcriptional regulatory factors, R(C)
FLAT to R(A)FLAT, accompanies the onset of functional differentiation of T-cells. (Modified
from ref. 18, with permission.)

progresses from the early to late activation process (Fig. 4). What causes this switch to
occur? It has been suggested that early transcription factors may be responsible for
upregulation of late transcription factors in a cascade of genetically regulatory events.
Various cytokines that accumulate during the immune response may upregulate the
late factors while actively downregulating early transcription factors. Alternatively,
late activated transcription factors may be released from repression via mechanisms
that are independent of early transcription factors.
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B-Lymphocytes

Robert F. Ashman

1. Introduction

B-Lymphocytes (“B-cells”) look exactly like T-lymphocytes by common histologic
techniques. Yet they are a distinct cell lineage, distinguished from T-cells by (1) their
development, (2) their ability to synthesize immunoglobulin (no other cell does this),
(3) their display of Ig molecules on their plasma membrane, where they serve as an
identifying marker for B-cells as well as the B-cell’s receptor for specific antigens, (4)
their precise anatomic location within lymphoid tissue, (5) their ability to capture anti-
gens that bind to their surface Ig, and present them to CD4+ T-cells as peptide–class II
major histocompatibility (MHC) complexes, thus activating the T-cells, and (6) their
ability to evolve into “memory cells” that ensure that a second exposure to antigen will
trigger a more effective antibody response than the first exposure (“immunologic memory”).

2. Development

The purpose of B-cells is to make antibody, and the purpose of antibody is to recog-
nize foreign antigens and tag them for destruction by phagocytes. The surface Ig of a
B-cell reacts with the same foreign epitope as the antibody it will eventually produce, a
relationship that explains why the antibody response is specific for the antigen that
triggered it. Of course, the unique antigen-binding property of an antibody implies that
antibodies differ from each other in the amino acid sequence in their combining sites
(Chapter 4), and because gene sequence determines protein sequence, it also implies
that mature B-cells must express different Ig genes. How is it possible for an organism
to devote to Ig sequences enough DNA to enable it to react to an antigenic universe of
over a million epitopes? The answer lies in the ingenious sequence of gene rearrange-
ments that define the stages of B-cell development, as well as generating the diversity
of antibodies. B-Cells and T-cells begin to diverge at the lymphoid stem-cell stage in
the bone marrow, beginning a sequence of events (Fig. 1) that will produce a popula-
tion of tens of thousands of B-cell clones, each one expressing Ig molecules that recog-
nize a particular epitope. Driven by interleukin-7 from marrow stomal cells, first the
heavy-chain (H) chromosome rearranges, splicing a particular VH, DH, and JH to the Cµ
gene segment (details in Chapter 4), and splicing the “membrane terminus” with its
transmembrane segment to the C end of the Cµ segment. Transcription then begins,
followed by µ-chain translation. These pre-B-cells are recognizable by the presence of
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the µ chain attached to membranes in the cytoplasm, without the light (L) chain. How-
ever, the pre-B-cell expresses a small amount of its µ chain on its surface, bound to an
invariant L-chain-like molecule called “surrogate L chain” or 5. Engagement of this
pre-B-cell receptor triggers the rearrangement of the L-chain gene so a whole mature
IgM molecule can be expressed on the membrane, and rearrangement of the H-chain
gene stops, excluding transcription of the second H-chain chromosome (1). Thereafter,
Ig containing the same L and VDJH characterizes all the future progeny of that B-cell,
from the immature stage on (Fig. 1).

3. B-Cell Activation

Surface Ig is the antigen receptor of the mature B-cell, sometimes abbreviated BCR
in parallel to the T-cell receptor, TCR. Mature naive B-cells (i.e., those that have not
yet interacted with antigen) express surface IgM and IgD as their BCRs (Fig. 1). Much
research has been devoted to discovering functional differences between surface IgM
and IgD without clear answers. Either isotype of BCR can transmit a partial activation
signal (signal 1) to the B-cell when engaged by antigen or anti-Ig. However, although
signal 1 alone from typical protein antigens may be sufficient to activate certain early
genes (e.g., c-myc and class II MHC), it only achieves full activation of RNA and DNA
synthesis in a small minority of B-cells. Indeed, it is more likely that signal 1 alone will
result in apoptosis (programmed cell death, Chapter 3), an effect that may play a role in
self-tolerance.

Fig. 1. B-Cells develop mainly in the bone marrow from a lymphoid precursor cell in the
fetal liver. The stages of development are defined by the rearrangement of the Ig genes, with
surface expression of the gene products also assisting in identification. Bcl2 and Bc1XL are
apoptosis-protective molecules. When their expression is low, the B-cell is susceptible to
apoptosis induced by a signal through its B-cell receptor (BCR).
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4. B-Cell Signal 1 (Fig. 2)

Although it may not be necessary for rheumatologists to know in detail the current
status of the rapidly evolving field of signal transduction, certain concepts appear to be
firmly established:

1. Signal cascades begin when an external ligand binds the exterior domain of an intrinsic
membrane protein (receptor), which creates a high local concentration of a protein region
called an activation motif on the cytoplasmic side of the membrane (2).

2. This cluster of motifs bind a cluster of intracellular proenzymes, activating them.
3. Commonly, these proenzymes are kinases that add phosphate groups to specific sites

(tyrosines, serines, or threonines) on specific protein substrates. Others are phosphatases

Fig. 2. The mature B-cell expresses on its membrane multiple copies of IgM and IgD mol-
ecules, all of which bind the same antigen because they contain the same combining site struc-
ture. These Ig molecules are the B-cell receptors for antigen (BCR). When BCR are bound by
protein antigen on the surface of an antigen-presenting cell (APC), or by a carbohydrate anti-
gen which is intrinsically multivalent, BCRs are clustered. Thus, the Ig and Ig signaling
molecules bound to the BCRs are also clustered, initiating a signal transduction pathway (sig-
nal 1) culminating in the transcription of genes needed for proliferation. Signal 1 can be inhib-
ited by pulling the IgG Fc receptor, Fc RIIB, into the cluster, and enhanced by pulling in the
complement (C3) fragment receptor CR2. Because B-cells and T helper cells often encounter
their antigen on the same APC, the T-cell can give signal 2 to the B-cell also. A critical component
of signal 2 is the CD40 signal, which is sufficient to drive proliferation but also inhibits apoptosis.
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that take off phosphate groups. Often, the degree and location of phosphate groups deter-
mines the activity or inactivity of enzymes. Examples of kinases phosphorylating them-
selves have been shown, introducing an amplification step.

4. Some of the participating molecules are not enzymes, but “adapter proteins” that bind two
or more molecules together so that enzyme can find the substrate.

5. Reaction pathways diverge, and converge with pathways initiated by other membrane
receptors.

6. Receptors that initiate inhibitory pathways also exist. In B-cells, a prominent example is
the B-cell isoform of the IgG–Fc receptor (Fc RIIB). This Fc receptor is included in the
BCR cluster whenever the external ligand is an IgG-containing immune complex, because
such complexes contain free-antigen epitopes, free-antibody combining sites, and the Fc
of IgG. The cytoplasmic tail of Fc RIIB has an Ig transduction inhibition motif (ITIM)
that recruits phosphatases that reverse early steps in BCR signal transduction (3).

7. Surface proteins that enhance the BCR signal also exist. One example is the B-cell/den-
dritic cell complement receptor CR2, which consists of CD19, CD21, and CD81, the pro-
tein that links it to the B-cell tyrosine kinase (BTK). CR2 binds the complement fragment
iC3b in immune complexes and also is the means by which Epstein–Barr virus selectively
infects B-cells. Coengagement of CR2 and BCR allows an equivalent BCR signal with
less than one-thousandth as much antigen (4). When BTK is genetically missing, B-cell
development stops at the pre-B-cell state [X-linked hypogammaglobulinemia, (5)].

8. Prominent among the results of signal cascades are the initiation of transcription of a set
of genes whose products usher the cell into a round of proliferation, (examples: c-myc,
fos, jun-B) and another set coding for costimulatory molecules such as class II MHC and
B7.1/7.2.

9. So how does signal 1 begin in the B-cell (2)? Both the IgM and IgD BCRs have transmem-
brane (TM) segments, but the cytoplasmic tails of both the µ and chains are too short to
have a signaling function of their own (Fig. 2). However the TM of µ and each bind
noncovalently to other membrane proteins called Ig and Ig , which have much larger
cytoplasmic tails. Their cytoplasmic tail (CY) contains a sequence motif called ITAM
(immunoreceptor tyrosine activation motif) similar to those of CD3 in T-cells (Chapter 5),
which has affinity for the “SH2 domain” of tyrosine kinases (TK) of the src family such as
fyn, blk, and lyn and also syk, the B-cell homolog of zap70 (Chapter 5). When antigen
binding to the BCR external domain induces clustering of BCR, these ITAM motifs of Ig
and Ig are also clustered on the underside of the membrane. The more ITAMS are clus-
tered, the more effectively they recruit SH2-bearing TKs to the membrane, and activate
them, starting a “signal transduction cascade” of sequential events (Fig. 2).

5. Signal 2

How then does the B-cell acquire the “signal 2” needed for full activation? Very
briefly, in a normal T-dependent immune response to a foreign protein antigen admin-
istered intramuscularly, the sequence of events is likely to be as follows: (1) Antigen
from lymph is trapped by dendritic cells or macrophages (antigen presenting cells) in
lymphoid tissues, digested, and presented to CD4+ helper T-cells as peptide–MHC
class II complexes. B-Cells themselves can present antigen, but only the antigen their
BCR recognizes, whereas macrophages and dendritic cells can present any antigen.
Effective presentation also requires B7 (costimulator) expression. (2) The helper T-cell
reacts to B7 through its CD28, and to peptide–MHC through its TCR. Having received
the two signals it requires for activation, the T-cell then provides the B-cell with its
signal 2 in the form of the CD40 ligand (a membrane protein), which interacts with the
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B-cell’s CD40, and cytokines (especially interleukin-2 [IL-2] in humans and IL-4 in
mice). These components of signal 2 also initiate signal transduction cascades through
different receptors: CD40 and the IL-2 or IL-4 receptor. There is convergence of the
CD40 and BCR pathways on the transduction of some of the same activation-associ-
ated genes, but signal 2 pathways also have other effects. For example, they inhibit
programmed cell death (apoptosis), ensuring that a higher proportion of B cells survive
to enter cycle and proliferate, whereas an isolated signal 1 is more likely to favor
apoptosis (Fig. 3). The end result is selective expansion of the B-cell population whose
BCR recognizes this particular foreign protein and the production of antibody to that
protein. The relationship between the antigen specificity of the BCR and the eventual
products of the immune response, antibody and memory B cells, assures the specificity
of the response.

A second special result of signal 2, not shared by signal 1, is the induction of expres-
sion of fas (CD95), a membrane molecule that serves as an apoptosis trigger on both
B- and T-cells (Chapter 3). Activated T-cells also express the ligand for fas. When the
fas ligand engages fas, the fas-expressing cell dies by apoptosis. Thus activated T-cells
can kill activated B-cells or T-cells. However, signal 1 confers on B-cells a brief period
of resistance to fas-mediated apoptosis. These relationships illustrate how a balance
between signal 1 and signal 2 favors survival long enough for the immune response to
take place, but, afterward, apoptosis, perhaps as a result of the inevitable later signal
imbalance, corrects the B-cell population back toward its original size (Fig. 4).

Each step in the activation pathways of signal 1 and signal 2 provides potential
targets for therapeutic agents yet to be developed, which will be intended to manipulate
the balance among the resting state, proliferation, and apoptosis in B cells responding

Fig. 3. A mature B-cell receiving both signal 1 and signal 2 in balance goes into the cell
cycle, and if these signals continue, rounds of proliferation ensue, especially if the costimulator
CR2 can be engaged. Excess of signal 1 over signal 2 results in apoptosis. Immature B-cells are
less responsive to signal 2 and also less likely to acquire it, so after an encounter with antigen,
they are especially likely to die or to survive with crippled signaling machinery (anergy). In the
early stages of such an encounter, signal 2 can rescue anergic cells and block apoptosis. How-
ever, signal 2 also induces fas, thus promoting the later elimination of activated B-cells through
fas-mediated apoptosis.
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to vaccination or cancer (where we would want more activation) and autoimmunity
(where we would want more apoptosis).

The following two sections place this series of B-cell activation events in their ana-
tomic context.

6. The Itinerary of an Activated B-cell

The initial activation of the naive mature B-cell (the interaction of macrophage, T-cell,
and B-cell) often takes place in the T-dependent areas of lymph nodes or spleen or in
the follicle’s marginal zone (6) (see also Fig. 5, step one). Antigen is accumulated by
follicular dendritic cells (FDCs), which possess the costimulatory molecules needed
for effective presentation of antigen. The “mutually activating cognate interaction” of
T- and B-cells takes place on the surface of the FDC. The B-cell that has been activated
by signal 1 + signal 2 then homes into primary follicles and begins to divide. Soon, the
follicle assumes the differentiated appearance of a secondary follicle (germinal center)
with a light zone and a dark zone in standard Hematoxylin & Eosin-stained sections
because of a difference in the density of nuclei (Fig. 5, step 2). In the dark zone the
rapidly dividing B-cells temporarily lose their apoptosis protection (bcl2, bclXL, see
Chapter 3) and become especially vulnerable to apoptosis. They also rapidly mutate

Fig. 4. In a typical T-dependent immune response, protein antigen is captured by antigen-
presenting cells (APC). Intact antigen molecules bunched on the APC surface engage the BCR,
generating signal 1 in the B cells. At the same time, the APC processes the antigen and mounts
its peptides on MHC molecules so as to provide signal 1 to T-cells through their TCR. Although
only a tiny fraction of the T- and B-cell population recognize this antigen, their chances of
meeting and interacting are greatly increased because they are interacting with the same APC.
Thus, the T-cells recognizing peptide “P” can receive a TCR-mediated signal 1 not only from
the APC but also from any B-cell whose BCR recognizes an epitope on the antigen. By providing
both signal 1 and signal 2 to each other, interacting T- and B-cells enhance each other’s activation
status. However, fas expression is also enhanced by activation, rendering both cells susceptible
to later fas-mediated apoptosis, an event that controls the size of the proliferating clones.
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regions in their Ig genes coding for sequences that determine antigen binding (somatic
hypermutation). In the light zone there is a high concentration of specialized highly
branched, B7-rich FDCs displaying both whole antigen (for B-cells) and peptide–MHC
class II (for T-cells). A small minority of the somatically mutated B-cells that gained
higher affinity for the antigen in the dark zone now compete especially successfully for
antigen and T-cell help on the light-zone FDC (another round of signal 1 + signal 2),
returning to the dark zone to divide ever more vigorously and mutate some more. There
is evidence that dark-zone B-cells may also edit their receptors to generate new speci-

Fig. 5. In Step 1, antigen from the circulation enters the periarteriolar lymphoid sheath of the
spleen and is trapped by antigen presenting cells (M = macrophage, FDC = follicular den-
dritic cell). The primary response takes place as a cognate interaction among T-, B-, and FDC
antigen-presenting cells. B-cells stimulated by CD40 ligand are admitted to the primary follicle
where they begin to proliferate. As the clones of B-cells reacting to the antigen expand, they
compress the cells of the primary follicle into the marginal zone. Soon, a dark zone packed with
rapidly proliferating B-cells can be distinguished from a light zone that also contains FDCs and
T-cells, and we recognize a germinal center (Step 2). B-cells are restimulated in the light zone,
move to the dark zone for a bout of somatic mutation, receptor editing, and proliferation, then
move back to the light zone, expressing altered BCRs. If the altered BCR has lost affinity for
the antigen, the B-cell dies by “spontaneous” apoptosis, whereas if its new BCR reacts with self
Ag, it dies by an excess of signal 1 over signal 2. However, if its new BCR has a higher affinity
for Ag, it will be stimulated longer, and its progeny may become the dominant clone (affinity
maturation), contributing most of the Ig-secreting cells from that germinal center. Signal 2 also
drives the isotype switch, so that memory cells also derive from the dominant clone. Different
germinal centers evolve different dominant clones reacting with the same antigen, contributing
to the heterogeneity of antibody in the blood.
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ficities. With continued stimulation, one or two high-affinity clones begin to dominate
in each follicle. However, the majority of B-cells with mutated Ig genes lose binding
affinity for the original antigen and these undergo apoptosis as a result of signal depri-
vation. If they have mutated so as to acquire affinity for a crossreacting self antigen,
they undergo apoptosis as a result of signal 1 (self antigen) without signal 2 (insuffi-
cient T help). After a few cycles like this, the selected B-cell clones still proliferating in
response to T-dependent antigen give rise to two products: (1) differentiated IgM-secreting
cells, which in the spleen migrate into the red pulp through the marginal zone, and in
lymph nodes station themselves near venules. Ig-secreting cells are end-stage cells
which will ultimately lose their sensitivity to apoptosis-protective signals and die.
(2) The second is a population of “memory cells” bearing high-affinity BCRs ready to
react to the next dose of the same antigen. These stay mostly in the marginal zone of the
follicle, and in response to cytokines (IL-4, IL-5, IL-2, IFN- , IL-6), they rearrange
their Ig-H genes to splice the clone’s chosen VDJ to a C gene segment downstream of
Cµ and C , perhaps C (for IgG1) or C (for IgA). IL-4 is especially necessary for the
switch to C  (for IgE). “Switched” memory B-cells are recognized by their display of
these new Ig classes as BCRs. Such cells respond to the next dose of antigen by secret-
ing the same Ig class they are displaying as their BCR, always with the same L chain
and the same VDJH, thus retaining high affinity for the same antigenic epitope.

What happens to these events if the signal 2 pathway is permanently blocked?
Patients with mutant nonfunctional CD40 molecules show (1) low resting and antigen-
induced levels of the switched isotypes (IgG, A and E), (2) high levels of IgM, (3) poor
memory B-cell function, and (4) poor germinal center formation. This condition is
called “humoral immune deficiency with hyper-IgM” (5).

7. B-Cells as Antigen-Presenting Cells

Effective function of antigen-presenting cells is the key to an effective immune
response, including the antibody response. “Professional” antigen-presenting cells
(mainly macrophages and dendritic cells) have the ability to capture antigen from their
environment, internalize it, and digest it in a special endosomal compartment. Those
antigen peptides that fit the groove of its class II MHC do so, and migrate to the cell
surface to turn on a T helper cell. APC also must display costimulator molecules (B7.1
and B7.2) to function. B-Cells are equipped to do all of this, except that only antigens
recognized by its BCR get into the cell (Fig. 4). Thus, the epitopes recognized by the
B- and T-cell engaged in cognate interaction are commonly different, but derive from
the same antigen molecule. B-Cell epitopes are restricted to the outside of the native
antigen molecule, whereas T-cells can recognize peptides from the inside or outside.

Rheumatoid factor (RF) is an antibody to human IgG that is present in high titer
in rheumatoid arthritis and certain other chronic inflammatory states (Chapter 21),
but can be made by normal individuals. BCRs with RF activity are surprisingly
common in the normal B-cell repertoire, for an autoantibody. One attractive expla-
nation is that having anti-Ig B-cells is an advantage because they are much less
restricted in their antigen-presenting activity than normal B-cells, being able to trap
and present any antigen present in IgG-containing immune complexes. RF-con-
taining complexes also often activate complement well, thus engaging the CR2
costimulator mechanism (4).
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8. B-Cell Tolerance

The ability to distinguish self from non-self and avoidance of autoimmune responses
are among the most famous properties of the immune system, yet this distinction is far
from absolute, despite several semiredundant mechanisms that favor self-tolerance.
Indeed, there is an inherent conflict between the advantage of maintaining as diverse a
BCR repertoire as possible on the one hand, so as to respond effectively to every patho-
gen, and the advantage of restricting the BCR repertoire, so as to avoid crossreaction
with a substantial universe of self-antigens on the other. The solution to this dilemma is
a compromise, in the form of a series of “gates,” each of which incompletely screens
out B-cells that recognize self:

1. Receptor editing. At the stage immediately after expression of the first small amounts of
surface IgM, engagement by (self) antigen triggers the reexpression of L-chain recombi-
nation, leading to the expression of new antigen specificities. By losing affinity for self
antigen, such clones may then proceed toward maturation (Fig. 1).

2. Negative selection in the bone marrow. The IgM+ IgD– B-cells, which express an interme-
diate amount of BCR, then go through a phase when they are not yet fully sensitive to
“signal 2” and are vulnerable to apoptosis from a strong signal 1 (Fig. 3). The likelihood
of encountering a self antigen rather than a foreign antigen is high at that stage, so the
frequency of B-cells specific for self decreases sharply at the transition to mature B-cells.

3. Immature B-cells with intermediate or full amounts of BCR that have received a dose of
signal 1 too weak to cause apoptosis may nevertheless have their BCR signaling apparatus
partially disabled and become incapable of responding in future to a dose of signal 1 that
would normally be effective. We call such B-cells “anergic.” They can be rescued from
anergy only by extrahigh doses of signal 2 (Fig. 3).

4. B-Cells that have become anergic by encounter with self antigen suffer the further disad-
vantage that they cannot gain admission to the follicles where rescue signals are available,
as long as any fully activated B-cells are competing with them.

5. While B cells are dividing and somatically mutating in the light zone of follicles, as a
“side effect” of generating higher-affinity BCRs to improve the quality of the secondary
response, new anti-self BCRs may also be generated. However, light-zone B-cells are
especially vulnerable to apoptosis from signal 1 without signal 2, which helps to reduce
the anti-self B-cell population in the periphery.

The safeguards against autoimmune B-cells thus remain incomplete because of the
necessity of maintaining a large enough repertoire to repel pathogens. When the exact
epitopes recognized by the B-cells of different individuals are studied in detail, one
finds immuno-dominant epitopes to which the majority react, but also a wide variety of
reaction patterns to minor epitopes, reflecting the diversity of the inherited class II
MHC molecules that present different peptides to T-cells. Several examples teach us
that attaching an extra T-cell epitope to a selfantigen so as to engage nontolerant
T-helper-cell clones frequently is all that is needed to trigger an autoantibody response.
Thus, autoimmune B-cell clones are available, and although their numbers are small,
they can be expanded with optimal stimulation. In general, lack of T help provides a
more significant barrier to autoimmunity that the lack of autoreactive B-cells. As we
age, responding repeatedly to foreign antigens, some of which crossreact with self, the
prevalence and amount of autoantibodies (including antinuclear antibody and rheuma-
toid factor) normally increases.
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9. B-Cell Population Dynamics

Even in adult life, the bone marrow normally releases a great excess of immature B cells
into the periphery (about 5 × 107 per day), whereas only about 106 per day reach maturity
(i.e., express a high IgD/M ratio) or find their home in lymphoid organs. There is evidence
that mature B-cells out of contact with lymphoid organs or CD40 ligand undergo apoptosis,
so homing of the new B-cells to lymphoid organs is literally a race against death. Once
comfortably ensconced in a lymphoid organ, mature naive B-cells may live for several
months. Experiments in which Ig genes may be acutely disrupted in adult animals indicate
that the slow loss of naive B-cells is greatly accelerated if BCR expression is removed,
suggesting that a low level of BCR stimulation may contribute to survival (7).

10. T-Independent Versus T-Dependent Antigens

Most protein antigens have only one copy of each epitope per molecule, so that
unless they are aggregated, they can only engage one BCR molecule at a time. They
activate B-cells largely indirectly through a helper T-cell, so we call them T-dependent
antigens. By capturing antigen, internalizing it, and presenting its peptides to a T-cell,
the B-cell may earn a dose of signal 2 sufficient for activation, even if signal 1 is
minimal. Another class of antigens is T-independent because they have multiple copies
of the same epitope on each molecule and can send an extrastrong signal 1 (as illus-
trated in Fig. 1). Polysaccharides and complex lipids (such as lipid A of endotoxin) are
in this class, and they can drive B-cells to produce IgM, with just a little IgG. However,
because the class switch, somatic mutation, affinity maturation, and memory cell pro-
duction are driven mainly by signal 2, T-independent immune responses lack these
features. To a T-independent antigen, subsequent responses resemble the primary IgM
response. In contrast, second and later responses to the same T-dependent antigen show
these features: (1) an earlier response; (2) a lower antigen requirement; (3) progressive
dominance of high-affinity clones; (4) switch to IgG, IgA, or IgE antibody, and (5)
generation of more memory cells expressing these isotypes, with high-affinity BCRs.

The IgM secreting cells differ from mature B-cells in having prominent endoplasmic
reticulum (ER) and Golgi apparatus, as one would expect of any protein-secreting cell.
However, IgM-secreting cells rarely are as swollen with ER and ribosomes as cells secret-
ing the “switched isotypes” that predominate in secondary responses (plasma cells). With
their excentric nuclei, such cells may be prominent in the red pulp of the spleen or the hilum
of lymph nodes where their products have direct access to venous blood. They are also
prominent in the inflamed synovium of rheumatoid arthritis. The plasma cell is an “end-
stage” cell, meaning that it undergoes apoptosis rather than evolving into another cell type.

11. CpG Oligonucleotides Activate B-Cells

B-Cells contribute to our natural immunity by virtue of their unique proliferative
response to bacterial DNA, not shared by other cell types and not elicited by mamma-
lian DNA. Bacterial DNA differs from mammalian DNA especially in the frequency of
a motif “not C, unmethylated C, G, not G.” Synthetic oligonucleotides containing this
motif are among the most powerful B-cell mitogens known (8) by virtue of their ability
to inhibit apoptosis while they drive B-cells into cycle, apparently activating transcrip-
tion of many of the same genes that are activated by CD40 ligand and BCR. Because
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they also stimulate transcription of the IL-12 gene in macrophages, they generate TH1-type
response on the T-cell side. Because they enhance the immune response to antigens
given simultaneously, they can serve as useful adjuvants in a variety of immunization
protocols. Thus, in a bacterial infection, it is thought they may provide an early warn-
ing to jump-start the immune system.

12. Cytokine Secretion
Although one normally thinks of T-cells and macrophages as the principal source of

cytokines, activated B-cells can contribute, especially with IL-6, representing an
autostimulatory loop. IL-6, together with other inflammatory cytokines (TNF and
IL-1), travels hormonelike through the circulation, acting on the brain to induce fever
and on the liver to induce the production of acute-phase reactants.

13. Summary

The main function of the B lymphocyte is to make antibody. The main function of
antibody in host defense is to usher foreign substances and pathogens toward destruc-
tion and elimination from the body. But, antibodies to self antigens characterize sev-
eral autoimmune rheumatic diseases where they are important to diagnosis, prognosis,
and (in some cases) pathogenesis. The sequence of events in B-cell development
appears to be arranged so that the specificity of the response is maintained and so that
responses to foreign antigens are favored over autoimmunity. Activation of B-cells to
antibody secretion is a multistep process. Except in the case of rare T-independent
antigens (mainly carbohydrates), B-cell responses involve interaction with T-cells and
APCs (principally macrophages and dendritic cells). Although it is convenient to seg-
regate these steps into signal 1 (through the BCR, normally initiated by antigen) and
signal 2 (from a T helper cell), each of these signals has many steps that are subject to
regulation by costimulatory and inhibitory pathways initiated through other receptors.
The complexity of these pathways, together with the fact that survival requires balance
between signal 1 and signal 2, provides many potentially testable hypotheses regarding
the regulation of autoimmunity, as well as potential targets for new therapeutic strate-
gies in rheumatic disease.

References
1. Ehlich, A., Martin, V., Muller, W., and Rajewsky, K. (1994) Analysis of the B-cell progenitor

compartment at the level of signal cells. Curr. Biol. 4, 573–583.
2. Buhl, A. M. and Cambier, J. C. (1997) Co-receptor and accessory regulation of B-cell antigen

receptor signal transduction. Immunol. Rev. 160, 127–138.
3. Cambier, J. C. (1997) Positive and negative signal co-operativity in the immune system: the

BCR, Fc gamma RIIB, CR2 paradigm. Biochem. Soc. Trans. 25, 441–445.
4. Fearon, D. T. and Carter, R. H. (1995) The CD19/CR2/TAPA-1 complex of B lymphocytes:

linking natural to acquired immunity. Annu. Rev. Immunol. 13, 127–149.
5. Conley, M. E. (1994) X-linked immunodeficiencies. Curr. Opin. Genet. Dev. 4, 401–406.
6. Rajewsky, K. (1996) Clonal selection and learning in the antibody system. Nature 381, 751–758.
7. Rajewsky, K. (1993) B-Cell lifespans in the mouse—why to debate what? Immunol. Today 14, 40–43.
8. Krieg, A. M., Yi, A.-K., Matson, S., Waldschmidt, T. J., Bishop, G. A., Teasdale, R., Koretzky,

G. A., and Klinman, D. (1995) CpG motifs in bacterial DNA trigger direct B-cell activation.
Nature 374, 546–549.





Monocytes and Macrophages in Arthritis 225

225

From: Current Molecular Medicine: Principles of Molecular Rheumatology
Edited by: G. C. Tsokos © Humana Press Inc., Totowa, NJ

14
Monocytes and Macrophages

James M. K. Chan and Sharon M. Wahl

1. Introduction

Rheumatoid arthritis (RA) is a disease characterized by an inflammatory response
within the joint resulting in cartilage and bone destruction. Infiltration of mononuclear
cells, including monocytes and macrophages, in synovial tissues is characteristic of
RA. The role of macrophages is essential in the development of a normal inflammatory
immune response and host defense. In addition to their functions against infectious
agents and tumor cells, and as antigen-presenting cells, macrophages secrete and
respond to multiple cytokines and other mediators that control key events in the initia-
tion, resolution, and repair processes of inflammation and the immune response (Table 1).
Although macrophages are essential for these events in innate and adaptive host
defense, persistent activation of this population may have negative consequences.

Macrophages have the ability to initiate and sustain or to suppress an immune
response, because of their ability to produce and secrete a wide range of regulatory
molecules. This dual functioning of macrophages, namely at an early stage to enhance
host defense and at a later stage to dampen the immune response, suggests that any
imbalance between these functions could contribute to disease manifestations.

The resolution of acute inflammation is characterized by the clearance of neutro-
phils and macrophages and the restoration of tissue architecture. However, in a number
of disease processes, inflammation does not resolve. Rather, it persists and is often
associated with tissue degradation, fibrosis, and, possibly, loss of tissue or organ func-
tion, as exemplified by glomerulonephritis, rheumatoid arthritis (RA), and other chronic
inflammatory diseases. Although macrophages are able to promote wound healing,
continued macrophage accumulation is also a hallmark of chronic and pathologic
inflammation. By the release of enzymes, proinflammatory cytokines, presentation of
antigens to T-cells, and recruitment of additional inflammatory cell populations, macro-
phages can influence pathways leading to tissue damage. In this chapter, we will focus
on this population of cells and its contribution to inflammation as well as their pivotal
role in the pathogenesis of rheumatoid arthritis.

2. Macrophages in Inflammation

Stemming from marrow myeloid precursors, circulating blood monocytes emigrate
across the endothelium and are distributed to different tissues where they mature and
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reside as resident tissue macrophages. It has long been recognized that macrophages
isolated from different anatomical sites are heterogeneous, in part because they adapt
to the local microenvironmental influences by developing attributes that enable them
to perform functions relevant to their host tissue (1). Local macrophages are recruited
in addition to the recruitment and accumulation of blood monocytes through their
response to multiple chemotactic factors that vary with the stimulus. Consequently,
within an inflammatory site, various functionally and phenotypically heterogeneous
populations of inflammatory mononuclear phagocytes may be found, dependent on the
nature of the injury and the time during its evolution.

Knowledge of what controls macrophage activation and function within an inflam-
matory site is crucial for our understanding and control of inflammatory diseases.
Macrophage functions are influenced by numerous factors including T-cell-derived
cytokines such as interferon- (IFN- ). Recently, using bone-marrow-derived macroph-
ages, it was determined that these macrophages became programmed by the first
cytokine to which they were exposed, and that once initiated, the programming ren-
dered the macrophages hyporesponsive to alternative programming stimuli (2). Sur-
prisingly, these results suggested that, at least in these experimental conditions,
macrophage activity was not determined by the sum of the activities of the cytokines to
which they were exposed, but rather by the initial cytokine contact.

Although macrophage functions are clearly aberrant in chronic inflammatory lesions,
abnormalities in myeloid lineage bone marrow cells from RA patients have also been
reported. Among these are the presence of unusual myeloid cell populations, elevated
numbers of myeloid precursors cells and very high colony stimulating factor (CSF; see
Subheading 11.) activity in bone marrow, particularly adjacent to inflamed joints (3).
Whether the presence of these abnormalities is a result of the disease or contributes to
the disease in human is currently unknown. However, studies carried out using an
autoimmune mouse strain, the MRL/lpr mice, indicate dysfunction among the leuko-
cyte populations. These mice have been widely studied as a model of systemic lupus
erythematous (SLE) and are characterized by dysregulated T-cells, B-cells, and macro-
phages, which disrupt the immune system. Among macrophages, aberrant production
or expression of H2O2, interleukin-1 (IL-1), class II antigen, tumor necrosis factor-

Table 1
Monocyte/Macrophage Functions
in Inflammation, Immune Responses, and Repair

Chemotaxis
Phagocytosis
Release of reactive oxygen (O2, H2O2) and nitrogen (NO) intermediates
Microbicidal activity
Antitumor activity
Antigen presentation to lymphocytes
Production of cytokines (*TNF- , *IL-1, *IL-6, *TGF- , *OSM, *IL-10 and IL-18)
Inflammatory mediators: prostaglandins, MMPs
Angiogenesis
Tissue repair: production of growth factors (FGF, PDGF, VEGF, TGF- )

Note: Asterisk denotes cytokines discussed in text.
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(TNF- ), and IL-6, fosters autoimmune-like pathology. Clearly, macrophages repre-
sent one of the most influential populations of cells, not only in physiologic inflamma-
tion and the immune response, but also, under conditions where the delicate balance
between pro-inflammatory and anti-inflammatory signals is toppled, macrophages
become key players in orchestrating tissue destruction and/or fibrotic sequelae. As such,
these cells also have emerged as targets for anti-inflammatory therapy.

3. Origin of Macrophages in RA

The noninflamed synovial intima is a thin layer of cells (normally one to two cells in
depth) that lines the intra-articular space and is composed of the bone-marrow-derived
type A macrophage-like cells and the local mesenchymal-type B fibroblast-like cells.
In RA, the synovium changes dramatically and is characterized by an increase in lin-
ing-layer thickness and significant infiltration of inflammatory cells. The lining layer
may undergo marked thickening up to 20–30 cells thick, and within the sublining area,
an increase in vascularity and an inflammatory infiltrate including macrophages
and T cells becomes evident.

Synovial macrophage-like cells may originate locally, but also have a bone marrow
origin during inflammation (4), involving the emigration of monocytes from the circu-
lation. It has been widely accepted that monocyte-derived macrophages have limited
proliferative potential and a variable life-span under normal, steady-state conditions.
Tissue macrophages are typically replenished by the migration of monocytes from the
circulation into tissues and serous cavities, followed by their differentiation and matu-
ration into resident or exudate macrophages. Based on this concept, most macrophages,
including resident macrophages in tissues and macrophages recruited to inflammatory
sites, are considered to be maintained by the influx of monocytes from circulation.

In addition to the influx of circulating monocytes, local proliferation may also con-
tribute to the rapid expansion of the macrophage population at a site of inflammation.
Recent reports suggest that local macrophage proliferation occurs and that recruitment
is not a prerequisite for resident macrophages to acquire the characteristics of differen-
tiated inflammatory macrophages. The recruitment of precursor cells, such as colony-
forming cells, to an inflamed site could also act as a local source for macrophage
expansion (5). In this regard, both GM-CSF and M-CSF (see Subheading 11.), growth
factors for monocytic cells, have been found in rheumatoid synovial tissues and fluids.
The accumulation of macrophages within the synovium likely includes both recruit-
ment and local proliferation.

4. Leukocyte Trafficking

The rapid increase in cell numbers at a site of inflammation involves the migration
of blood leukocytes across the endothelium into the tissue. This process involves the
interaction of leukocytes with adhesion molecules expressed on endothelium of blood
vessels. Inflammatory mediators (see Subheadings 7., 8., and 12.) activate the expres-
sion of these molecules on endothelium for which leukocytes have complementary
inducible receptors. Four superfamilies of adhesion molecules are described according
to their structural similarities, these include the integrins, the immunoglobulinlike pro-
teins (intercellular adhesion molecules-1 and –2 [ICAM-1, ICAM-2] and vascular cell
adhesion molecule [VCAM], the selectins (L-, P- and E-selectin), and mucin-like
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selectin ligands (reviewed in refs. 6 and 7). Together with the actions of chemotactic
signals generated from a site of inflammation, adhesion enables leukocytes to initially
“roll” along endothelial cells at the site of inflammation against the concentration
gradient of chemotactic signals (i.e., migrate toward the highest concentration of
the stimuli.)

Transient adhesion of circulating leukocytes, particularly neutrophils, is initially
mediated by the selectin family of adhesion molecules and their corresponding counter-
receptors or ligands. This phenomenon is typically referred to as rolling because of the
behavior of leukocytes on the surface of the endothelial lining. Expression of P-selectin
is rapidly increased on the plasma membrane of endothelium after stimulation by
inflammatory mediators such as thrombin, platelet-activating factor, and cytokines (8).
P-selectin interacts with P-selectin glycoprotein ligand (PSGL-1), a member of the
mucin family that is expressed on neutrophils. P-selectin on endothelium and L-selectin
on neutrophils establish contact between neutrophils and the endothelium.

The transmigration of leukocytes from vessel to subvascular tissue proceeds with
the activation of additional adhesion molecules, the leukocyte integrins (Fig. 1).
Integrins are membrane proteins composed of one of multiple -subunits and one of
several -subunits. Concurrent with the increased expression of integrins and thus
integrin-mediated adhesion, selectin interactions are downregulated. These processes
lead to the arrest of leukocyte rolling by close and stable cell–cell adhesion between
leukocytes and endothelial cells and, hence, facilitates transmigration of leukocytes
through endothelial tight junctions and the subsequent migration into tissue spaces under
the control of chemotactic factors (6,8). Binding of lymphocytes and monocytes that
express 1 integrins (including very late antigen-4, VLA-4, or 4 1) to the endothe-
lium adhesion molecule VCAM-1 is promoted by the cytokine IL-1, which induces
VCAM-1 expression. 1 integrins interact not only with endothelial cell adhesion mol-
ecules, but also with extracellular matrix molecules, including fibronectin, facilitating
movement of leukocytes from the vasculature into the subvascular space and the site of
tissue inflammation. In this regard, interruption of this process with synthetic
fibronectin peptides that bind to and block leukocyte 1 receptors inhibits adhesion to
endothelial cells and to matrix molecules and inhibits macrophage signal transduction
(9). Using a streptococcal-cell-wall (SCW)-induced rodent model of acute and chronic
erosive arthritis, the fibronectin peptides, delivered systemically, effectively amelio-
rated recruitment, inflammation, and tissue destruction (10).

In addition to its role in adhesive events, the integrin v 3, is involved in angiogen-
esis (11). Angiogenesis, the formation of new blood vessels, is one of the earliest histo-
pathologic findings in RA. This process is thought to play a role in maintaining local
inflammation by feeding the growing tissue (pannus), and also the supply of immune
cells. Furthermore, it is also a source of delivery and transport of pro-inflammatory
cytokines and chemokines. Macrophages contribute to this process via the release of
angiogenesis-promoting factors such as VEGF, FGF, and PDGF. In theory, blockage
of angiogenesis should downregulate or inhibit persistent inflammation. The benefit of
agents that suppress neovascularization in arthritis was first demonstrated (12) by using
the fumagillin derivative AGM-1470 (TNP-470). This compound, which is toxic to
proliferating endothelial cells, prevented arthritis and reversed established disease in
both adjuvant arthritis and collagen-induced arthritis (CIA) in rats. In addition to
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reduced inflammation, bone and cartilage damage were also suppressed. A cyclic
peptide antagonist of v 3 delivered in an antigen-induced arthritis model in rabbits
likewise promoted vascular apoptosis, to inhibit synovial angiogenesis and arthritic
sequelae (13).

The migration of monocytes (Fig. 1) from the circulation to synovial tissue is also
mediated by the interactions between 2 integrins ( -subunit: CD11a, b, or c, -sub-
unit: CD18) expressed on their surface and their counter-receptors on the endothelial
cells (ELAM-1, VCAM-1, ICAM-1, and ICAM-2), under the influence of monocyte
chemoattractants. The essentiality of these adhesive interactions is evident in gene-
targeted mice lacking specific adhesion molecules or their cognate ligands. Such mice
have provided important information concerning the role of these molecules in adhe-
sion, recruitment, and inflammatory processes (reviewed in ref. 14).

Fig. 1. Monocyte/macrophage trafficking. The interaction of monocyte/macrophages with
adhesion molecules (endothelial leukocyte adhesion molecule-1 [ELAM-1], vascular cell adhe-
sion molecule-1 [VCAM-1], intercellular adhesion molecule-1,2 [ICAM-1,2], very late anti-
gen 4 [VLA-4], CD11a,b,c/CD18 ( 2 integrins), in response to chemoattractants such as
monocyte chemotactic protein 1 (MCP-1) and TGF- .
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In addition to localization of blood leukocytes through adhesive interactions,
directed migration to an inflammatory site is dependent on chemotactic stimuli. A
plethora of leukocyte chemoattractants may be released at a site of inflammation
including transforming growth factor- (TGF- ), C5a, bacterial products (FMLP)
and chemokines. Chemokines represent a growing superfamily of chemotactic
proteins. Based on their protein structures, several groups have been identified, but
the CXC (structure with one amino acid between two cysteines) chemokines and
the CC (two adjoining cysteines) chemokines are the most studied. CXC chemokines,
such as IL-8, are primarily chemotactic for neutrophils and also lymphocytes,
whereas CC chemokines, such as monocyte chemotactic peptide-1 (MCP-1),
RANTES, and macrophage inflammatory peptides (MIP-1 and MIP-1 ) prefer-
entially attract monocytes and lymphocytes. Confirming this specificity, MCP-1-
and CCR2 (the MCP-1 receptor)-deficient mice have reduced macrophage recruit-
ment and inflammation in induced peritonitis, delayed-type hypersensitivity reac-
tions, and pulmonary granulomatous response compared with their wild-type/
normal controls. In a mouse model of nephrotoxic serum nephritis using MCP-1-
deficient mice (15), it was reported that tubular injury in MCP-1-deficient mice
was markedly reduced compared to MCP-1-intact mice. Thus, blockage of MCP-1
expression could be considered as a therapeutic strategy for the treatment of chronic
inflammatory diseases.

In the SCW-induced arthritis rat model, which includes an acute-phase inflamma-
tion where neutrophils are the predominant infiltrating cell type, followed by a chronic
phase of mononuclear cell infiltration, it was shown (J. Zagorski, unpublished data)
that the kinetic expression of several chemokines correlated with the cell-specific
recruitment characteristic of the biphasic inflammation, although redundancies were
apparent. These results suggested a direct link between chemokine expression and
the evolution of pathology in this model, pointing to therapeutic possibilities with the
blockage of chemokine activity. In fact, a study (16) using CINC (cytokine-induced
neutrophil chemoattractant) receptor antagonist reduced neutrophil influx and reduced
inflammation in vivo.

In addition to leukocyte trafficking, some adhesion molecules may also be involved
in recognition and signal transduction in leukocytes (6,9). Activated leukocyte cell
adhesion molecule (ALCAM or CD166) is a divalent cation-independent ligand for
CD6. CD6 is expressed on the majority of T-cells and a subset of B-cells, as an adhe-
sion molecule associated with the immune response. A role for CD6 in the primary
immune response has been suggested by studies showing that CD3+ and CD6– periph-
eral blood cells are less alloreactive than CD6+ peripheral blood T-cells. Furthermore,
the prevention of CD6–ALCAM interactions by anti-CD6 mAb inhibits the autoreactive
responses of cloned T–cells in autologous mixed lymphocyte reactions (17). ALCAM
expression on blood monocytes was inducible in vitro by M-CSF, GM-CSF, and IL-3,
and M-CSF neutralizing antibody significantly inhibits this in vitro induction (18).
Furthermore, ALCAM is constitutively expressed on CD14+ RA synovial fluid (SF)
cells, and anti-M-CSF antibody significantly inhibited culture-induced expression of
ALCAM on SF CD14+ cells. From the same study, it was reported that ALCAM was
expressed on type A synovial cells from all RA patients compared to lower levels asso-
ciated with OA. From these observations, it was postulated that ligation of CD6 by
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monocyte/macrophage ALCAM may foster activation and perpetuation of autoreactive
T-cells in RA synovium.

5. Involvement of Monocytes/Macrophages in RA

Currently, the pathogenesis of RA is considered to be initiated by T-cells, but
orchestrated by macrophages and fibroblasts. From chronic RA patients, the relatively
low levels of T-cell-derived cytokines in serum and synovial fluid, in contrast to those
derived from macrophages, the progressive invasion of rheumatoid synovium in the
absence of significant number of T-cells (19), and the incomplete responses of T-cell-
targeted therapies suggest that these cells may be less important as effectors in RA, but
are instrumental in the initiation of the disease. This is supported by the finding of
increased numbers of PBMC (peripheral blood mononuclear cells) secreting IL-2 and
IFN-  from patients with early-onset synovitis (20).

As in other inflammatory lesions, there are abundant data to support the involve-
ment of macrophages in RA. One of the key functions of these cells is the removal of
foreign substances from synovial fluid. Such foreign substances would first encounter
the lining layer and activate this cell population, resulting in the induction of inflam-
matory mediators, which recruit inflammatory cells during the early phase of arthritis.
Infiltrating inflammatory cells and recruited cells in the sublining and lining regions
show hyperplasia shortly after arthritis induction and likely represent a source of pro-
inflammatory and tissue-damaging mediators such as cytokines and metalloproteinases.

Consistent with this concept, in a murine model of arthritis (21), depletion of syn-
ovial lining phagocytic cells before the induction of arthritis resulted in decreased poly-
morphonuclear neutrophils (PMN) infiltration and reduced cartilage damage. It was
suggested that the absence of these lining cells led to less production of chemotactic
factors, and thus the subsequent reduced PMN infiltration. Using a similar approach of
phagocytic lining cell depletion, the pro-inflammatory cytokine IL-1 was markedly
diminished along with reduced cell influx. These studies and others suggest that the
synovial phagocytic cells contribute to the onset of synovitis.

A positive correlation between macrophages and articular destruction has also been
established, because only synovial macrophage numbers (both lining and sublining
macrophages) reportedly correlated with knee pain and radiologic course of articular
destruction (22,23). The identification of the macrophage-like type A lining cells, in
addition to infiltrating cells and fibroblasts, as a source of matrix metalloproteinases,
also suggested their involvement in matrix degradation. In addition to the positive cor-
relation between the number of macrophages and articular destruction, there was also a
positive correlation between the expression of IL-6 and TNF- (both products of
macrophages) and scores for knee pain (23).

In an in vitro study (24) comparing cartilage degradation between synovial fibro-
blasts from RA and osteoarthritis (OA) patients, direct fibroblast–macrophage contact
was not necessary for cartilage destruction, whereas the fibroblasts had to be in contact
with cartilage to mediate degradation. The macrophage cytokines, TNF- , IL-1 , and
IL-6, could effectively activate the synovial fibroblasts to mediate cartilage destruc-
tion. In this experimental system, anticytokine antibodies which neutralize TNF- , IL-1 ,
or IL-6 were inhibitory, supporting a role for macrophages in controlling cartilage deg-
radation by activation of fibroblasts. Antibodies against T-cell cytokines, IFN- , IL-2,
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IL-10 and had little or no effect on the degradation process. Because macrophages and
their products appear to support the evolution of inflammatory pathology in the
synovium, the subsequent section focuses on some of these products and their potential
activities in synovitis.

6. Monocyte/Macrophage Products in Arthritic Joints

In a setting like the RA joint, the interactions among different cells and their prod-
ucts (e.g. cytokines, prostaglandins, MMP, and enzymes) are multifactorial and com-
plex. There appears to be a cytokine network operating within inflamed joints, with
pro-inflammatory and anti-inflammatory actions operating at the same time. Many of
these products are from synovial macrophages and fibroblasts, but also from T- and
B-lymphocytes and monocytes. The balance or imbalance between these two arms of
action will determine the outcome of an inflammatory reaction. An array of cell prod-
ucts, typically associated with activated macrophages, has been detected in RA joints
(see also the review in ref. 25). These include tumor necrosis factor- (TNF- ),
interleukin-1 (IL-1), oncostatin M (OSM), granulocyte–macrophage colony-stimulat-
ing factor (GM-CSF), macrophage colony-stimulating factor (M-CSF), transforming
growth factor- (TGF- ) and interleukin-10 (IL-10), several of which are being con-
sidered as targets for therapy and are highlighted in this review (Fig. 2).

7. Tumor Necrosis Factor-

Tumor necrosis factor- is a cytokine which has multiple proinflammatory effects
(Table 2) and is mainly a product of macrophages and fibroblasts, in which its mRNA
and protein are strongly expressed in inflamed synovial tissue and/or synovial fluid.
The fact that it is detected at the cartilage–pannus junction suggests its further involve-
ment in cartilage degradation (25). TNF- has multiple pro-inflammatory activities as
summarized in Table 2 and is an upstream trigger of a cytokine cascade. TNF- also
releases nuclear factor B (NF B), a DNA-binding transcription factor, from its cyto-
plasmic inhibitor enabling it to translocate to the nucleus where it binds to the promot-
ers of many proinflammatory genes including TNF- and IL-6. TNF- concentrations
are increased in the synovial fluid of patients with active RA, and increased plasma
levels are associated with joint pain (26). TNF- and IL-1 synergistically stimulate
fibroblast proliferation and increase secretion of IL-6, GM-CSF, and the matrix
metalloproteinase (MMP) collagenase. Naturally occurring antagonists of TNF-
include its soluble receptors, p55 and p75, and it is probable that an imbalance between
TNF- and its soluble receptor (TNFR) contributes to inflammation in RA. In this
regard, one report suggested that the serum TNF- /TNFR ratios in RA patients were
not increased proportionally, compared to healthy individuals (27).

Considerable evidence for a role of TNF- in the pathogenesis of arthritis was ini-
tially derived from animal studies that also revealed that inhibiting this cytokine amelio-
rates certain aspects of the disease process. For example, transgenic mice overexpressing
TNF- spontaneously develop destructive arthritis typified by cartilage destruction,
bone erosion, and leukocyte infiltration, which is preventable by the administration of
neutralizing anti-TNF- monoclonal antibodies (mAb) (28). The observation that these
mice develop arthritis, but apparently no other symptoms, would suggest that the joint
tissue is extremely sensitive to the pro-inflammatory effect of TNF- . In several
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Fig. 2. A summary of cytokine network within rheumatoid synovium. The interaction
among different cytokines (see text) with an emphasis on the pro-inflammatory roles of
TNF- , IL-1, and IL-6, and the potential anti-inflammatory functions of IL-10, IL-4, and
TGF- . Stimulatory (——) and inhibitory (- - - -) effects of cytokines on different cell types
in RA synovium.

Table 2
Biologic Effects of TNF-  in RA

 Release of matrix metalloproteinases from neutrophils, fibroblasts, and chondrocytes
 Collagen synthesis in osteoblasts
 Proteoglycan release
 Expression of endothelial adhesion molecules (ICAM-1, ELAM-1/E-selectin and VACM-1)
 Pro-inflammatory cytokine release, such as IL-1 and IL-6
 Collagenase production
 PGE2 production
 Bone resorption,  bone formation
 PMN phagocytic activity, degranulation, production of reactive O2 species
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experimental arthritis models, the administration of neutralizing anti-TNF- mAb
greatly reduced the severity of the disease. Because there appears to be a hierarchy
within the cytokine network with TNF- in a controlling position, antagonizing TNF-
is considered a promising approach to disease treatment. Recently, clinical trials in
humans using an anti-TNF- mAb, cA2, have provided promising therapeutic results
(for a review, see ref. 25) with downstream decreases in serum IL-6, C-reactive pro-
tein, IL-1 , and soluble CD14 (29). In addition to the changes in the cytokine levels,
cA2 treatment also downregulated VCAM-1 and E-selectin expression by endothelial
cells; serum levels of E-selectin and ICAM-1, but not VCAM-1, were also reduced by
the treatment (30). The major contribution of TNF- to rheumatoid pathogenesis has
recently been upheld by clinical studies in which a recombinant human p75 TNFR : Fc
fusion protein improves inflammatory symptoms of RA (26). Moreover, gene transfer
of the p75 TNFR : Fc fusion protein is being explored in rodent arthritis models (Chan
et al., unpublished data).

8. Interleukin-1

Interleukin-1 is a proinflammatory cytokine that exists in two forms, IL-1 and IL-1 ,
which bind to the same receptors and share many activities (Table 3). Relatively low
doses of IL-1 inhibit chondrocyte proteoglycan synthesis, whereas higher IL-1 levels
effect proteoglycan degradation. Furthermore, the ability of IL-1 to induce fever and to
promote the production of acute-phase proteins by hepatocytes contributes to the sys-
temic manifestations of RA. Experimentally, both intra-articular injection and systemic
administration of IL-1 induce and/or accelerate the development and progression of the
disease. Conversely, inhibitors of IL-1 ameliorate both early and late stages of arthritis,
compared to anti-TNF- treatment, which was most effective shortly after disease onset
(31). The naturally occurring IL-1 inhibitor, the interleukin-1 receptor antagonist (IL-1ra),
is produced in equivalent amounts to IL-1 in normal synovium, whereas in RA, the
balance shifts toward IL-1, thus favoring the inflammatory process. IL-1ra binds to IL-1
receptors to compete with IL-1 or IL-1 , but has no agonist activity. The inhibition of
IL-1-induced cellular responses in T-cells, fibroblasts, and chondrocytes in vitro
requires a 10- to 100-fold excess of IL-1ra, because the target cells are extremely sen-
sitive to IL-1, with only 2–5% of available receptors needing to be occupied for a
cellular response. As monocytes mature and become macrophages in vitro, their IL-1
production decreases and their IL-1ra production increases (32). Synovial macrophages
of RA or OA subjects appear to be the primary IL-1ra-expressing cells, which suggests
that the body attempts to mount its own response against inflammation as a mechanism

Table 3
Biologic Effects of IL-1 in RA

 Expression of endothelial adhesion molecules (ICAM-1, ELAM-1, and VCAM-1)
 Release of matrix metalloproteinases
 PGE2 production
 GM-CSF and IL-6 production by synovial cells
 Collagen type VI mRNA production by fibroblasts
pannus formation,  type B-cells proliferation angiogenesis
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for the resolution of the disease process; however, in the case of RA, the levels of IL-1ra
seem insufficient to resolve the inflammation.

To embellish the inadequate endogenous levels of the IL-1 receptor antagonist, the
inhibitor has been administered therapeutically in experimental models and in human
trials. IL-1ra administration in arthritic mice resulted in both reduced synovial inflam-
matory cell infiltration and cartilage damage. In rats, IL-1ra cDNA was transduced into
synoviocytes, which were then engrafted in ankle joints of animals with SCW arthritis,
resulting in significant suppression in the severity of recurrence of arthritis (33). These
studies not only highlight the therapeutic potential of IL-1ra but also point to its pre-
dominant preventive role in cartilage-destructive processes. Although animal models
predicted its therapeutic efficacy (31,34), only recently have human clinical trials been
performed to support its effectiveness (35). Moreover, because inhibition of either IL-1
or TNF- has beneficial effects, but is not curative, combined inhibition of IL-1 and
TNF-  is being considered for more effective resolution of inflammatory pathology.

9. Oncostatin M

Oncostatin (OSM), a cytokine produced by monocytic cells, has only recently been
associated with synovial pathogenesis. OSM is produced by activated monocytes and
is related to a cytokine family that includes LIF, G-CSF, and IL-6. Quantitatively, there
are significantly higher levels of OSM in RA joints than in OA or normal joints (36).
The OSM concentration in synovial fluid appeared to correlate significantly with the
synovial fluid white cell count (37). Using immunolocalization, tissue macrophages in
deeper synovial tissue were identified as a source of OSM in inflamed joints. Synovial
macrophages isolated from RA joints have been shown to produce OSM spontaneously
(36). OSM promotes further monocyte recruitment by stimulating synovial fibroblasts,
together with IL-1 , to secrete the chemokine, MCP-1 (38).

The process of collagen degradation represents the consequence of elevated matrix
metalloproteinases (MMPs) derived from macrophages and fibroblasts. The MMPs are
a family of enzymes that can degrade all the components of the extracellular matrix,
however, their activity depends on the relative balance between MMP levels and their
naturally occurring inhibitors, the so-called tissue inhibitors of metalloproteinases
(TIMPs). OSM induces similar amounts of MMP-1 (interstitial collagenase) and TIMP-1
from human cartilage in vitro, but in combination with IL-1 , it induces high levels of
MMP-1 and inhibits TIMP-1, resulting in collagen release from cartilage. MMP-1 and
MMP-13 (collagenase 3) are both upregulated in response to IL-1  and TNF- .

10. Interleukin-6

Interleukin-6, present at high levels in the synovial fluid from RA patients, is a
cytokine produced by monocytes, T-lymphocytes, and synovial fibroblasts, often in
response to TNF- and IL-1 and a link in the cytokine cascade. IL-6 shares some bio-
logic activities to those of TNF- and IL-1 (Tables 1 and 2), except has not been shown
to stimulate prostaglandin E2 (PGE2) and collagenase production in chondrocytes and
synovial fibroblasts. Another important function of IL-6 is its ability to increase
B-lymphocyte proliferation and immunoglobulin production, which may foster eleva-
tions in rheumatoid factor. Because IL-6 induces T-cell proliferation and differentia-
tion (39), it likely affects persistence of the autoimmune-based synovial response. By
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inducing osteoclast differentiation from hematopoietic precursors and stimulating the
growth of synovial fibroblasts, IL-6 may represent an important target. As an indicator
of disease activity, the synovial fluid IL-6 levels reportedly correlate with the intensity
of the lining layer cellularity.

In one recent report, the administration of mAb against the IL-6 receptor (MR16-1)
significantly suppressed murine collagen-induced arthritis (40), but the time of admin-
istration was crucial. Only the administration on d 0 or d 3 after the initial immuniza-
tion with bovine type II collagen (CII) resulted in the suppression of arthritis. Inhibition
of IL-6 also reduced the production of IgG anti-CII antibody and the responsiveness of
splenic lymphocytes to CII. Antibody treatment on d 21 was ineffective, suggesting
that, in the later disease phase, IL-6 may be less important. Gold and cyclosporine,
both used in the treatment of RA, apparently inhibit IL-6 production. In IL-6-gene-
deleted mice, no collagen-induced arthritis could be induced, nor were anti-CII anti-
bodies produced (41).

11. The Colony-Stimulating Factors GM-CSF and M-CSF

Colony-stimulating factors (CSFs), initially characterized and identified by their
ability to stimulate in vitro colony formation by hematopoietic progenitor cells, are
present in rheumatoid joints (42,43). Produced by multiple cell populations including
T-lymphocytes, cultured synovial macrophages, synovial fibroblast-like cells, and
chondrocytes, GM-CSF promotes granulocyte and macrophage development from their
precursor cells, whereas M-CSF regulates growth, differentiation, and function of
mononuclear phagocytes. GM-CSF also enhances differentiated functions of mature
effector cells, notably degranulation of neutrophils, cytokine expression, and tumor-
cell killing by macrophages. However, the functions of the CSFs are not limited to
myeloid cells, because GM-CSF stimulates human endothelial cells to migrate and
proliferate and induces differentiation of dendritic cells, critical in antigen presenta-
tion. Importantly, GM-CSF also upregulates MHC class II expression by synovial
macrophages to enhance antigen presentation (43). Thus, the presence of GM-CSF and
M-CSF in the rheumatoid joint may induce differentiation of myeloid cells to increase
the number of mature macrophages and to sustain and activate this population in the
inflamed synovium. Consistent with this concept, CSFs, in particular GM-CSF, exac-
erbated the disease process in a CIA model in mice (44), whereas in GM-CSF-deficient
mice, no disease developed (45).

12. Transforming-Growth Factor-

Although platelets represent the most concentrated source of TGF- (20 mg/kg),
activated lymphocytes, macrophages, neutrophils, and synovial fibroblasts also gener-
ate TGF- and respond to TGF- . With the production of TGF- by multiple cell types
at a site of inflammation, an autocrine and paracrine system likely exists for the contin-
ued production of TGF- . TGF- plays a role in leukocyte recruitment and activation
on one hand, and facilitates healing by promoting fibroblast recruitment and matrix
synthesis on the other (46). TGF- was originally identified as the most potent
chemoattractant for monocytes with activity in the femtomolar concentration range
and also has chemotactic activity for neutrophils and T-cells. TGF- also enhances
mononuclear phagocyte recruitment by modulation of integrin expression, augmenta-
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tion of monocyte-matrix adhesion, enhancement of matrix-specific collagenase secre-
tion, and chemotaxis (47). TGF- augments resting monocyte mRNA levels for IL-1,
TNF- , platelet-derived growth factor (PDGF), IL-6, and basic fibroblast growth fac-
tor (bFGF), which may, in turn, trigger the production of TGF-  from an array of cell
types, in a cyclic feedback loop.

Transforming growth factor- can be both pro- and anti-inflammatory; it typically
stimulates resting cells, but its immunosuppressive qualities are most evident on acti-
vated cell populations. TGF- antagonizes the ability of IL-1 to induce lymphocyte
proliferation, reduces IL-1 receptor expression, and induces IL-1ra in macrophages.
Taking advantage of its ability to inhibit inflammatory cells once they are activated,
TGF- has been explored as a therapeutic agent in arthritis models. TGF- 1 counter-
acted IL-1-induced inhibition of articular cartilage proteoglycan synthesis and stimu-
lated restoration of the cartilage matrix by increasing chondrocyte proteoglycan
synthesis. This protective role of TGF- 1 was observed in young mice (12 wk old), but
not in old mice (18 mo old) (48). TGF- has different effects on inflammatory re-
sponses, depending on its local or systemic administration (Table 4), but when deliv-
ered systemically, it interrupts the inflammatory process (46,47,49). In recent reports,
systemic delivery of TGF- protein (50) or TGF- gene-transferameliorated rodent
arthritis (51). One target for elevated circulating TGF- may be endothelial cells,
because TGF-  inhibits their E-selectin expression to block adhesion and localization
of leukocytes to the site of inflammation. Moreover, leukocytes are normally sensitive
to a concentration gradient of chemotactic signals emanating from the site of inflam-
mation, and the presence of elevated TGF- in the circulation could eliminate such an
outward gradient and thus contribute to the reduction in leukocyte infiltration.

Consistent with these observations, induction of oral tolerance to inhibit arthritis is
associated with increased levels of TGF- . Oral administration of cartilage-derived
type II collagen ameliorates arthritis in animal models (52), as does oral administration
of SCW (53). Oral administration of antigen to develop oral tolerance induces enhanced
production and systemic routing of TGF- to favor its potent immunosuppressive
actions. The level of circulating TGF-  induced by oral administration of antigen was
shown to be inversely proportional to TNF- levels and to the articular index of the
disease (53). Upregulated IL-10, considered an anti-inflammatory cytokine, also
occurred in SCW-tolerized spleen cell cultures and, interestingly, anti-TGF- neutral-

Table 4
Systemic Versus Local Effects of TGF-

Systemic Local

 Adhesion  adhesion
Reduce chemotactic gradient TGF-  chemotactic gradient
Inhibition of recruitment Leukocyte activation
Inhibition of selectins Fibroblast accumulation
Inhibit immune-cell proliferation Stimulate matrix production

Matrix accumulation
Inhibition of MMP
Induces TIMP
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izing mAb downregulated SCW-specific IL-10 production. These data suggested that
the induction of IL-10 in this animal model may be, in part, regulated by TGF- .

13. Interleukin-10

Interleukin-10, a potent anti-inflammatory cytokine produced by monocytes/macro-
phages and human Th2-type T-cells and B-cells induces anergy of human CD4+

T-cells in vitro. It regulates B7 costimulatory molecules, while suppressing IFN- pro-
duction by inhibiting IL-12, to favor Th2 cell differentiation. Because IL-10 is able to
downregulate the antigen-presenting function of synovial macrophages, even when they
are efficiently activated (54), IL-10 may be instrumental in interrupting chronic activa-
tion. Not only does IL-10 downregulate TNF- and IL-1 production, but it also
enhances IL-1ra and soluble TNF receptor release from macrophages, the net effect of
which is suppression of inflammatory sequelae. Moreover, because IL-10 inhibits
NF B, multiple downstream events become interrupted. A number of genes involved
in inflammation and immune surveillance share a DNA-binding motif for this tran-
scription factor. In unstimulated cells, NF B is sequestered in the cell cytoplasm via its
association with the inhibitory protein I B (inhibitor of NF B). During cell activation,
such as by TNF or IL-1, I B is phosphorylated and released, activating NF B, which is
translocated to the cell nucleus. Once in the nucleus, it binds to gene promoters to
trigger transcription of adhesion molecules and cytokines. Thus, inhibition of NF B
has become recognized as an anti-inflammatory target (55).

Interleukin-10 and the Th2 cytokine, IL-4, share an ability to reduce expression of mul-
tiple cytokines including TNF and IL-1 (Fig. 2) (56–58). IL-4 also promotes monocyte
apoptosis favoring resolution of inflammation (59). In the absence of IL-10, the IL-10-
deficient mice are not only growth retarded and anemic but develop a chronic inflammatory
bowel disease resembling Crohn’s disease (60). On the other hand, injection of recombi-
nant IL-10 is anti-inflammatory, protecting mice from lethal endotoxemia. IL-10 also sup-
presses established CIA (61,62), whereas the neutralizing antibody to IL-10 increases the
severity of arthritis (63). Combined treatment with IL-10 and IL-4 in a mouse model of
arthritis resulted in a profound amelioration of the disease when compared to IL-10 or IL-4
treatment alone (64). This synergistic effect warrants further exploration.

14. Summary

Cells of the mononuclear phagocytic lineage play a crucial role either in the preven-
tion or in the evolution of synovitis and tissue destruction. Macrophages in inflamed
synovium are a source of an array of pro-inflammatory cytokines that function as com-
ponents of a cytokine network. These cytokines operate within an autocrine and
paracrine system in the joint and, in excess, may function as endocrine molecules (e.g.,
IL-1 induces fever). Macrophage-derived cytokines orchestrate the participation of
multiple cell types (fibroblasts, chondrocytes, osteoclasts) and together, these cells are
responsible for matrix degradation and tissue destruction. Although anti-inflammatory
cytokines (IL-10 and IL-4) and cytokine antagonists (TNFR and IL-1ra) are released
into the joint in an attempt by the host to counteract the effects of excess pro-inflamma-
tory cytokines, it is likely that the persistent imbalance of this relationship is respon-
sible for the pathophysiologic events in RA. With the accumulating foundation of
knowledge concerning the cytokine network within the inflamed synovium, a number of
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therapeutic approaches have emerged. In general, these approaches focus on blocking the
action of pro-inflammatory cytokines and/or increasing anti-inflammatory cytokine lev-
els. Furthermore, interrupting leukocyte recruitment by targeting chemokines and/or
adhesion molecules, as well as angiogenic pathways, offers additional avenues for block-
ing the pathophysiologic events leading to unrelenting inflammatory destruction.

References

1. Henson, P. M. and Riches, D. W. (1994) Modulation of macrophage maturation by cytokines
and lipid mediators: a potential role in resolution of pulmonary inflammation. Ann. NY Acad.
Sci. 725, 298.

2. Erwig, L.-P. and Rees, A. J. (1999) Macrophage activation and programming and its role for
macrophage function in glomerular inflammation. Kidney Blood Press. Res. 22, 21.

3. Hamilton, J. A. (1993) Rheumatoid arthritis: opposing actions of haemopoietic growth factors
and slow-acting anti-rheumatic drugs. Lancet 342, 536.

4. Bresnihan, B. (1992) The synovial lining cells in chronic arthritis. Br. J. Rheumatol. 31, 433.
5. Chan, J., Leenen, P. J. M., Bertoncello, I., Nishikawa, S.-I., and Hamilton, J. A. (1998) Macro-

phage lineage cells in inflammation; characterization by colony-stimulating factor-1 (CSF-1)
receptor (c-Fms), ER-MP58, and ER-MP20 (Ly-6C) expression. Blood 92, 1423.

6. Wahl, S. M., Feldman, G. M., and McCarthy, J. B. (1996) Regulation of leukocyte adhesion
and signaling in inflammation and disease. J. Leukocyte Biol. 59, 789.

7. Ali, H., Haribabu, B., Richardson, R. M., and Snyderman, R. (1997) Mechanisms of inflamma-
tion and leukocyte activation. Med. Clin. North Am. 81, 1.

8. Springer, T. A. (1994) Traffic signals for lymphocyte recirculation and leukocyte emigration:
the multistep paradigm. Cell 76, 301.

9. McCarthy, J. B., Vachhani, B. V., Wahl, S. M., Finbloom, D. S., and Feldman, G. M. (1997)
Human monocyte binding to fibronectin enhances IFN- -induced early signaling events. J.
Immunol. 159, 2424.

10. Wahl, S. M., Allen, J. B., Hines, K. L., Imamichi, T., Wahl, A. M., Furcht, L. T., et al. (1994)
Synthetic fibronectin peptides suppress arthritis in rats by interrupting leukocyte adhesion and
recruitment. J. Clin. Invest. 94, 655.

11. Brooks, P. C., Clark, R. A., and Cheresh, D. A. (1994) Requirement of vascular integrin alpha
v beta 3 for angiogenesis. Science 264, 569.

12. Peacock, D. J., Banquerigo, M. L., and Brahn, E. (1992) Angiogenesis inhibition suppresses
collagen arthritis. J. Exp. Med. 175, 1135.

13. Storgard, C. M., Stupack, D. G., Jonczyk, A., Goodman, S. L., Fox, R. I., and Cheresh, D. A.
(1999) Decreased angiogenesis and arthritic disease in rabbits treated with an alphavbeta3
antagonist. J. Clin. Invest. 103, 47.

14. Ley, K. (1995) Gene-targeted mice in leukocyte adhesion research. Microcirculation 2, 141.
15. Tesch, G. H., Schwrting, A., Kinoshita, K., Lan, H. Y., Rollins, B. J., and Kelly, V. R. (1999)

Monocyte chemoattractant protein-1 promotes macrophage-mediated tubular injury, but not
glomerular injury, in nephrotoxic serum nephritis. J. Clin. Invest. 103, 73.

16. Zagorski, J. and Wahl, S. M. (1997) Inhibition of acute peritoneal inflammation in rats by a
cytokine-induced neutrophil chemoattractant receptor antagonist. J. Immunol. 159, 1059.

17. Singer, N. G., Richardson, B. C., Powers, D., Hooper, F., Lialios, F., Endres, J., et al. (1996)
Role of the CD6 glycoprotein in antigen-specific and autoreactive responses of cloned human
T lymphocytes. Immunology 88, 537.

18. Levesque, M. C., Heinly, C. S., Whichard, L. P., and Patel, D. D. (1998) Cytokine-regulated
expression of activated leukocyte cell adhesion molecule (CD 166) on monocyte-lineage cells
and in rheumatoid arthritis synovium. Arthritis Rheum. 41, 2221.



240 Chan and Wahl

19. Cunnane, G., Hummel, K. M., Muller-Ladner, U., Gay, R. E., and Gay, S. (1998) Mechanism
of joint destruction in rheumatoid arthritis. Arch. Immunol. Therap. Exp. 46, 1.

20. Kanik, K. S., Hagiwara, E., Yarboro, C. H., Schumacher, H. R., Wilder, R. L., and Klinman, D.
M. (1998) Distinct patterns of cytokine secretion characterize new onset synovitis versus
chronic rheumatoid arthritis. J. Rheum. 25, 16.

21. van Lent, P. L. E. M., Holthuysen, A. E. M., van Rooijen, N., van de Loo, F. A. J., van de Putte,
L. B. A., and van den Berg, W. B. (1998) Phagocytic synovial lining cells regulate acute and
chronic joint inflammation after antigenic exacerbation of smouldering experimental murine
arthritis. J. Rheumatol. 25, 1135.

22. Mulherin, D., Fitzgerald, O., and Bresnihan, B. (1996) Synovial tissue macrophage populations
and articular damage in rheumatoid arthritis. Arthritis Rheum. 39, 115.

23. Tak, P. P., Smeets, T. J. M., Daha, M. R., Kluin, P. M., Meijers, K. A. E., Brand, R., et al.
(1997) Analysis of the synovial cell infiltrate in early rheumatoid synovial tissue in relation to
local disease activity. Arthritis Rheum. 40, 217.

24. Scott, B. B., Weisbrot, L. M., Greenwood, J. D., Bogoch, E. R., Paige, C. J., and Keystone, E.
C. (1997) Rheumatoid arthritis synovial fibroblast and U937 macrophage/monocyte cell line
interaction in cartilage degradation. Arthritis Rheum. 40, 490.

25. Brennan, F. M., Maini, R. N., and Feldmann, M. (1998) Role of proinflammatory cytokines in
rheumatoid arthritis. Springer Semin. Immunopathol. 20, 133.

26. Moreland, L. W., Baumgartner, S. W., Schiff, M. H., Tindall, E. A., Fleischmann, R. M.,
Weaver, A. L., et al. (1997) Treatment of rheumatoid arthritis with a recombinant human tumor
necrosis factor receptor (p75)-Fc fusion protein. N. Engl. J. Med. 337, 141.

27. Robak, T., Gladalska, A., and Stepien, H. (1998) The tumor necrosis factor family of receptors/
ligands in the serum of patients with rheumatoid arthritis. Eur. Cytokine Network 9, 145.

28. Keffer, J., Probert, L., Cazlaris, H., Georgopoulos, S., Kaslaris, E., Kioussis, D., et al. (1991)
Transgenic mice expressing human tumor necrosis factor: a predictive genetic model of arthri-
tis. EMBO J. 10, 4025.

29. Lorenz, H. M., Antoni, C., Valerius, T., Repp, R., Grunke, M., Schwerdtner, N., et al. (1996) In vivo
blockade of TNF-alpha by intravenous infusion of a chimeric monoclonal TNF-alpha antibody in
patients with rheumatoid arthritis. Short term cellular and molecular effects. J. Immunol. 156, 1646.

30. Tak, P. P., Taylor, P. C., Breedveld, F. C., Smeets, T. J. M., Daha, M. R., Kluin, P. M., et al.
(1996) Decrease in cellular and expression of adhesion molecules by anti-tumor necrosis factor

monoclonal antibody treatment in patients with rheumatoid arthritis. Arthritis Rheum. 39, 1077.
31. Joosten, L. A., Helsen, M. M., van de Loo, F. A., and van den Berg, W. B. (1996) Anticytokine

treatment of established type II collagen-induced arthritis in DBA/1 mice. A comparative study
using anti-TNF alpha, anti-IL-1 alpha/beta, and IL-1Ra. Arthritis Rheum. 39, 797.

32. Arend, W. P. and Jean-Michel, D. (1990) Cytokines and cytokine inhibitors or antagonists in
rheumatoid arthritis. Arthritis Rheum. 33, 305.

33. Makarov, S. S., Olsen, J. C., Johnston, W. N., Anderle, S. K., Brown, R. R., Baldwin, A. S. J.,
et al. (1996) Suppression of experimental arthritis by gene transfer of interleukin 1 receptor
antagonist cDNA. Proc. Natl. Acad. Sci. USA 93, 402.

34. Henderson, B., Thompson, R. C., Hardingham, T., and Lewthwaite, J. (1991) Inhibition of
interleukin-1-induced synovitis and articular cartilage proteoglycan loss in the rabbit knee by
recombinant human interleukin-1 receptor antagonist. Cytokine 3, 246.

35. Bresnihan, B., Alvaro-Gracia, J. M., Cobby, M., Doherty, M., Domljan, Z., Emery, P., et al.
(1998) Treatment of rheumatoid arthritis with recombinant human interleukin-1 receptor
antagonist. Arthritis Rheum. 41, 2196.

36. Okamoto, H., Yamamura, M., Morita, Y., Harada, S., Makino, H., and Ota, Z. (1997) The
synovial expression and serum levels of interleukin-6, interleukin-11, leukemia inhibitory fac-
tor, and oncostatin M in rheumatoid arthritis. Arthritis Rheum. 40, 1096.



Monocytes and Macrophages in Arthritis 241

37. Hui, W., Bell, M., and Carroll, G. (1997) Detection of oncostatin M in synovial fluid from
patients with rheumatoid arthritis. Ann. Rheum. Dis. 56, 184.

38. Langdon, C., Leith, J., Smith, F., and Richards, C. D. (1997) Oncostatin M stimulates mono-
cyte chemoattractant protein-1- and interleukin-1-induced matrix metalloproteinase-1 produc-
tion by human synovial fibroblasts in vitro. Arthritis Rheum. 40, 2139.

39. Akira, S., Taga, T., and Kishimoto, T. (1993) Interleukin-6 in biology and medicine. Adv.
Immunol. 54, 1.

40. Takagi, N., Mihara, M., Moriya, Y., Nishimoto, N., Yoshizaki, K., Kishimoto, T., et al. (1998)
Blockage of interleukin-6 receptor ameliorates joint disease in murine collagen-induced arthri-
tis. Arthritis Rheum. 41, 2117.

41. Alonzi, T., Fattori, E., Lazzaro, D., Costa, P., Probert, L., Kollias, G., et al. (1998) Interleukin
6 is required for the development of collagen-induced arthritis. J. Exp. Med. 187, 461.

42. Isomaki, P. and Punnonen, J. (1997) Pro- and anti-inflammatory cytokines in rheumatoid
arthritis. Ann. Med. 29, 499.

43. Alvaro-Gracia, J. M., Zvaifler, N. J., and Firestein, G. S. (1989) Cytokines in chronic inflammatory
arthritis. IV. Granulocyte/macrophage colony-stimulating factor-mediated induction of class II MHC
antigen on human monocytes: a possible role in rheumatoid arthritis. J. Exp. Med. 170, 865.

44. Campbell, I. K., Bendele, A., Smith, D. A., and Hamilton, J. A. (1997) Granulocyte-macrophage
colony stimulating factor exacerbates collagen induced arthritis in mice. Ann. Rheum. Dis. 56, 364.

45. Campbell, I. K., Rich, M. J., Bischof, R. J., Dunn, A. R., Grail, D., and Hamilton, J. A. (1998)
Protection from collagen-induced arthritis in granulocyte-macrophage colony-stimulating fac-
tor-deficient mice. J. Immunol. 161, 3639.

46. Wahl, S. M. (1994) Transforming growth factor : The good, the bad, and the ugly. J. Exp.
Med. 180, 1587.

47. Wahl, S. M. (1992) Transforming growth factor beta (TGF- ) in inflammation: a cause or a
cure. J. Clin. Immunol. 12, 61.

48. van Beuningen, H. M., van der Kraan, P. M., Arntz, O. J., and van den Berg, W. B. (1994) In
vivo protection against interleukin-1-induced articular cartilage damage by transforming growth
factor- 1: age-related differences. Ann. Rheum. Dis. 53, 593.

49. McCartney-Francis, N. L. and Wahl, S. M. (1994) Transforming growth factor : a matter of
life and death. J. Leukocyte Biol. 55, 401.

50. Brandes, M. E., Allen, J. B., Ogawa, Y., and Wahl, S. M. (1991) Transforming growth factor
1 suppresses acute and chronic arthritis in experimental animals. J. Clin. Invest. 87, 1108.

51. Song, X.-Y., Gu, M., Jin, W.-W., Klinman, D. M., and Wahl, S. M. (1998) Plasmid DNA
encoding transforming growth factor- 1 suppresses chronic disease in a streptococcal cell wall-
induced arthritis model. J. Clin. Invest. 101, 2615.

52. Barnett, M. L., Kremer, J. M., St Clair, E. W., Clegg, D. O., Furst, D., Weisman, M., et al.
(1998) Treatment of rheumatoid arthritis with oral type II collagen. Results of a multicenter,
double-blind, placebo-controlled trial. Arthritis Rheum. 41, 290.

53. Chen, W., Jin, W., Cook, M., Weiner, H. L., and Wahl, S. M. (1998) Oral delivery of group A
streptococcal cell walls augments circulating TGF- and suppresses streptococcal cell wall
arthritis. J. Immunol. 161, 6297.

54. Mottonen, M., Isomaki, P., Saario, R., Toivanen, P., Punnonen, J., and Lassila, O. (1998)
Interleukin-10 inhibits the capacity of synovial macrophages to function as antigen-presenting
cells. Br. J. Rheumatol. 37, 1207.

55. Chen, C. C. and Manning, A. M. (1995) Transcriptional regulation of endothelial cell adhesion
molecules: a dominant role for NF-kappa B. Agents Actions 47(Suppl.), 135.

56. Allen, J. B., Wong, H. L., Costa, G. L., Bienkowski, M. J., and Wahl, S. M. (1993) Suppression
of monocyte function and differential regulation of IL-1 and IL-1ra by IL-4 contribute to reso-
lution of experimental arthritis. J. Immunol. 151, 4344.



242 Chan and Wahl

57. Wong, H. L., Lotze, M. T., Wahl, L. M., and Wahl, S. M. (1992) Administration of recombi-
nant IL-4 to humans regulates gene expression, phenotype, and function in circulating mono-
cytes. J. Immunol. 148, 2118.

58. Isomaki, P., Luukkainen, R., Toivanen, P., and Punnonen, J. (1996) The presence of interleukin-
13 in rheumatoid synovium and its antiinflammatory effects on synovial fluid macrophages
from patients with rheumatoid arthritis. Arthritis Rheum. 39, 1693.

59. Mangan, D. F., Robertson, B., and Wahl, S. M. (1992) IL-4 enhances programmed cell death
(apoptosis) in stimulated human monocytes. J. Immunol. 148, 1812.

60. Kuhn, R., Lohler, J., Rennick, D., Rajewsky, K., and Muller, W. (1993) Interleukin-10-defi-
cient mice develop chronic enterocolitis. Cell 75, 263.

61. Walmsley, M., Katsikis, P. D., Abney, E., Parry, S., Williams, R. O., Maini, R. N., et al. (1996)
Interleukin-10 inhibition of the progression of established collagen-induced arthritis. Arthritis
Rheum. 39, 495.

62. Joosten, L. A., Lubberts, E., Durez, P., Helsen, M. M., Jacobs, M. J., Goldman, M., et al. (1997)
Role of interleukin-4 and interleukin-10 in murine collagen-induced arthritis. Protective effect
of interleukin-4 and interleukin-10 treatment on cartilage destruction. Arthritis Rheum. 40, 249.

63. Kasama, T., Strieter, R. M., Lukacs, N. W., Lincoln, P. M., Burdick, M. D., and Kunkel, S. L.
(1995) Interleukin-10 expression and chemokine regulation during the evolution of murine
type II collagen-induced arthritis. J. Clin. Invest. 95, 2868.

64. Lubberts, E., Joosten, L. A., Helsen, M. M., and van den Berg, W. B. (1998) Regulatory role of
interleukin 10 in joint inflammation and cartilage destruction in murine streptococcal cell wall
(SCW) arthritis. More therapeutic benefit with IL-4/IL-10 combination therapy than with IL-10
treatment alone. Cytokine 10, 361.



Neutrophils in Rheumatology 243

243

From: Current Molecular Medicine: Principles of Molecular Rheumatology
Edited by: G. C. Tsokos © Humana Press Inc., Totowa, NJ

15
Polymorphonuclear Cells

Michael H. Pillinger, Pamela B. Rosenthal, and Bruce N. Cronstein

1. Introduction

The presence of neutrophils (polymorphonuclear leukocytes [PMNs]) within
extravascular tissues is a hallmark of acute inflammation. Although Metchnikoff pro-
posed in the nineteenth century that phagocytic neutrophils might release substances
capable of injuring tissues, it was not until the mid-twentieth-century that empirical
evidence was obtained in support of Metchnikoff’s hypothesis. It is now clear from
experimental models that neutrophils play a critical role in immune-mediated tissue
injury. For instance, depletion of neutrophils reverses tissue injury in the Arthus model
of immune-complex-mediated vascular injury, despite the ongoing deposition of
immune complexes and complement in vessel walls. Other experimental models in
which neutrophils play an active role in the induction of tissue injury include the necro-
tizing arteritis of serum sickness in rabbits, prolonged proteinuria associated with acute
nephrotoxic vasculitis in rats, and the reverse passive Arthus reaction. These studies all
indicate that neutrophils are important mediators of the inflammatory tissue injury
observed in the rheumatic diseases.

2. Neutrophil Development

Polymorphonuclear leukocytes are terminally differentiated, postmitotic, phagocytic
blood cells that form the first line of host defense against microorganisms and mediate
the elimination of debris at sites of injury. Three classes of circulating polymorpho-
nuclear leukocyte—the neutrophil, eosinophil, and basophil lines—are easily distin-
guishable in blood by the staining characteristics of their cytoplasmic granules. The
presence of these granules, although different in each line, has led to the alternative
term “granulocyte” to describe these cells. By far the most abundant leukocyte in
the peripheral circulation is the neutrophil (usually more than 95% of all granulocytes).
Indeed, approx 60% of the hematopoietic capacity of the normal bone marrow is dedi-
cated to the production of an enormous number of neutrophils, approx 1011 cells per
day. Moreover, this number can be greatly increased during conditions of stress,
including infection or acute injury.

Neutrophils are derived from myeloid stem cells that populate the bone marrow (1).
The myeloblast is the precursor for all polymorphonuclear leukocyte lines. Myelo-
blasts may then differentiate into neutrophilic promyelocytes, the first committed cell
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in the generation of neutrophils, followed, sequentially, by differentiation into neutro-
phil myelocytes, metamyelocytes, band cells, and, ultimately, mature neutrophils.
These differentiation steps take place under the regulation of a variety of cytokines and
growth factors, the best characterized of which are granulocyte colony-stimulating fac-
tor (G-CSF) and granulocyte/monocyte colony-stimulating factor (GM-CSF). The
recent availability of recombinant G-CSF and GM-CSF for clinical use has contributed
to a marked decline in the morbidity and mortality associated with chemotherapy-
induced leukopenia.

From the myelocyte stage on, neutrophils lose the capacity for further mitosis. The
mitotic and postmitotic stages of neutrophil differentiation in the bone marrow last
approximately 7 d. However, once they have been released into the circulation, neutro-
phils have a half-life of approximately 6 h. Senescent neutrophils, like most other cell
types, undergo a process of programmed cell death (apoptosis) and are removed from
the circulation by the reticuloendothelial system. The half-life of the neutrophils that
emigrate from the vasculature into the tissues is, at present, unknown.

In addition to their granules, neutrophils are easily recognized on the basis of their
most prominent feature, the multilobed nucleus containing condensed heterochroma-
tin. Neutrophil nuclei tend to have a higher number of lobes than those of other poly-
morphonuclear leukocytes, typically three to five. Relative to monocytic leukocytes,
mature neutrophils do not synthesize a great quantity of proteins, a finding consistent
with their condensed chromatin, lack of nucleoli, and relative dearth of endoplasmic
reticulum. Neutrophils do synthesize some gene products, however, including
interleukin-1 , interleukin-1 , interleukin-8, tumor necrosis factor- , G-CSF, GM-CSF,
c-Raf-1, complement receptor-1, CD11a, receptors for the immunoglobulin constant
region (Fc R), actin, and class I major histocompatibility (MHC) molecules.

Within the cytoplasm, the most prominent histologic feature of the neutrophil is its
large number of granules. These granules contain a broad spectrum of antimicrobial
enzymes and peptides critical for host defense. In addition, their membranes contain a
pool of easily mobilized surface proteins that regulate the inflammatory response.
Based on morphology and histochemical staining, there are two major, distinct types of
granules, designated azurophilic and specific, although using more sensitive techniques,
at least two other granule types can be appreciated, gelatinase granules and secretory
vesicles. Each of these granules contains a different complement of bactericidal pro-
teins, proteolytic enzymes, and other bioactive molecules. In contrast to the other gran-
ules, the secretory vesicles appear to be primarily a reservoir of membrane-associated
proteins as opposed to soluble proteins (2).

Neutrophils are motile cells that move both in a directed fashion (chemotaxis) and
randomly (chemokinesis). Once they have arrived at their destination, neutrophils
phagocytose suitable particles. Both movement and phagocytosis depend on an intact
cytoskeleton which is composed, in part, of actin microfilaments and associated pro-
teins. A dense meshwork of actin filaments forms in the subplasmalemmal region of
the leading edge (lamellipodium) of neutrophils undergoing chemotaxis. The cytoplas-
mic domains of integrins (see Subheading 3.) serve as organizing centers for the actin
microfilaments and actin-associated proteins (myosin, ATPase, etc.) which generate
motile force as well as help to invaginate the plasma membrane at the site of contact
with phagocytic particles (3).
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In addition to microfilaments, neutrophil cytoskeleton is composed of microtubules.
The microtubules, as in other cells, are composed of polymers of tubulin and exist in a
dynamic state of assembly and disassembly. Although the assembly and disassembly
of microtubules is highly regulated in intact cells, it is also susceptible to disruption
with a variety of therapeutic agents, most notably colchicine and vinblastine. Results
of studies with agents that disrupt microtubules indicate that microtubules are impor-
tant for degranulation and fusion of granules with phagolysosomes.

3. Neutrophil Function

3.1. Adhesion, Diapedesis, and Chemotaxis

Neutrophils circulate within the vasculature and must be recruited to infected or
inflamed sites. The process by which neutrophils are recruited to inflamed sites has
been the subject of a great deal of attention and many of the molecules involved have
been identified. Both the neutrophil and the vascular endothelium lining the microvessels
play active roles in the process of recruitment.

Neutrophil recruitment is characterized by four different stages. In the first stage,
margination, hemoconcentration in the microvasculature at the site of inflammation
permits neutrophils to come into closer and more frequent contact with the vascular
wall. In the second stage of neutrophil recruitment, the neutrophils adhere loosely to
the vascular endothelium and roll along the vessel wall. If sufficiently stimulated, the
neutrophils will then spread and adhere more tightly to the vascular wall. Eventually,
the neutrophils will find their way out of the vasculature (diapedesis) and follow a trail
of chemoattractants to the inflamed or infected site (Fig. 1).

Three families of molecules mediate the adhesive interactions involved in recruit-
ment of neutrophils to an inflamed site. The integrins are a large family of heterodimeric

Fig. 1. Neutrophil adhesion to endothelium. Shown at the left of the figure, weak, selectin-
dependent neutrophil adhesion to endothelium (rolling) is preceded by margination as a conse-
quence of hemoconcentration. In response to stimuli, additional adhesion molecules (CD11b/
CD18 on neutrophils, ICAM on endothelial cells) are activated and/or upregulated, resulting in
tight adhesion. Diapedesis of the neutrophil through the endothelium in the direction of a
chemoattractant gradient then follows.
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(composed of an a and a b chain) proteins expressed on leukocytes and other cells. One
subfamily of integrins, the 2-integrins, is expressed exclusively on neutrophils and
other cells of myeloid origin and is particularly important in the recruitment of leuko-
cytes to inflamed sites. The three members of the 2-integrin family share a common

chain (CD18) but have distinct chains known generally by their cluster designation
(CD11a,b,c). The primary integrin adhesion molecules on the neutrophil is CD11b/
CD18, which mediates tight neutrophil adhesion to endothelium and is also a receptor
for C3bi, a complement activation product. The 2-integrins bind to members of the
second class of proteins involved in neutrophil adhesion, the intercellular adhesion
molecules (ICAMs). ICAMs are members of the immunoglobulin superfamily of mol-
ecules and several of these molecules are expressed on endothelial cells (ICAM-1 and
ICAM-2), particularly in response to inflammatory cytokines. The third family of adhe-
sion molecules involved in neutrophil recruitment is the selectins. There are three
known members of this group: L-selectin (on neutrophils, T-cells, and monocytes),
E-selectin (expressed exclusively on stimulated endothelial cells), and P-selectin (on
stimulated platelets and endothelial cells). Selectins bind to specific carbohydrate moi-
eties of glycoproteins expressed on the surface of endothelial cells or neutrophils. In
contrast to integrin/ICAM associations, selectins mediate a looser, more easily revers-
ible interaction between neutrophils and endothelial cells (rolling). Thus, the adhesive
interactions between neutrophils and the vascular endothelium are mediated initially
by selectin-glycoprotein interactions (rolling), followed by 2-integrin/ICAM-1,2-medi-
ated adhesion (tight binding). In addition, the 2-integrins are important for diapedesis
and must act to guide the neutrophil into the extravascular space.

3.2. Phagocytosis and Degranulation

Upon reaching a target, the neutrophil must phagocytose and destroy it. Neutrophils
are relatively poor at attacking naked bacteria. In most instances, however, bacteria
within the body are prepared for neutrophil attack by undergoing coating with immu-
noglobulins and complement—a process known as opsonization. Interaction of
opsonizing immunoglobulins and c3b or c3bi complement fragments with their respec-
tive receptors on the neutrophil surface results, not only in bacterial adhesion but also
in activation of neutrophil programs for phagocytosis. Recent studies by Caron and
Hall suggest that two distinct processes in phagocytosis—extension of filopodia around
the opsonized particle and invagination of the cell membrane at the point of particle
contact—are stimulated by engagement of immunoglobulin and c3bi receptors, respec-
tively, and regulated by distinct signaling pathways (4).

Degranulation is, technically speaking, the process of stimulated depletion of neu-
trophil granules. In practice, degranulation may be thought of as two separate pro-
cesses. In the first, neutrophil phagocytosis of a bacterium results in the fusion of
neutrophil granules with the nascent lysosome to form a mature phagolysosome. This
process permits the delivery of proteinases and antibacterial proteins to their site of
action, including elastase, collagenase, the defensins, and bacterial permeability-
inducing protein (BPI) (5). Several of these proteins are maintained within their con-
stituent granules in a latent state and undergo activation only within the phagolysosome.
For instance, neutrophil collagenase resides in the specific granules in an inactive form.
Fusion of these granules with the phagolysosome brings procollagenase into proximity
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of myeloperoxidase from azurophilic granules, whose products (see Subheading 3.3.)
can then mediate collagenase activation. Thus, potentially autodestructive proteins are
maintained within the self-protective membranes of granules and, moreover, may be
maintained in an inactive state until needed.

A second aspect of degranulation is the fusion of granules with the neutrophil plasma
membrane. In addition to soluble molecules, neutrophil granules contain membrane-
associated proteins, many with functions on the cell surface. Activation of neutrophils
with appropriate stimuli results in the preferential movement of some classes of gran-
ules—particularly secretory vesicles—to the plasma membrane, thus resulting in rapid,
protein synthesis-independent upregulaton of a number of proteins, as well as an
expansion of neutrophil surface area.

3.3. Generation of Toxic Oxygen Radicals
One of the key mechanisms through which neutrophils damage or destroy microor-

ganisms is via the generation of superoxide anion (O2
–.) (Fig. 2). Because of the poten-

tial for damage to the cell itself, this process is tightly regulated and only activated in
response to appropriate signals. Studies in intact neutrophils, as well as in reconstituted
systems consisting of isolated neutrophil cytosolic and membrane components, have
revealed the basic system required for superoxide generation. The generating appara-
tus appears to consist of five proteins: two constitutively associated, membrane-based
proteins (gp190phox and p20phox) which collectively make up the electron transport
molecule cytochrome b558, and three cytosolic proteins (p47phox, p67phox, and p21rac),
whose roles appear to be regulatory. A sixth component, p40phox, has recently been
described, whose role is not entirely clear. Appropriate stimulation of the neutrophil
results in translocation of p47phox, p67phox, and p21rac to the membrane of the phago-
cytic vacuole and association with the cytochrome b558. This complex then employs
NADPH as an electron donor to oxidize molecular oxygen to its radical form (6).

Fig. 2. Assembly of the neutrophil NADPH oxidase system. Stimulation of the neutrophil
by chemoattractants results in the translocation of four components (p47phox, p67phox, p40phox,
and p21rac) to the neutrophil membrane where the complete oxidase system is assembled,
resulting in the generation of O2

–·. Prior to activation and translocation, p21rac is maintained in
a soluble form by a chaperon molecule, GDI (unlabeled on the drawing), which sheaths the
p21rac hydrophobic tail.
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Although superoxide anion is potentially toxic, other forms of oxygen metabolites
may be even more toxic to foreign organisms, and the neutrophil possesses the capacity
to generate these molecules through the metabolism of superoxide anion. In particular,
neutrophil-specific granules contain an enzyme known as myeloperoxidase. In addi-
tion to being the molecule responsible for the green color of neutrophil aggregates (i.e.,
pus), myeloperoxidase has the capacity to catalyze the conversion of hydrogen perox-
ide (spontaneously generated from O2

–.) to oxidized halides such as HOCl. It is these
products that are primarily responsible for the toxic effects of superoxide generation.
Whereas the superoxide generating cytochrome b558 is localized largely to the specific
granule membrane, myeloperoxidase is found exclusively in the matrix of azurophilic
granules. Segregation of these proteins thus assures that HOCl will not be produced
unless and until the NADPH oxidase is assembled, and specific and azurophilic gran-
ules fuse together in the mature phagolysosome (7).

3.4. Signal Transduction
The basic neutrophil functions described (adhesion and transmigration, phagocyto-

sis and degranulation, and the generation of toxic oxygen radicals) all depend on the
ability of neutrophils to receive external signals, process them internally, and produce
directed, appropriate responses (Fig. 3). Collectively, these processes are referred to as
signal transduction (8). In virtually all cases, signal transduction begins when a cytokine
or other soluble ligand engages a specific receptor on the surface of the neutrophil. The
best studied ligand/receptor pairs in neutrophils include those for chemoattractants such
as formylmethionyl-leucyl-phenylalanine (FMLP), the complement split product C5a,
interleukin-8, and leukotriene B4 (LTB4). These four ligands are from different

Fig. 3. Signal transduction pathways in human neutrophils. Engagement of a seven-trans-
membrane domain receptor by a chemoattractant molecule results in GTP-binding and activation
of a heterotrimeric GTP-binding protein, followed by the activation of multiple signal trans-
duction pathways and the stimulation of a variety of neutrophil functions. See text for details.
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molecular families, but all possess the ability to stimulate most if not all of the neutro-
phil activities described earlier. Interestingly, these ligands demonstrate different
potencies for different neutrophil functions, suggesting that specificity may exist
between agents.

Other receptors observed on neutrophils include those for immunoglobulins and
complement C3 components, as well as those for eicosanoids such as arachidonic acid
and 5-hydroxyeicosatetraenoic acid (5-HETE). A number of other ligand/receptor pairs
have been identified that do not themselves activate neutrophils but potentiate neutro-
phil responses to the stimuli described earlier. These so-called priming agents include
GM-CSF (when administered to mature PMNs) and TNF- . Interestingly insulin has
also been shown to have a priming effect on neutrophils, suggesting one possible
explanation for altered neutrophil function in patients with diabetes mellitus.

Receptors on neutrophils, like those on other cells, fall into several distinct classes.
Neutrophil chemoattractant receptors share a common basic structure composed of a
single protein chain snaking back and forth across the plasma membrane a total of
seven times and are therefore referred to as seven-transmembrane domain receptors, or
more succinctly, as serpentine seven receptors. Because serpentine seven receptors
effect their functions through heterotrimeric, GTP-binding proteins (also known as
G proteins), they are alternatively referred to as G-protein-linked receptors or G-pro-
tein-coupled receptors. G proteins consist of three subunits designated , , and .
Whereas the -subunit possesses a lipid tail that anchors the complex to the cytoplas-
mic face of the plasma membrane, the -subunit contains a guanine nucleotide binding
pocket that, in the resting state, is occupied by a molecule of GDP. Engagement of the
appropriate serpentine seven receptor results in discharge of GDP from the binding
pocket, which is then replaced with GTP from the cytosolic pool. This GTP-binding
step causes the dissociation of the -subunit from the / complex, with each of the
two components activated and free to stimulate downstream effects.

Until very recently, the consequences of neutrophil chemoattractant receptor activa-
tion were understood to consist of a limited number of responses relating to the genera-
tion of intracellular lipids. These “classical” responses included the activation of
phospholipase C, which cleaves neutrophil membrane lipids to generate diacylglycerol
and inositol tris-phosphate (IP3). Diacylglycerol then directly activates protein kinase
C, a phosphorylating enzyme whose significance is confirmed by the fact that synthetic
agents that activate PKC possess the ability to activate a variety of neutrophil responses.
IP3, on the other hand, stimulates the influx of calcium ions, another critical signaling
event. In addition to phospholipase C, phospholipase A2 may also be activated, cata-
lyzing the release of arachidonic acid from the plasma membrane, which may serve as
a substrate for the generation of leukotriene B4 (LTB4), which can further propagate
the inflammatory response. Recent studies have also demonstrated the importance of
phospholipase D to neutrophil activation.

In addition to the classical neutrophil signals, recent studies have documented the
importance of kinase cascades in neutrophil activation. Kinase cascades consist of a
series of enzymes that successively phosphorylate and activate each other, resulting in
one or more effector function. One such cascade whose importance to neutrophil func-
tion is coming to be appreciated is the Erk (for Extracellular signal-Regulated Kinase)
pathway. In the classical model of Erk signaling, engagement of a growth factor recep-
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tor on mitotic cells activates a cascade that phosphorylates and activates Erk, which
then translocates to the nucleus to regulate cell division and differentiation. Although
neutrophils are postmitotic and terminally differentiated, engagement of chemoattractant
receptors results in the very rapid activation of Erk, in a manner that appears to be
critical for some aspects of neutrophil activation (9). Other kinases in the same family
as Erk also appear to undergo stimulation in neutrophils, including p38, a kinase impli-
cated in cellular responses to stress. In addition, the enzyme phosphoinositol 3-kinase
(PI 3-K), which phosphorylates small lipid molecules, has been shown to be activated
in stimulated neutrophils, and studies with specific inhibitors of PI 3-K have impli-
cated this kinase as critical to the stimulation of neutrophil adhesion, degranulation and
superoxide anion generation.

The mechanisms through which neutrophil intracellular signals result in phenotypic
responses remain incompletely elucidated. As noted earlier, neutrophil adhesion is
dependent on the presence of a variety of transmembrane adhesion molecules on the
neutrophil surface. Whereas selectins on the neutrophil surface are constitutively
“sticky,” the neutrophil integrin CD11b/CD18 (CR3) appears to remain in a nonadher-
ent state under resting conditions. Stimulation of neutrophils with agents such as FMLP
result in the activation of CD11b/CD18 (inside-out signaling). Although the precise
mechanisms for this activation are unknown, some data support a requirement for a
phosphorylation event in the CD11b/CD18 activating process. Similarly, a number of
authors have observed that one or more components of the NADPH oxidase undergo
phosphorylation in the context of oxidase assembly, again implicating kinases in the
output stages of neutrophil activation. However, it is likely that other signaling mecha-
nisms—protein complex formations, protein/lipid interactions, and protein posttrans-
lational modifications—also play a role in linking intracellular signals to specific
neutrophil end outputs.

4. Neutrophils and Rheumatic Diseases

Neutrophils play a central role in a number of rheumatic diseases. Neutrophils flood
the joint space in crystal arthritides as well as autoimmune arthropathies such as
rheumatoid arthritis and seronegative arthritides (Reiter’s syndrome, reactive arthritis,
psoriatic arthritis, and ankylosing spondylitis). Neutrophils are typically less preva-
lent—although not necessarily less important—in the joints of patients with lupus and
postinfectious, immune-complex-mediated arthritides such as rheumatic fever. In addi-
tion, neutrophils play a critical role in a number of vasculitides. In addition to the
presence of neutrophils in vessel walls, some vasculitides are characterized by the
presence of antibodies directed at neutrophil cytoplasm (antineutrophil cytoplasmic
antibodies, or ANCA).

4.1. Gout

Gout is a disease of monosodium urate metabolism and neutrophil-mediated inflam-
mation. Urate crystals, formed as a consequence of chronic hyperuricemia, are the
inflammatory provocateurs. Urate crystals fix a variety of plasma proteins, among them
complement and IgG, which results in the production of chemoattractants and the entry
of neutrophils into the synovial space. Synovial macrophages exposed to urate crystals
also produce neutrophil chemoattractants, as well as cytokines that upregulate the
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adhesiveness of vascular endothelium for neutrophils. In addition, monosodium urate
crystals stimulate the neutrophil formation of 5-lipoxygenase products such as LTB4,
attracting additional neutrophils into the joint. Moreover, activation of neutrophils by
urate crystals, as well as lysis of neutrophils that have phagocytosed crystals, results in
the release of neutrophil proteases and generation of O2

–·, with potential for tissue dam-
age. The inflammatory response in gout is sufficiently boisterous as to cause not only
local pain and swelling but also systemic manifestations such as fever (attributable to
IL-1 production), elevated sedimentation rate, and elevated peripheral white blood cell
counts. Synovial fluid neutrophil counts may reach as high as 100,000 cells/mm3, a
level rarely seen in other rheumatic diseases but frequently present in septic joints.
Accordingly, care must be taken in distinguishing the gouty from infected joint.

4.2. Rheumatoid Arthritis

Rheumatoid arthritis is typified, in part, by the presence of synovial pannus, an exu-
berant overgrowth of the normal synovial lining. In addition to hypertrophic, fibro-
blastlike synoviocytes, and synovial macrophages, infiltrative T-cells and rheumatoid
factor-producing B cells are also found in profusion in the pannus tissue. Few neutro-
phils are found in pannus, but these have been localized to the pannus–cartilage junc-
tion, suggesting they may play a role in the marginal erosion of joints. In contrast, the
synovial space is typically distended with fluid containing large accumulations of neu-
trophils (10). Although the numbers of neutrophils in the rheumatoid joint are lower
than those in gout, they may still occasionally approach 100,000 cells/mm3. The
inflammatory signals that draw neutrophils into a rheumatoid joint have been studied
intensely. Rheumatoid macrophages produce high concentrations of various interleukins
(IL-1, IL-6, IL-8) as well as TNF- and TGF- . Moreover, the formation of immune
complexes containing rheumatoid factor results in complement activation and libera-
tion of the potent chemoattractant C5a. The combined effect of cytokines such as Il-1
and TNF- (which upregulate adhesion molecules on vascular endothelium) and
chemoattractants such as C5a, Il-8, and TGF- results in increased adhesion of blood-
stream neutrophils to vessel walls, and their transmigration out of the circulation and
into the joint. Neutrophil production of cytokines (particularly Il-1 and Il-6), although
modest on a per-cell basis, may itself be important for the propagation of inflammation
given the large numbers of neutrophils present in the joint.

Although the ability of joint fluid neutrophils to directly damage cartilage has never
been verified in vivo, numerous in vitro studies support the hypothesis that the
neutrophil’s destructive capacity, acting upon cartilage, is largely responsible for the
symmetrical joint space narrowing that is characteristic of RA. Neutrophil-mediated
cartilage destruction may occur when activated neutrophils discharge their destructive
enzymes and reactive oxygen radicals directly into the synovial fluid, during either
immune-complex consumption (frustrated phagocytosis) or cell death. Such a process
is likely to account for the degradation of hyaluronic acid within the joint with accom-
panying lack of joint fluid viscosity. However, synovial fluid is biologically active and
contains both antiproteinases and the capacity to buffer the highly reactive oxygen
radicals generated by the NADPH system, and a number of authors have expressed
skepticism over the ability of neutrophil toxic mediators released into the joint fluid to
damage cartilage. In response to these objections, topologic models of neutrophil-
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mediated joint destruction have been proposed. One such model emphasizes the impor-
tance of rheumatoid-factor-containing immune complexes embedded in the superficial
layers of the cartilage. Neutrophils attracted to these complexes via C5a may engage
them through interaction with immunoglobulin receptors. As a result, neutrophils
attempting to phagocytose a surface much larger than themselves create a closed space
into which they degranulate (frustrated phagocytosis). Neutrophil enzymes and oxy-
gen radicals may then act in a harmful manner without the counterregulatory interfer-
ence of the synovial fluid proteins.

4.3. Vasculitis

The vasculitides are a heterogeneous group of diseases, many of which are defined
or characterized by the presence of neutrophils in the vascular inflammatory infiltrate.
In some vasculitides (e.g., polyarteritis nodosa, isolated cutaneous vasculitis, Henoch–
Schonlein purpura, and essential cryoglobulinemia), immune-complex deposition in
blood vessel walls may be responsible for the initiation of the inflammatory cascades
that result in tissue destruction. The occasional association of hepatitis virus infection
with several of these conditions suggests that exposure to viral or other antigens may
lead to immune-complex formation. Subsequently, activation of the complement cas-
cade as well as the elaboration of inflammatory cytokines may result in neutrophil
accumulation and tissue destruction.

The presence of antibodies directed at neutrophil cytosol (antineutrophil cytosolic
antibodies, or ANCA) is a hallmark of several vasculitic diseases, including Wegener’s
granulomatosis, Churg–Strauss syndrome, and microscopic polyarteritis. Antineutro-
phil antibodies were first identified by van der Woude et al. (11) and were originally
associated with a clinical syndrome of pulmonary infiltrates and glomerulonephritis.
Ultimately, the antibodies were further classified into cytoplasmic (cANCA) and peri-
nuclear (pANCA) types depending on their binding patterns to ethanol-fixed neutro-
phils. It has subsequently been appreciated that both classes of antibody bind to proteins
contained within azurophilic granules and that their redistribution in indirect immuno-
fluorescence assays is an artifact of fixation. Whereas cANCA is directed against pro-
teinase 3, pANCA reacts primarily with myeloperoxidase, but also with a variety of
other neutrophil antigens including elastase and lysozyme. The presence of cANCA, in
particular, is highly associated with Wegener’s granulomatosis: In the clinical setting
of pulmonary and renal disease, cANCA may be greater than 90% sensitive and spe-
cific for the diagnosis of Wegener’s.

Whether ANCAs play a pathophysiologic role in the genesis of these vasculitides,
or are merely epiphenomena, remains uncertain. However, models have been devel-
oped to explain a possible pathophysiologic role. In one such scenario, proteinase
3 and/or myeloperoxidase are released to the cell surface during neutrophil stimula-
tion and adhere there. They then may interact with the variable region of the circulat-
ing ANCAs, bringing the ANCA constant domain (Fc portion) into proximity with
Fc receptors on the neutrophil surface. Engagement of Fc receptors results in full-
blown activation and degranulation of the neutrophil, releasing neutrophil destruc-
tive mediators and chemoattractants. In contrast to RA, where neutrophils may bind
directly to cartilage, in the vasculitides, neutrophils are primarily in close approxi-
mation to the vascular endothelial surface (upregulated integrin activation and ICAM
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expression in the context of the proinflammatory milieu), in a position to directly
damage the vasculature.

5. Effects of Antirheumatic Drugs on Neutrophil Function

Virtually all of the antirheumatic agents currently in use have pleiotropic effects,
including direct or indirect effects on neutrophil function.

5.1. Nonsteroidal Anti-Inflammatory Drugs

Salicylates are among the oldest antirheumatic drugs, having been employed as phar-
maceuticals at least since the eighteenth century. The past few decades have seen an
explosion in the use of non-salicylate-based, nonsteroidal anti-inflammatory drugs
(NSAIDs). Nonetheless, it was not until the 1970s that Vane proposed that aspirin and
other NSAIDs act via inhibition of the cyclooxygenase (COX) pathway and resultant
blockade of prostaglandin synthesis. Interestingly, the original NSAID—sodium sali-
cylate—is a potent anti-inflammatory but a poor COX inhibitor, suggesting that not all
effects of NSAIDs may be the result of COX inhibition. NSAIDs have pleiotropic
effects on neutrophils, including (1) inhibition of homotypic neutrophil aggregation
and heterotypic neutrophil/endothelial cell adhesion, (2) inhibition of neutrophil O2

–·
generation, (3) inhibition of neutrophil G-protein activation, and (4) alterations in neu-
trophil plasma membrane viscosity. Recently, our laboratory has documented the
capacity of salicylates to inhibit activation of the kinase Erk in stimulated neutrophils.
The ability of NSAIDs to globally inhibit COX comes at a cost, as COX activity and
prostaglandin production is required not only for inflammation but also for the mainte-
nance of gastric mucosal integrity, platelet function, and regulation of renal perfusion;
thus, NSAIDs may cause gastritis, ulcers, and platelet and renal dysfunction. The recent
discovery of two distinct classes of COXs (COXII, responsible for most phases of
inflammation, and COXI, responsible for the homeostatic production of prostaglan-
dins) has led to the development of selective COXII inhibitors, which appear to have
efficacy similar to traditional NSAIDs with markedly reduced toxicity (12).

5.2. Glucocorticoids

Glucocorticoids are broadly acting and have primary effects on neutrophils as well
as on endothelial cells. Glucocorticoids decrease neutrophil phagocytic activity, phos-
pholipase A2 activity, and prostaglandin and leukotriene generation. Through their
effects on gene transcription they markedly diminish endothelial cell adhesion molecule
expression, resulting in decreased transmigration of neutrophils into sites of inflamma-
tion. Virtually all pro-inflammatory cytokines are downregulated by corticosteroids,
including IL-1 production by neutrophils and other cells; the mechanism for inhibition
of cytokine production appears to be related to the ability of glucocorticoids to
downregulate the activity of nuclear factor kappa B (NF B), a transcriptional regula-
tory molecule of importance to inflammatory responses. In addition, glucocorticoids
promote the production of lipocortin, a potent endogenous antiinflammatory compound.

5.3. Methotrexate

For nearly a decade methotrexate has been the drug of choice for treating aggressive
rheumatoid arthritis and other rheumatic diseases. Although its mechanism of action
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has been presumed to be via folate antagonism and an antiproliferative effect, the abil-
ity of low doses of methotrexate to block inflammation without lowering white blood
cell counts, as well as the ability of folate supplementation to limit the side effects but
not the efficacy of methotrexate, suggest that other mechanisms may be pertinent.
Cronstein has proposed that a major mechanism of methotrexate action is through the
promotion of release of adenosine, a potent anti-inflammatory molecule. Adenosine
effects on neutrophils include inhibition of O2

–· generation and adhesion. In contrast,
methotrexate itself has no direct effects on neutrophils, but treatment of patients with
this agent results in downregulation of neutrophil function. In addition, methotrexate-
induced adenosine release had been shown to inhibit the accumulation of neutrophils at
sites of tissue injury. Interestingly, sulfasalazine may also act, at least in part, via an
ability to promote the release of adenosine (13).

5.4. Colchicine

Colchicine is one of the oldest anti-inflammatory drugs still in use today. Colchicine
is commonly used to prevent acute gout attacks and, less commonly, to treat acute
attacks of gout as well as dermal vasculitis. The mechanism of colchicine action relates
primarily to its ability to interfere with microtubules. Very high concentrations of
colchicine (approaching or equivalent to those used to treat acute gouty attacks) pre-
vent neutrophil degranulation and release of chemoattractants. More recently, it has
been appreciated that very low concentrations of colchicine interfere with E-selectin-
mediated recruitment of neutrophils, an action that may explain the utility of lower-
dose colchicine in preventing acute gouty attacks (14).

6. Congenital Disorders of Neutrophil Function

Disorders of neutrophils, both inherited and acquired, result in disordered inflam-
mation and impaired host defense (15,16).

6.1. Neutropenias

A spectrum of inborn diseases are characterized by decreased neutrophil production,
and patients with neutrophil counts below 500 cells/µL (absolute neutropenia) are at
risk for life-threatening bacterial and fungal infections. Severe congenital neutropenia
is a marrow-related defect in which the peripheral neutrophil count is chronically low,
below 200 cells/µL. In contrast, cyclic neutropenia is a hereditary condition character-
ized by 21-d oscillations in the level of neutrophils. Congenital neutropenias typically
present in childhood with recurrent episodes of fever, mucosal ulcerations, and occa-
sional life-threatening infections. The diagnosis is made on the basis of repeated com-
plete blood counts, bone marrow biopsy, and the absence of inciting factors. Despite
aggressive therapy with antibiotic, prognosis has been poor. Recently, however, treat-
ment with G-CSF has had a major impact on prognosis in these illnesses.

6.2. NADPH Oxidase Defects: Chronic Granulomatous Disease of Childhood

In the early 1960s, a group of children with recurrent life-threatening infections in
association with exuberant granuloma formation were recognized and their syndrome
given the name chronic granulomatous disease (CGD). Most patients present before
the age of 2 yr. Common presentations include recurrent enlargement of the lymph
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nodes of the neck and recurrent infection (especially abscesses of skin, lung, and
mucous membranes) with catalase-producing organisms such as Staph. aureus,
Burkholderia cepacia, and Serratia marsescens, as well as fungi. CGD is a rare disease
with an incidence rate of approximately 1 in 250,000.

Chronic granulomatous disease has both X-linked and autosomal recessive patterns
of inheritance. Intensive study has revealed that CGD results from the failure of neu-
trophils and other phagocytes to produce O2

–·. Further study revealed that CGD is actu-
ally a heterogeneous group of diseases, each characterized by the deficiency of a single
component of the NADPH oxidase. A defect in the gp91phox gene (localized to the X
chromosome) is responsible for over 60% of the cases of CGD. The next most common
mutation is in the p47phox gene located on chromosome 7 and is responsible for the
majority of autosomal recessive cases. p67phox and p22phox gene mutations are each
responsible for 5% of cases, but no case has been observed associated with p21rac defi-
ciency. Therapy for CGD includes prophylaxis with trimethoprim/sulfamethoxizole,
intensive supportive care with intravenous antibiotics, and granulocyte transfusions
when a patient is infected. Recently, interferon- therapy has been utilized, with a ma-
jor impact on morbidity and mortality.

6.3. Granule Abnormalities: Chediak–Higashi Syndrome

A number of rare congenital abnormalities of neutrophil granule formation have
been identified, the best studied of which is Chediak–Higashi syndrome. Chediak–
Higashi syndrome is an autosomal recessive disorder characterized by abnormal intra-
cellular membrane dynamics in a variety of cell types. Neutrophils are affected, with
the result that abnormally large intracellular granules are formed that are easily seen by
light microscopy. These represent the fusion of azurophilic granules with each other,
or with specific granules. Neutrophil myelopoiesis and function are affected, resulting
in a mild neutropenia as well as impaired chemotaxis, degranulation and antibody-
mediated bacterial killing.

Clinical manifestations of Chediak–Higashi syndrome include partial occulo-cuta-
neous albinism, photophobia, nystagmus, peripheral neuropathy, and a prolonged
bleeding time. As in other neutrophil abnormalities, recurrent bacterial infections of
the skin, lungs, and mucous membranes may be common and severe, and many patients
die in childhood as a consequence of infection. Those who survive often go on to an
accelerated lymphohistiocytic, lymphoma-like phase of the disease, which often cul-
minates on death. The gene responsible for Chediak–Higashi syndrome has been iso-
lated to chromosome 1 and is named Lyst, but its function is unknown. For the moment,
therapy is largely supportive, although HLA-matched sibling donor one-marrow trans-
plants have restored normal hematopoiesis and immune function in select cases.

6.4. Adhesion Deficiencies

Leukocyte adhesion deficiency type I and II (LAD I and LAD II) are rare autosomal
recessive entities that result in impaired healing of the umbilicus in neonates and recur-
rent abscesses. As the major defect in both LADs is the inability of leukocytes to ad-
here to the endothelium and emigrate from the vasculature, these conditions are
characterized in part by marked neutrophilia with peripheral white blood cell counts
from 15,000–60,000/mm3.



256 Pillinger, Rosenthal, and Cronstein

Patients with LAD I demonstrate a deficiency in production of common integrin
chain, CD 18. Neutrophils are unable to adhere tightly to, and diapedese through, the

vascular endothelium. Severe LAD I manifests early in life with delayed umbilical
stump separation with associated infection (omphalitis). Subsequent infections include
destructive periodontitis, recurrent otitis media, pharyngitis, cutaneous abscesses, and
cellulitis. In the absence of acute inflammation infections often spread before coming
to attention, and patients often die before the age of 5 yr. Patients with a moderate form
of the disease express reduced quantities of 2-integrins and are more likely to survive
into adolescence. Therapy consists of aggressive antibiosis and, occasionally, bone
marrow transplantation.

Leukocyte adhesion deficiency type II is characterized by a defect in the generation
of the protein-linked sugars (such as sialyl–Lewis) that are the counterligands for
selectins. Patients with LAD II have a defect in neutrophil loose adherence to, and
rolling along, vascular endothelium. Like LAD I, LAD II is characterized by recurrent
pulmonary, periodontal, and cutaneous infections. In addition, patients with LAD II
manifest short stature, learning disabilities, distinctive facies, and the Bombay blood
phenotype. The underlying molecular defect is unknown but may relate to errors in
fructose metabolism.

6.5. Acquired Deficiencies of Neutrophil Function

In addition to inborn errors, neutrophils acquire functional disorders under a variety
of clinical circumstances. Aging and diabetes are both known to be associated with an
increased risk of infection. In each case, studies on neutrophils have revealed defects in
adhesive behavior and/or oxidative metabolism. In studies by Cronstein and Perskin,
neutrophils from elderly patients were found to have a decrease in membrane viscosity,
which correlated with decreased adherence to collagen, a component of the extracellu-
lar matrix, as well as a decrease in oxygen radical generation when appropriately chal-
lenged. Others have found that PMN of the elderly are more inclined to undergo
apoptosis even when presented with counterapoptotic signals such as GM-CSF. The
neutrophils of diabetics are also known to have impaired adhesive behavior in response
to stimuli as well as impaired phagocytosis and a decreased oxidative burst. These
acquired defects may contribute to the increased susceptibility to infection found in
diabetics and the elderly.
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Synoviocytes

David E. Yocum

1. Normal Characteristics

Normal synovium is made up of two distinct layers, the synovial lining intima, which
is in direct contact with the joint space, and the subsynovium or sublining (1,2). The
sublining is relatively acellular, containing blood vessels, fat cells, and fibroblasts.

There are two types of synoviocytes that predominate in the normal synovial lining
or intima, the type A and type B synoviocyte. The type A synoviocytes resemble tissue
macrophages, whereas the type B resemble fibroblasts. About one-third of the cells in
the lining are type A and two-thirds are type B. It appears that the type A cells are of
bone marrow origin and the type B cells of mesencymal origin, locally derived (2,3).
The major function of the synoviocytes in the normal joint is to provide the joint cavity
with lubricant molecules such as glycosaminoglycans, as well as oxygen and nutritive
plasma proteins. However, it is clear that these two morphologically distinct cell types
have different biologic and molecular functions, both in health and disease.

The type A synoviocytes, which express macrophage markers, not only remove debris
from the joint cavity but also have antigen-processing functions (1,2). These cells show
high activity for nonspecific esterase and express major histocompatibility complex
(MHC) class II antigens, Fc receptors, as well as estrogen and androgen receptors.
Resembling tissue macrophages, these cells also possess a prominent Golgi apparatus
and abundant digestive vacuoles. A distinct subgroup of the type A synoviocyte is the
CD14/CD33 positive group, also called dendritic cells. Characteristics of these cells
include antigen presentation to T-cells as well as the ability to produce prostaglandin.

The type B cells have a bipolar fibroblastlike morphology, prominent rough endo-
plasmic reticulum and regular ribosomal assays (1,2). One of the major functions of the
type B synoviocyte in the normal joint is the production of hylauronan for joint lubrica-
tion as well as the synthesis of matrix components, including collagen. They show
intense activity for the enzyme uridine diphospho-glucose dehydrogenase as well as a
variety of other enzymes, capable of degrading cartilage and bone. Although the type B
synoviocytes lack MHC II markers, they do express a number of other cell-surface-
related molecules, including vascular cell adhesion molecule-1 (VCAM-1) and comple-
ment decay-accelerating factor (4). The type B cells are capable of interacting with the
type A cell by signal reception and mediation via cytokines and growth factors.
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The characteristics of the two types of intimal synoviocytes implicate them not only
in the healthy function of the joint but also the abnormal activities that occur during
inflammatory diseases such as rheumatoid arthritis (RA). The mechanisms by which
this appears to occur will be discussed in depth.

2. Pathophysiology of Rheumatoid Arthritis

To address the abnormal events that occur in an inflammatory arthritic situation, one
must consider the sequence of events in the inflammatory cascade. This includes anti-
gen presentation, adhesion molecule expression, oncogene expression, cytokine and
growth factor generation, synovial proliferation, and tissue degradation. Each of these
will be dealt with in the context of the cells and molecular mechanisms involved, using
RA as a model (Fig. 1). In RA, oncogene expression is also an important part of the
synovial proliferation and tissue degradation that occurs, especially in the established phase.

2.1. Antigen Presentation

The primary antigen-presenting cells in the synovium are the synovial macrophage (type
A synoviocyte) and the dendritic cell. Although no specific antigens, either exogenous or of
synovial origin, have been identified, it is likely that such exists and represents the initiating
factor in diseases such as RA. Suspected arthrotropic agents include infectious agents such
as a retrovirus, spirochetes, chlamydia, or mycobacterium (1). It is also possible that it
results from chronic inflammation induced by a product of one of these agents.

The association of rheumatoid factor with more aggressive disease suggests that
immune complexes play an important role (5). In addition, human leukocyte antigen
(HLA)-DR expression is very high on the synovial macrophages and dendritic cells
suggesting that active antigen presentation is ongoing. In fact, early RA synovium dem-
onstrates areas similar to those seen in lymphoid follicles of lymph nodes (3). How-
ever, the major lymphocyte population involving the area is of the T helper subset or
CD4+ cell with a paucity of the T suppression or CD8+ cell (6). This latter finding
supports ongoing antigen stimulation.

Fig. 1. Pathogenesis of tissue degradation in rheumatoid arthritis.
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Dendritic cells are potent antigen-presenting cells that express large amounts of
MHC class II antigens (HLA-DQ), but lack macrophage antigens such as CD14 and Fc
receptors (3). These cells are found in high numbers in the synovial fluid (15% vs 1%
in peripheral blood) of patients with RA, suggesting ongoing antigen challenge. In
chronic RA, over 70% of patients demonstrate few lymphocytes and have heavy infil-
tration of macrophages, which are also HLA-DR positive (6).

2.2. Adhesion Molecules

Adhesion molecules mediate cellular interaction. Although discussed largely in the
context of T-cells and endothelial cells, there is recent data on adhesion molecule
expression on synoviocytes. Large amounts of VCAM-1 are found in the lining layer,
primarily on synovial fibroblasts in rheumatoid and, to a lesser degree, osteoarthritic
synovium. VCAM-1 is important in the binding of T-lymphocytes via the very late
activation antigen-4 (VLA-4) and it probably aids in the binding of the synovial fibro-
blasts to cartilage and bone (3,4). Whereas normal synovial fibroblasts express low
levels of ICAM-1, cytokines such as interferon- (IFN- ), tumor necrosis factor-
(TNF- ), and interleukin-1 (IL-1) greatly enhance its expression. In addition, VCAM-1
expressing cells are strongly associated with B-lymphocytes. In fact, synovial fibro-
blasts are superior to all other fibroblasts in the promotion of B-cell survival and
terminal differentiation into plasma cells (7). This suggests that the VCAM-1 express-
ing fibroblasts may play an important role in sustaining the ectopic lymphoid tissue
seen in RA.

Synovial macrophages express high levels of intercellular adhesion molecule-1
(ICAM-1), which binds to the lymphocyte function-associated antigen-1 (LFA-1),
which is expressed on normal as well as RA synoviocytes (2,4). In RA, they also
express elevated levels of LFA-3, but not VCAM-1. TNF- and IL-1 enhance the
expression of LFA-1, VCAM-1, and ICAM-1, whereas IFN- further enhances ICAM-1.
Another adhesion molecule, ICAM-3, whose counterreceptor is also LFA-1, is also
present on synovial macrophages. However, its function is presently not known.

Finally, CD31, a member of the immunoglobulin supergene family, is also present
on both synovial macrophages and fibroblasts and appears to serve an adhesive role in
RA synovium (8). Overall, the adhesion molecules not only play important roles in
cellular interactions, but probably play critical roles in the adhesion of pannus to carti-
lage and bone, as well as the production and release of metalloproteinases, which
destroy the latter tissues. Both synovial macrophages and fibroblasts produce these
matrix-degrading enzymes. Recent therapeutic development in RA is targeting
adhesion molecules and the metalloproteinases to suppress inflammation and tissue
destruction.

2.3. Cytokine and Growth Factor Production

Whereas T-cells are felt to play an important role in the pathogenesis of RA, T-cell
cytokines are noticeably absent from established RA tissue and synovial fluids (3).
Both synovial fibroblasts and macrophages are capable of producing and responding to
a variety of growth factors and cytokines. The major cytokines measured in established
RA synovium are IL-1, IL-6, and TNF- , which are produced primarily by cells of the
macrophage lineage (3).
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Both IL-1 and TNF- are arthritogenic in animals and have been implicated in the
pathogenesis of RA. Injections of either result in transient synovitis and IL-1 injected
systemically can act as an adjuvant in antigen-induced arthritis in animals (3).

Large amounts of IL-1 and TNF- can be measured in RA synovial fluid and
synvovial tissue explants (3,9). Localization techniques using immunoperoxidase stain-
ing or in vitro hybridization demonstrates that about 40% of the cells of the lining stain
positive for these cytokines as compared to only 10–15% of the sublining. Double-
staining techniques demonstrate the cells expressing macrophage markers are the pre-
dominate producing cell for both cytokines.

Both TNF- and IL-1 are potent stimulators of synovial fibroblast proliferation,
adhesion molecule expression, and matrix-degrading enzyme production (3). In fact,
both usually are synergistic in their actions, and IL-1 can act as an autocrine growth
factor for synoviocytes. It appears that IL-1 is responsible for the destructive compo-
nent of RA, and TNF- is more important for the proliferative and inflammatory phase.
This information comes as a result of animal model work. So far, trials using antago-
nists for each IL-1 (i.e., IL1-ra) and TNF-a (soluble TNF-a receptor) support this con-
cept (10,11). Trials combining both antagonists will be interesting.

Unlike IL-1 and TNF- , IL-6 is produced predominately by synovial fibroblasts (3).
Its role appears to be as a B cell stimulator, probably contributing to local antibody and
rheumatoid factor production. With levels of IL-6 elevated in both the joint and serum
of RA patients, it probably plays an important role in stimulating acute-phase reactants
(i.e., c-reactive protein) from the liver.

Granulocyte-macrophage colony-stimulating factor (GM-CSF) is found in RA syn-
ovial fluid, and although produced primarily by macrophages, it can also be produced
by synovial fibroblasts stimulated by IL-1 and TNF- (3). GM-CSF appears to be im-
portant in the induced expression of MHC class II antigens on macrophages as well as
the enhanced release and secretion of IL-1 and TNF- .

There are a variety of other cytokines and chemokines found elevated in the syn-
ovial fluid and serum of RA patients. Most of these are produced by macrophages and
activated synovial fibroblasts. Although most are regulated by TNF- , IL-1, IFN- , IL-4,
and IL-8, their exact role in the pathophysiology of RA is not clear.

In addition to the variety of cytokines, researchers have found that there are a variety
of growth factors in RA synovium (1,3). Although the distinction between growth fac-
tors and cytokines has significant overlap, one should think of growth factors as pre-
dominately inducers of cell growth with little pro-inflammatory characteristics. The
growth factor, PDGF, is produced by synovial macrophages and has been shown to be
a major stimulator of synovial fibroblast proliferation. PDGF can also stimulate
oncogene-triggered transformation, a feature of RA tissue.

Synovial fibroblasts produce and react to fibroblast growth factor (FGF), an
autocrine growth factor (3). In addition to stimulating fibroblast proliferation, FGF can
also act as an angiogenesis factor, thus stimulating blood vessel growth in RA. Epider-
mal growth factor (EGF) is also found in RA synovium, but its role is less clear. Vascu-
lar EGF (VEGF) is also found increased in RA synovial tissue and also plays an
important role in the angiogenesis seen in RA.

The role of transforming growth factor- (TGF- ) is controversial (3). Whereas it
can induce synovial lining proliferation, it also induces the production of collagen by
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synovial fibroblasts and at certain concentrations is anti-inflammatory. As to this latter
role, TGF- can downregulate IL-1 production and is a potent inhibitor of T-cell pro-
liferation and cytokine production.

2.4. Proliferation and Oncogene Expression

Fassbender originally described the transformed appearance of synovial cells seen
in RA (12). Other researchers have further characterized these transformed features of
the RA synovial fibroblast, even demonstrating the ability for tumorlike growth in nude
(T-cell-deficient) mice (13). Some of these cells described as pannocytes demonstrate
paracrine growth characteristics and the capability to adhere to cartilage and bone (see
Subheading 2.2.) (14). In another model, Rendt et al. found that synovium extracted
from rheumatoid joints could survive for up a year when implanted into severe com-
bined immunodeficient (SCID) mice (15). Rheumatoid synoviocytes also demonstrate
other characteristics of transformed cells, including defective apoptosis and excessive
growth factor and matrix-degrading enzyme production (1,3).

Research from several labs suggest that the abnormal growth and function of rheu-
matoid synoviocytes is being regulated by a group of genes, called oncogenes, that are
involved in the regulation of the cell cycle (1,3). For example, PDGF-B/c-sis is a growth
factor overexpressed in rheumatoid synovium. Lafyatis et al. found that it stimulated
anchorage-independent growth of synoviocytes, similar to that seen with rheumatoid
synoviocytes (16). Other genes, such as egr-1 (an early response gene) are significantly
upregulated in RA synovial fibroblasts (3). Egr-1 regulates the expression of other
oncogenes such as sis and ras, which are also overexpressed in RA. As an early response
gene, egr-1 may be responsible for initial events in early RA.

Normally, there is an important balance between proliferation and cell death
(apoptosis) in any normal cell, including synovial fibroblasts. In the transformed-
appearing synoviocytes seen in RA, less than 3% are undergoing apoptosis (1,17). In
RA synovium, synovial-lining cells attaching to and invading cartilage express the
oncogene Bcl-2 that is a potent inhibitor of apoptosis. Meanwhile, the oncogene asso-
ciated with apoptosis, ras is seen only in cells near terminal vessels. These data strongly
suggest that the abnormal growth characteristics seen in RA synovial fibroblasts is not
the result of rapid proliferation, but to the lack of apoptosis.

Placed in an assay to examine the invasiveness of malignant melanoma cells iso-
lated from patients, RA synovial fibroblasts are able to rapidly digest a collagen type II
matrix and migrate to an adjacent chamber (18). This characteristic appears linked to
integrin expression and overproduction of matrix-degrading enzymes. Expression of
this function correlated with the clinical course of the patients from which the synovial
tissue was original obtained.

2.5. Matrix-Degrading Enzymes

In patients with aggressive RA, cartilage and bone destruction are prominent, occur-
ring early in the course of disease, causing disability often within 5 yr of the onset.
Metalloproteinases represent a family of enzymes responsible for tissue destruction
and remodeling. They appear to play an important role in RA.

Stromelysin, a metalloproteinase responsible for digesting interstitial collagen,
cleaves proteoglycans, laminin, and fibronectin (3). In addition, it can activate latent
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collagenase. Stromelysin frequently appears early in the genesis of inflammatory
arthritis and can be found in the lining and sublining of RA synovium. Interestingly,
stromelysin gene expression occurs predominately in only the lining. Although pro-
duced in only small amounts by resting synovial fibroblasts, gene expression is rapidly
upregulated after exposure to cytokines such as IL-1 and TNF- .

Similar to stromelysin, another metalloproteinase collagenase is produced in large
amounts by RA synovial lining cells (3). Collagenase digests native triple helical colla-
genase, and in combination with stromelysin, it is capable of degrading nearly all
important structural proteins within the joint. Recently, a study examining early (1–3 mo)
RA synovitis found metalloproteinase gene expression already upregulated. Interest-
ingly, methotrexate suppresses the gene expression for collagenase but not stromelysin.
This may explain its apparent ability to partially suppress erosions in clinical RA trials.
IL-4 appears capable of inhibiting both collagenase and stromelysin.

The upregulation of matrix-degrading enzymes in the rheumatoid joint appears
linked to the activation of oncogenes that regulate cell cycle. For example, Trabandt et
al. demonstrated that the expression of collagenase and the cathepsins B and L in human
RA synoviocytes is associated with the proliferation-associated oncogenes ras and myc
(19). Another oncogene, c-fos, is also activated in RA synovial fibroblasts (1). One of its
major functions is the activation of matrix-degrading molecules such as collagenase and
stromelysin. It is likely that growth factors such as PDGF mediate the transcription of
c-fos gene products, which trigger the expression of the matrix-degrading enzymes
through the AP-1 promoter (3). Therapeutically, RA treatments such as steroids and gold
can interfere with AP-1, which may explain their effects at slowing joint destruction.

3. Conclusions

Synoviocytes play critical roles in both the normal and diseased joint. Whereas the
synovial macrophage appears important in many of the initiating inflammatory events
in RA, the synvovial fibroblast appears important in the perpetration of the disease.
Both cells produces a variety of cytokines, growth factors, and matrix-degrading
enzymes that result in joint destruction. Much of this aberrant behavior is under control
of oncogene expression. Only through a variety of treatments, probably in combina-
tion, targeting different elements of the process can this behavior be controlled.
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1. Articular Cartilage Development

1.1. Synovial Joint Morphogenesis
The basic role of articular cartilage is to serve as a cap on top of skeletal long bones

of synovial joints. Articular cartilage is crucial to the normal function of synovial joints
because it enables articulating surfaces to transmit high loads while maintaining con-
tact stresses at low levels. In addition, articular cartilage functions to allow articulating
surfaces to resist compressive force with low frictional resistance.

The development of synovial joints require spatial and temporal events involving
chondrocyte proliferation modulated by extrinsic morphogenetic factors transduced via
the extracellular matrix (ECM). The result of these events is the specialized divisions of
articular cartilage. After form is established during embryogenesis, changes in form and
ECM composition proceed more slowly. Nonetheless, constant remodeling of cartilage and
subchondral bone occurs during the lifetime of the synovial joint (for a review, see ref. 1).

Adult articular cartilage has been described as a composite tissue with variable topo-
graphical distributions of ECM. Tissue subdivisions have been defined as superficial,
middle, deep, and calcified, based on the morphology of the chondrocytes, collagen
fiber orientation, and the types and distribution of sulfated proteoglycans and acces-
sory proteins found within the ECM (for a review, see ref. 2). Biochemical studies have
defined subdivisions of articular cartilage based on ECM composition. The cells of
articular cartilage (chondrocytes) are responsible for the biosynthesis of ECM proteins
and their transport into the space occupied by the ECM. ECM proteins possess the struc-
tural capacity to self-assemble. What has been clarified recently is that the cellular signals
required to initiate and stabilize the chondrogenic phenotype are produced during cartilage
development. Once the cartilage form and shape are stabilized, some cellular signals
once required during joint morphogenesis are no longer needed or required to maintain
cartilage homeostasis. A recent tenet of synovial joint degeneration (as is commonly found
in osteoarthritis or rheumatoid arthritis) holds that cellular signals, which are normally
repressed, become derepressed and result in significant alterations in the cartilage ECM.

1.2. Chondrocyte Transactivating Proteins: Regulation of Phenotype

The establishment and maintenance of the chondrogenic phenotype is still poorly
understood at the molecular level. Articular cartilage ECM proteins have long been
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considered to be signature macromolecules that define the differentiated state of the
tissue. Thus, ECM macromolecules, namely type II collagen, type IX collagen, and
type XI collagen, together with the large proteoglycan, aggrecan, are genetic markers
and define the chondrogenic phenotype of articular cartilage (for a review, see ref. 3).
There remains controversy as to whether “normal” articular cartilage synthesizes and
deposits type X collagen into the ECM. Type X collagen has been localized to the
calcified region of canine articular cartilage. Type X collagen has been found in both
osteoarthritic articular cartilage and the osteochondrophytic spurs that accompany the
remodeling of the synovial joint as part of the osteoarthritic process. Type X collagen
is an important prerequisitory macromolecule in the growth plate cartilage transition to
ossifying bone. In that respect, type X collagen gene expression has largely been con-
fined to the hypertrophic chondrocytes of the growth plate (4). Skeletal abnormalities
and other malformations such as the Schmid epiphyseal dysplasia have been shown to
result as a consequence of mutations in the type X collagen gene (5).

Recent studies have begun to shed some light on the molecular events underlying
the development of the chondrogenic phenotype of articular cartilage. For example,
SOX9 is a member of a large family of proteins that possess a DNA-binding domain
with greater than 50% similarity to that of the sex-determining region Y (SRY), the
testicular-determining gene in mammals. The DNA-binding domain is synthesized
by a variant of the HMG (high-mobility group) proteins, which were first identified
as a component of chromatin. SOX9 was shown to be an activator of the chondro-
cyte-specific enhancer of the type II collagen promoter derived from chondrocytes
(for a review, see ref. 6). Thus, SOX9 and type II collagen are co-expressed in cells
of the murine chondrocytic lineage Furthermore, SOX9 expression in ectopic sites
upregulates the type II procollagen gene, and additional studies support the view
that SOX9 directly induces the chondrogenic phenotype. Furthermore, a mutation
in SOX9 results in campomelic dwarfism in which cartilaginous structures are
affected (7).

Type II collagen essentially fails to turnover in adult cartilage. Does that mean that
chondrocytes of adult articular cartilage do not require expression of SOX9, but after
injury when small cartilage lesions ensue, SOX9 upregulation is required for normal
repair? Activation of type II collagen synthesis accompanies the osteoarthritic process
(8) and the repair of superficial cartilage lesions will ultimately require chondrocyte
synthesis and deposition of type II collagen into the repair site (9). It will now be
important to determine whether upregulation of SOX9 gene expression accompanies
these events. Furthermore, it will be necessary to define precisely those molecular or
physicochemical events that may be occurring upstream of SOX9 that could modulate
SOX9 expression. For example, compressive force was shown to upregulate SOX9
expression in mouse embryonic limb bud mesenchymal cells (10), which was accom-
panied by increased synthesis of type II collagen and aggrecan and inhibition of
interleukin-1 (IL-1) (see also Chapter 11).

Molecules such as Indian hedgehog (Ihh), parathyroid-related peptide (PTHp), and
its receptor, PTH/PTHrp, have been shown to regulate the differentiation of hyper-
trophic chondrocytes. Thus, PTH/PTHrp may need to be suppressed to prevent the
derepression of the type X collagen gene in articular cartilage (for a review, see ref.
11). It is interesting to note that immunohistochemical staining for PTHp was found in
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human femoral head cartilage from patients with osteoarthritis and rheumatoid arthri-
tis, but not in control specimens (12).

The protooncogene c-fos was shown to inhibit proteoglycan biosynthesis in transfected
HCS 2/8 cells, a cell line with chondrocytic differentiation markers. Macroscopic effects on
chick limb bud development were seen when ectopic expression of fos was induced by the
microinjecting replication-competent retrovirus into the presumptive leg field of stage 10
embryos. This suggests that chondrocytes are a specific target for c-fos expression and
c-fos could be responsible for inhibiting chondrocyte differentiation (13,14).

2. Biosynthesis and Integration of Cartilage ECM

2.1. Intracellular Events

The biosynthesis of cartilage ECM proteins occurs typically in the endoplasmic reticulum.
What defines the biosynthesis of these ECM proteins is the significant posttranslational events
that modify the structure of ECM proteins and that enable them to perform their function.

2.1.1. Proteoglycans

Proteoglycans are large ECM proteins that possess a protein core to which polymers
of the glycosaminoglycans (GAG) chondroitin sulfate, dermatan sulfate, keratan sul-
fate, and miscellaneous N- or O-linked oligosaccharides are covalently associated (for
a review, see ref. 15).

2.1.2. The Chondroitin Sulfate Proteoglycans

Intracellular biosynthesis resulting in the formation of chondroitin sulfate proteoglycans
is initiated in the endoplasmic reticulum where the core protein is synthesized and
where xylosyl transferase catalyzes the attachment of a xylose–ester linkage region
glucuronic acid–galactose–galactose–xylose, a prerequisite for the covalent attachment
of GAGs. GAG polymerization occurs in the Golgi complex. The size of the individual
GAG polymers ([1–2] × 105 Dalton) is, in all likelihood, regulated by the activity of
galactosyl and glucosyl transferases and the topology of the Golgi cis–trans membrane.
The final step in the completion of a GAG polymer is sulfation. Sulfation was shown to
be a crucial step not only in the completion of GAGs but also to the function of
proteoglycans. The principal source of sulfur in this pathway is free SO4

2– which is
transported into the cytoplasm by transmembrane symporter or antiporter molecules.
In the cytoplasm, sulfur is activated using ATP and sulfate as substrates and the action
of ATP sulfurylase, which catalyzes the synthesis of adenosine 5'-phosphosulfate
(APS). A phosphokinase adds phosphorus to APS to create PAPS, which is the univer-
sal donor molecule for the addition of sulfate to chondroitin. Direct evidence linking
the addition of sulfate to GAG polymers as important in ECM and cartilage function
was revealed when specific genetic abnormalities were defined as stemming from
mutations in either the sulfate transporter or the ATP sulfurylase–ATP kinase complex
giving rise to the abnormal cartilage ECM seen in the brachymorphic mouse or human
spondylometaphyseal dysplasia (for a review, see ref. 16).

2.1.3. Aggregating Chondroitin-Sulfate-Containing Proteoglycans
(Aggrecan and Versican)

The largest of the cartilage proteoglycans is aggrecan. Aggrecan is hydrodynami-
cally large (average molecular mass, 3 MDa) consisting of both chondroitin-4 and/or
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6-sulfate and keratan sulfate covalently attached to a core protein (molecular mass,
2.5 × 105 Dalton) in various structural domains (for a review, see ref. 15). There are
three globular domains devoid of GAG. Globular domain 1 (G1) is located at the
N-terminus of the core protein and provides the structural foundation for the formation
of noncovalent aggrecan–hyaluronan interactions. This interaction is stabilized by
another glycoprotein, link protein, that shares structural homology with the G1 domain.
Globular domain 2 (G2) is located near the N-terminus and is separated from the G1
domain by a linear interglobular domain or IGD. The G2 domain cannot interact with
hyaluronan. Otherwise, its function is unknown. A large heavily GAG-substituted
region extends from the G2 domain to the G3 globular region located at the C-terminus
of the core protein. The G3 region contains sequence homologous to epidermal growth
factor, complement regulatory proteins, and a lectinlike structure. Approximately one-
half of the aggrecans in cartilage ECM lack the G3 domain, suggesting that it is pro-
teolytically cleaved as a part of aggrecan turnover. When the G3 domain is present, it
could serve to stabilize the network of ECM proteins.

Aggrecan–hyaluronan interactions provide a way for integrating aggrecan into the
ECM and also inhibits aggrecan diffusion from the ECM. Newly synthesized aggrecan
exhibits low affinity for binding hyaluronan. Gradually, aggrecan structural modifica-
tions occurring in the G1 domain improve aggrecan–hyaluronan interaction. This G1
“maturation” event presumably ensures that maximal aggrecan–hyaluronan interac-
tions occur in the ECM. The many chondroitin sulfate chains covalently attached to the
aggrecan core protein attract water, which provides a physiochemical explanation for
the ability of articular cartilage to resist high compressive loads. The role played by
keratan sulfate and the N- or O-linked oligosaccharides in this mechanism is not known.
Keratan sulfate polymers are synthesized on asialo branches of O-linked oligosaccha-
rides. No structural cartilage defect has been detected in rat cartilage, which contain a
consensus sequence required for substitution with keratan sulfate, but contains no
keratan sulfate (for a review, see ref. 15).

Versican is a chondroitin sulfate proteoglycan with hyaluronan-binding capacity that
does not contain keratan sulfate. Versican mRNA is expressed by chondrocytes (17)
and abnormal amounts of versican have been found in osteoarthritic cartilage (18).

2.1.4. Proteins/Proteoglycans with Leucine-Rich Repeats

Articular cartilage ECM contains small proteoglycans in addition to the large aggre-
gating proteoglycans. In cartilage, this family of proteoglycans contain leucine-repeat
sequences in the core protein and include decorin, biglycan, fibromodulin, and lumican
(for a review, see ref. 19). Decorin and biglycan contain one and two chondroitin sul-
fate/dermatan sulfate chains, respectively. Fibromodulin and lumican usually contain
one to two keratan sulfate chains per core protein, and in addition, fibromodulin con-
tains two tyrosine sulfate residues in the N-terminal domain of the molecule. Unlike
the aggregating large proteoglycans that interact with hyaluronan, this family of
proteoglycans interacts directly with collagen. There appears to be some specificity to
the collagen binding. For example, decorin and fibromodulin were shown to bind to
types I and II collagen, whereas biglycan bound only to type VI collagen. One potential
consequence for the direct binding of this proteoglycan family to collagen is that these
proteoglycans play a role in limiting collagen fiber diameter. Furthermore, the GAG
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side chains may serve to bridge the gap between other ECM molecules subserving type
II collagen to stabilize the ECM and augment the mechanical qualities of cartilage.

2.1.5. The Collagens of Articular Cartilage

Chondrocytes synthesize several collagen isotypes that, after extensive posttransla-
tional modification, are transported into the ECM. These posttranslational modifica-
tions that occur in the Golgi complex include hydroxylation of prolyl and lysyl residues
and glycosylation of lysyl residues subsequent to its hydroxylation. Additional intra-
cellular events are required prior to procollagen transport into the ECM. These include
proteolytic cleavage of the procollagen peptides located proximal to the triple helical
domain at both the C- and N-terminus prior to transport of collagen into the ECM. The
formation of collagen fibers in the cartilage ECM is dependent on these posttransla-
tional modifications, as defects in prolyl hydroxylation or in procollagen peptidases
results in accumulation of procollagen intracellularly or abnormal and highly fragile
collagen fibers. Lysyl oxidase is required for intramolecular and intermolecular cross-
link formation (for a review, see ref. 20).

The structure of collagen genes and the regulation of collagen gene expression in
articular cartilage has been elucidated and several characteristics of the regulatory
sequences of procollagen genes have been described (for a review, see ref. 21). The
most abundant of the cartilage collagen isotypes is type II collagen, which comprises
over 90% of the cartilage ECM collagen. Other collagen isotypes present in smaller
amounts in cartilage include type VI, type IX, and type XI collagens. Despite their lack
of abundance in articular cartilage, these so-called “minor” collagens are strategically
located in cartilage ECM and may, in fact, play important roles in the maintenance of
cartilage homeostasis. For example, type VI collagen is primarily located in the territo-
rial ECM surrounding chondrocytes. Changes in the abundance of type VI collagen
have been seen in human osteoarthritic cartilage and experimental osteoarthritic canine
cartilage. Types IX and XI collagens interact with type II collagen fibers to form hybrid
collagen fibers. This relationship of types IX and XI collagen with type II collagen may
serve to stabilize the collagen fibers of the cartilage ECM as well as to provide spatial
orientation with respect to the collagen fibers themselves. Chondrocytes are also
capable of expressing the genes for the type I and type III collagen isotypes, which may
play a particularly important role in osteoarthritis as well as serving as markers for
phenotypic modulation (22).

2.1.6. Modulation of Collagen Gene Expression

Type II collagen fibers provide the structural mechanism for the tensile strength of
articular cartilage. Single-amino-acid-substitution mutations in the type II procollagen
gene have been found in association with several disorders of articular cartilage,
including an early-onset form of osteoarthritis and spondyloepiphyseal dysplasia (for a
review, see ref. 23). Thus, the stability of type II collagen engendered by the correct
amino acid sequence appears to be a requirement for normal ECM structure, and alterations
in the type II collagen structure compromises the normal resistance of articular carti-
lage to precocious degeneration. The significance of the “derepression” of type X col-
lagen gene expression and the deposition of type X collagen into the osteoarthritic
cartilage and osteochondrophytic spur ECM is still unknown. The deposition of type X
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collagen into articular cartilage ECM might serve as a prerequisite for ossification simi-
lar to that seen prior to mineralization of the growth plate. Calcification of articular
cartilage would undoubtedly alter the function of articular cartilage and could, in com-
bination with abnormal mechanics, be responsible for the fissuring and fragmentation
of cartilage frequently observed during the osteoarthritic process.

2.1.7. Cartilage ECM Accessory Proteins

Articular cartilage ECM contains many accessory proteins, including cartilage oli-
gomeric matrix protein (COMP), fibronectin, matrix gla-protein, chondrocalcin, and
GP-39 (for a review, see ref. 19). The function of COMP and matrix gla-protein have
not been elucidated. COMP bears structural similarity to thrombospondin. Fibronectin
interacts with other ECM proteins to form an intrafibrillar network in the ECM.
Chondrocalcin was identified as the C-terminal propeptide of type II collagen that remains
in the ECM after cleavage from the procollagen molecule. Although chondrocalcin binds
to hydroxyapatite in mineralizing cartilages, its role in normal articular cartilage has not
been elucidated. GP-39 (molecular mass, 39 kDa) is preferentially expressed in the
superficial region of articular cartilage and in synovial membrane. The function of GP-39
in cartilage has not been determined, but recent studies have suggested that GP-39 may
serve as an autoantigen in rheumatoid arthritis (see Subheading 4.).

3. Role of Chondrocytes in Degenerative Joint Disease

3.1. Osteoarthritis as a Process of Imbalance
in Chondrocyte Anabolic/Catabolic Pathways
and Concomitant Systemic Disturbances

Cartilage homeostasis is maintained by the proper balance between anabolic path-
ways, resulting in the biosynthesis of ECM proteins and catabolic pathways resulting
in ECM protein turnover. Several studies have shown that cartilage proteoglycans and
collagen are long-lived. When ECM protein turnover is required, de novo ECM protein
gene transcription must occur. If the rate of ECM protein turnover and/or degradation
exceeds the rate of compensatory ECM protein biosynthesis, the ECM may become
seriously compromised and no longer retain its function. Recent studies have estab-
lished that in degenerative joint diseases such as osteoarthritis, there occurs a meta-
bolic imbalance between anabolic and catabolic pathways, driven, in part, by systemic
disturbances (for a review, see ref. 24).

3.1.1. In Vitro Studies of Chondrocyte ECM Gene Expression

Maintenance of human cartilage as organ-cultures demonstrates that chondrocytes
synthesize ECM proteins, which are quite similar to the ECM proteins found in the
tissue (for a review, see ref. 3). Long-term culture of human cartilage demonstrated
changes typical of aging and osteoarthritis with an increased amount of keratan sulfate
in the proteoglycans of large hydrodynamic size. A comparison of proteoglycans syn-
thesized by human osteoarthritic femoral head cartilage types (i.e., discolored, fibril-
lated) showed patterns of proteoglycan synthesis indicative of a continuum of change
as a function of joint topography and disease severity. These results were confirmed by
histological studies that indicated distinct patterns of newly synthesized proteoglycans
and histochemical tissue type in resident osteoarthritic cartilage. Taken together, the
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evidence suggests that chondrocytes of osteoarthritic cartilage are capable of compen-
satory proteoglycan biosynthesis. Additional studies, however, indicated that the pro-
file of newly synthesized chondrocyte proteoglycan core proteins derived from human
osteoarthritic cartilage differed from the proteoglycan core proteins synthesized by
age-matched nonarthritic cartilage. The fundamental differences were the synthesis of
a single, large, proteoglycan core protein that contained both chondroitin sulfate and
keratan sulfate in the osteoarthritic chondrocytes vis-à-vis three large proteoglycan
core proteins synthesized by age-matched, nonarthritic chondrocytes. An apparent
increase in the biosynthesis of the small proteoglycans at the expense of the large
proteoglycans was also seen. An increase in mRNA of the small proteoglycans decorin,
biglycan, and fibromodulin was seen in experimental canine osteoarthritic cartilage
(25). Methods employing monoclonal antibodies to study the small proteoglycan con-
tent of human osteoarthritic cartilage (26) have not sustained the biosynthesis studies.
An increase in the biosynthesis of small proteoglycans, without a concomitant increase
in small proteoglycan content, may be explained on the basis of increased proteoglycan
degradation in osteoarthritic cartilage. Indeed, proteoglycan fragments generated from
the small proteoglycans have been found in osteoarthritic cartilage. The newly synthe-
sized proteoglycans produced in human osteoarthritic cartilage explants were as sus-
ceptible to proteolytic degradation as the endogenous cartilage proteoglycan population.

Whereas proteoglycan synthesis may be altered in osteoarthritic human cartilage,
osteoarthritic chondrocytes in culture continue to express types II, IX, and XI collagen
genes. Immunohistochemical studies have confirmed that collagen synthesis is activated in
osteoarthritic cartilage (8), so that any failure to incorporate collagen into the ECM may
result from activation of chondrocyte or synoviocyte collagenases and/or gelatinases, which
degrade the newly synthesized collagen, resulting in no net gain of collagen in the ECM.

3.1.2. Matrix Metalloproteinase Gene Expression
and ECM Degradation by Chondrocytes in Osteoarthritis

Proteoglycan and collagen fragments have been detected immunochemically in
osteoarthritic cartilage, confirming the relevance of proteolysis to the osteoarthritic
process in situ (27). The proteinases relevant to this event have been termed matrix
metalloproteinases (MMPs) and include stromelysin and collagenases, both of which
have been found in osteoarthritic human and animal cartilages and produced by normal
and osteoarthritic chondrocytes in culture.

The amount of proteolytic degradation of cartilage ECM appears to depend on several
phases of a catabolic pathway, which includes the upregulation of MMPs by cytokines
such as IL-1 and tumor necrosis factor- (TNF- ) produced by chondrocytes and syn-
ovial cells (for a review, see ref. 28). Additional cytokines such as IL-6, IL-10, and IL-17
may serve to modulate MMP gene expression and other signaling pathways relevant to
the osteoarthritic process such as the induction of nitric oxide (see Subheading 3.1.4.).

The activation step in osteoarthritic cartilage required to convert latent MMPs to
active enzymes is not without controversy. Several candidate activators (most notably,
plasminogen activator and plasmin) have been implicated in the process. Normally,
levels of activated MMPs required for normal ECM protein turnover are controlled by
the endogenous tissue inhibitor of metalloproteinase (TIMP), but in osteoarthritic car-
tilage, much more activated MMPs are found than can be inhibited by cartilage TIMP
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(for a review, see ref. 28). Thus, a metabolic pathway imbalance ensues. This pathway
imbalance could be initiated by tissue injury subsequent to trauma, by mechanical
forces acting on subtle dysplasias not readily detected by x-ray, by a genetic predispo-
sition that has resulted in an inadequate ECM, or by unknown causes. The cartilage
response is characterized by activation of chondrocyte MMP gene transcription, con-
version of latent to active chondrocyte MMPs, and degradation of both newly synthe-
sized and endogenous chondrocyte ECM proteins. This process cannot be overcome by
chondrocyte ECM protein compensatory biosynthesis.

Processes occurring locally in the joint may be further compromised by the inability
of growth factors, such as insulin-like growth factor I (IGF-1) to adequately stimulate
chondrocyte proteoglycan synthesis. The serum of patients with osteoarthritis contains
significantly less IGF-1 than age-matched controls (29). These results suggest that, in
addition to a metabolic pathway imbalance in the joint, systemic disturbances as exem-
plified by perturbations in the growth hormone/IGF-1 axis may also participate in the
process of progressive cartilage destruction in osteoarthritis (30).

3.1.3. Characteristics of Chondrocyte-Mediated ECM Protein Degradation
in Osteoarthritis: Emergence of Predominating Signal Pathways
in Human Cartilage

A major cleavage site for chondrocyte metalloproteinases reactive with cartilage
ECM is the IGD of aggrecan. Stromelysin (MMP-3) and an enzyme activity, termed
aggrecanase, have been implicated in this process. The activities of these enzymes are
separable and clearly delineated N-terminal sequences, indicating that at least two
enzymes participate (perhaps sequentially) in the degradation of aggrecan. Other
enzymes, including Cathepsin G, were shown to also cleave aggrecan in the IGD
domain. The chondroitin-sulfate-rich domain spanning the aggrecan core protein from
G2 to the G3 domain may also be degraded. The ultimate effect of these proteolytic
cleavage events is the production of proteoglycan fragments capable of diffusing from
cartilage (for a review, see ref. 31). This event compromises cartilage function, and
ECM protein fragments derived from both large and small proteoglycans are retained
in synovial fluid, where the fragments serve a markers for cartilage degradation. These
proteoglycan fragments may also serve to activate synovial cells that perpetuates the
cycle of cartilage destruction.

The complexity of these enzyme activities on aggrecan has made it difficult to design
any one inhibitor that might be useful in the treatment of osteoarthritis. For example,
aggrecanase may be similar in structure to neutrophil collagenase (MMP-8), but this is
controversial and stromelysin may also be critical to normal chondrocyte-mediated
turnover of cartilage ECM.

Whereas type II collagen is slowly degraded by mammalian collagenase (MMP-1), a
collagenase (collagenase-3) with strong activity against type II collagen was described in
cultured chondrocytes, but not synovial cells (32). Stromelysin also degrades types IX and
type XI collagens, which may further destabilize the type II collagen-rich cartilage fibers.

3.1.4. Chondrocyte Signaling Pathways Relevant
to Cartilage Degradation: Induction of Nitric Oxide

The production of nitric oxide (NO) mediated by the inducible nitric oxide synthase
(iNOS) occurs in chondrocytes exposed to IL-1. NO synthesis is accompanied by con-
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comitant apoptosis (programmed cell death) in human cartilage. Apoptotic chondrocytes
have been linked to areas of cartilage degradation in human osteoarthritis (33). Taken
together, the current view is that several signaling pathways converge to cause
upregulation of metalloproteinase gene expression, induction of nitric oxide, and
apoptosis, all of which are hallmarks of osteoarthritic pathology (34).

4. Activation of Fibroblasts and Chondrocytes in Rheumatoid Arthritis

Current models accounting for synovial tissue inflammation and cartilage and bone
destruction in rheumatoid arthritis involve complex cell–cell interactions (for a review,
see ref. 35). Strong evidence exists for the involvement of the monocyte/macrophage
lineage in the effector arm of inflammation and tissue destruction. In addition, evi-
dence exists for the involvement of potential antigen-presenting cells, namely mono-
cytes/macrophages, B-cells, fibroblasts, and chondrocytes, in initiating or perpetuating
the inflammatory state. T-cells may play an important role in this process by activat-
ing the resident synovial macrophage. Several mechanisms for initial T-cell activation
have been proposed (for a review, see ref. 36). Alternatively, some data suggest that
the monocyte/macrophage may, in and of itself, become activated in a T-cell-indepen-
dent fashion. Once the T-cell is activated, the monocyte/macrophage may, in turn,
activate synovial fibroblasts and chondrocytes via elaboration of TNF- , IL-1, or plate-
let-derived growth factor (PDGF). Activated fibroblasts, chondrocytes and macroph-
ages are capable of synthesizing tissue-destructive enzymes (see Subheading 3.). which
result in cartilage and bone invasion. Many other paracrine and autocrine factors are
capable of maintaining a chronic state of inflammation (34). Additionally, a proposed
contribution to chronic destructive synovitis is a defect in apoptosis that results in
decreased inflammatory cell death (37).
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Osteoblasts and Osteoclasts

Stavros C. Manolagas

1. Introduction

The skeleton is a highly specialized and dynamic organ that undergoes continuous
regeneration. Its functions are to maintain the shape of the body, protect vital organs,
serve as a scaffold for the muscles, allowing their contractions to be translated into
bodily movements, resist mechanical load during locomotion and weight bearing, and
provide a reservoir of calcium, magnesium, bicarbonate, and phosphate. The skeleton
consists of highly specialized cells, mineralized and unmineralized connective tissue
matrix, and spaces that include the bone marrow cavity, vascular canals, canaliculi,
and lacunae. During development and growth, the skeleton is sculpted in order to
achieve its shape and size by the removal of bone from one site and deposition at a
different one; this process is called modeling. Once the skeleton has reached maturity,
regeneration continues in the form of a periodic replacement of old bone with new at
the same location (1). This process is called remodeling. Removal of bone is the task of
osteoclasts. The cells responsible for new bone formation are osteoblasts.

Remodeling is carried out not by individual osteoclasts and osteoblasts, but rather
by temporary anatomical structures, termed basic multicellular units (BMUs), com-
prised of teams of osteoclasts in the front and osteoblasts in the rear (Fig. 1). In cortical
bone, the BMUs tunnel through the tissue, whereas in cancellous bone, the BMUs
move across the trabecular surface, forming a trench. In any established BMU, bone
resorption and formation are happening at the same time; formation begins to occur
while resorption advances. New osteoblasts assemble only at sites where osteoclasts
have recently been active—a phenomenon referred to as coupling. Although, during
modeling, one cannot distinguish anatomical units analogous to BMU per se, sculpting
of the growing skeleton requires spatial and temporal orchestration of the display of
osteoblasts and osteoclasts, albeit with different rules and coordinates than those oper-
ating in the BMU of the remodeling skeleton.

2. Origin and Differentiation of Osteoblasts and Osteoclasts

Both osteoblasts and osteoclasts are derived from precursors originating in the bone
marrow. The precursors of osteoblasts are multipotent mesenchymal stem cells, which
also give rise to bone marrow stromal cells, chondrocytes, muscle cells, and adipocytes
(2). The existence of multipotent mesenchymal stem cells had been suspected, long
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before these cells could be cultured, based on the evidence that fibroblastic colonies
formed in cultures of adherent bone marrow cells can differentiate, under the appropri-
ate stimuli, into each of the above-mentioned cells; these progenitors were named
colony-forming-unit fibroblasts (CFU-F). The subset of cells within the CFU-F that
can form a mineralized bone nodule in vitro in the presence of -glycerophosphate
have been termed CFU osteoblast (CFU-OB) (3).

The precursors of osteoclasts are hematopoietic cells of the monocyte/macrophage
lineage. Specifically, osteoclasts arise in vitro from the colony-forming-unit granulo-
cyte/macrophage (CFU-GM) (4). Osteoclast development cannot be accomplished
unless cells derived from the CFU-F colonies are present to provide essential support.
The precise stage of differentiation of the mesenchymal cells that support osteoclast
development remains unknown. In vitro studies suggest that these cells are closely
related to the osteoblast lineage. Nonetheless, it is unlikely that they are fully differen-
tiated matrix-synthesizing osteoblasts. Instead, the cells that support osteoclast
development seem to represent an earlier stage of the progeny of the CFU-F. For con-
venience, the cells that support osteoclast development have been designated as stro-
mal/osteoblastic cells to indicate their similarities to both bone marrow stromal cells
and osteoblasts. The mechanistic basis of the dependency of osteoclastogenesis on
mesenchymal cells has been recently established by the discovery of two membrane-

Fig. 1. Schematic of cortical BMU in normal human iliac bone. The structure is traveling
from right to left at about 25 µm/d, excavating a tunnel. The cavity in the bone is approximately
500 µm long and 200 µm in maximum width. The space between the cells lining the cavity and
the central blood vessel is filled with a loose connective tissue stroma. Oc, osteoclasts; EC,
endothelial cells; Ob, osteoblasts; S, sinusoid; A, arteriole; and V, venule. The latter structures
have been demonstrated in cross-sections of Haversian canals, but their three-dimensional rela-
tionship to the sinusoid within the BMU is conjectural. The sinusoid maintains the same dis-
tance behind the cutting cone of osteoclasts for many months, but its manner of growth is
unknown. The circulating mononuclear osteoclast precursors pass through the wall of the sinu-
soid by diapedesis and travel for about 150 µm through the stroma to join the team of osteo-
clasts of [From A. M. Parfitt, Bone 23, 491–494 (1998), reproduced with the permission.]

Adrian Pinderhughes
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bound cytokine-like molecules: the receptor activator of NF B (RANK) and the RANK
ligand (5). RANK is expressed in the hematopoietic osteoclast progenitors; whereas
RANK ligand is expressed in committed preosteoblastic cells. Other names used for
RANK are osteoprotegerin ligand and TRANCE. The RANK ligand recognizes RANK
and binds to it with high affinity. This interaction is essential and, together with M-CSF,
sufficient for osteoclastogenesis. Osteoprotegerin is another protein related to the tumor
necrosis factor (TNF) receptor (6). However, unlike RANK and RANK ligand,
osteoprotegerin occurs in a soluble form. Osteoprotegerin can block the RANK ligand–
RANK interaction and, as a consequence, is a potent antiresorptive factor that inhibits
osteoclast development as well as activity.

Under certain conditions, fibroblastic stromal cells may become fatty. The replace-
ment of fibroblastic stromal cells by large adipocytes reduces the space available for
hematopoiesis. In these conditions, the marrow appears yellow, as there is less red cell
production. Osteoblast differentiation has a reciprocal relationship with adipocyte dif-
ferentiation. Specifically, increased bone marrow adipocyte differentiation occurs at
the expense of osteoblastogenesis in age-related osteoporosis in animals and humans.
This situation may also apply to the case of glucocorticoid excess, as prednisolone
administration to mice suppresses osteoblast formation while it increases adipocyte
differentiation in the marrow (7,8).

Not only do fibroblastic stromal cells of the hematopoietic marrow support osteo-
clast development and are close relatives of the bone-forming osteoblast, but osteo-
blasts also seem to be involved in hematopoiesis. Indeed, like adipocytes and
fibroblastic stromal cells of the bone marrow, osteoblast-like cells exhibit the ability to
provide microenvironmental support for the development of macrophages and neutro-
phils, because they are a rich source of G-CSF. Thus, hematopoiesis and bone remod-
eling are highly interdependent in spite of the fact that these processes ultimately carry
out distinct functions.

3. Control of Osteoblast and Osteoclast Development and Differentiation

The development and differentiation of osteoblasts and osteoclasts is controlled by
growth factors and cytokines produced in the bone marrow microenvironment as well
as adhesion molecules that mediate cell–cell and cell–matrix interactions. Several sys-
temic hormones as well as mechanical signals also exert potent modulation of osteo-
clast and osteoblast development and differentiation. Although many details remain to
be established about the operation of this network, a few themes have emerged (9).
First, several of the growth factors and cytokines control each other’s production in a
cascade fashion and, in some instances, form negative feedback loops. Second, there is
extensive functional redundancy among them. Third, some of the same factors are
capable of influencing the differentiation of both osteoblasts and osteoclasts. Fourth,
agents arising from the circulation (i.e., endocrine hormones) influence the process of
osteoblast and osteoclast formation via their ability to control the production and/or
action of local mediators. Moreover, mesenchymal cell differentiation toward the osteoblast
phenotype and osteoclastogenesis are inseparably linked, as both are stimulated by the same
factors, proceed simultaneously, and the former event is a prerequisite for the latter. This
tight association between osteoblast and osteoclast production is the means of assuring the
balance between bone formation and resorption under normal conditions.
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3.1. Growth Factors
Members of the tumor growth factor- (TGF- ) super family, platelet-derived

growth factor (PDGF), insulin-like growth factors (IGFs), and members of the fibro-
blast growth factor (FGF) family can all stimulate osteoblast differentiation (10). Some
of these factors are produced by mesenchymal cells and act in an autocrine fashion.
Others, particularly IGFs and TGF- , are derived from the bone matrix and are released
in an active form during the resorption of bone by osteoclasts. TGF- , PDGF, FGF,
and IGFs are able to influence the replication and differentiation of committed osteo-
blast progenitors toward the osteoblastic lineage. However, TGF- , IGF-1, or FGF
alone cannot induce osteoblast differentiation from uncommitted progenitor cells.

Bone morphogenetic proteins (BMPs), which are members of the TGF- family, are
unique in their ability to initiate osteoblastogenesis, as they are able to initiate osteo-
blast differentiation from uncommitted progenitors in vitro as well as in vivo (11).
BMPs have been long known as the factors responsible for skeletal development dur-
ing embryonic life and fracture healing. More recently, it has become apparent that
BMPs and, in particular, BMP-2 and BMP-4 also initiate the commitment of pluripo-
tent mesenchymal precursors of the adult bone marrow to the osteoblastic lineage (12).
BMPs stimulate the transcription of the gene-encoding Osf2/Cbfa1—an osteoblast tran-
scription factor (13). In turn, Osf2/Cbfa1 activates the genes for osteoblast-specific
genes such as osteopontin, bone sialoprotein, type I collagen, and osteocalcin. Lack of
Osf-2 prevents osteoblast development and also leads to a paucity of osteoclasts. Based
on evidence that the RANK ligand gene promoter contains two functional Cbfa1 sites,
it is likely that a BMP Cbfa1 RANK ligand gene expression cascade in cells of the
bone marrow stromal/osteoblastic lineage constitutes the molecular basis of the link-
age between osteoblastogenesis and osteoclastogenesis, with BMPs providing the tonic
baseline control of both processes—and thereby the rate of bone remodeling—upon
which other inputs (e.g., biomechanical, hormonal, etc.) operate.

Besides growth factors, bone cells produce proteins that modulate the activity of
growth factors either by binding to them and thereby preventing interaction with their
receptors, by competing for the same receptors, or by promoting the activity of a par-
ticular factor. For example, osteoblasts produce several IGF-binding proteins (IGFBP).
Of these, IGFBP-4 binds to IGF and blocks its action, whereas IGFBP-5 promotes the
stimulatory effects of IGF on osteoblasts. During the last few years, several proteins
able to antagonize BMP action have also been discovered. Of them, noggin and chordin,
were initially found in the Spemann organizer of the Xenopus embryo and shown to be
essential for neuronal development. Their localization is strictly limited to the dorsal
region of the Xenopus embryo, whereas BMPs were localized in the ventral region.
More important, noggin and chordin are strong inhibitors of BMP actions and vice
versa, as injection of noggin or chordin to the ventral region or injection of BMP to the
dorsal region prevented further development. Noggin and chordin inhibit the action of
BMPs by binding directly and with high affinity with the latter proteins. Such binding
is highly specific for BMP-2 and BMP-4, as noggin binds BMP-7 with very low affin-
ity and does not bind TGF- or IGF-1. The addition of human recombinant noggin to
bone marrow cell cultures from normal adult mice inhibits not only osteoblast forma-
tion but also osteoclast formation; these effects can be reversed by exogenous BMP-2
(12). Consistent with this evidence, BMP-2, BMP-4 and BMP-2/4 receptor transcripts
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and proteins are found in bone marrow cultures, bone-marrow-derived stromal/osteo-
blastic cell lines, as well as in murine adult whole bone. Noggin expression has also
been documented in all these cell preparations. These findings indicate that BMP-2 and
BMp-4 are expressed in the bone marrow in postnatal life and serve to maintain the
continuous supply of osteoblasts and osteoclasts and that, in fact, BMP-2/4-induced
commitment to the osteoblastic lineage is a prerequisite for osteoclast development.
Hence, BMPs (in balance with noggin and possibly other antagonists) may provide the
tonic baseline control of the rate of bone remodeling upon which other inputs (e.g.,
hormonal, biomechanical, etc.) operate. Fetuin (also known as a2-HS glycoprotein or
pp63) is another protein able to antagonize BMP actions. Fetuin is a member of the
sialoprotein family and is produced in the liver, kidney, lung, and brain, and its levels
in serum are very high at the fetal stage, but decrease after birth.

Not only are there cascades of growth factor action and functional redundancy, but
there also exists an extensive combinatorial overlap and commonality in their recep-
tors, and therefore their signal transduction pathways. For example, the receptors that
mediate the effects of the TGF- superfamily that includes the BMPs are serine/threo-
nine receptor kinases, which are composed of two subunits, called type I and type II.
Each subunit exists in various isoforms and each ligand (i.e., BMP-2 or TGF- ) recog-
nizes different constellations of type I and type II subunits (14).

3.2. Cytokines

Because the early stages of hematopoiesis and osteoclastogenesis proceed along
identical pathways, it is not surprising that a large group of cytokines and colony-
stimulating factors that are involved in hematopoiesis also affect osteoclast develop-
ment (15). This group includes the interleukins IL-1, IL-3, IL-6, and IL-11, leukemia
inhibitory factor (LIF), oncostatin M (OSM), ciliary neurotropic factor (CNTF), tumor
necrosis factor (TNF), GM-CSF, and M-CSF. The importance of M-CSF for osteo-
clastogenesis has been well established by demonstrating that a mutation of the M-CSF
gene causes osteopetrosis. Osteoblasts isolated from adult human trabecular bone, neo-
natal murine calvaria cells, or osteoblastic cell lines are capable of producing IL-1 and
TNF constitutively or in response to stimulation by lipopolysaccharide or other
cytokines. Despite the very low level of production of TNF in the bone microenviron-
ment, this particular cytokine may serve as an important amplifier for the effects of
other local cytokines and systemic hormones that stimulate osteoclast development. As
opposed to the above-mentioned cytokines that stimulate osteoclast development, IL-4,
IL-10, IL-18, and interferon- (IFN- ) inhibit osteoclast development. In the case of
IL-18, the effect is mediated through GM-CSF.

Interleukin-6 is produced at high levels by cells of the stromal/osteoblastic lineage
in response to stimulation by a variety of growth factors and other cytokines such
as TGF- , PDGF, IL-1, and TNF. Alone or in concert with other agents, IL-6 stimu-
lates osteoclastogenesis and promotes bone resorption. Along with IL-3, IL-6 stimu-
lates CFU-GM development and the formation of osteoclast precursors from this colony
type. IL-6 stimulates osteoclast formation and bone resorption in fetal mouse bone in
vitro and, in combination with parathyroid hormone-related protein (PTHrP), stimu-
lates bone resorption in vivo. The cells that mediate the actions of the IL-6 type
cytokines on osteoclast formation appear to be the stromal/osteoblastic cells, as stimu-
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lation of gp80 expression on these cells by pretreatment with dexamethasone allows
them to support osteoclast formation in response to IL-6 alone. These findings indicate
that the osteoclastogenic property of IL-6 depends not only on its ability to act directly
on hematopoietic osteoclast progenitors but also on the activation of gp130 signaling
in the stromal/osteoblastic cells that provide essential support for osteoclast formation.
Despite the effects of IL-6 on osteoclastogenesis in experimental in vitro systems, IL-6 is
not required for osteoclastogenesis in vivo under normal physiologic conditions. In
fact, osteoclast formation is unaffected in sex-steroid-replete mice treated with a neu-
tralizing anti-IL-6 antibody or in IL-6 deficient mice. The expression of the gp80 sub-
unit of the IL-6 receptor in bone is a limiting factor for the effects of the cytokine. In
agreement with the notion that IL-6 attains its importance for bone metabolism in patho-
logic states where there is increased IL-6 production in combination with increased
sensitivity to the effects of IL-6, increased IL-6 receptor production has been docu-
mented in several disease states (15).

Interleukin-6-type cytokines are capable of influencing the differentiation of osteo-
blasts as well (16). Thus, receptors for these cytokines are expressed on a variety of
stromal/osteoblastic cells and ligand binding induces progression toward a more mature
osteoblast phenotype characterized by increased alkaline phosphatase and osteocalcin
expression, and a concomitant decrease in proliferation. Moreover, IL-6-type cytokines
stimulate the development of osteoblasts from noncommitted embryonic fibroblasts
obtained from 12-d-old murine fetuses. Consistent with the in vitro evidence, several
in vivo studies have demonstrated increased bone formation in transgenic mice
overexpressing OSM or LIF. The ability of IL-6 type cytokines to stimulate both osteo-
clast and osteoblast development is consistent with the contention that they can increase
the rate of bone remodeling.

Tumor growth factor- is another example of a factor affecting both bone formation
and bone resorption (10). Thus, in addition to its ability to stimulate osteoblast differ-
entiation, TGF- increases bone resorption by stimulating osteoclasts formation.
Injection of TGF- into the subcutaneous tissue that overlies the calvaria of adult mice
causes increased bone resorption accompanied by the development of unusually large
osteoclasts, as well as increased bone formation. The effects of TGF- might be medi-
ated by other cytokines involved in osteoclastogenesis, as TGF- can stimulate their
production. Mice lacking the TGF- 1 gene because of targeted disruption exhibit
excessive production of inflammatory cells suggesting that this growth factor normally
operates to suppress hematopoiesis.

3.3. Systemic Hormones

The two major hormones of the calcium homeostatic system, namely PTH and
1,25-dihydroxyvitamin D3 [1,25(OH)2D3], are potent stimulators of osteoclast forma-
tion (4). The ability of these hormones to stimulate osteoclast development and to regu-
late calcium absorption and excretion from the intestine and kidney, respectively, are
the key elements of extracellular calcium homeostasis. Calcitonin, the third of the clas-
sical bone-regulating hormones, inhibits osteoclast development and activity and pro-
motes osteoclast apoptosis. Although the antiresorptive properties of calcitonin have
been exploited in the management of bone diseases with increased resorption, the role
of this hormone in bone physiology in humans, if any, remains questionable. PTH,
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PTH-related peptide, and 1,25(OH)2D3 stimulate the production of IL-6 and IL-11 by
stromal/osteoblastic cells. Moreover, PTH, PTHrP, 1,25(OH)2D3, IL-6, IL-11, as well
as IL-1 induce the expression of the RANK ligand in stromal/osteoblastic cells.

Several other hormones, including estrogen, androgen, glucocorticoids, and thy-
roxin, exert potent regulatory influences on the development of osteoclasts and osteo-
blasts by regulating the production and/or action of several cytokines, such as IL-6.
Importantly, changes in the production and/or action of cytokines are crucial pathoge-
netic mechanisms of the adverse affects of decreased (estrogen, androgen) or increased
(glucocorticoids, thyroxin) hormonal levels on bone homeostasis (15).

3.4. Adhesion Molecules

Besides autocrine, paracrine, and endocrine signals, cell–cell and cell–matrix inter-
actions are also required for the development of osteoclasts and osteoblasts. Such
interactions are mediated by proteins expressed on the surface of these cells and are
responsible for contact between osteoclast precursors with stromal/osteoblastic cells
and facilitation of the action of paracrine factors anchored to the surface of cells that
are required for bone cell development. An example of the latter is M-CSF, which can
exert its action while anchored to the cell membrane of osteoblastic cells. Adhesion
molecules are also involved in the migration of osteoblast and osteoclast progenitors
from the bone marrow to sites of bone remodeling as well as the cellular polarization of
osteoclasts and the initiation and cessation of osteoclastic bone resorption. The list of
adhesion molecules involved in bone cell development and function includes the
integrins, the intercellular adhesion molecules, selectins, cadherins, leucine-rich gly-
coproteins, mucins, and CD36 and CD44 molecules. Each of these proteins recognizes
distinct ligands. For example, integrins recognize a specific amino acid sequence
(RGD) present in collagen, fibronectin, osteopontin, thrombospondin, bone sialoprotein,
and vitronectin.

4. Function of the Differentiated Osteoblast

The fully differentiated osteoblasts produce and secrete proteins that constitute the
bone matrix (17). The collagenous matrix is subsequently mineralized under the con-
trol of the same cells. Osteoblasts engaged in bone formation are polarized cuboidal
mononuclear cells with an average diameter of 10–15 µm. Bone-forming osteoblasts
contain a well-developed secretory apparatus of rough endoplasmic reticulum and
Golgi complexes oriented toward the bone surface (Fig. 2).

A major product of the bone-forming osteoblast is type I collagen. This polymeric
protein is initially secreted in the form of a precursor, which contains peptide exten-
sions at both the amino terminal and carboxyl ends of the molecule. The propeptides
are proteolytically removed at the time of exocytosis. Further extracellular processing
results in mature three-chained type I collagen molecules, which then assemble them-
selves into a collagen fibril. Individual collagen molecules become interconnected by
the formation of pyridinoline crosslinks, which are unique to bone. Bone-forming
osteoblasts synthesize a number of other proteins that are incorporated into the bone
matrix, including osteocalcin and osteonectin, which constitute 40–50% of the
noncollagenous proteins of bone (17). The precise function of these proteins remains
unknown. Other osteoblast-derived proteins include glycosaminoglycans, which are
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attached to one of two small core proteins: PG-I (or biglycan) and decorin; the later has
been implicated in the regulation of collagen fibrillogenesis. A number of other minor
proteins such as osteopontin, bone sialoprotein, fibronectin, vitronectin, and thrombo-
spondin serve as attachment factors that interact with integrins.

Osteoblasts express relatively high amounts of alkaline phosphatase, which is
anchored to the external surface of the plasma membrane. Some alkaline phosphatase
is released from the surface of the osteoblast and reaches the circulation, accounting
for approximately one-half of the total alkaline phosphatase activity present in adult
serum. For a long time, alkaline phosphatase has been thought to play a role in bone
mineralization. Consistent with this, deficiency of alkaline phosphatase due to genetic
defects leads to hypophosphatasia, a condition characterized by defective bone miner-
alization (18). However, the precise mechanism of mineralization and the exact role of
alkaline phosphatase in this process remains unclear. In any event, mineralization is
the result of deposition of hydroxyapatite crystals in the collagenous matrix. This pro-
cess lags behind matrix production and, in remodeling sites in the adult bone, occurs at
a distance of 8–10 µm from the osteoblast. Matrix synthesis determines the volume of
bone but not its density. Mineralization of the matrix under the control of osteoblasts
increases the density of bone by displacing water, but does not alter its volume. Osteo-
blasts are thought to regulate the local concentrations of calcium and phosphate in such
a way as to promote the formation of hydroxyapatite. In view of the highly ordered,
well-aligned, collagen fibrils complexed with the noncollagenous proteins formed by
the osteoblast in lamellar bone, it may be that mineralization proceeds in association
with, and perhaps governed by, the heteropolymeric matrix fibrils themselves.

Fig. 2. Histology of the osteoblast. Plump, cuboidal osteoblasts are lining a partly mineral-
ized layer, or seam, of osteoid in a patient with an increased rate of bone formation. Note the
perinuclear halo of the prominent Golgi apparatus. Osteoblasts have a volume ranging from
about 900 to 1200 m3. Mineralized bone is black, osteoid is grey; modified Masson stain; ×250.
(Courtesy of Dr. Robert S. Weinstein.)
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4.1. Osteocytes

Some osteoblasts are eventually buried within lacunae of mineralized matrix. These
cells are termed osteocytes and are characterized by a striking stellate morphology,
reminiscent of the dendritic network of the nervous system (19). Osteocytes are the
most abundant cell types in bone: There are 10 times as many osteocytes as osteoblasts.
Osteocytes are regularly spaced throughout the mineralized matrix and communicate
with each other and with cells on the bone surface via multiple extensions of their
plasma that run along the canaliculi; osteoblasts, in turn, communicate with cells of the
bone marrow stroma, which extend cellular projections onto endothelial cells inside
the sinusoids. Thus, a syncytium extends from the entombed osteocytes all the way to
the vessel wall (Fig. 3). As a consequence, the strategic location of osteocytes makes
them excellent candidates for mechanosensory cells able to detect the need for bone
augmentation or reduction during functional adaptation of the skeleton and the need
for repair of microdamage, and, in both cases, to transmit signals leading to the appro-
priate response. Osteocytes evidently sense changes in interstitial fluid flow through
canaliculi produced by mechanical forces and detect changes in the levels of hormones
such as estrogen and glucocorticoids that influence their survival and that circulate in
the same fluid. Disruption of the osteocyte network is likely to increase bone fragility.

4.2. Lining Cells

The surface of normal quiescent bone (i.e., bone that is not undergoing remodeling)
is covered by a 1- to 2-µm-thick layer of unmineralized collagen matrix on top of which
there is a layer of flat and elongated cells. These cells are called lining cells and are
descendents of osteoblasts (1). Conversion of osteoblasts to lining cells represents
one of the three fates of osteoblasts that have completed their bone-forming function,
the other two being entombment into the matrix as osteocytes and apoptosis. Osteo-

Fig. 3. Functional syncytium comprising osteocytes, osteoblasts, bone marrow stromal cells,
and endothelial cells. (From Plotkin et al., J. Clin. Invest. 104, 1363–1374, 1999, with permis-
sion from the authors.)
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clasts cannot attach to the unmineralized collagenous layer that covers the surface of
normal bone. Therefore, other cells, perhaps the lining cells, secrete collagenase, which
removes this matrix before osteoclasts can attach to bone.

5. Function of the Differentiated Osteoclast

Osteoclasts are usually large (50–100 µm in diameter) multinucleated cells with
abundant mitochondria, numerous lysosomes, and free ribosomes (Fig. 4). The most
remarkable morphologic feature of osteoclasts is the ruffled border, a complex system
of finger-shaped, flat-plate-shaped projections of the membrane, the function of which
is to mediate the resorption of the calcified bone matrix. This structure is completely
surrounded by another specialized area, called the clear zone. The cytoplasm in the
clear zone area has a uniform appearance and contains bundles of actinlike filaments.
The clear zone delineates the area of attachment of the osteoclast to the bone surface
and seals off a distinct area of the bone surface that lies immediately underneath the
osteoclast and that eventually will be excavated. The ability of the clear zone to seal off
this area of bone surface allows the formation of a microenvironment suitable for the
operation of the resorptive apparatus (4).

The mineral component of the matrix is dissolved in the acidic environment of the
resorption site, which is created by the action of an ATP-driven proton pump (the
so-called vaculoar H+-ATPase) located in the ruffled border membrane. The protein
components of the matrix, mainly collagen, are degraded by matrix metalloproteinases
and cathepsins O, K, B, and L secreted by the osteoclast into the area of bone resorp-
tion. The degraded bone matrix components are endocytosed along the ruffled border

Fig. 4. Histology of the osteoclast. A large multinucleated osteoclast. Three nuclei (black
arrows), each with a prominent nucleolus, are polarized to the area opposite to the bone inter-
face. The clear zone (open arrow head) and the ruffled border (small stars) are adjacent to the
site of active resorption of mineralized bone (dark area in the right half of this picture). Modi-
fied Masson stain, ×250. (Courtesy of Dr. Robert S. Weinstein.)

Adrian Pinderhughes



Osteoblasts and Osteoclasts 289

within the resorption lacunae and then transcytosed to the membrane area opposite the
bone, where they are released. Another feature of osteoclasts is the presence of high
amounts of the phosphohydrolase enzyme, tartrate-resistant acid phosphatase. In fact,
this feature is frequently used for the detection of osteoclasts in bone specimens. In
contrast to the role of the lysosomal proteolytic enzymes, little is known about the role
of TRAPase in osteoclastic bone resorption.

Osteoclasts bear on their surface several antigens that are also present on hemato-
poietic cells. These include CD54, the cellular ligand for certain integrin proteins,
CD45, the common leukocyte antigen, and the CD49b and CD29 antigens that consti-
tute the collagen receptor. In addition, osteoclasts express CD9 (function unknown),
CD13, which is the aminopeptidase N that regulates the tissue half-life of small pep-
tides in the case of inflammatory cells, CD71, the transferrin receptor that may be
related to the presence of high levels of the iron-containing TRAPase present in osteo-
clasts, and CD51 and CD61, which constitute the vitronectin receptor responsible for
mediating the attachment of osteoclasts to the bone surface.

6. Death of Osteoclasts and Osteoblasts

The average life-span of human osteoclasts is about 2 wk, whereas the average life-
span of osteoblasts is 3 mo. After osteoclasts have eroded to a particular distance,
either from the central axis in cortical bone or to a particular depth from the surface in
cancellous bone, they die by apoptosis and are quickly removed by phagocytes (20).
The majority (65%) of the osteoblasts that originally assembled at the remodeling site
also die by apoptosis (21). The remaining are converted to lining cells that cover quies-
cent bone surfaces or are entombed within the mineralized matrix as osteocytes. The
life-span of the BMU is 6–9 mo; much longer than the life-span of its executive cells.
Therefore, a continuous supply of new osteoclasts and osteoblasts from their respec-
tive progenitors in the bone marrow is essential for the origination of BMUs and their
progression on the bone surface. Consequently, the balance between the supply of new
cells and their life-span (reflecting the timing of their death by apoptosis) are key deter-
minants of the number of either cell type in the BMU and the work performed by each
type of cell, hence critical for the maintenance of bone homeostasis. The frequency of
osteoblast apoptosis in vivo is such that changes in its timing and extent could have a
significant impact in the number of osteoblasts present at the site of bone formation (22).

Osteocyte apoptosis could be of importance to the origination and/or progression of
the BMU. Targeting of osteoclast precursors to a specific location on bone depends on
a “homing” signal given by lining cells. Lining cells are instructed to do so by osteo-
cytes—the only bone cells that can sense the need for remodeling at a specific time and
place. This and the evidence that antiresorptive agents such as bisphosphonates, calci-
tonin, and estrogen affect osteoclasts not only directly but also indirectly via effects on
osteoblastic cells indicates that prolongation of the life-span of osteocytes (and osteo-
blastic cells in general) may contribute to the reduction in the frequency of origination
and/or premature termination of BMU progression that characterize the decrease in
bone resorption induced by such agents. Prolongation of the bone-forming function of
osteoblasts and preservation of the mechanosensory function of osteocytes by pharma-
cotherapeutic agents like bisphosphonates, calcitonin, and estrogen may contribute to
the efficacy of these drugs in the management of disease states because of the loss of
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bone. The former may lead to a slow increase in trabecular thickness and the latter may
contribute to their antifracture efficacy.
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Animal models have been of enormous value in studying immune-mediated rheu-
matic diseases such as systemic lupus erythematosus (SLE) and rheumatoid arthritis
(RA). Studies employing human patients are complicated by such factors as (1) vari-
ability in disease expression among patients, (2) difficulty in accurately staging disease
activity, particularly for SLE patients, complicating between-patient comparisons, and
(3) the effect of medications, many of which are immunosuppressive. Inasmuch as
human patients exhibit considerable heterogeneity, animal models may not perfectly
mimic human disease. Nevertheless, they allow insight into immune mechanisms that
may be operative in a subset of patients. Murine models of human conditions also
allow the testing of potential therapeutic agents in vivo to fully characterize beneficial
and untoward effects prior to use in humans.

1. Animal Models of Inflammatory Arthritis

1.1. Bacterial Cell-Wall Arthritis

Bacteria have been implicated as causative agents in inflammatory forms of arthritis
such as reactive arthritis, rheumatic fever, and poststreptococcal arthritis. These
arthritides are not necessarily caused by the persistence of live bacteria in the joint, but
rather by a pathogenic inflammatory response against bacterial antigens that persist in
the joint. The rat streptococcal cell-wall-induced (SCW) model of arthritis occurs
through such a mechanism.

The intraperitoneal injection of cell walls from a number of bacteria, of which SCW
are the most extensively studied, results in a biphasic inflammatory polyarthritis (1).
After the initial intraperitoneal injection of SCW, there is an acute inflammatory arthri-
tis lasting 1–2 wk, affecting primarily the distal joints, followed by a chronic inflam-
matory arthritis persisting for months with gradual resolution.

The initial joint pathology is characterized by a polymorphonuclear leukocytic exu-
date into the synovium and joint space (2). After disease induction, cell-wall fragments
can be detected in synovial monocytes, as well as in the liver, spleen, and lymph nodes
(2). SCW antigens may persist throughout the course of disease (2). Neutrophil migra-
tion to the synovium is dependent on the upregulation of adhesion molecules in the
synovial endothelium and on the expression of chemokines such as macrophage inhibi-
tory protein-2 (MIP-2) (3). Once the acute response subsides, the synovium enters a
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chronic inflammatory phase, which is dependent on mononuclear cells (1) and is char-
acterized by synovial proliferation with periarticular bone and cartilage destruction
(4). The role of lymphocytes, particularly T-cells, in SCW-induced arthritis is particu-
larly important in the chronic phase of the arthritis. Athymic nude mice treated with
SCW will only develop the acute arthritis, but not the chronic phase of arthritis (5). The
chronic phase of the disease can also be prevented by treatment with either antilym-
phocyte serum or by T-cell depletion (6,7), although arthritis still occurs.

A number of potential therapeutic targets have been defined in the SCW model.
Anti-interleukin-1 (IL-1) and anti-tumor necrosis factor- (TNF- ) monoclonal anti-
body (mAb) when given at the time of disease induction can prevent arthritis develop-
ment (3). Anti-transforming growth factor- (TGF- ) mAb has been noted to prevent
both the acute and chronic phases of arthritis when given intra-articularly or delivered
systemically by an expression vector (8,9). The use of anti-IL-4 mAb has been found to
prevent disease possibly by inhibiting IL-4-dependent production of mononuclear
chemoattractants such as monocyte chemoattractant protein 1 (MCP-1) (10).

1.2. Adjuvant-Induced Arthritis

Similar to the SCW model, adjuvant-induced inflammatory arthritis depends on the
immune recognition of bacterial antigens, which, in this case, are derived from myco-
bacteria. Arthritis is induced in susceptible inbred rat strains by a single intradermal
injection of complete Freund’s adjuvant, which contains killed mycobacterium tuber-
culosis. Within 9–12 d, acute periarticular inflammation develops in the distal joints
characterized by a synovial mononuclear cell infiltrate (4). The acute phase is followed
by a chronic arthritis characterized by synovial hyperplasia and destruction of periar-
ticular bone and cartilage similar to that seen in RA. There is also new bone formation
in the periosteum analogous to that seen in spondyloarthritis. The joint disease eventu-
ally progresses to bony ankylosis. Animals may also develop extra-articular disease
such as tendinitis, keratitis, uveitis, and urethritis.

Lymphocytes are critical to disease pathogenesis because nude mice, which lack
T-cells, are resistant to disease induction (11). In addition, the mycobacterial antigen
heat-shock protein 65 (hsp65) plays a critical role. Although hsp65 does not induce
arthritis when given alone or in adjuvant, it does induce resistance to arthritis (12).
However, Hsp65-specific T-cell clones have been identified that are arthritogenic when
injected into naive recipients (13). An Hsp65-specific cell line, A2b, can also recog-
nize normal cartilage antigens and is arthritogenic when transferred into naive animals
(14), suggesting that adjuvant arthritis may be a model of molecular mimicry, whereby
an immune response directed against a foreign antigen also recognizes a self antigen
and induces disease.

Effective therapeutic interventions in adjuvant-induced arthritis have included anti-
CD4 mAb treatment and deletion of CD4+ T-cells (15). The frequency of disease can
also be reduced by tolerizing rats with collagen (16) or synthetic Hsp65 (12). Oral
administration of mycobacteria is not effective in preventing disease (16).

1.3. Type II Collagen-Induced Arthritis

Since cell-mediated and humoral immunity against collagen has been noted in RA,
SLE, scleroderma, and other connective tissue diseases, collagen has been studied as a
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potential autoantigen in animal models of autoimmunity (17). Unlike the previous two
models, the native (nondenatured) type II collagen (CII) model of arthritis involves the
induction of a pathologic immune response to a normal component of cartilage. It
should be noted that disease is most effectively induced with collagen from a species
different from the recipient (heterologous).

Induction of disease in this model is achieved by injecting native CII or specific
purified peptide fragments of CII intradermally in either incomplete or complete
Freund’s adjuvant in susceptible rat or mouse strains (17). A severe polyarthritis
involving the distal joints develops within 2–3 wk in rats and 2–8 wk in mice, which is
characterized by synovial pannus formation and erosion of periarticular bone and car-
tilage. The disease course is monophasic with a gradual resolution of inflammation
resulting in joint ankylosis. The pattern of joint involvement and histologic changes
are similar to RA; however, the monophasic course and lack of rheumatoid factor dis-
tinguish the model from RA. A notable extra-articular manifestation is the develop-
ment of polychondritis-like lesions of the ear cartilage.

As in humans with RA, disease susceptibility of rats and mice is associated with
major histocompatibility complex (MHC) molecules. The specific MHC allele that
confers susceptibility is dependent on the species of CII used. Only mice with the H-2q

haplotype are susceptible to chicken CII (18), whereas H-2r mice are susceptible to
bovine or pig CII (19). Expression of the human HLA-DR1 molecule (an allele linked
to RA in humans) in transgenic mice results in the induction of arthritis when human
CII is used, suggesting that RA can be induced by human CII when presented by the
appropriate MHC molecules (20,21).

Humoral immunity in the form of anti-cartilage antibodies is the causative agent
of the pathology in this model (18) because arthritis can be produced in naive ani-
mals by the transfer of serum from animals with CII-induced arthritis (19). Abro-
gation of disease with anti-CD4 treatment (17) likely reflects the requirement for
T-cell help to CII-specific B-cells in order to produce arthritogenic antibodies.
Cytokines, particularly IL-1 and TNF- , also play a role in disease pathogenesis,
as anti-IL-1 monoclonal antibody and soluble IL-1 receptor antagonist both reduce
disease severity (17), whereas rTNF- administration can exacerbate arthritis. Neu-
tralization of TNF- is not as effective as the neutralization of IL-1 in reducing
disease manifestations. Endogenous IL-4 and IL-10 may play a downregulatory
role as neutralization of these cytokines in vivo results in more severe arthritis
(17), whereas administration of rIL-4 or rIL-10 reduces the severity of joint
destruction.

The administration of oral collagen to induce tolerance results in reduced T-cell
responses to CII, reduced antibody production to CII, and reduced frequency of
arthritis (17). An hypothesized mechanism for this effect is that the T-cell response
is shifted to one dominated by Th2 cytokines such as IL-4 and IL-10. If animals are
tolerized by CII they are observed to produce more IL-4 and IL-10 than nontolerized
animals with CII-induced arthritis (17). Arthritis can also be prevented by anti-
body depletion of T-cells bearing T-cell receptors prominent in CII-induced arthri-
tis such as V 6 and V 8 (17). These results support a similar approach for treating
human inflammatory arthritis where the dominant T-cell receptor types can be
identified.
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1.4. Proteoglycan-Induced Arthritis
In this model, a normal component of cartilage can induce an inflammatory arthritis.

Proteoglycan in either complete or incomplete Freund’s adjuvant is injected weekly for
4 wk into susceptible mouse strains and joint swelling develops by the fourth week. A
chronic polyarthritis ensues with periarticular joint destruction of both peripheral and
axial joints. B- and T-cells appear critical in disease pathogenesis because disease can
be transferred to naive animals with B- and T-cells already sensitized to proteoglycans.
Depletion of either B- or T-cells prevents the development of disease (22). Depletion
of CD4+ T-cells alone completely prevents disease (23), whereas depletion of CD8+
T-cells alone accentuates disease suggesting a regulatory role for CD8+ T-cells.

2. Animal Models of Spondyloarthritis

2.1. Ank/Ank Mice
Spontaneous murine progressive ankylosis was first described by Sweet and Green

in 1981 (20) and resembles human spondyloarthropathies. Animals homozygous for
the autosomal recessive mutation (ank/ank) develop early-onset progressive joint anky-
losis in the spine and peripheral joints with eventual loss of mobility and death within
6 mo. Originally, the pathology was felt to reflect solely excessive tissue calcification;
however, subsequent studies in young mice demonstrated synovial inflammation with
both polymorphonuclear and mononuclear cell infiltrates (21). As the disease
progresses, there is synovial proliferation, cartilage erosion, bony proliferation, and
eventual ankylosis. The prominent inflammatory component leading to ankylosis
resembles that seen in human spondyloarthritis. Radiographic studies demonstrate that
ankylosis progresses from distal to proximal joints and is associated with vertebral
syndesmophytes and the classic “bamboo” spine typical of ankylosing spondylitis (24).
Animals do not develop evidence of ocular inflammation (25).

2.2. HLA-B27 Transgenic Rat Model
In humans, HLA-B27 is closely linked to spondyloarthritis. Similarly, transgenic

rats expressing HLA-B27 develop a spontaneous systemic inflammatory disease with
spondyloarthritis (26). Initially, animals develop a diarrheal illness with a mononuclear
infiltrate in the colon and small bowel (27), followed several weeks later by a periph-
eral arthritis with histologic evidence of enthesopathy progressing to fibrosis and anky-
losis (26,28). Animals also develop testicular inflammation (28) and rarely anterior
uveitis (29). Skin changes include nail dystrophy, psoriasiform skin lesions, and folli-
culitis (26,30). Intestinal flora play a critical role in this model, as germ-free animals
do not develop gut inflammation or arthritis (31); however, reconstitution of normal
gut flora results in typical disease (31,32).

Disease can be transferred to normal nontransgenic rats by bone marrow and spleen
cells from transgenic rats but not by spleen cells alone (33). T-Cells are critical to
disease development, as athymic HLA-B27 rats do not develop disease unless T-cells
from euthymic HLA-B27 rats are transferred (34). The requirement for bone marrow
cells in development of disease suggests that cells derived from bone marrow precur-
sors are important in disease. Because T-cell-depleted bone marrow can still induce
disease in nontransgenic animals, it is hypothesized that antigen-presenting cells
expressing HLA-B27 derived from bone marrow precursors are critical.
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3. Animal Models of Lupus

3.1. Spontaneous Lupus
3.1.1. New Zealand Black and New Zealand Black/New Zealand White F1

New Zealand Black (NZB) mice are an inbred strain that develop an autoimmune
hemolytic anemia, thymic atrophy, and late-onset immune-complex glomerulonephri-
tis. Mice produce autoantibodies against erythrocytes and DNA primarily of the IgM
isotype (35).

The first generation offspring of a cross between NZB mice (H-2z) with New Zealand
White (NZW) (H-2d) mice, (NZB/W)F1 (H-2 z/d) develop a lupus-like phenotype char-
acterized by a severe immune-complex glomerulonephritis (35). Female NZB/W as
compared to male NZB/W are affected at an earlier age and more severely than male
animals. Renal disease, initially manifested by proteinuria, occurs by 5 mo of age in
females. The average life-span is approximately 8 mo in females and 13 mo in male
NZB/W mice. Estrogens have been shown to be critical in the development of the more
severe female phenotype by as yet unknown mechanisms (35).

Renal disease is characterized by immune complex and C3 deposition in the glom-
eruli. The deposited antibody is a high-affinity IgG anti-dsDNA antibody complexed
to nuclear antigens. Compared to NZB mice, NZB/W mice have higher titer anti-
dsDNA antibody, with a greater proportion being IgG1 and IgG2.

The production of IgG anti-DNA in NZB/W mice, as opposed to primarily IgM anti-
DNA in NZB mice, suggests a role for cytokine producing T-cells, which promote
B-cell class switching from IgM to IgG. Supporting the role of T-cells is the observa-
tion that treatment of NZB/W mice with anti-CD4 mAb prevents autoantibody produc-
tion and disease progression. However, B-cells may also be abnormal independent of
T-cells. In both the NZB and NZB/W mouse, B-cells spontaneously proliferate and
produce antibody in vitro and are hyperresponsive to T-cell-derived stimuli. In vivo,
NZB/W B cells are activated and hypersecretory as early as 1 mo of age (35,36).

Regarding the role of cytokines, neutralization of interferon- (IFN- ), a Th1
cytokine, or IL-6 or IL-10, both Th2 cytokines, reduces disease severity (37,38). Neu-
tralization of IL-4 or IL-12, cytokines important in Th2 and Th1 cell development,
respectively, prevents the development of IgG autoantibody, but only neutralization of
IL-4 prevents nephritis (39), implying that this cytokine has a key pathogenic role.
Surprisingly, neutralization of both IL-4 and IL-12 simultaneously did not alter the
disease. A mechanism for the prevention of disease by anti-IL-4 treatment may relate
to increased TNF- production, which has been shown to reduce disease severity when
administered to NZB/W mice (40).

Although maximal disease susceptibility is correlated with the heterozygous H-2d/z

genotype, genetic loci on chromosomes 1, 4, 7, 10, and 13 have also been associated
with disease development, emphasizing the contribution of multiple genes (41).

3.1.2. MRL/lpr/lpr
Mice homozygous for the lymphoproliferative mutation (lpr) possess a functional

defect in the membrane protein Fas, a member of the TNF family that mediates
apoptosis when engaged by Fas ligand (FasL) expressed on the surface of another cell
such as a CD8+ cytotoxic T-cell. Wild-type MRL/+ mice spontaneously produce anti-
dsDNA antibodies and develop a mild immune-complex glomerulonephritis late in
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life. When the lpr mutation is bred onto the MRL background, MRL/lpr/lpr mice
develop severe lymphadenopathy because of the accumulation of a double-negative
CD4-CD8-Thy1+B220+ population (DN) of cells and an accelerated and more severe auto-
immune disease compared to MRL/+ mice (35). Disease in MRL/lpr mice is character-
ized by a proliferative nephritis, a vasculitis involving primarily the renal and coronary
arteries, and a rheumatoid factor positive arthritis. Thus, the MRL/+ mouse contributes
a predisposition to autoimmunity; however, the lpr mutation enhances and accelerates
autoimmunity on the MRL/+ background.

MRL/lpr/lpr mouse develops serologic abnormalities typical of lupus, including
hypergammaglobulinemia, high-titer anti-dsDNA antibody, anti-Smith antibody,
hypocomplementemia, and rheumatoid factor. B-Cells exhibit polyclonal activation
early in life (35).

T-Cells are critical in this model because neonatal thymectomy prevents autoimmu-
nity in MRL/lpr/lpr mice (42). Additionally, chronic treatment with anti-CD4 mAb
reduces autoimmune disease and lymphoproliferation (43). Other studies using MHC
class II-deficient MRL/lpr/lpr mice, which lack CD4+ T-cells, have found a similar
reduction in autoimmune disease but no change in the degree of lymphoproliferation
(44). However, with long observation periods (i.e., 8–9 mo, there is eventual develop-
ment of glomerulonephritis with IgG and C3 deposition. These results suggest that
lymphoproliferation is CD4+ T-cell independent, that autoantibody is CD4+ depen-
dent, and that nephritis may result from CD4-dependent and -independent mechanisms.

Normally, the presence of Fas on B- and T-cells allows for the removal of
autoreactive or otherwise abnormal cells. Transgenic expression of Fas on only T-cells
in MRL/lpr/lpr mice prevents the proliferation of T-cells, including the CD4–CD8–
Thy1+B220+ cells, but it does not alter the production of autoantibodies or the inci-
dence and severity of glomerulonephritis (45). These data suggest that autoimmunity is
not dependent on the proliferation of CD4–CD8– cells or CD4+ T-cells and that dis-
ease susceptibility may reflect an inability to eliminate autoreactive B-cells through
fas-dependent mechanisms.

Regarding the role of cytokines, TNF- , interferon- , and IL-1 expression have
been noted to be elevated in MRL/lpr/lpr mice (46,47). TNF- administered prior to
disease onset produces a rapid deterioration in renal function, especially in the pres-
ence of colony-stimulating factor-1 (CSF-1), a macrophage-stimulating cytokine that
is also elevated in this animal model (46). The role of interferon-  remains controver-
sial, because its neutralization did not produce any change in disease severity (48),
although the use of MRL/lpr/lpr mice homozygous for a mutation that knocks out the
interferon- receptor results in reduced disease severity without changing the quantity
of double-negative T-cells or adenopathy (49).

3.1.3. BSXB Model

Initial crosses between the C57BL/6J and SB/LE mouse strains resulted in
lymphoproliferation. Subsequent strict inbreeding was used to produce the final BXSB
strain in which male mice develop an accelerated autoimmune disease starting at
approximately 5 mo of age, whereas females are disease free until about 15 mo of age.
Males develop a proliferative glomerulonephritis with heavy glomerular deposition of
anti-DNA antibody, particularly of the IgG2b isotype. The male predominance is not
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related to male sex hormones because castrated males develop the same degree of
autoimmunity (35).

The genetic loci for disease susceptibility was localized to the Y chromosome and is
termed the Y-chromosome-linked autoimmune accelerator or Yaa+ locus (50). The
nature of the gene is not known; however, B-cells that carry the Yaa+ gene are able to
produce antibodies against self antigens, whereas Yaa– B-cells do not. Both types of
B-cells respond equally well to foreign antigen (51).

As noted for NZB/W mice, multiple genes contribute to autoimmune disease in addi-
tion to the originally described autoimmune accelerator genes such as lpr and Yaa+.
The expression of certain MHC alleles also influences disease expression because
replacement of the normal H-2b allele in BXSB mice with the H-2d allele results in
prolonged survival (52). Other genetic loci are also linked to autoimmunity in general
and to specific features such as anti-dsDNA antibody production, splenomegaly, and
nephritis (53).

The BXSB mouse also serves as a model of antiphospholipid syndrome. Male off-
spring of male BXSB and female NZW [i.e., (BXSB × NZW)F1] develop thrombocy-
topenia and early coronary artery disease with infarction correlated with the appearance
of antiplatelet and anticardiolipin antibodies (54,55). Genetic studies have identified
multiple loci linked to the development of antiplatelet and anticardiolipin antibodies in
addition to Yaa+ (56). Several of these loci are in close proximity to the MHC locus,
although the genes have not been identified.

3.1.4. Palmerston North Model

Palmerston North (PN) mice spontaneously develop an autoimmune disease charac-
terized by hypergammaglobulinemia, anti-dsDNA antibodies, glomerulonephritis, pol-
yarteritis, and early mortality (57). Female F1 offspring produced by breeding the
Palmerston North × NZB develop more severe disease with vasculitis, renal disease,
and lymphoma. PN mice express a broad variety of autoantibodies against dsDNA,
cardiolipin, erythrocytes, ribonucleoprotein (RNP), Smith antigen, and other phospho-
lipids (58). The IgA isotype is prominent among the anti-DNA antibodies and also
among antibodies specific for IgG.

3.2. Induced Lupus

3.2.1. 16/6 Idiotype Administration

Idiotypes define a collection of immunoglobulin heavy- and light-chain variable-
region structures that participate in antigen recognition and can be recognized specifi-
cally by anti-idiotype antibody. Certain idiotypes are shared among autoantibodies from
different SLE patients despite having different antigenic specificities. One such
idiotype is termed the 16/6 idiotype. When these antibodies are injected into mice,
there is a resultant lupus-like disease. Mice are immunized with anti-DNA antibody of
the 16/6 idiotype followed in 3 wk by a repeat injection. These animals subsequently
develop high-titer anti-16/6 idiotype, anti-dsDNA, anti-RNP, anti-Ro, anti-La, and anti-
Sm antibody. The spectrum of autoantibodies is believed to be the result of the produc-
tion of anti-anti-16/6 antibodies, which also have the characteristic of binding to
autoantigens. Clinically, these mice develop lupus-like disease with prominent
immune-complex glomerulonephritis.
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CD4+ T-cell depletion prior to, but not after, 16/6 administration inhibits disease
(59). CD8+ T-cell depletion before or after immunization increases disease severity,
suggesting a regulatory role for CD8+ T-cells (59). IL-1 and TNF- production are
both prominent and correlate with disease activity. IL-2 and IFN- are increased 2–4 mo
after disease induction. Methotrexate treatment normalizes both IL-1 and TNF- lev-
els and reduces the frequency and severity of disease (59).

3.2.2. Parent-into-F1 Chronic Graft-Versus-Host Disease

The injection of homozygous parental T-cells into normal unirradiated F1 mice
results in either an acute suppressive graft-versus-host disease (GVHD) or a chronic
lupus-like autoimmune GVHD. Chronic GVHD is characterized by high serum levels
of IgG autoantibodies (antinuclear, anti-double-stranded DNA, antihistone and anti-
RBC [red blood cell] antibodies) characteristic of human SLE (60–62). Ig is deposited
along the dermal basement membrane (63) and immune-complex formation occurs with
deposition in the renal glomeruli and death because of renal failure (63,64). Acute
GVHD is characterized initially by a reduction in host lymphocytes, demonstrable
antihost cytotoxic T-cell activity, and immunodeficiency; however, long-term survi-
vors develop a scleroderma-like disease (see Subheading ?.).

Chronic GVHD can be induced by the intravenous injection of CD8+ T-cell-depleted
donor T-cells into an F1 mouse differing from the donor at least at the MHC class II
loci. Alternatively, the injection of unfractionated splenocytes from DBA/2 mice into
(C57Bl/6 × DBA/2)F1 mice will also result in chronic GVHD. The common feature of
chronic GVHD induction is the selective activation of donor CD4+ T-cells (and not
CD8+ T-cells) following recognition of host alloantigens. If both donor CD4+ and
CD8+ T-cells are activated, as would occur with unfractionated splenocytes injected
into a fully MHC class I + II disparate F1, acute GVHD results. Chronic GVHD occur-
ring in the DBA-into-F1 model is related to the observation that the anti-F1 precursor
cytotoxic lymphocyte (CTL) frequency of DBA/2 mice is approximately 10-fold less
than that of mice from the C57Bl/6 background, and as a result, CD8 activation is
suboptimal.

The initiation of acute and chronic GVHD has several similarities (65,66) character-
ized by (1) lymphoproliferative changes, with an increase in total spleen cells, host
B-cells, and host T-cells and (2) B-cell activation as measured by increased MHC class
II expression and autoantibody production. These changes correlate with the engraft-
ment and expansion of donor CD4+ T-cells in both models.

At 1 wk of disease, acute and chronic GVHD begin to diverge. In acute GVHD,
significant expansion of donor CD8+ T-cells has occurred and antihost CTL are readily
detectable. As a result, host lymphocytes, including autoantibody secreting B-cells are
eliminated, serum autoantibody levels are reduced, and the characteristic profound
immunodeficiency develops. Interestingly, the surviving B-cells remain activated until
their elimination. By contrast, in chronic GVHD, there is no significant expansion of
donor CD8+ T-cells, no development of anti-host CTL (67), and, consequently, no
reduction in the lymphoproliferation and B-cell stimulation begun earlier. During the
first 2 wk of GVHD, both forms of GVHD exhibit an initial (d 1–3) increase in IL-2
production (65) followed by increased B-cell-stimulatory cytokines (IL-4 and IL-10)
(66) beginning at d 4 of GVHD. Importantly, an increase in the Th1 cytokine, IFN- , is
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seen beginning at 5–7 d of disease only for acute GVHD. These data suggest that
IFN- and donor CD8+ CTL play a major role in mediating acute GVHD and that in
their absence, chronic GVHD, and lupus-like autoimmunity ensue. Thus, in this model,
lupus-like disease is clearly T-cell driven and results from (1) donor CD4+ T-cell pro-
duction of Th2 cytokines, which activate autoreactive host B-cells and drive autoanti-
body production and (2) an absence of donor CD8+ T-cell activation, which would
otherwise regulate or eliminate autoreactive B-cells.

4. Animal Models of Vasculitis

Animal models of vasculitis as with other autoimmune diseases fail to mimic all
features of a particular human form of vasculitis. Several animal models of vasculitis
and what they suggest about human vasculitis are discussed in the following subsections.

4.1. Mercuric-Chloride-Induced Vasculitis

The exposure of Brown Norway Rats to mercuric chloride causes T-cell-dependent
polyclonal B-cell activation with the production of multiple autoantibodies, including
anti-DNA, anticollagen, and antiglomerular basement membrane antibody (68). Animals
also develop multiorgan necrotizing vasculitis of small to medium-sized vessels, par-
ticularly in the gastrointestinal tract, similar to that seen in polyarteritis nodosa. Animals
produce antimyeloperoxidase (MPO) antibody which is responsible for the p-ANCA
pattern in human ANCA-associated vasculitis. These antibodies do not appear patho-
genic because transfer of sera to normal Brown Norway rats does not transfer disease.

4.2. Spontaneous Murine Vasculitis

MRL/lpr/lpr mice develop a small to medium vessel-necrotizing vasculitis, affect-
ing the kidney and gallbladder primarily. Perivascular infiltrates initially consist of
neutrophils, with lymphocytes eventually predominating. Approximately 20% of
females are ANCA positive. A second mouse strain, SCG/Kj mice, derived from BXSB
× MRL/lpr/lpr crosses, spontaneously develop rapidly progressive crescentic glomeru-
lonephritis and necrotizing vasculitis (69). These mice also have antimyeloperoxidase
antibody, although, again, there is no evidence that the antibody is pathogenic.
Palmerston North mice develop a multiorgan non-necrotizing vasculitis involving the
small and medium-size arteries and veins (70).

4.3. Myeloperoxidase Immunization

In contrast to the previous models, immunization of Brown Norway rats myeloperoxidase
(MPO) results in pathogenic anti-MPO antibody (68). A necrotizing crescentic glom-
erulonephritis is observed in the kidneys of anti-MPO antibody-producing animals fol-
lowing renal perfusion with MPO, peroxide, and products of activated neutrophils (i.e.,
elastase and proteinase 3 among others). IgG and C3 are deposited in the glomerular
basement membrane. These experiments demonstrate that antibody–antigen complexes
composed of MPO and anti-MPO antibody can induce renal damage.

4.4. Experimental ANCA-Associated Vasculitis

A model of ANCA-associated vasculitis has been developed based on the theory
that during a viral or bacterial infection, anti-idiotypic antibody may induce pathology
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analogous to that seen in the 16/6 idiotype model of lupus (68). Immunization of nor-
mal Balb/c mice with purified anti-proteinase-3 IgG antibody, the antibody that pro-
duces the c-ANCA pattern, induces an idiotypic antibody response that recognizes
proteinase 3 as well as MPO and other undefined endothelial surface antigens. These
antibodies can also activate neutrophils. As yet, there is no evidence supporting the
role of anti-idiotype antibodies as causative agents in Wegener’s granulomatosis or
any other ANCA-associated human vasculitis.

5. Animal Models of Scleroderma

5.1. Tight Skin Mouse Model
Two spontaneous models of systemic sclerosis are the tight skin 1 (tsk 1) and the

tight skin 2 (tsk 2) mouse. Both are autosomal dominant mutations in which homozy-
gotes die in utero. Tsk 1 arose spontaneously, whereas tsk 2 was induced by a chemical
mutagenesis. Pathology in the tsk1 mutant is characterized by cutaneous and visceral
fibrosis involving the lungs and heart, similar to that seen in systemic sclerosis. Bio-
chemically, there is increased production of 1(I), 2(I), and 1(III) procollagens, as
well as type VI collagen (71). Both models develop fibrosis within the first month of
life, with progression of disease throughout the shortened life-span of the animal (72).
Histologically, the skin shows densely packed connective tissue in the dermis, which
in the case of tsk 2 is associated with a mononuclear infiltrate. The increased connec-
tive tissue is made up predominantly of collagen with a predominant increase in type I
procollagen. The tsk 2 mutation has been localized to chromosome 1, whereas the tsk 1
mutation is mapped to chromosome 2. Tsk 1 is associated with a duplication within the
gene for fibrillin, which results in an altered protein product.

Tsk animals produce autoantibodies such as ANA, antitopoisomerase, anti-RNA
polymerase, and antimitochondrial antibodies. ANA and antitopoisomerase are promi-
nent in old mice (73). These antibodies do not appear pathogenic because tsk animals
without B-cells still develop disease. Tsk 1 animals that lack CD4+ T-cells show
reduced dermal fibrosis. Tsk 1 CD4+ T-cells transferred to normal animals, though, do
not cause disease. IL-4 has been implicated in disease pathogenesis, because it can
stimulate collagen synthesis as well as fibroblast proliferation in normal mice. If anti-
IL4 is given to tsk 1 animals starting immediately after birth, mice do not develop
dermal fibrosis but still develop lung pathology (74).

5.2. Acute Murine GVHD (Parent-into-F1)
It has been observed that some bone-marrow-transplant recipients, particularly those

who developed acute GVHD, develop an autoimmune disorder termed chronic GVHD,
which resembles scleroderma and has features of Sjögren’s syndrome with interstitial
lung disease (75,76). Although this disorder is not identical to human scleroderma,
particularly with regard to the autoantibody profile and collagen-deposition patterns, it
supports the idea that chimerism or the persistence of allogeneic T-cells in an
unirradiated recipient can mediate autoimmune diseases such as scleroderma and
Sjögren’s syndrome. In murine models, bone marrow transplantation across minor his-
tocompatibility differences in irradiated recipients results in sclerodermatous features
such as dermal T-cell infiltration and collagen deposition. Alloreactive T-cell clones
that produce cytokines that promote collagen deposition and fibroblast proliferation
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have been isolated (77,78). Although these murine models mimic bone marrow trans-
plantation from identical donor/recipient pairs and provide an approach to study in
vivo conditions that lead to altered collagen deposition, it is not clear that they are
models for other aspects of scleroderma.

Sclerodermatous skin lesions also develop following the injection of immunologi-
cally competent lymphocytes into tolerant rats. Following an acute dermal infiltration
consistent with acute GVHD, surviving rats developed epidermal atrophy, collagenization
of the dermis, and disappearance of skin appendages (79). More recently, using the
parent-into-F1 model of acute GVHD, it was shown that mice that do not succumb to
disease, go on to develop scleroderma-like skin lesions, as well as a chronic progres-
sive polyarthritis (RA-like), Sjögren-like salivary gland lesions, and lesions resem-
bling sclerosing cholangitis. These mice develop positive ANA (100%), anti-dsDNA
(50%), antihistone (25%), and low-titer anti-snRNP (35%) antibodies (80,81). Impor-
tantly, the scleroderma-like changes require 9–12 mo to develop.

6. Animal Models of Myositis

Prior viral infections, such as influenza and adenovirus, have been associated with
the occurrence of myositis in humans. Likewise, animal models of myositis have been
developed in which the causative agent is either Coxsackie B, encephalomyocarditis
virus, or picornaviruses (82,83). Mice infected with these viruses develop muscle weak-
ness, which is monophasic in character and is associated with elevation of serum muscle
enzymes and histologic evidence of muscle inflammation. T-Cells appear important in
the development of prolonged weakness because athymic mice infected with Coxsackie
B develop only an acute transient episode of myositis followed by full recovery (84).

7. Knockout Mice as Models of Autoimmunity

Mice genetically engineered with mutations rendering specific cytokines inactive
provide insight into the role of cytokines in autoimmune disease. Several knockout
mice produced in nonautoimmune mouse strains have been noted to develop autoim-
mune disease. The IL-2 knockout mouse (IL-2–/–) develops an ulcerative colitis-like
disorder and hemolytic anemia (85) associated with a polyclonal expansion of B- and
T-cells. Administration of rIL-2 to these mice prevents B- and T-cell expansion and
autoimmune manifestations (85). IL-2 is believed to be critical in the development of
regulatory T-cells because the transfer of lymphocytes from IL-2-treated IL-2–/– to
untreated IL-2–/– prevents disease development.

The TGF- knockout mice develop autoimmune features of SLE and Sjögren’s syn-
drome. There is a massive infiltration of lymphocytes and monocytes into the lungs,
liver, heart, salivary glands, and intestinal tract (86) with production of serum autoan-
tibodies to dsDNA, ssDNA, and Sm antigen, with associated glomerular immunoglo-
bulin deposits (87). Similarly, animals in which the C1q gene is knocked out also
develop a SLE-like disease with autoantibodies and glomerulonephritis. There is accu-
mulation of apoptotic cells, which may be a source of autoantigen (88).

References
1. Cromartie, J. G., Craddock, J. H., Schwab, S. K., Anderle, C., and Yang, C. (1977) Arthritis in

rats after systemic injection of streptococcal cells or cell walls. J. Exp. Med. 146, 1585–1595.



304 Lang and Via

2. Allen, J. B., Malone, D. G., Wahl, S. M., Calandra, G. B., and Wilder, R. L. (1985) Role of the
thymus in streptococcal cell wall-induced arthritis and hepatic granuloma formation. J. Clin.
Invest. 76, 1042–1056.

3. Schimmer, R. C., Schrier, D. J., Flory, C. M., Dykens, J., Tung, D. K.-L, Jacobson, P. B., et al.
(1997) Streptococcal cell wall-induced arthritis: requirements for neutrophils, P-selectin, intercellu-
lar adhesion molecule-1, and macrophage-inflammatory protein-2. J. Immunol. 159, 4103–4108.

4. Sokoloff, L. (1984) Animal models of rheumatoid arthritis. Int. Rev. Exp. Pathol. 26, 107–145.
5. Wilder, R. L., Allen, J. B., and Hansen, C. (1987) Thymus-dependent and -independent regula-

tion of Ia antigen expression in situ by cells in synovium of rats with streptococcal cell wall-
induced arthritis. Differences in site and intensity of expression in euthymic, athymic, and
cyclosporin A-treated LEW and F344 rats. J. Clin. Invest. 79, 1160–1171.

6. Lens, J. W., Van den Berg, W. B., Van de Putte, L. B. A., Berden, J. H. M., and Lems, S. P. M.
(1984) Flare-up of antigen-induced arthritis in mice after challenge with intravenous antigen:
effects of pre-treatment with cobra venom factor and anti-lymphocyte serum. Clin. Exp.
Immunol. 57, 520–527.

7. Van den Broek, M. F., Van Bruggen, M. C. J., Stimpson, S. A., and Severijen, A. J. (1990)
Flare-up reaction of streptococcal cell wall induced arthritis in Lewis and F344 rats: the role of
T lymphocytes. Clin. Exp. Immunol. 79, 297–303.

8. Wahl, S. M., Allen, J. B., Costa, G. L., Wong, H. L., and Dasch, J. R. (1993) Reversal of acute
and chronic synovial inflammation by anti-transforming growth factor beta. J. Exp. Med. 177,
225–230.

9. Song, X.-Y., Gu, M. L., Jin, W.-W., Klinman, D. M., and Wahl, S. M. (1998) Plasmid DNA
encoding transforming growth factor-beta1 suppresses chronic disease in a streptococcal cell
wall-induced arthritis model. J. Clin. Invest. 101, 2615–2621.

10. Schimmer, R. C., Schrier, D. J., Flory, C. M., Laemont, K. D., Tung, D., Metz, A. L., et al.
(1998) Streptococcal cell wall-induced arthritis: requirements for IL-4, IL-10, IFN-gamma,
and monocyte chemoattractant protein-1. J. Immunol. 160, 1466–1471.

11. Kohashi, O., Aihara, K., Ozawa, A., Kotani, S., and Azuma, I. (1982) New model of a synthetic
adjuvant, N-acetylmuramyl-L-alanyl-D-isoglutamine-induced arthritis. Lab. Invest. 47, 27–35.

12. Billingham, M., Carney, S., Butler, R., and Colston, M. (1990) A mycobacterial 65-kD heat
shock protein induces antigen-specific suppression of adjuvant arthritis, but is not itself
arthritogenic. J. Exp. Med. 171, 339–344.

13. Holoshitz, J., Naparsted, Y., Ben-Nun, A., and Cohen, I. (1983) Lines of T-lymphocyte induce
or vaccinate against autoimmune disease. Science 217, 56–58.

14. van Eden, W., Holoshitz, J., and Nevo, A. (1985) Arthritis induced by a T-lymphocyte clone
that responds to mycobacterium tuberculosis and to cartilage proteoglycans. Proc. Natl. Acad.
Sci. USA 82, 5117–5120.

15. Pelegri, C., Morante, M. P., Castellote, C., Franch, A., and Castell, M. (1996) Treatment with
an anti-CD4 monoclonal antibody strongly ameliorates established rat adjuvant arthritis. Clin.
Exp. Immunol. 103, 273–278.

16. Zhang, A., Lee, C., Lider, O., and Weiner, H. (1990) Suppression of adjuvant arthritis in Lewis
rats by oral administration of type II collagen. J. Immunol. 145, 2489–2493.

17. Myers, L. K., Rosloniec, E. F., Cremer, M. A., and Kang, A. H. (1997) Collagen-induced
arthritis, an animal model of autoimmunity. Life Sci. 61, 1861–1878.

18. Stuart, J. M., Tomoda, K., Yoo, T. J., Townes, A. S., and Kang, A. H. (1983) Serum transfer of
collagen-induced arthritis. Arthritis Rheum. 26, 1237–1244.

19. Watson, W. C., Brown, P. S., Pitcock, J. A., and Townes, A. S. (1987) Passive transfer studies
with type II collagen antibody in B10.D2/old and new line and C57Bl/6 normal and beige
(Chediak-Higashi) strains: evidence of important roles for C5 and multiple inflammatory cell
types in the development of erosive arthritis. Arthritis Rheum. 30, 460–465.



Animal Models 305

20. Sweet, H. O. and Green, M. C. (1981) Progressive ankylosis, a new skeletal mutation in the
mouse. J. Heredity 72, 87–93.

21. Hakim, F. T., Crawley, R., Brown, K. S., Evans, E. D., Harne, L., and Oppenheim, J. J. (1984)
Hereditary joint disorder in progressive ankylosis (ank/ank) mice: I. Association of calcium
hydroxyapatite deposition with inflammatory arthropathy. Arthritis Rheum. 27, 1411–1420.

22. Mikecz, K., Glant, T. T., Buzas, E., and Poole, A. R. (1990) Proteoglycan-induced polyarthritis
and spondylitis adoptively transferred to naive (nonimmunized) BALB/c mice. Arthritis Rheum.
33, 866–876.

23. Banerjee, S., Webber, C., and Poole, A. R. (1992) The induction of arthritis in mice by the
cartilage proteoglycan aggrecan: roles of CD4+ and CD8+ T cells. Cell. Immunol. 144, 347–357.

24. Mahowald, M. L., Krug, H., and Taurog, J. (1988) Progressive ankylosis in mice. An animal
model of spondyloarthropathy. Arthritis Rheum. 31, 1390–1399.

25. Mahowald, M. H., Krug, H., and Halverson, P. (1989) Progressive ankylosis (ank/ank) in mice.
An animal model of spondyloarthropathy. II. Light and electron microscopy findings. J. Rheum.
16, 60–66.

26. Hammer, R. E., Maika, S. D., Richardson, J. A., Tang, J.-P., and Taurog, J. (1990) Spontaneous
inflammatory disease in transgenic rats expressing HLA-B27 and human beta2-m: an animal
model of HLA-B27 associated human disorders. Cell 63, 1099–1112.

27. Aiko, S. and Grisham, M. B. (1995) Spontaneous inflammation and nitric oxide metabolism in
HLA-B27 transgenic rats. Gastroenterology 109, 142–150.

28. Taurog, J., Maika, S. D., Simmons, W. A., Breban, M., and Hammer, R. E. (1993) Susceptibil-
ity to inflammatory disease in HLA-B27 transgenic rat lines correlates with the level of B27
expression. J. Immunol. 150, 4168–4178.

29. Baggia, S., Lyons, J. L., Angell, E., Barkhuizen, A., Han, Y. B., and Planck, S. R. (1997) A
novel model of bacterially induced acute anterior uveitis in rats and lack of effect of HLA-B27
expression. J. Invest. Med. 45, 295–301.

30. Yanagisawa, H., Hammer, R. E., Taurog, J. D., and Richardson, A. (1995) Characterization of
psoriasiform and alopecic skin lesions in HLA-B27 transgenic rats. Am. J. Pathol. 147, 955–964.

31. Taurog, J. D., Richardson, J. A., Croft, J. T., Simmons, W. A., Zhou, M., Fernandez-Sueiro,
J. L., et al. (1994) The germ free state prevents development of gut and joint inflammatory
disease in HLA-B27 transgenic rats. J. Exp. Med. 180, 2359–2364.

32. Rath, H. C., Herfarth, H. H., Ikeda, J. S., Grenther, W. B., Hamm, T. E., Balish, E., et al. (1996)
Normal luminal bacteria especially bacteroides species, mediate chronic colonic, gastric, sys-
temic inflammation in HLA-B27/hbeta2m transgenic rats. J. Clin. Invest. 98, 945–953.

33. Breban, M., Hammer, R. E., Richardson, J. A., and Taurog, J. D. (1993) Transfer of the inflam-
matory disease on HLA-B27 transgenic rats by bone marrow engraftment. J. Exp. Med. 178,
1606–1616.

34. Breban, M., Fernandez-Sueiro, J. L., Simmons, W. A., Hadavand, R., Maika, S. D., Hammer,
R. E., et al. (1996) T cells but not thymic exposure to HLA-B27 are required for the inflamma-
tory disease of HLA-B27 transgenic rats. J. Immunol. 156, 794–803.

35. Theofilopoulos, A. N. and Dixon, F. J. (1985) Murine models of systemic lupus erythematosus.
Adv. Immunol. 37, 269–390.

36. Theofilpoulos, A. N., Shawler, D. L., Eisenberg, R. A., and Dixon, F. J. (1980) Splenic immuno-
globulin secreting cells and their regulation in autoimmune mice. J. Exp. Med. 151, 446–466.

37. Jacob, C. O., Van der Meide, P. H., and McDevitt, H. O. (1987) In vivo treatment of (NZB ×
NZW)F1 lupus-like nephritis with monoclonal antibody to interferon-gamma. J. Exp. Med.
166, 798–803.

38. Ishida, H., Muchamuel, T., Sakaguchi, S., Andrade, S., Menon, S., and Howard, M. (1994)
Continuous administration of anti-interleukin 10 antibodies delays onset of autoimmunity in
NZB/W F1 mice. J. Exp. Med. 179, 305–310.



306 Lang and Via

39. Nakajima, A., Hirose, S., Yagita, H., and Okumura, K. (1997) Roles of IL-4 and IL-12 in the
development of lupus in NZB/W F1 mice. J. Immunol. 158, 1466–1472.

40. Jacob, C.O. and McDevitt, H.O. (1988) Tumor necrosis factor- in murine autoimmune “lupus”
nephritis. Nature 331, 356–358.

41. Morel, L., Rudofsky, U. H., Longmate, J. A., Schiffenbauer, J., and Wakeland, E. K. (1994)
Polygenic control of susceptibility to murine systemic lupus erythematosus. Immunity 1, 219–229.

42. Theofilopoulos, A. N., Balderas, R. S., Shawler, D. L., Lee, S., and Dixon, F. J. (1980) Influ-
ence of thymic genotype on the systemic lupus erythematosus-like disease and T cell prolifera-
tion of MRL/lpr/lpr mice. J. Exp. Med. 153, 1405–1414.

43. Santoro, T. J., Portanova, J. P., and Kotzin, B. L. (1988) The contribution of L3T4+ T cells
to lymphoproliferation and autoantibody production in MRL-lpr/lpr mice. J. Exp. Med. 167,
1713–1718.

44. Chesnutt, M. S., Finck, B. S., Killeen, N., Connolly, M. K., Goodman, H., and Wofsy, D.
(1998) Enhanced lymphoproliferation and diminished autoimmunity in CD4-deficient MRL/lpr
mice. Clin. Immunol. Immunopathol. 87, 23–32.

45. Fukuyama, H., Adachi, M., Suematsu, S., Miwa, K., Suda, T., Yoshida, N., et al. (1998)
Transgenic expression of fas in T cells blocks lymphoproliferation but not autoimmune disease
in MRL/lpr mice. J. Immunol. 160, 3805–3811.

46. Boswell, J. M., Yui, M. A., Burt, D. W., and Kelley, V. E. (1988) Increased tumor necrosis
factor and IL-1 expression in the kidneys of mice with lupus nephritis. J. Immunol. 141,
3050–3058.

47. Takahashi, S., Fossati, L., Iwamoto, M., Merino, R., Motta, R., Kobayakawa, T., et al. (1996)
Imbalance towards Th1 predominance is associated with acceleration of lupus-like autoim-
mune syndrome in MRL mice. J. Clin. Invest. 97, 1597–1604.

48. Nicoletti, F., Meroni, P., DiMarco, R., Barcellini, W., Borghi, M. O., Gariglio, M., et al. (1992)
In vivo treatment with monoclonal antibody to interferon-gamma neither affects the survival
nor the incidence of lupus-nephritis in the MRL/lpr-lpr mouse. Immunopharmacology 24, 11–20.

49. Haas, C., Ryffel, B., and Hir, M. L. (1997) IFN-g is essential for the development of autoim-
mune glomerulonephritis in MRL/lpr mice. J. Immunol. 158, 5484–5491.

50. Hudgins, C. C., Steinberg, R. T., Klinman, D. M., Reeves, M. J. P., and Steinberg, A. D. (1985)
Studies of consomic mice bearing the Y chromosome of the BXSB mouse. J. Immunol. 134,
3849–3854.

51. Merino, R., Fossati, L., Lacour, M., and Izui, S. (1991) Selective autoantibody production by
Yaa+ B cells in autoimmune Yaa+-Yaa– bone marrow chimeric mice. J. Exp. Med. 174, 1023–1029.

52. Merino, R., Iwamoto, M., Gershwin, M. E., and Izui, S. (1994) The Yaa gene abrogates the
major histocompatibility complex association of murine lupus in (NZB × BXSB)F1 hybrid
mice. J. Clin. Invest. 94, 521–530.

53. Hogarth, M. B., Slingsby, J. H., Allen, P. J., Thompson, E. M., Chandler, P., Davies, K. A., et
al. (1998) Multiple lupus susceptibility loci map to chromosome 1 in BXSB mice. J. Immunol.
161, 2753–2761.

54. Hang, L. M., Izui, S., and Dixon, F. (1981) (NZW × BXSB)F1 hybrid: a model of acute lupus
and coronary vascular disease with myocardial infarction. J. Exp. Med. 154, 216–221.

55. Oyaizu, N., Yasumizu, R., Miyama-Inaba, M., Nomura, S., Yoshida, H., Miyawaki, S., et al.
(1988) (NZW × BXSB) F1 mouse: a new model of idiopathic thrombocytopenic purpura. J.
Exp. Med. 167, 2017–2022.

56. Ida, A., Hirose, S., Hamano, Y., Kodera, S., Jiang, Y., Abe, M., et al. (1998) Multigenic control
of lupus-associated antiphospholipid syndrome in a model of (NZW × BXSB) F1 mice. Eur. J.
Immunol. 28, 2694–2703.

57. Walker, S. E., Gray, R. H., Fulton, M., and Wigley, R. D. (1978) Palmerston North mice: a new
animal model of systemic lupus erythematosus. J. Lab. Clin. Med. 92, 932–945.



Animal Models 307

58. Handwerger, B. S., Storrer, C. E., Wasson, C. S., Movafagh, F., and Reichlin, M. (1999) Fur-
ther characterization of the autoantibody response of Palmerston North mice. J. Clin. Immunol.
19, 45–57.

59. Dayan, M., Segal, R., and Mozes, E. (1997) Cytokine manipulation by methotrexate treatment
in murine experimental systemic lupus erythematosus. J. Rheum. 24, 1075–1082.

60. Van Rappard-Van Der Veen, F. M., Kiessel, U., Poels, L., Schuler, W., Melief, C. J. M.,
Landegent, J., and Gleichmann, E. (1984) Further evidence against random polyclonal anti-
body formation in mice with lupus-like graft-vs-host disease. J. Immunol. 132, 1814–1820.

61. Gleichmann, E., van Elven, E. H., and Van Der Veen, P. J. W. (1982) A systemic lupus erythe-
matosus (SLE)-like disease in mice induced by abnormal T–B cell cooperation. Preferential
formation of autoantibodies characteristic of SLE. Eur. J. Immunol. 12, 152–160.

62. Portanova, J. P., Claman, H. N., and Kotzin, B. L. (1985) Autoimmunization in murine graft-
vs-host disease: I. Selective production of autoantibodies to histones and DNA. J. Immunol.
135, 3850–3858.

63. van Elven, E. H., Agterberg, J., Sadel, S., and Gleichmann, E. (1981) Diseases caused by reac-
tions of T lymphocytes to incompatible structures of the major histocompatibility complex: II.
Autoantibodies deposited along the basement membrane of skin and their relationship to
immune-complex glomerulonephritis. J. Immunol. 126, 1684–1690.

64. Rolink, A. G., Gleichmann, H., and Gleichmann, E. (1983) Diseases caused by reaction of
T lymphocytes to incompatible structures of the major histocompatibility complex: VII.
Immune complex glomerulonephritis. J. Immunol. 130, 209–216.

65. Via, C. S. (1991) Kinetics of T cell activation in acute and chronic forms of murine graft-
versus-host disease. J. Immunol. 146, 2603–2609.

66. Rus, V., Svetic, A., Nguyen, P., Gause, W., and Via, C. S. (1995) Kinetics of Th1 and Th2
cytokine production during the early course of acute and chronic murine graft-versus-host dis-
ease. J. Immunol. 155, 2396–2406.

67. Via, C. S. and Shearer, G. M. (1988) T-cell interactions in autoimmunity: insights from a murine
model of graft-versus-host disease. Immunol. Today 9, 207–210.

68. Heeringa, P., Brouwer, E., Tervaert, J. W. C., Weening, J. J., and Kallenberg, C. G. M. (1998)
Animal models of anti-neutrophil cytoplasmic antibody associated vasculitis. Kidney Int. 53,
253–263.

69. Kinjoh, K., Kyogoku, M., and Good, R. A. (1993) Genetic selection for crescent formation
yields mouse strain with rapidly progressive glomerulonephritis and small vessel vasculitis.
Proc. Natl. Acad. Sci. USA 90, 3413–3417.

70. Luzina, I. G., Knitzer, R. H., Atamas, S. P., Gause, W. C., Papadimitriou, J. C., Sztein, M. B., et al.
(1999) Vasculitis in the Palmerston North mouse model of lupus. Arthritis Rheum. 42, 561–568.

71. Jimenez, S. A. and Christner, P. J. (1994) Animal models of systemic sclerosis. Clin. Dermatol.
12, 425–436.

72. Christner, P. J., Peters, J., Hawkins, D., Siracusa, L. D., and Jimenez, S. A. (1995) The tight
skin 2 mouse. An animal model of scleroderma displaying cutaneous fibrosis and mononuclear
infiltration. Arthritis Rheum. 38, 1791–1798.

73. Bocchieri, M. H., Henricksen, P. D., Kasturi, K. N., Muryoi, T., Bona, C. A., and Jimenez,
S. A. (1991) Evidence for autoimmunity in the tight skin mouse model of systemic sclerosis.
Arthritis Rheum. 34, 599–605.

74. Ong, C., Wong, C., Roberts, C. R., Teh, H. S., and Jirik, F. R. (1998) Anti-IL-4 treatment
prevents dermal collagen deposition in the tight skin mouse model of scleroderma. Eur. J.
Immunol. 28, 2619–2629.

75. Shulman, H. M., Sullivan, K. M., Weiden, P. L., McDonald, G. B., Striker, G. E., Sale, G. E., et
al. (1980) Chronic graft-versus-host syndrome in man. A long-term clinicopathologic study of
20 Seattle patients. Am. J. Med. 69, 204–217.



308 Lang and Via

76. Lawley, T. J., Peck, G. L., Moutsopoulos, H. M., Gratwohl, A. A., and Deisseroth, A. B. (1977)
Scleroderma, Sjogren-like syndrome, and chronic graft-versus-host disease. Ann. Intern. Med.
87, 707–709.

77. Jaffee, B. D. and Claman, H. N. (1983) Chronic graft-versus-host disease (GVHD) as a model
for scleroderma. I. Description of model systems. Cell. Immunol. 77, 1–12.

78. Declerck, Y., Draper, V., and Parkman, R. (1986) Clonal analysis of murine graft-vs-host dis-
ease. II. Leukokines that stimulate fibroblast proliferation and collagen synthesis in graft-vs-
host disease. J. Immunol. 136, 3549–3552.

79. Stastny, P., Stembridge, V. A., Vischer, T., and Ziff, M. (1965) Homologous disease in the
adult rat, a model for autoimmune disease. II. Findings in the joints, heart, and other tissues. J.
Exp. Med. 122, 681–692.

80. Gelpi, C., Martinez, M. A., Vidal, S., Targoff, I. N., and Rodriguez-Sanchez, J. L. (1994)
Autoantibodies to a transfer RNA-associated protein in a murine model of chronic graft versus
host disease. J. Immunol. 152, 1989–1999.

81. Pals, S. T., Radaszkiewicz, T., Roozendaal, L., and Gleichmann, E. (1985) Chronic progressive
polyarthritis and other symptoms of collagen vascular disease induced by graft-vs-host reac-
tion. J. Immunol. 134, 1475–1482.

82. Ytterberg, S. and Schnitzer, T. (1988) Coxsackievirus B1-induced murine polymyositis, in CRC
Handbood of Animal Models for the Rheumatic Diseases (Greenwald, E. and Diamond, H.,
eds.), CRC, Boca Raton, pp. 147–156.

83. Cronin, M., Love, L., and Miller, F. (1988) The natural history of encephalomyocarditis virus-
induced myositis and myocarditis in mice. J. Exp. Med. 168, 1639–1648.

84. Ytterberg, S., Mahowald, M., and Messner, R. (1987) Coxsackievirus B1-induced polymyosi-
tis. Lack of disease in nu/nu mice. J. Clin. Invest. 80, 499–506.

85. Klebb, G., Autenrieth, I. B., Haber, H., Gillert, E., Sadlack, B., Smith, K. A., et al. (1996)
Interleukin-2 is indispensable for development of immunological tolerance. Clin. Immunol.
Immunopathol. 81, 282–286.

86. Shull, M. M., Ormsby, I., Kier, A. B., Pawlowski, S., Diebold, R., Yin, M., et al. (1992) Tar-
geted disruption of the mouse TGF- 1 gene results in multifocal inflammatory disease. Nature
359, 693–699.

87. Dang, H., Geiser, A. G., Letterio, J. J., Nakabayashi, T., Kong, L., Fernandes, G., et al. (1995)
SLE-like autoantibodies and Sjögren’s syndrome-like lymphoproliferation in TGF- knockout
mice. J. Immunol. 155, 3205–3212.

88. Botto, M., Dell’Agnola, C., Bygrave, A. E., Thompson, E. M., Cook, H. T., Petry, F., et al.
(1998) Homozygous C1q deficiency causes glomerulonephritis associated with apoptotic bod-
ies. Nature Genet. 19, 56–59.



Systemic Lupus Erythematosus 309

III
PATHOGENESIS OF RHEUMATIC DISEASES



310 Liossis and Tsokos



Systemic Lupus Erythematosus 311

311

From: Current Molecular Medicine: Principles of Molecular Rheumatology
Edited by: G. C. Tsokos © Humana Press Inc., Totowa, NJ

20
Systemic Lupus Erythematosus

Stamatis-Nick C. Liossis and George C. Tsokos

Systemic lupus erythematosus (SLE) is a systemic autoimmune disease character-
ized by chronic inflammatory tissue damage mediated at least in part by immune com-
plexes, autoantibodies, and autoreactive lymphocytes. Although the pathogenesis of
SLE is incompletely understood, research efforts have shed light into the complex
genetic, environmental, hormonal, and immunoregulatory factors, which are believed
to contribute invariably to the development of the disease (1–3).

1. Genetic Factors

One out of every 10 patients with SLE has a first-degree relative with the disease.
The relatively high concordance rates for SLE in monozygotic twins (25–57%) com-
pared to the concordance rates in dizygotic twins (2–9%) supports the importance of
the host genetic background. It is currently believed that multiple genes confer suscep-
tibility to the expression of the disease in a cumulative manner. Such a concept also
encompasses the widely held thought that SLE is a genetically heterogeneous disease
(see also Chapter 34).

The impact of genetic factors is also underscored by the fact that the incidence and
prevalence of the disease differs among races. SLE has a higher incidence and preva-
lence in African-Americans, Afro-Caribbeans, and East Asians. SLE is not only more
common in these populations but also the disease may have a worse overall course and
prognosis. Certain clinical (e.g., discoid skin lesions, nephritis) and serological (e.g.,
anti-Sm autoantibodies) manifestations are more frequent among African-American
patients. Ongoing detailed genetic analysis may reveal the molecular basis for such
interracial differences.

Previous studies focused on the potential association of SLE with major histocom-
patibility complex (MHC) alleles or haplotypes. Strong associations have been
reported between DR3, DQ2-containing, DR2, and DQ6-containing MHC class II
haplotypes. Other genes found in the MHC complex (short arm of human chromo-
some 6) and comprise the MHC class III have also been associated with SLE.
Hereditary deficiencies of early complement components have been associated with
lupus. Genes for C2 and C4 map within the MHC, whereas C1q is encoded on chro-
mosome 1. Complement receptor types 1 (CR1) and 2 (CR2) map also on the long
arm of chromosome 1, and their expression in SLE red cells and B-lymphocytes,
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respectively, has been reported to be decreased. Certain polymorphisms of the
promoter of the tumor necrosis factor- (TNF- ) gene (also encoded within the
MHC-III region) in HLA-DR2-positive patients with lupus nephritis are associated
with decreased production of TNF- .

Modern genetic approaches have tackled the study of multigenic human diseases
(Chapter 1). Microsatellite markers have been used to screen the whole genome or
portions of it in multiplex lupus family members. Previous studies had focused on
genetic loci that map on the long arm of chromosome 1. The 1q23 locus is particularly
interesting because it harbors at least two genes with potential association with lupus
nephritis. Genes Fc RIIA and Fc RIIIA encode the receptors for the Fc fragment of
IgG types IIA (CD32) and IIIA (CD16). A well-described polymorphism of the
functional domain of FcgRIIA, which consists of a single aminoacid change of an
arginine to histidine at position 131, predominates in African-American patients with
lupus. This change is associated with defective Fc RIIA function, decreased IgG2 bind-
ing, impaired immune-complex handling, and clinically with immune-complex depo-
sition in the kidneys and lupus nephritis in the African-American SLE patients
population (4,5).

The first study of lupus families was conducted by Tsao et al. (6) who reported a
linkage between SLE and the locus 1q41-42. Interestingly, this study was guided to
that specific genetic interval because it is syntenic with a known murine lupus-predis-
posing locus (2). Genes found in the human 1q41-42 locus are not well characterized
yet, but it is possible that this genetic marker confers susceptibility to antihistone au-
toantibody production in humans as it does in lupus-prone mice. The cohorts of multi-
plex lupus families analyzed in two novel studies are larger. Moser et al. (7) studied 94
pedigrees and reported that potential SLE loci (with LOD scores >2) are found at chro-
mosomes 1q23, 1q41, and 11q14-23 in African-Americans. In European-Americans,
the potential lupus loci were at 14q11, 4p15, 11q25, 2q32, 19q13, 6q26-27, and 12p12-
11. In the combined pedigrees, the potential lupus loci were 1q23, 13q32, 20q13, and
1q31. The stronger linkage was for locus 1q23 in African-Americans. Candidate genes
for this interval are those for Fc RIIA, as well as other nearby genes involved in SLE,
such as Fc RIIIA, Fc RIIIB, and the  chain of the T-cell receptor.

The study by Gaffney et al. (8) analyzed 105 sib-pair lupus families almost entirely
of European-American origin. This genome-wide microsatellite marker screen revealed
that the stronger evidence for linkage was found near the MHC locus at 6p11-q21 and
at three additional genetic intervals, at 16q13, 14q21-23, and 20p12. The two latter
studies did not use the same microsatellite markers for screening, and it is interesting
that there was partial agreement on linkage scores for some, but not all, markers that
mapped closely. Moreover, the loci with the strongest linkage reported in one study are
not found in the other. The linkage with 1q41-42 was found strong in two of the three
studies, but in the first, it is reported that it crosses ethnic barriers, whereas in the other,
it predominantly affected the African-American lupus families.

The long arm of human chromosome 1 (9) interestingly harbors several of the poten-
tial lupus loci found in these genomewide screens and also others that have been impli-
cated in lupus. Such genes are those encoding for Fc RIIA, Fc RIIIA, TCR , FasL,
interleukin-10 (IL-10), CR1, CR2, and C1q proteins. These molecules have been
implicated in SLE either by small-scale genetic or by other-than-genetic studies.
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In summary, multiple genetic loci or genes contribute to susceptibility for the
development of SLE. The pathogenetic contribution and complex interaction of
lupus-susceptibility genes needs to be clarified by additional studies. The precise
role and contribution of each of the lupus-related genes should be addressed. The
most important of them may represent potential targets for gene therapy in the
future.

2. Hormonal Factors

In the prepubertal years, SLE affects boys and girls almost equally. During puberty
though, lupus expresses its striking preference for females, an effect that remains steady
throughout the reproductive years. There are no data regarding postmenopausal years.
It is thus believed that female hormonal factors play at least a permissive role, whereas
male hormonal factors play a protective one in the expression of SLE. This has been
further supported by studies in murine strains. It has been clearly shown that estrogens
have deleterious effects on lupus-prone experimental animals, whereas androgens are
protective (10).

There is evidence that the metabolism of endogenous estrogens is abnormal. Patients
with SLE and their relatives produce increased amounts of the potent estrogens estrone
and estriol because of increased 16 hydroxylation of estradiol and they also have
decreased levels of androgens. Although most of our attention is focused on estrogens,
other female hormones (e.g., progesterone, prolactin) may play a role. For example,
hyperprolactinemia has been correlated with the appearance of such autoantibodies as
anti-dsDNA, anti-Sm, and anti-Ro. The role of exogenously provided estrogens was
addressed in the Nurses’ Health Study, in which it was reported that long-term estro-
gen replacement therapy was associated with an increased risk for the development of
SLE (relative risk = 3.5). Past use of oral contraceptives conferred a slightly increased
relative risk of 1.4, but these data refer to a population exposed to the high estrogen
content of oral contraceptives. Two newer case-control studies in populations receiv-
ing modern (low-dose) oral contraceptives failed to show increased risk for the devel-
opment of lupus (11).

Generally, estrogens act onto target cells after binding their cytoplasmic estrogen
receptors (ER). The estrogen–ER complex acquires transcription factor activity, and
following its entrance in the nucleus and its binding on specific estrogen-response ele-
ments found in the promoters of specific genes, it modulates the transcription of estro-
gen-dependent genes. Estrogens exert modulating effects on the immune system by
altering the function and activity of T- and B-cells. Whether estrogens augment or
inhibit immune cell function is a matter of debate, but in the immune cells of lupus-
prone mice, estrogens act clearly as autoimmunity enhancers. It was recently reported
that immune cells possess functional ER. Nevertheless, there were no differences
between the ER found in lupus immune cells and those found in normal T- and B-lym-
phocytes and monocytes.

Estrogen receptors are found on the cell-surface membrane as well, and they medi-
ate quite distinct functions compared to those of the classic endoplasmic ER. In murine
T-cells, membrane ER, upon binding to estradiol, mediate a rise in the concentration of
intracellular calcium ([Ca2+]i), which is a pivotal second messenger. Also, estrogen-
response elements are found in the promoters of the protooncogenes c-fos and c-jun.
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Estrogens thus affect the transcription of the fos and jun proteins that, when complexed,
represent the transcription factor AP-1 (12).

3. Environmental Factors

It is thought that various environmental factors influence a genetically susceptible
host triggering the expression of SLE. Factors such as ultraviolet (UV) light, heavy
metals, organic solvents, and infections will be discussed here (10).

Exposure to UV light causes photosensitivity (more frequently in the Caucasian
lupus population) and is a known disease-exacerbating factor. UV light causes the
apoptotic cell death of keratinocytes. This mode of death was shown to be associated
with the expression on the cell-surface of the dying keratinocyte of specific autoantigens
that were previously “hidden” in the cytoplasm and/or cell nucleus. Autoantigens pre-
sented this way in surface membrane blebs of discrete size now become “visible” or
accessible for immune recognition and potential targets for immune-mediated attack.
The latter may result in local inflammation and the appearance in the circulation of
autoantibodies. UV-light irradiation of cultured human keratinocytes induces changes
consistent with apoptosis and the autoantigens are clustered in two kinds of bleb of the
cell-surface membrane. The smaller blebs contain endoplasmic reticulum, ribosomes,
and the (auto)antigen Ro. The larger blebs contain nucleosomal DNA, Ro, and La and
the small ribonucleoproteins. This UV-mediated apoptotic cell death may be the
molecular basis for the accessibility of hidden intracellular antigens and may explain
the flooding of the immune system with autoantigens that activate T- and B-cells (3).

Respirable silica has been previously associated with the appearance of antinuclear
antibody and other autoantibodies in the serum and with the development of autoim-
mune diseases such as scleroderma. Silicosis is an occupationally related disease mostly
for men. An analysis of 1130 men from Sweden with silicosis reported significantly
more hospitalizations because of SLE and other connective-tissue autoimmune dis-
eases. A prevalence of SLE that was 10 times higher than expected in the general popu-
lation was reported in another study analyzing 15,000 men with heavy exposure to
silica. Inhaled silica particles are phagocytosed by alveolar macrophages and act as a
potent stimulus leading to inflammation. It has been hypothesized that increased
recruitment and activation of macrophages leads to increased antigen presentation and
increased antibody production. Moreover, in vitro silica acts as a polyclonal T-cell
activator.

Previous studies reported that the organic solvents found in hair dyes are signifi-
cantly associated with the development of connective-tissue diseases. However, the
Nurses’ Health Study did not find an association between hair dye use (even for > 15 yr)
and the development of SLE.

Smoking also has been reported to correlate with the development of SLE, as two
studies found an increased risk, but in the second (and smaller) one, the increased risk
was not significant. Among others, cigaret smoking affects the activity of enzymes
involved in estrogen metabolism; thus, it further perplexes the already complex inter-
action among environmental, hormonal, and genetic factors for the development of SLE.

A common clinical observation has been the development of SLE following an
infection; nevertheless, a lupus-causing microorganism has never been identified. It
has been hypothesized that an infectious agent(s) can disproportionally trigger an
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endogenously dysregulated immune system for the development or the exacerbation of
SLE (see Chapter 2). Among the common pathogens, the herpesvirus Epstein–Barr
virus (EBV) has received the most attention. Antibodies against EBV have crossreac-
tivity with the lupus-specific autoantigen Sm. It was recently reported that newly diag-
nosed young patients with lupus have a significantly higher percentage of seropositivity
for EBV infection compared to a control group. Almost all (116 of 117) young patients
tested had seroconverted to EBV compared to 70% of their age-, sex-, and race-matched
controls. Other herpesviruses tested did not follow this striking pattern. EBV DNA was
found in the lymphocytes of all 32 young lupus patients tested, whereas it was present
in 23 only of 32 controls. Whether EBV-infected individuals become more susceptible
to the development of lupus, or lupus patients are/become more susceptible to EBV
infection, or, finally, if a third factor increases susceptibility to both is currently not
known (3,10).

4. Drugs And Lupus

Drug-induced lupus has great similarities but also important differences to the idio-
pathic SLE syndrome. Because it represents a disease entity where the inciting factor is
known, exogenous, and fully controllable, it represents a good model for studying
aspects of SLE pathogenesis. Drugs that cause the SLE-like syndrome have been reported
to induce DNA hypomethylation. Induced autoreactivity of previously non-autoreactive
T-cells was first shown with the known DNA hypomethylator 5-azacytidine. Subse-
quently, it was found that the pharmaceutical agents most commonly associated with
the drug-induced lupus, like procainamide and hydralazine, also bind to DNA and
inhibit its methylation. The methylation status of a gene is one of the factors that deter-
mine the gene transcription rate in general. Thus, it can be assumed that changes in the
methylation status of some autoreactivity-related genes contribute to the development
of autoimmunity, but this hypothesis has not been substantiated yet.

In idiopathic SLE T-cells, it was reported that DNA is hypomethylated and the
activity of the methylation-inducing enzyme, DNA methyltransferase, is decreased.
Non-T-cells from patients with SLE did not share this abnormality, which affected
only half of the lupus patients tested, and, finally, this abnormality was not disease-
specific. Treatment of T-cells with inhibitors of DNA methylation induced the
upregulation of the adhesion/costimulatory molecule lymphocyte function-associated
antigen-1 (LFA-1). The significance of this event is underscored by studies in animal
models in which T-cells overexpressing LFA-1 can mediate the production of anti-
dsDNA autoantibodies and the appearance of glomerulonephritis. It is thus possible
that drugs inducing DNA hypomethylation can initiate an autoimmune process by
upregulating the costimulatory molecule LFA-1. Intracellular adhesion molecule-1
(ICAM-1) is the ligand for LFA-1 and estrogens are known inducers of ICAM-1
upregulation on endothelial cells. It was reported that procainamide induced a more
severe disease in female experimental animals compared to procainamide-treated male
counterparts, with two to seven times more cells homing to the spleen and higher anti-
dsDNA antibody titers.

This example integrates at least two independent lupus-precipitating factors, drugs
and estrogens. The exogenous factor (procainamide) caused decreased DNA methyla-
tion resulting (among others) in the upregulation of LFA-1 on the surface of T-cells.
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This caused disease (or more severe disease) preferably to female animals because
their circulating estrogens would make their endothelial cells more susceptible to LFA-
1-mediated T-cell binding, resulting in heavier splenic infiltration and higher titers of
the pathogenic anti-dsDNA autoantibodies. The extent to which this intriguing example
may apply to the human disease is unknown, but LFA-1 was found to be overexpressed
on the surface membrane of lupus lymphocytes. Another adhesion molecule, VLA-4,
was found to be overexpressed on lupus lymphocytes only in patients suffering from
lupus vasculitis. VLA-4-overexpressing lymphocytes displayed enhanced binding to
cord vein endothelial cells. It can be assumed that if the expression of VLA-4 partner is
upregulated on lupus endothelial cells, this could explain molecularly lupus vasculitis
(reviewed in 3).

5. Anti-DNA Autoantibodies in SLE

Systemic lupus erythematosus is characterized by the production of a large and still
growing list of antibodies against an array of non-organ-specific self constituents
present principally in the cell nucleus, but also in the cytoplasm, in the cell-surface
membrane or even in the circulation. Although in the past it was proposed that the
immune response against self was a uniformly harmful event, we now understand that
an immune response against self is commonly a part of the normal immune response.
This “normal autoimmunity” is a limited and strictly regulated process. Immune cells
with autoreactive potential are present in good numbers in the normal subject, and
germline genes encoding for antigen receptors of autoreactive T- and B-cells are part
of the normal gene repertoire (13).

Therefore, not unexpectedly, antibodies to DNA are produced in the normal host.
These are IgM antibodies that bind to single-stranded (denatured) DNA; they have low
affinity for DNA and broad crossreactivity with a variety of other self antigens. The
production of these natural anti-DNA antibodies is tightly regulated. They do not usu-
ally undergo isotype switching and are encoded by germline genes; affinity maturation
by the process of somatic mutation does not occur. On the contrary, the anti-DNA
antibodies encountered so characteristically in the sera of patients with SLE have quite
different features (see Chapter 4). They have undergone isotype switching to IgG of
the various subclasses, and germline genes do not usually encode them because new
aminoacids are introduced into their variable regions to enhance their affinity (somatic
mutations and hypermutations). Because DNA is a highly anionic macromolecule, posi-
tively charged amino acids are introduced into the autoantibody variable regions, par-
ticularly arginine, to enhance DNA binding. Lupus anti-DNA antibodies thus are
usually charged, IgG high-affinity and relatively low crossreactivity antibodies that
recognize double-stranded (native) DNA (dsDNA) as well; in fact, anti-DNA antibod-
ies that recognize dsDNA exclusively are rather unusual. This is the profile of the anti-
dsDNA autoantibodies that are encountered essentially only in patients with SLE. In
fact, among the various antinuclear antibody (ANA) specificities encountered in the
sera of at least 95% of lupus patients, it is only the anti-dsDNA and the anti-Sm autoan-
tibodies that are virtually specific for SLE.

Anti-dsDNA antibodies are considered pathogenic and they have been shown to
cause glomerulonephritis. Even though there are exceptions, pathogenicity of anti-
dsDNA antibodies is associated with high complement-fixing capability, high affinity
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for DNA and other crossreactive antigens, and a highly cationic charge. Circulating
DNA–anti-dsDNA immune complexes are trapped in the glomerular basement mem-
brane and the inflammation that follows can cause nephritis. Alternatively, the immune
complexes are formed in situ, because the cationic anti-dsDNA antibodies may bind
either negatively charged constituents of the glomerular basement membrane itself
(laminin, heparan sulfate) or DNA fragments predeposited passively there.

Is DNA the autoantigen? Efforts to induce anti-dsDNA antibodies and glomerulone-
phritis by immunizations with mammalian, microbial, or viral DNA were not highly
successful. Naked DNA is a poor immunogen. On the contrary, when the administered
antigen is in the form of chromatin or nucleosomes, then the anti-DNA antibodies pro-
duced have an enhanced pathogenic potential. T-Cells from patients with SLE acti-
vated by nucleosomes provide help to lupus B-cells to produce anti-dsDNA of the IgG
class. In a murine lupus model, the ability to respond to nucleosomes and generate
antihistone and anti-DNA antibodies is genetically determined (10,14).

6. Immunoregulatory Factors

A vast literature is devoted to the description of the multiple immune cell abnor-
malities encountered in SLE. Aberrations of the immune cells are believed to play a
major role in lupus pathogenesis. Normally, the immune response takes place under
strict regulatory control. Even though the mechanisms involved are incompletely
understood, we believe that such control is provided not only by immune cells them-
selves but also by their products and involve multiple feedback loops (3).

6.1. Helper/Suppressor T-Cell Function Imbalance
The disturbances involved in the production and maintenance of high levels of

pathogenic autoantibodies in SLE could result from either increased help provided
by specialized helper T-cell subsets, or decreased suppression, or both. Several sub-
sets of T-cells, well characterized phenotypically, have been described to provide
excessive help to lupus B-cells for the production of autoantibodies. Besides CD4+

T-cells that provide excessive help, other subsets such as CD8+, CD3+CD4–CD8–

TCR and CD3+CD4–CD8–TCR T-cells from patients with SLE have been reported
to provide help to autologous B-cells to produce anti-DNA autoantibodies. The latter
two double-negative subsets are rather unusual in normal subjects, but in SLE, these
subpopulations are greatly expanded in the circulation. Because the double-negative
T-cell is known as an intermediate cell type during thymic selection, the increased
numbers found in the circulation of lupus patients indicates that the processes of
intrathymic positive and/or negative selection in SLE is perturbed resulting in toler-
ance defects (3).

6.2. Th1/Th2-Type Cytokine Imbalance
6.2.1. Decreased Production of Th1-Type Cytokines

The SLE T-cells produce decreased amounts of IL-2 in vitro and this correlates with
disease activity. Both CD4+ and CD8+ T-cells contribute to this deficiency. (Table 1)
The production of TNF- from lupus peripheral blood mononuclear cells (PBMC) is
deficient. Decreased production of interferon- (IFN- ) also characterizes peripheral
blood mononuclear cells from patients with SLE. IL-2, TNF- , IFN- , and IL-12 are



318 Liossis and Tsokos

the Th1-type cytokines. They enhance cytotoxic cell responses and suppress antibody
production. More recently, the production of IL-12 was similarly found to be decreased.
IL-12 drives the cytokine production profile toward the Th1 type. The production of
IL-12 was reportedly not corrected after “resting” the cells for a couple of days; thus,
decreased IL-12 production may represent a more central abnormality.

6.2.2. Increased Production of Th2-Type Cytokines

Cytokines of the Th2-type include IL-4, IL-5, IL-6, and IL-10. Their role in general
is to promote humoral immunity and suppress cell-mediated immune responses. The
production of IL-6, a cytokine that promotes immunoglobulin production by B-cells, in
lupus is increased. Also, IL-6 levels in the cerebrospinal fluid of patients with central
nervous system lupus is increased, and following successful treatment, IL-6 levels fall.
Lupus B-cells secrete large amounts of IL-6 and express increased amounts of IL-6
receptors indicating the presence of an autocrine positive feedback loop. Finally, a
disease-accelerating role has been reported following IL-6 infusion in the classic (NZB ×
NZW) F1 murine lupus model.

Recently, most attention has been drawn on the production and role of IL-10 in
lupus. Several studies have convincingly shown that the production of IL-10 is signifi-
cantly elevated in patients with SLE and that IL-10 overproduction is implicated in the
generation of anti-DNA antibodies. Dysregulated IL-10 production characterizes not
only lupus patients but also healthy members of lupus multiplex families, as well
affecting first-degree and even second-degree relatives of SLE patients. The constitu-
tive production of IL-10 in healthy members of lupus families was 5.9 times higher
than the levels of IL-10 found in healthy unrelated control individuals. Moreover, two
groups of lupus patients (members and nonmembers of multiplex families) produced
8.5 and 9.1 times, respectively, more IL-10 than normal individuals (15,16).

It was demonstrated that monocytes and an unknown B-cell subset were responsible
for IL-10 overproduction in both patients and healthy relatives, whereas IL-10 was
absent from B-cells of normal controls. IL-10 is a potent B-cell stimulator and a potent
inhibitor of antigen-presenting cell (APC) function. This may explain the defective
APC function and B7-1 upregulation previously reported in lupus non-B-cells. The familial
pattern of IL-10 dysregulation points toward a potentially intrinsic defect. The human
IL-10 gene is located on chromosome 1. In the (NZB × NZW) F1 murine lupus model,

Table 1
Cytokine Abnormalities Encountered in SLE

Cytokine Increased Decreased

IL-1 +
TNF- +
IFN- +
TGF- +
IL-2 (in vitro) +
IL-2 (in vivo) +
IL-6 +
IL-10 +
IL-12 +
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one of the disease-predisposing loci is closely linked to the IL-10 gene. Functionally,
the importance of IL-10 overproduction was demonstrated by experiments using a
monoclonal anti-IL-10 antibody. This anti-IL-10 in vitro diminished the production of
anti-dsDNA autoantibodies, to an extent far more significant than that achieved by an
anti-IL-6 monoclonal antibody. Furthermore, administration of anti-IL-10 to (NZB ×NZW)
F1 mice delayed the onset of the lupus-like murine syndrome and restored the produc-
tion of TNF- . It is possible that the continuously high levels of IL-10 encountered in
lupus are responsible for the decreased production of Th1-type cytokines (IL-10
decreases the production of IL-2, TNF- , and IFN- ) and for the perpetuation of the
humoral (auto)immune response.

6.3. Antigen Receptor-Mediated Signal Transduction of Lymphocytes in SLE

The immune system has evolved to recognize and respond to antigens that bind to
specialized receptors present on the surface of T- and B-lymphocytes (TCR and BCR,
respectively). Engagement of TCR or BCR elicits a series of well-regulated interacting
intracellular biochemical events that transmit the extracellular signal (encounter of
antigen) to the cell nucleus (17) (see Chapter 5). Because other membrane-receptor-
initiated-specific accessory signals are integrated along with the antigen-receptor sig-
nal, the outcome of the TCR or BCR pathway can vary considerably. Antigen-receptor
crosslinking can result in cell activation, proliferation, secretion of soluble mediators
(cytokines or antibodies), phenotypic changes, acquisition of effector functions, anergy,
and apoptotic programmed cell death. Because TCR- or BCR-signaling biochemical
events principally direct these diverse but equally important outcomes, it was assumed
that the diverse cellular aberrations described in lupus patients may reflect the product
of signaling biochemical defect(s) that potentially play a central role in SLE pathogenesis.

6.3.1. Aberrant TCR and BCR Signaling in Lupus Lymphocytes

Following the engagement of the antigen receptor either with a specific antigen or
with an antireceptor antibody, multiple well-regulated intracellular signaling pathways
are triggered in the form of biochemical cascades. A critical event in these cascades is
the mobilization of Ca2+ from intracellular stores, followed by an influx of Ca2+ from
the extracellular space. The Ca2+ response is shared by many cell types, but the pres-
ence of specialized Ca2+-sensitive enzymes and transcription factors found in specific
tissues dictates the transcription of cell type-specific genes. Antigen receptor early sig-
naling events (Ca2+, IP3, and protein tyrosine phosphorylation) are increased in lupus
T- and B-cells. These abnormalities were present in T-cells despite the fact the TCR
chain (member of the -family of proteins, part of the hetero-oligomeric TCR/CD3
complex) was missing. Also the cAMP-dependent protein kinase A type I (PKA-I) I is
defective in lupus T cells and this may account for the increased Ca2+ responses because
activation of this enzyme in normal T-cells downregulates Ca2+ responses (3,18,19).

6.3.2. Molecular and Functional Consequences
of Abnormal Signaling in Lupus Lymphocytes

Clinical disease activity changes reflect immunoregulatory cell changes and for this
reason most patients with SLE are treated with immune system-targeting medications.
It is thus important to distinguish between immunological parameters characterizing
the disease (unrelated to disease activity and/or treatment) and parameters that appear
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as an outcome of the disease (related to activity and/or treatment). Altogether, the sig-
naling aberrations analyzed earlier (TCR, BCR, CD2-initiated signaling, and TCR
deficiency) are independent of disease activity, treatment status, and the presence or
absence of specific SLE clinical manifestations and may thus represent intrinsic abnor-
malities of the lupus lymphocyte. These abnormalities are also disease-specific, because
they were not found in normal lymphocytes or in lymphocytes from patients with other
systemic autoimmune rheumatic diseases. The quite similar lupus T- and B-cell signal-
ing aberrations mentioned earlier could substantiate the hypothesis that a common
background underlies some heterogeneous lymphocytic functional defects.

The Ca2+ pathway critically influences the NFAT-mediated transcription of genes
such as those of CD40-ligand and Fas-ligand (CD40L and FasL). It is thus anticipated
that lupus lymphocytes should express more CD40L and FasL on their surface mem-
brane because of their higher Ca2+ responses. This is indeed the case, because it has
been shown that following activation, lupus T-cells overexpress both FasL and CD40L.
CD40L is considered to be a T-cell marker, but lupus B cells display increased CD40L
on their surface, which intensely increases following activation. Because both T- and
B-cells also express CD40, it is possible that an excessive CD40–CD40L interaction
takes place in lupus cell–cell contact (20).

It was shown that cells lacking TCR (but expressing an intact CD3 chain) were
not only able to transduce early signaling events, but surprisingly displayed enhanced
production of tyrosyl phosphorylated proteins compared to cells that preferentially sig-
naled via the TCR chain. Nevertheless, TCR – cells displayed decreased IL-2 produc-
tion. CD3 chain deficiency may also account for decreased CD2 signalling and TGF-
production as well as decreased antigen-induced cell death that have been described in
lupus cells.

In –/– experimental models, both positive and negative selection of thymocytes is
deficient. Decreased negative selection may be responsible for the presence of potent
autoreactive T-cells in lupus patients ( –/– animals are also autoimmune); decreased
positive selection may explain the decreased responses of lupus T-cell to exogenous
antigen (3).

6.3.3. CD28/CTLA4: CD80/CD86-Mediated Costimulation in Lupus Immune Cells

In addition to the specific TCR/CD3-mediated signal, at least one costimulatory
signal provided by an APC is required for the initiation, maintenance, and/or
downregulation of an effective T-cell response. The role of CD40 : CD40L interaction
was previously discussed in Chapter 6, and it is currently appreciated as a potential
therapeutic target. The importance of this interaction in SLE is underscored by experi-
ments showing that administration of even a single dose of anti-CD40L monoclonal
antibody in murine lupus models significantly delayed the appearance of nephritis and
substantially improved the survival of such animals without compromising the non-
autoimmune response (20).

T-Cell costimulation involves interactions between the CD28 and CTLA4 molecules
on the surface of T-cells and their counterreceptors, CD80 (B7-1) and CD86 (B7-2)
molecules on APC. CD28 is constitutively detected on the surface of the majority of
circulating resting CD4+ T-cells, on half of resting CD8+ T-cells and on some natural-
killer (NK) cells; its expression increases following activation. CTLA4 can be detected



Systemic Lupus Erythematosus 321

only on activated T-cells. CD86 is constitutively expressed on resting peripheral mono-
cytes and dendritic cells, but substantial levels of CD80 on these cells are primarily
activation induced. CD28- and CTLA4-mediated signals have distinct effects on
T-cells, by integrating additional biochemical events in the TCR-signaling pathway.
CD28- plus TCR-mediated signals result in secretion of cytokines, upregulation of
CTLA4 mRNA, and T-cell proliferation and differentiation. In the absence of CD28-
mediated signaling, impaired cytotoxic responses and/or a long-lasting anergic state
ensue. In contrast, CTLA4 delivers a downregulatory signal to previously activated
T-cells, provided that it functionally couples with the TCR  chain. It may also mediate dele-
tion in the periphery of autoreactive T-cells that escaped previous deletion in the thymus.

In patients with SLE (active or inactive), the CD28+ peripheral blood T cells of both
CD4+ and CD8+ subsets are decreased and the circulating CD28– T-cell population is
expanded. Anti-CD3-induced apoptosis of CD28+ T-cells is significantly accelerated
in vitro in SLE, providing a possible explanation for the loss of these cells from the
peripheral blood in vivo, whereas apoptosis of CD28– T-cells is barely detected either
in lupus patients or in normal persons. CD28-mediated signaling in lupus T-cells is intact.

Abnormalities in the expression of CD80 and CD86 on the cell surface of peripheral
blood B-cells from patients with SLE have also been reported. Levels of CD86 expres-
sion on resting and activated lupus B-cells was 7 and 2.5 times greater than the levels
of normal B-cells, respectively. CD80 was also significantly overexpressed in acti-
vated, but not in resting B-cells from patients with lupus, although at lower than CD86
levels. Therefore, overexpression of costimulatory molecules on circulating B-cells in
patients with SLE may play a role in the continuous autoreactive T-cell help to lupus
B-cells leading to the production of autoantigens.

On the other hand, non-B APC from patients with SLE but not from normal persons
fail to upregulate the in vitro surface expression of CD80 following stimulation with
IFN- in a disease-independent fashion. Replenishment of functional CD80 molecule
in the culture environment significantly increased the responses of SLE T-cells to tetanus
toxoid and to an anti-CD3 antibody. Similarly, the decreased responses of lupus T-cells
to anti-CD2 are reversed in the presence of adequate CD28-mediated stimulation (3).

Taken together, the above findings suggest that aberrantly regulated and/or expressed
costimulatory molecules on T cells and APC at different disease stages in patients with
SLE may contribute to pathology. Interrupting the crosstalk of CD28 with CD80- and
CD86- may be of clinical value. To test this hypothesis, CD80 and CD86 treated lupus-
prone (NZB × NZW) F1 mice with CTLA4–Ig, a soluble recombinant fusion protein
that blocks the engagement of CD28. CTLA4–Ig treatment blocked autoantibody pro-
duction and prolonged the survival of mice, even when it was administered late, during
the most advanced stage of clinical illness. In these lupus-prone animals, trials of com-
bined CTLA4–Ig and anti-CD40L mAb treatment gave the most promising of results.

7. Conclusion

Figure 1 is a schematic summary of the pathogenesis of lupus. Notwithstanding its
simplicity, it should be noted that multiple genetic, environmental, and hormonal fac-
tors instigate a number of cellular and cytokine abnormalities. These abnormalities
lead to increased production of autoantibodies, which either directly or after forming
complexes with autoantigens and activating complement deposit in tissues and initiate
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an inflammatory response. Immune complexes are formed in excessive amounts in
lupus patients and are cleared a decreased rates because the numbers and or the func-
tion of Fc and complement receptors are decreased. In addition, activated T-cells may
home inappropriately in tissues and cause pathology (vasculitis).

It is imperative to identify the specific molecular defect(s) encountered in human
lupus. This is the only way to design and use any novel and rational treatments, because
currently treatment of lupus is largely empiric and more or less unsatisfactory. Novel
treatments may include methods to restore immune tolerance (Chapter 32), modulators
of cytokine action (as in rheumatoid arthritis, Chapter 31), blocking of cell–cell
crosstalk (as with the use of anti-CD40L or CTLA4–Ig, Chapter 6), blocking of cal-
cium-dependent cytoplasmic events (with cyclosporin A, FK506, rapamycin, and other
newer compounds, Chapter 29), or lastly, gene therapy (Chapter 34).
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Rheumatoid Arthritis

Richard M. Pope and Harris Perlman

1. Pathology

1.1. Membrane

The normal synovial membrane consists of a synovial lining layer, one to two cell
layers deep, that rests on loose areolar connective tissue. The lining layer is comprised
of type A macrophage-like synoviocytes and type B fibroblast-like synoviocytes (FLS).
There is no discrete basement membrane between the synovial lining and the sublining
region. Numerous blood vessels, which are the source of nutrients provided to the nor-
mal cartilage and joint space, are present in the sublining region. The junction between
the synovial lining and bone and cartilage is a critical region in the pathogenesis of rheu-
matoid arthritis (RA). Studies have demonstrated the presence of immunocompetent cells
overlying and in contact with cartilage and bone in the joints of normal individuals (1).
These cells possess markers that indicate the presence of both macrophage-like type A
cells and fibroblast-like type B cells, which are not activated in the normal joint.

The synovial membrane of patients with RA demonstrates characteristic changes of
chronic inflammation that are not pathognomonic. Synovial lining hyperplasia occurs
with an increase in the depth of cells in the lining from 1 to 2 cell layers to as much as
10 or more. The cells in these lesions consist of both type A and type B FLS. There is
a marked enrichment of new blood vessels. Whereas 0–3 vessels per high power field
may be seen in a normal synovial tissue, there may be more than 15–20 vessels per
high-powered field seen in active RA.

A diffuse infiltration with lymphocytes is a characteristic and fairly consistent fea-
ture in the tissues of patients with active RA. Within this infiltrate, macrophages and
fibroblasts are present. Paravascular infiltrates of lymphocytes may be seen around
these blood vessels, the point of ingress into the joint. The paravascular lymphocytic
infiltrates are comprised of CD45RO+ (“memory”) and CD45RA+ (“naïve”) cells (2).
Focal aggregates of lymphocytes are present in about 25–30% of biopsies, and granu-
loma formation, with histologic findings similar to those of rheumatoid nodules, is
seen in less than 10% of cases (3,4). Within the lymphoid aggregates or follicles, almost
all the T-cells are CD45RO+, and they surround B-lymphocytes that are present in the
center of the aggregates. Within the aggregates, there are scattered macrophages. The
T-lymphocytes within the aggregates tend to be enriched in CD4+ cells, whereas those
from the diffuse infiltrates tend to be enriched in CD8+ T-lymphocytes (5).
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Replacement of the loose areolar connective tissue by fibrosis is another common
feature of RA. This feature is more common in those biopsies that demonstrate less
inflammation. It was once thought that the above-described histologic variations may
not fully reflect changes earlier in the disease, as many of the studies employed tissue
obtained at the time of arthroplasty. However, more recent studies, which have exam-
ined biopsies obtained early in the disease, within the first several months of onset,
have observed few differences in the synovial membrane compared to tissue obtained
at the time of arthroplasty (6). Additionally, biopsy of asymptomatic, clinically
uninvolved joints in patients with established RA has revealed active synovitis (7).
Synovial lining hyperplasia, vascular proliferation, and inflammatory cell infiltrates
are noted, both early and late in the disease and in asymptomatic joints. Overall, these
studies suggest that at the onset of clinical symptoms, RA is already chronic.

Synovial lining hyperplasia, vessel proliferation, and lymphocytic infiltration
strongly correlate with clinical activity. In contrast, the degree of fibrosis correlates
inversely with the degree of active inflammation observed clinically. A strong correla-
tion was also demonstrated between synovial lining hyperplasia and inflammation in
the sublining region, as defined by proliferation of blood vessels and paravascular,
focal, and diffuse infiltrates of lymphocytes (4). Of particular relevance to the patho-
genesis and prognosis of the disease, the degree of synovial lining hyperplasia and the
number of infiltrating macrophages at the time of initial observation correlate with
outcome 3 yr later (8). Specifically, the greater the synovial lining hyperplasia and the
greater the number of infiltrating macrophages in the synovial lining, the greater the
destruction and the worse the outcome, despite the therapy (8).

1.2. Pannus

The pannus is the region of the synovial membrane that invades bone and cartilage,
resulting in erosions. At least three types of lesions, two in cartilage and one in bone,
have been characterized in RA (9,10) (Fig. 1). The first, referred to as the “distinct”
cartilage–pannus junction, possesses 40–50% macrophages, as defined by CD68 posi-
tivity. As will be described later, these macrophages secrete a variety of pro-inflamma-
tory cytokines and matrix metalloproteinases (MMPs), capable of cartilage destruction.
The remaining cells in this pannus are CD68 negative, and many of these cells are
likely synovial fibroblasts, which express MMPs. This type of pannus may be very
destructive. Electron microscopic analysis of the pannus–cartilage junction in very
aggressive lesions has demonstrated the presence of intracellular and membrane-bound
collagen, indicating ongoing collagen degradation and phagocytosis (11). Later, the
potential relevance of this process to the persistence of the disease will be discussed.

A second type of lesion that may be discerned is the “diffuse” fibroblastic cartilage–
pannus junction. This lesion contains predominantly FLS (10), and the margin between
cartilage and the pannus has been characterized as diffuse or indistinct. Immunohistology
has suggested that preservation of chondrocyte proteoglycans is greater in these lesions,
suggesting they are less destructive. It is unknown whether or not there is a transition be-
tween these two types of pannus–cartilage junctions in a given patient. In experimental ani-
mals, we have observed both types of pannus in the same joint, at the same time.

A third type of lesion is the bone–pannus junction, in which macrophages and osteo-
clasts appear to be primarily responsible for mediating damage. This region does have
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similarities to the distinct cartilage–pannus junction because it is replete with CD68
positive mononuclear cells, presumably macrophages. Cathepsin L, an enzyme capable
of degrading multiple elements of bone and cartilage, including multiple collagens,
proteoglycans, and osteonectin, is expressed in macrophages in subchondral bony ero-
sions (12). CD68+ multinucleated osteoclasts, which are tartrate-resistant acid phos-
phatase and calcitonin receptor positive (9), have been identified in this type of pannus.

2. Initiation

2.1. The Shared Epitope and Antigen Presentation

Susceptibility to RA is strongly associated with MHC class II genes at the HLA-DR 1
locus (13). Susceptibility is associated with genes that possess the amino acids QRRAA
or QKRAA within positions 69 to 74 of the third hypervariable region, called the shared
epitope. This motif is present in the DRB1*0401 (Dw4), *0404 (Dw14), *0101(Dw1),
and *1001 (Dw10) alleles, but not other DRB1 alleles, including the *0402 (Dw10).
Despite the strong associations of these alleles with the presence of RA noted in almost
all studies, not all patients with RA possess the shared epitope, and there is variability
between ethnic groups. The mechanism by which the shared epitope contributes to the
development of RA is also not known. However, the major known function of HLA-DR
molecules is the presentation of processed antigen to CD4+ T-lymphocytes. Because
the most frequent cell type in RA synovial tissue is T-lymphocytes and they demon-
strate markers of activation (HLA-DR, CD69, CD44) and since processed antigen binds
at the third hypervariable region, this function of the shared epitope is attractive. How-
ever, the antigen(s) that may initiate RA, in the susceptible individual, has remained
elusive. Many candidate infectious agents have been examined, including mycoplasma,
cytomegalovirus, herpes virus, streptococcus (peptidoglycan), mycobacterium (heat-
shock protein), Epstein–Barr virus, parvovirus, and retroviruses, to name some. Despite

Fig. 1. Three types of pannus have been described in rheumatoid arthritis. Pannus is the
region of synovium that invades cartilage and bone. The “distinct” pannus–cartilage junction
possesses both macrophages (open ellipses) and fibroblast-like synovial cells (FLS) (solid
ellipses) at the leading edge as it erodes into the cartilage. Macrophage derived cytokines such
as TNF and IL-1 and MMPs are abundantly expressed in these lesions. The “indistinct”
pannus–cartilage junction possesses primarily fibroblast-like synovial cells. TGF- and possi-
bly cathepsins have been described in these lesions. The third type of pannus is bone erosion.
Macrophages and osteoclasts (ellipses with three dots or nuclei) are highly enriched in this type
of pannus. Cathepsins are present in pannus–bone junction.
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efforts over more than 20 yr, none of these leads has, to date, proved useful in defini-
tively characterizing an agent responsible for the initiation of RA. The potential role of
T cells in the persistence of RA is discussed later in the chapter.

In an attempt to identify disease-associated peptides that might contribute to the
pathogenesis of RA, the binding of peptides to the shared epitope was compared with
other 1 epitopes. Differences in the peptides bound were noted between the
DRB1*0401, disease associated, and the DRB1*0402 which is not associated with RA.
These differences mapped to contacts between the peptide and the DR molecule at
position 71 within the shared epitope (14). Of interest, one study also identified amino
acid 71 as the critical site associated with disease susceptibility (15). These observa-
tions are consistent with the potential importance of an antigen presentation function
for the shared epitope in the initiation of the disease.

2.2. Molecular Mimicry

It has been hypothesized that an immune response initiated by an organism may lead
to crossreactivity because of molecular mimicry, similarities of peptides in the organ-
ism, and sequences found in human tissue. Such mechanisms have been elegantly char-
acterized in patients with acute rheumatic fever. It has been postulated that an immune
response directed against the HLA-DR 1 shared epitope, by molecular mimicry, might
contribute to the pathogenesis of RA. The QKRAA shared epitope motif is found in the
molecules of human pathogens, including the DnaJ protein of E. coli and Epstein–Barr
virus gp110 (16). It is possible that exposure to these immunogenic antigens possess-
ing the shared epitope, plus other amino acids that are not identical, may lead to the
stimulation of T-cells with low affinity for the shared epitope. Repeated stimulation
may lead to the development of higher affinity for the shared epitope, and following
epitope spreading, chronic autoimmune inflammation may develop (16).

2.3. Altered Antigen Processing

Other mechanisms for the role of the HLA-DR 1 shared epitope are possible. DnaJ
binds to the E. coli 70-kDa heat-shock protein (HSP), dnaK, which is homologous to
the human 70-kDa HSP, that is upregulated in the RA joint. Binding of DnaJ to the 70-kDa
HSP is mediated by the QKRAA motif, within the DnaJ molecule. The E. coli HSP70,
dnaK, and the human 70-kDa HSP also interact with HLA-DR 1 alleles containing the
shared epitope (17). Because the 70-kDa HSP is a chaperone molecule that targets the
movement of protein molecules within the cell, perhaps such an interaction (human 70-kDa
HSP with the shared epitope) may interfere with normal antigen processing, allowing
for ineffective elimination of an as-yet unidentified initiating agent. This would result
in the inability to present an antigen that might protect against RA. Alternatively, during
thymic selection, the shared epitope might result in the deletion of T-cells that results in
a gap or hole in the immune repertoire, that might result in ineffective elimination of an
initiating, infectious agent. If either of these mechanisms was operative, the shared epitope
positive individual might not recognize a critical determinant on a disease-promoting
organism. However, none of these potential defects has been defined in patients with RA.

Naturally processed peptides have been eluted form shared epitope positive and
negative molecules (18). The molecules eluted were autologous in origin and primarily
represented HLA class I and II molecules and immunoglobulins, which were not dif-
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ferent between the shared epitope positive and negative molecules. An invariant chain,
responsible for proper peptide loading within the cell, was found associated with the
shared epitope negative, but not positive, molecules. Perhaps the lack of an associated
invariant chain may allow inappropriate antigen presentation of exogenous antigen or
even autoantigens, that might be relevant to the initiation or persistence of disease.
Another possibility has been suggested by work with transgenic animals. Certain
nonshared epitope hypervariable region 3 peptides, such as the KDILEDERAAVDTYC
epitope from DRB1*0402, might bind to disease associated HLA-DQ molecules (i.e.,
DQ 4, 5, 7, and 8), limiting or altering immunogenicity and possibly protecting against
susceptibility to RA or to more severe disease (19). This mechanism would hypoth-
esize that the shared epitope-containing peptides are not protective.

2.4. Linkage Disequilibrium

Other possible mechanisms for the contribution of HLA-DR to the pathogenesis of
RA exist. RA may be viewed as a disease in which the inflammatory response is
dysregulated. It is possible that an allele associated with increased or decreased expres-
sion or function of a pro- or anti-inflammatory molecule, such as tumor necrosis fac-
tor- (TNF- ) or interleukin-10 (IL-10), might be in linkage disequilibrium with the
shared epitope. Associations of polymorphisms of the neighboring TNF locus, with
susceptibility to RA, have not produced consistent results. A recent study suggests that
a TNF allele may be associated with disease severity when inherited together with the
DR 1 shared epitope (20). Relationships to alleles of other molecules potentially
involved in disease pathogenesis have been examined, such as the alleles of the T-cell
receptor, IL-10, IL-2, interferon- , IL-1 , Bcl-2, and CD40L (21). Studies have looked
for enrichment of allele polymorphisms by reverse transcriptase–polymerase chain
reaction (RT-PCR) or by microsatellite marker mapping. No strong or definitive asso-
ciations have been identified to date. Studies employing microsatellite marker map-
ping in sib pairs with RA are underway to scan the entire genome of patients with RA
to determine if there are other areas that might interact with HLA-DR to initiate disease
or contribute to disease severity. One recent publication suggests that such areas exist
but the nature of the molecule(s) possibly involved have not yet been identified (22).

3. Inflammation

3.1. T-Lymphocytes

3.1.1. Cytokine Expression

T-Lymphocytes are the most frequently observed inflammatory cell in the rheuma-
toid joint. They are important because of their frequency, the fact that the majority
possess not only a memory (CD45RO+) but also an activated phenotype (HLA-DR+,
CD44+, CD69+), and because of the MHC class II (which presents antigen to T-cells)
association of the disease. These observations all suggest that RA is a T-cell-mediated
disease. If this were the case, one might expect to find T-cell mediators of inflamma-
tion (e.g., IL-2, interferon- , IL-4) and that the disease would respond to therapies that
deplete T cells or inhibit T cell activation and function. Most studies have been unable
to detect the expression of substantial, constitutive, levels of T-cell mediators of
inflammation, such as IL-2, interferon- , or IL-4 in rheumatoid synovial tissue or syn-
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ovial fluid, at the level of either mRNA or protein (23). By in situ hybridization, less
than 1 in 300 CD3+ lymphocytes produced interferon- mRNA and less than 1 in 1000
expressed IL-4 mRNA (24). This suggests that few T-cells are producing cytokines in
vivo. As will be reviewed later, this does not mean that T-cells are not important if
minute levels of T-cell cytokines are adequate, or if physical, cell-to-cell, interaction
with other cell types, without the production of T-cell cytokines, is important.

3.1.2. T-Helper Types
T-Cell responses may be divided into Th1 (T helper 1) and Th2. In a Th1, delayed-

type hypersensitivity response (e.g., to mycobacterium tuberculosis), cells produce IL-2
and interferon- . In the Th2 response (e.g., granulomas induced by schistosoma eggs)
cells produce IL-4 and IL-13, which might provide for B-cell help and differentiation,
as well as suppression of macrophage activation. In RA, when mRNA is examined, a
Th1-type response is observed, although limited by in situ hybridization and by RT-
PCR (24). Intracellular cytokines are generally not detected constitutively in patient
synovial tissue lymphocytes examined by flow cytometry (25). Following stimulation,
however, the number of the CD4+ cells synthesizing interferon- (Th1) was greater
than those expressing IL-4 (Th2). This Th1-type pattern was greater with synovial tis-
sue CD4+ cells, of which most were also CD45R0+, compared to matched peripheral
blood CD4+, CD45R0+ cells. Although most studies have found very little in the way
of T-cell cytokines constitutively in rheumatoid synovial tissue, even by routine RT-
PCR, one group used a very sensitive RT-PCR enzyme-linked immunosorbent assay
(ELISA) (3). Tissues were categorized into diffuse lymphocyte infiltration alone, or
together with follicular aggregates or granulomas. Only the tissues with follicular ag-
gregates demonstrated a clear-cut Th1-like pattern (high interferon- , low IL-4 mRNA).
In contrast, both interferon- and IL-4 were low when only diffuse infiltrates were
seen, and both were high when granulomatous synovitis was present. Because inter-
feron- suppresses the Th2-type response, these results are difficult to interpret, but
suggest that the usual mechanisms regulating T-cell responses may be altered in RA
synovial tissue.

3.1.3. T-Cell Receptor
Studies over many years have attempted to define the specific T-cells responsible

for the initiation or the persistence of the disease. One way to determine if there is an
antigen-driven T-cell response, is to characterize the T-cell receptor repertoire. Diver-
sity in the T-cell receptor is generated by the combination of and chains and further
by the joining of one of multiple variable (V) region genes that combine with different
diversity (D) and joining (J) regions. As these regions combine, additional diversity
occurs by random addition of nucleotides about the diversity region. Peripheral blood,
synovial fluid, and synovial tissue have been examined late and early in the course of
patients with RA. When the T-cell receptors are sequenced, the T-cells are clearly
polyclonal. Nonetheless, evidence for expansion of unique T-cells with identical T-cell
receptor sequences have been documented at different areas within the same joint, in
different joints, and at different times in the clinical course. Relating these sequences
to the pathogenesis of RA is difficult, however, because few similarities in the
sequences are observed between patients. Additionally, oligoclonal expansions of
CD8 positive T-cells has been observed in normal controls and are not specific to RA.
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The mechanisms responsible for the specificity of T-cell responses, even to a defined
antigen, may be difficult to define. In RA, in which no disease-inducing antigen has
been identified, interpretation of the data is further limited.

3.1.4. Clinical Trials

Many clinical trials directed at depleting or modulating T-cells have been performed
in RA. These have included anti-CD4, anti-CD5, toxin-labeled IL-2, anti-CD52
(CAMPATH-1H), and anti-CD7 (23). Generally, in the smaller trials, some benefit
was seen. However, in the large controlled trials, such as that with the anti-CD4 mono-
clonal antibody cM-T412, no benefit was seen at any dose examined (26). Interest-
ingly, when synovial tissue was examined following treatment with CAMPATH-1H,
T-cells remained plentiful in the joints, even though the peripheral blood lymphocytes
were greatly reduced (27). In one of the cM-T412 studies, a reduction of T-cells was
observed in both blood and tissue; however, there was no clinical improvement (28). In
these patients, TNF- and IL-1 were still detected in the synovial tissue following
treatment, despite the reduction of CD4+ T-cells. These studies suggest that even if
T-cells are important in RA, depletion by the currently available methods is not an
effective form of therapy. It is possible that modulation of the T-cell response to favor
a Th2 versus a Th1 response, or tolerization to specific responses, might be effective.

3.2. B-Lymphocytes

3.2.1. Affinity Maturation

B-Lymphocytes are detected in lymphoid follicles, which are present in less than
half of patients with classical RA. Most, but not all, of these patients are positive for
rheumatoid factor, but not all patients with rheumatoid factor have lymphoid follicles
in their synovial tissue. Normal germinal centers are populated with proliferating
B-cells. With each round of proliferation, mutations in the nucleotide sequence respon-
sible for antigen recognition occur at a rate of about 1 in 1000 base pairs per genera-
tion. Normally, the mutations selected result in an increased affinity for the antigen
driving the response. The greater the response, the greater the difference from the origi-
nal germline sequence. These mutations are seen in T-cell-dependent antigen-driven
systems, but not in T-independent or non-antigen-driven systems of expansion of
B-lymphocytes. Normally within a given follicle, a limited number of specificities are
seen and this may become increasingly restricted with further rounds of proliferation.
Lymphoid follicles are normally transient in spleen and lymph nodes, but are persis-
tently seen in tonsils, where antigen presentation is recurring (29).

Many of the features of an antigen-driven system as described have been observed
in RA synovial tissue (30). B-Cells proliferate in the center of the follicles and are
surrounded by CD45R0+, CD45RBlow T-cells, which are capable of providing B-cell
help (2). Rheumatoid factor production in patients with RA is T-cell dependent. In the
mantle zone of the follicle, follicular dendritic cells have been identified. These cells
are capable of long-term retention of native antigen and are capable of presentation of
antigen to both T- and B-lymphocytes. Normally after exposure to the follicular den-
dritic cell, the B-cell returns to the central region of the follicle for further rounds of
division, mutation, and maturation. In the RA follicle, proliferating nuclear cell anti-
gen is present in the B-cells, indicating that they are not in the resting phase of the cell
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cycle. Nurse-like cells, capable of protecting B-cells from apoptosis, have also been
identified in the rheumatoid joint (Fig. 2) (31).

3.2.2. Rheumatoid Factor

Rheumatoid factors are the characteristic autoantibody detected in 70-80% of
patients with RA. Rheumatoid factors sequenced directly from RA synovial tissue or
isolated from cells immortalized from the synovial tissue of patients demonstrate
hypermutation of the third complementarity-determining regions. Ten or more muta-
tions compared to the germline may be seen in synovial tissue rheumatoid factors (32).
These rheumatoid factors demonstrate affinity maturation; that is, they bind more avidly
to the Fc portion of the IgG molecule, compared to germline rheumatoid factors (mono-
clonal rheumatoid factors from patients with lymphoproliferative malignancies). They
demonstrate isotype switch; that is, IgG rheumatoid factor production, which is present
in the synovial tissue of most patients who are positive for IgM rheumatoid factor, but
not those who are rheumatoid factor negative (29). IgG rheumatoid factors also dem-
onstrate affinity maturation. IgG rheumatoid factors are the ultimate autoantibody,
forming self-associating IgG rheumatoid factor immune complexes, which likely
contribute to the disease. In normal individuals who are immunized or experience an
infection, rheumatoid factors are produced, probably to assist in the clearance of
immune complexes (33). However, they do not persist and do not undergo affinity
maturation. It is possible that in patients with RA, rheumatoid factors are directed
against an infecting agent because rheumatoid factors may bind to the Fc -binding
regions of certain infectious agents, such as herpes virus (34). This suggests that some
rheumatoid factors recognize the internal image of the viral Fc receptor that binds to
human IgG Fc.

3.2.3. Other Ig Specificities

Rheumatoid factors are only one component of the specificity of immunoglobulins
synthesized by the RA synovial tissue. Antibody specificities to a variety of foreign
antigens, including bacterial antigens, may be detected in the rheumatoid joint. The
local production of these antibodies, versus production at a distant site such as a lymph
node, has not been as definitively characterized as it has been for rheumatoid factors.
Additionally, important autoantibodies, such as those to type II collagen, are synthe-
sized in the synovial tissue. Immune complexes, of which those possessing rheumatoid
factors are plentiful, and autoantibodies, such as those to type II collagen, are capable
of depositing in the synovial tissue and cartilage, contributing to the ongoing destruc-
tion seen in the rheumatoid joint (35). Evidence for this comes from the direct demon-
stration of complexes and anti-type II collagen antibodies, deposited together with
activated complement components in the cartilage and synovial tissue of patients. High
titers of immune complexes and activated complement components are readily detected
in the synovial fluids of patients with RA. Together, these observations strongly sup-
port an ongoing antigen-driven response in the synovial tissue of patients with RA. The
nature of the critical antigen, which may be present on the surface of follicular den-
dritic cells, has yet to be identified. A further understanding of the antibody specificity
may provide important clues for understanding not only the initiation, but, perhaps
more importantly, the perpetuation of RA.
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Fig. 2. Cell–cell interactions and cytokines contribute to the inflammatory cascade in rheumatoid
arthritis synovial tissue. Five cell types are portrayed: fibroblast-like synoviocytes (FLS), “memory
T-lymphocytes (CD45RO+ T-cell), macrophages (M ), B-lymphocytes (B-cell), and nurse-like cells
(NLC). The hearts represent the activation of pathways that protect against apoptosis. The one-way
arrows indicate the secretion of mediators from one cell that affects the same cell and other cells in
an autocrine and paracrine fashion. The solid lines represent activation pathways and the broken
lines identify inhibitory pathways. The thick lines identify the expression of destructive proteases,
such as the matrix metalloproteinases. The two-way arrows indicate cell–cell interactions.
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3.3. Macrophages
3.3.1. Cytokine Expression

Macrophages are present in the synovial lining and the pannus and scattered in the
diffuse inflammatory infiltrate in the sublining region. Macrophages are also present
scattered within the lymphoid aggregates. In contrast to T-cells, the pro-inflammatory
products of macrophages, such as TNF- , IL-1 , MCP-1, MIP-1 , IL-8, platelet-
derived growth factor, IL-15, IL-10, and IL-12 are readily detected in RA synovial
tissue macrophages by immunohistochemistry and Western blot analysis of isolated
cells (36–44). The presence of these cytokines in the synovial fluid has also been dem-
onstrated functionally, with specificity proven by inhibition with monospecific anti-
bodies. The presence of cytokine mRNA in synovial tissue macrophages has been
demonstrated by Northern blot analysis and in situ hybridization, indicating that they
are the cells producing these cytokines.

Of the cytokines found in the rheumatoid joint, TNF- is important, because it is
capable of inducing cytokines, chemokines and matrix metalloproteinases (MMPs) in
an autocrine and paracrine fashion (Fig. 2). In in vitro cultures of synovial tissue,
inhibition of TNF-  resulted not only in the reduction of TNF-  in the culture super-
natants but also the reduction of IL-1 , IL-6, and IL-8 (36). However, not all investiga-
tors have identified the constitutive production of TNF- in all RA synovial tissue
cultures. TNF- is capable of inducing MMPs not only in an autocrine fashion, but,
with IL-1, also in a paracrine fashion by affecting adjacent fibroblasts. MMP-1 (inter-
stitial collagenase), MMP-8 (PMN collagenase), and MMP-9 (92- to 96-kDa gelatinase)
contribute to collagen degradation, whereas MMP-3 (stromelysin) contributes to
proteoglycan degradation. TNF- and IL-1 are expressed abundantly in synovial lining
macrophages, at the leading edge of the pannus, as the pannus invades bone and carti-
lage, and in sublining synovial macrophages (36). Cells in the synovial lining and the
pannus, both macrophages and fibroblasts, possess TNF- receptors, indicating that
TNF- may be working in an autocrine and paracrine fashion, locally within the joint.
In addition to the MMPs, TNF and IL-1 also upregulate cytokines and chemokines by
synovial fibroblasts, including IL-6, IL-8, MCP-1, and MIP-1 . TNF-  also activates
endothelial cells, resulting in the upregulation of adhesion molecules including E-
selectin and P-selectin, which contribute to the influx of additional inflammatory cells.
IL-1 enhances the production of prostaglandins by fibroblast-like synoviocytes (FLS)
by upregulating cycloxygenase 2. IL-1 and TNF- contribute to joint degradation by
enhancing MMP expression by chondrocytes, which enhances collagen and proteoglycan
degradation in cartilage. TNF- and IL-1 are also capable of protecting against the
induction of apoptosis in FLS and possibly synovial macrophages (Fig. 2). IL-15, pro-
duced by synovial tissue macrophages, is capable of attracting lymphocytes into the
joint and of inducing the upregulation of CD69 and LFA-1 on synovial lymphocytes
(Fig. 2). As will be discussed later, interaction of these lymphocytes with macrophages
is capable of enhancing the expression of TNF- (42). IL-15 is also capable of protect-
ing lymphocytes from apoptosis.

3.3.2. Chemokines

Chemokines contribute to the inflammation by chemoattraction of inflammatory
cells from the peripheral blood into the synovial tissue. There are two families within
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the chemokine supergene family and each contains two cysteines in the amino termi-
nus of the proteins. Those chemokines that attract primarily monocytes and lympho-
cytes possess adjoining cysteines (C-C), such as MCP-1 and MIP-1 , whereas those
that attract primarily neutrophils possess an additional amino acid between the cys-
teines (C-X-C), such as IL-8 and epithelial neutrophil-activating protein-78 (ENA-78).
All the chemokines mentioned are strongly expressed in RA ST macrophages, either in
the lining and/or the sublining regions. They are less strongly expressed by FLS consti-
tutively in vivo, but can be increased in vitro by the addition of TNF-  or IL-1 .

3.3.3. Growth Factors
Granulocyte macrophage colony stimulating factor (GM-CSF), produced locally by

FLS and macrophages, also contributes to macrophage differentiation and may con-
tribute to the protection of macrophages from apoptosis (Fig. 2). Because synovial
macrophages do not proliferate, they must derive from the peripheral blood mono-
cytes. Immunohistologic studies suggest that macrophages in the synovial lining have
become more differentiated, because they express relatively less CD14 (which is
decreased during differentiation) and they express MMPs, which occurs to a greater
extent in differentiated macrophages. Differentiated macrophages also produce greater
quantities of cytokines, compared to monocytes. Platelet-derived growth factor (PDGF)
is produced primarily by macrophages and results in the anchorage-independent growth
of FLS, a characteristic feature of RA FLS (43). Vascular endothelial growth factor
(VEGF) is produced by lining cells and macrophages and is a potent angiogenic factor
in the rheumatoid joint. Fibroblast growth factor-1 (FGF-1), is also produced by syn-
ovial lining cells, apparently both type A and B, and smooth-muscle cells in RA syn-
ovial tissue. FGF-1 also promotes angiogenesis and proliferation, and is a T-cell
coactivator (44). FGF-1 receptors are detected on perivascular lymphocytes, suggest-
ing that FGF-1 may contribute to the activation of T-cells as they enter the joint.

3.3.4. Anti-Inflammatory Molecules

Synovial tissue macrophages also produce anti-inflammatory molecules, including
IL-10, TGF , IL-1R antagonist (IL-1Ra), IL-1 receptors (RI and RII), and TNF recep-
tors (RI or p55 and RII or p75). When synovial fluid is examined, the biological activ-
ity of TNF- and IL-1 is affected by the inhibitors (receptors and IL-1Ra) present.
Assays that measure protein (i.e., ELISA) are less likely to be affected, but may be,
depending on the specificity of the antibodies used in the assays. When macrophages
are activated to produce TNF- , TNFRI and RII are shed. TNF- -converting enzyme
(TACE), a MMP, is responsible for cleaving both TNF- and its receptors. In contrast,
IL-1Ra is regulated differentially with IL-1 . The interleukin-1-converting enzyme
(ICE) is responsible for cleaving pro-IL-1 , resulting in its secretion by monocytic
cells. Normally in differentiated macrophages, such as those found in RA synovial
tissue, there is a greatly enhanced production of IL1Ra relative to IL-1 . In RA this
ratio of IL-1Ra to IL-1  is reduced, suggesting a local dysregulation of macrophages.
Soluble IL-1RI and II are also shed following macrophage activation and act as natural
inhibitors of IL-1 . Soluble IL-1RII concentration in the peripheral blood correlated
inversely with disease activity, suggesting its importance as potential inhibitor of IL-1
(45). In contrast, IL-1Ra correlates positively with disease activity, suggesting that it is
less important in damping disease and/or that it is not effective. This positive correla-
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tion may be the result of a large excess of IL-1Ra to IL-1  required for effective inhi-
bition. As will be discussed later, IL-1  is not strongly expressed at the pannus–carti-
lage junction, although IL-1 is (36), perhaps because these macrophages are highly
differentiated.

Interleukin-10 is detected abundantly in RA synovial fluid. Although Th2 lympho-
cytes secrete IL-10, no constitutively expressed IL-10 was detected in RA synovial
tissue lymphocytes, although synovial T-cells may exhibit IL-10 mRNA and synthe-
size IL-10 following stimulation. However, monocytic cells, other than T-cells, were
the source for constitutively expressed IL-10 in RA synovial fluid, suggesting that
macrophages are the main source for IL-10 in RA. IL-10 is likely an important immun-
osuppressive molecule because exogenous IL-10 decreased TNF- , IL-1 , and
GM-CSF induced by lipopolysaccharide (LPS) using RA SF mononuclear cells. Addi-
tionally, inhibition of IL-10 greatly enhanced the secretion of TNF- and IL-1 by RA
synovial tissue cells (36,38). IL-10 is also chondroprotective, enhancing proteoglycan
synthesis. Overall, it would appear there is too little IL-10, and possibly some of the
other inhibitory molecules mentioned, locally within the rheumatoid joint, suggesting
a potential therapeutic role for IL-10. As will be discussed later, IL-1Ra and TNFRII
have already been shown to provide clinical benefit. IL-12 is produced by sublining
macrophages and may contribute to the Th1-type response (interferon- ) seen in the
rheumatoid joint (25) (Fig. 2). Synovial macrophages also appear to be a major source
in vivo for IL-6, which may promote B-cell, T-cell, and monocytic cell differentiation.
IL-6 enters the circulation and binds to receptors on hepatocytes, contributing to the
typical elevations of the acute-phase reactants (CRP, ESR) seen in patients with active
RA. The origin of IL-6 in the joint suggests why changes in acute-phase reactants
correspond so closely in a given patient (but not between patients), with changes in
disease activity, as measured by number of swollen joints. IL-6 itself may be important
in the pathogenesis of RA. Mice in which the IL-6 gene was deleted failed to develop
collagen-induced arthritis. However, the lack of the IL-6 gene failed to protect TNF-
transgenic mice from the development of severe destructive arthritis (46).

3.4. Fibroblast-like Synoviocytes

As mentioned earlier, FLS or type B-cells are one of the two major cell types present
in the synovial lining in the normal as well as the RA joint. FLS are also present in the
sublining region. In the lining, they are in intimate contact with type A macrophage-
like cells. FLS are present in the cartilage–pannus junctions and are the major cell type
in the diffuse cartilage–pannus junction. In the sublining region, FLS are in intimate
contact with other cell types, particularly T-cells in the area of diffuse lymphocytic
infiltration. FLS in the lining are distinctive from other fibroblasts in that they possess
the enzyme uridine diphosphoglucose dehydrogenase, which is responsible for the pro-
duction hyaluronic acid, which is secreted into the synovial space.

3.4.1. Cytokines and MMPs

Rheumatoid arthritis FLS are a source of many cytokines, growth factors, and pro-
teinases, which contribute to the inflammation and joint destruction observed in RA.
FLS produce IL-6, IL-8, MCP-1, MIP-1 , and IL-16 (a chemoattractant for CD4 posi-
tive cells), as well as GM-CSF, and TGF- (37,39,40,47–49). When RA synovial tis-
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sue was examined, IL-6, IL-8, MIP-1 , and MCP-1 were expressed more strongly by
synovial macrophages compared to FLS (Fig. 2). The addition of TNF- or IL-1 to
RA FLS in vitro results in the upregulation of these cytokines, suggesting that this is an
important mechanism in vivo. MMP-1, MMP-3, and TIMP-1 have been detected in the
synovial lining and pannus (37,50,51). Many groups have identified these proteins in
cells that appeared morphologically to be FLS. Additionally, in vitro, early passage
(passage 1 to 3) FLS still express these proteinases constitutively (43,52). However,
after the third passage, the addition of IL-1 and TNF- is needed for the expression of
MMP-1, MMP-3, and TIMP-1. FLS are not the only source of MMPs in RA. CD14
positive macrophages were identified as a source of MMP-1 production, as determined
by in situ hybridization of RA synovial tissue (53). Furthermore, we have shown that
TNF- regulates the expression of MMP-1 mRNA in monocytic cells in an autocrine
fashion (54).

Transforming growth factor- 1 (TGF- 1) and TGF- 2 are present in RA synovial
fluid and tissue (36,43). TGF- receptors are present on synovial tissue lining cells,
endothelial cells, and macrophages. TGF- is important in tissue repair, because it
leads to increased collagen synthesis by fibroblasts, perhaps contributing to the
increased fibrosis seen in the synovial tissue of patients with RA. TGF- is capable of
suppressing LPS-induced cytokine production when added prior to the stimulus; how-
ever, it is not capable of suppressing TNF- or IL-1 if added after the addition of
LPS. Further, addition of exogenous TGF- did not suppress the spontaneous IL-1
and TNF- secretion in RA ST, suggesting that it may not be an important immuno-
suppressive molecule in RA (36). In contrast, TGF- may contribute to the destruction
seen, because injection of TGF-  induced joint inflammation (36). In one study, TGF-
was the only cytokine described at the diffuse fibroblastic cartilage–pannus junction,
suggesting that it may contribute to this lesion (10). Alternatively, TGF- may be respon-
sible for attempted tissue repair, by increasing chondrocyte proteoglycan synthesis.

3.4.2. Transformed Phenotype?

It has been proposed that RA FLS may develop their destructive phenotype, capable
of eroding into cartilage, because they are transformed, perhaps by a viral agent (52).
The ability of FLS to undergo anchorage-independent growth in vitro and to produce
cartilage erosions, without the presence of other cell types when implanted with carti-
lage in the severe combined immune-deficiency mice, supports this possibility. Human
T-cell leukemia virus type I (HTLV-1) is a relevant model for this possibility. HTLV-1
infection can result in a chronic inflammatory arthropathy. A protein called Tax, pro-
duced by the HTLV-1 retrovirus, is capable of inducing FLS proliferation and transfor-
mation (55), which likely contributes to the arthropathy. However, with RA FLS, the
loss of anchorage-independent growth, the transformed phenotype, and the reduction
of the spontaneous production of MMPs and IL-6 over time suggest that these cells are
responding to the environment of the synovial tissue in RA and are not independently
transformed. This phenotype is consistent with prior activation, which persists for sev-
eral passages, but is eventually lost in vitro. The fact that a number of so-called
protooncogenes, such as c-myc, or c-fos, have been detected in FLS is also used as
support for FLS transformation. These protooncogenes are transcription factors that
are upregulated and/or activated, following an appropriate stimulus. In RA, this activa-
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tion may be promoted by cytokines such as TNF- and IL-1 or by cell contact with
macrophages or T-lymphocytes (Fig. 2).

4. Inflammatory Cascade

Given the vast array of inflammatory mediators described and their redundancy,
identification of which might be most significant in the induction or perpetuation of the
disease has been difficult. Therapeutic trials in patients with RA have provided insights
into this question.

4.1. Immunoglobulins

Among the first approaches was the removal of immunoglobulins by plasmapher-
esis. This approach was unsuccessful. However, it is unlikely that this approach was
adequate locally within the joint space to reduce antibodies and immune complexes. It
is likely that the deposition of immune complexes or autoantibodies such as those to
type II collagen is an important amplifying factor, not the driving force, in the patho-
genesis of disease. A protein A immunoadsorption column, capable of removing IgG
and IgG-containing immune complexes, has recently been approved by the Food and
Drug Administration for use in refractory RA.

4.2. T-Lymphocytes

Based on the prominence and activated phenotype of synovial T-cells, a number of
approaches to reduce T-cells have been utilized. Among them, depleting antibodies
that identify different epitopes on T-lymphocytes, including CD4, CD5, or CD52
(CAMPATH-1H), were effective at the reduction of peripheral T-cells, although
patients did not improve significantly (26). Based on animal models, more recent stud-
ies with nondepleting anti-CD4 antibodies have been performed. The aim of this
approach is to modulate T-cell function, perhaps switching from a Th1 to a Th2 pat-
tern, in hopes of altering the cascade of inflammation, by enhancing the production of
inhibitory cytokines such as IL-4. The initial studies were somewhat promising at high
doses; however, toxicity prevented continued study at the effective doses. Studies have
also been performed with antibodies to the adhesion molecule ICAM-1, in an attempt
to reduce trafficking of inflammatory cells into the joint. These studies resulted in
modest clinical improvement and a transient increase of lymphocytes in the circula-
tion, suggesting that the T-cells might have been diverted from migration into the joint
(56). Although disappointing overall, these studies do not mean that T-cells are not
important in the pathogenesis of RA, as will be discussed in Subheading 7.5.–7.7. They
mean that this broad-based, nonselective approach was not effective. Preliminary stud-
ies are under way to modulate the T-cell repertoire by immunization with peptides
representing the T-cell receptors found on activated T-cells in the joints of some pa-
tients with RA, in hopes of effecting a long-lasting modulation of the disease (26).

4.3. Macrophage Cytokines

Earlier, we mentioned that in in vitro studies employing RA synovial membranes,
inhibition of TNF- also inhibited IL-1 , IL-6, and IL-8, and inhibition of IL-1 inhib-
ited IL-6 and IL-8 (36), suggesting that both TNF-  and IL-1 may be important. Inhi-
bition of IL-1 has also been used as an approach to treating RA. Recombinant human
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IL-1Ra (IL-1 receptor antagonist) binds to IL-1R, preventing IL-1 from binding. At
high concentrations, recombinant human IL-1Ra had a modest ameliorative effect on
the inflammation, as determined by swelling and pain (57). However, even though the
effect of IL-1Ra on inflammation was only modest, it appeared effective at preserving
cartilage (57). This is consistent with certain experimental systems in which IL-1Ra
was beneficial at preserving chondrocyte and cartilage integrity (58). Further, treat-
ment of monocytic cells with methotrexate, which is clinically effective in the majority
of patients with RA, enhances macrophage differentiation and the release of IL-1Ra
and sTNFRII and suppresses IL-1  secretion (59).

Treatment with recombinant human IL-1R, type I (IL-1RI), both systemically and
intraarticularly did not result in clinical benefit. In fact, a few patients may have become more
severely affected with this treatment (60). This is possible because IL-1RI binds more avidly
to IL1Ra than to IL-1 , possibly permitting greater bioavailability of IL-1 and increased
inflammation. IL-1RII, a nonsignaling decoy molecule that binds avidly to IL-1 but not
IL-1Ra, might be more effective at modulation of disease, but it has not been studied.

Currently, the inhibition of TNF- activity, either by a recombinant chimeric mono-
clonal antibody or by a bivalent recombinant TNF- RII (two TNF- RII molecules
attached to a human IgG backbone), has proven clinically effective in a majority of
patients with RA (36). A number of very informative studies have been performed with
the chimeric monoclonal antibody, which have provided insights into the inflamma-
tory cascade that exists in the rheumatoid joint (36). Within days, a dramatic reduction
of circulating C-reactive protein is seen. This is followed by a reduction a joint inflam-
mation over the first couple of weeks. Synovial biopsies done after treatment demon-
strate a reduction of inflammatory cells, including T-lymphocytes. A corresponding
increase in circulating T-lymphocytes is seen, suggesting that they may no longer be
trafficking into the joint tissue. VCAM-1, which is strongly expressed on synovial
lining cells and sublining macrophages, is greatly reduced. Additionally, a reduction of
E-selectin is seen on the blood vessels in the ST. E-selectin, which contributes to the
migration of cells into the ST, is upregulated by TNF- and is not seen on blood ves-
sels in normal skin. Soluble circulating E-selectin, which may contribute to migration
into the joint and to angiogenesis, is also reduced. These observations support the
importance of TNF- in the ongoing inflammation seen in RA. Although very promis-
ing, it is too early to be certain how this treatment will affect the long-term course of
RA. Further, not all patients respond to strategies to inhibit TNF- , and only a minority
experience dramatic clinical improvement (i.e., a complete remission). This suggests
that additional mechanisms contribute to the persistence of disease in most patients and
that TNF- may not be important in all patients. These observations, together with
those concerning IL-1Ra, suggest a potential additive or synergistic benefit between
the anti-inflammatory effect observed by inhibition of TNF- and the chondro-
protective affect seen with inhibition of IL-1.

5. Transcriptional Regulation

Transcription factors are proteins that generally possess three domains: a DNA-bind-
ing domain, a transactivation domain, and another domain, such as a leucine zipper,
that provides for specific protein–protein interactions (see also Chapter 7). Transcrip-
tion factors bind to the promoter regions of genes employing their DNA-binding
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domains, also called the basic domain because of their negative charge. The trans-
activation domain regulates the expression of the gene in question by interacting with
basal transcription factors responsible for the activation of RNA polymerase. Domains
such as the leucine zipper domains allow transcription factors to interact with other
protein molecules, forming homodimers or heterodimers. Transcription factors exist in
cells either constitutively or are synthesized following the appropriate stimulus. Fol-
lowing activation, there is a posttranslational modification, often phosphorylation, that
promotes migration to the nucleus and binding to DNA. The DNA sequences in pro-
moter regions to which transcription factors bind are frequently unique, however, dif-
ferent sequences may bind the same transcription factor. For example in the TNF-
promoter, there are three nuclear factor- B (NF- B) binding sites, each unique and each
able to bind NF- B with different avidities. The differences in the strength of binding
affects how, and under what conditions, each site is able to contribute to the activation
of the TNF-  gene. In many situations, an interaction between two or more transcrip-
tion factors is necessary for the activation of a given gene. For example, the TNF-
promoter is activated in some circumstances by NF- B alone and in others by the com-
bination of C/EBP plus c-Jun (61). RA synovial tissue has been examined for the
expression of transcription factors that might be important in the regulation of pro-
inflammatory molecules in macrophages and FLS.

5.1. NF- B

Nuclear factor- B (NF- B) exists, preformed in the cytoplasm of most cell types, as
heterodimers composed of p65 or RelA and p50 or NF- B1. The p50/p65 heterodimers
are bound in the cytoplasm to another molecule, called I B, and this complex is retained
in the cytoplasm under resting conditions. Following an appropriate activation signal,
which in many cells includes TNF- or IL-1 , the I B molecule is phosphorylated and
then degraded. This releases the p50/p65 heterodimers to migrate to the nucleus,
directed there by means of a nuclear localization signal (a short amino acid sequence),
that had been sterically blocked by the I B. The heterodimers bind to the promoters of
many pro-inflammatory genes, including TNF- , IL-6, IL-8, and others, resulting in
activation. The heterodimers also bind to the promoter of I B, resulting in increased
synthesis of I B, which binds to newly synthesized heterodimer molecules, restoring
the balance in the cell. NF- B p50 and p65 are normally not found in the nucleus, but
are only present following activation. NF- B is essential for viability, because deletion
of NF- B p65 by gene knockout is lethal. Cells from these animals are sensitive to
TNF- -mediated apoptosis, which will be discussed in Subheading 8.

Within the synovial tissue in vivo, nuclear NF- B was strongly expressed, primarily
in lining macrophages and to a lesser degree in some CD14 negative cells, presumably
FLS (62). Supporting the importance of ongoing NF- B activation in macrophages in
RA, when I B was over expressed by infection of RA synovial tissue cells with an
adenoviral vector expressing I B, the constitutive production of TNF- was greatly
reduced (63). Activated NF- B, as determined by its detection in the nucleus, was also
observed in scattered cells in the sublining region and in some blood vessels in the RA
joint. These observations are of interest, because they suggest that the activation of
NF- B in the synovial tissue is not normally downregulated following activation, as
described above, but is persistent. When NF- B is activated in vitro, the duration of
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activation is generally limited, in part because new I B is synthesized following acti-
vation of its promoter by NF- B p50/p65 heterodimers. The mechanism of activation
of NF- B in the rheumatoid joint is unclear. Because NF- B activation in macroph-
ages can induce TNF- , but TNF- itself can induce NF- B activation, it is possible
that in this milieu a self-perpetuating process could be set up if inhibitors that are present
are not adequate. IL-4 and IL-10 may function in part by inhibition of NF- B activa-
tion (64).

5.2. C/EBP

C/EBP (CAAT enhancer-binding protein beta) or NF-IL-6 (nuclear factor IL-6) is
also strongly expressed in the nuclei of RA synovial lining macrophages and to a lesser
extent in FLS (Fig. 3). C/EBP is a bZip protein possessing a basic domain, leucine
zipper, and a transactivation domain. Data suggest that under certain conditions, C/EBP
is capable of regulating a number of pro-inflammatory genes, including TNF- , IL-1 ,
IL-6, IL-8, G-CSF, and MMP-1. Mice in which C/EBP has been deleted by gene
knockout demonstrated defects in phagocytosis and control of certain infections and
the expression of G-CSF by macrophages in vitro. These animals also exhibited a defect
in the in vivo production of TNF- . In macrophage cell lines, C/EBP cooperates with
c-Jun to activate the TNF- gene in a unique way that does not require the trans-
activation domain of c-Jun, following stimulation with phorbol myristate acetate
(PMA) and LPS (61). Inhibition of C/EBP employing a dominant negative version of
the molecule that possess the DNA binding and leucine zipper domains, with the
transactivation domain deleted, inhibited TNF- secretion in PMA, and LPS simulated
monocyte-differentiated macrophages (unpublished data). Although the precise role of
C/EBP in RA has not been defined, it is possible that it may be contribute to the

Fig. 3. C/EBP is expressed in the nucleus of synovial lining cells in patients with rheuma-
toid arthritis. In panel A, under low power, the dark stain identifies the presence of C/EBP ,
which can be seen in the synovial lining. Scattered positive cells are seen in the sublining
region and in the lymphoid aggregates. In panel B, under high power, the synovial lining can be
seen to be seven to nine cells in depth. The arrow identifies the nucleus of a C/EBP  negative
cell, which is stained with Hematoxylin stain. The arrow head identifies a cell positive for C/EBP
in the nucleus. C/EBP (intensely dark staining) is seen in about 40–50% of the nuclei in the
synovial lining.
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regulation of the expression of inflammatory mediators or may contribute to macro-
phage differentiation.

5.3. AP-1

Other transcription factors appear activated in RA synovial tissue. Among the AP-1
(activator protein-1) family members, bZip proteins, c-Jun and c-Fos, have been
detected in RA synovial tissue. The nuclear expression of these transcription factors
was observed in synovial lining cells that were, generally, CD14 negative, presumably
FLS (62). Additional studies have demonstrated that the cells in the synovial lining
were actually producing these transcription factors because mRNAs for both c-jun and
c-fos genes were detected in the lining by in situ hybridization and by in situ reverse
transcription (65). Other AP-1 family members jun-B and jun-D have been detected,
although less consistently. C-Jun and c-Fos were strongly expressed at the sites of
attachment of synovial tissue to bone and cartilage, suggesting their potential impor-
tance in the expression of genes responsible for joint destruction (66). Supporting the
importance of this observation, mice transgenic for and overexpressing c-fos, develop
a destructive arthritis, not dependent on T-cells. C-Jun and c-Fos may be important in
regulating a number of pro-inflammatory genes in FLS, including ICAM-1 and the
MMPs. The difference in the distribution of activated NF- B, C/EBP , and AP-1 tran-
scription factors, detected in the nucleus of various cell types, suggests that different
mechanisms of activation may be responsible for the constitutive in vivo expression of
pro-inflammatory molecules, expressed in RA synovial fibroblasts and macrophages.
Of interest, IL-10 may function by inhibition of NF- B, AP-1, and C/EBP activation (64).

5.4. Mitogen-Activated Protein Kinases

The mitogen-activated protein kinase (MAPK) pathway is a series of kinases that
connect the cell surface with the nucleus. It consists of three parallel pathways that
interconnect at some levels, capable of resulting in the phosphorylation and activation
of c-Jun via the JNK (Jun N-terminal kinase) pathway, of Elk-1/2 and C/EBP via the
Erk-1/2 (extracellular signal-regulated kinase) pathway, and of ATF-2 (activating tran-
scription factor-2) via the p38 pathway. C-Fos and c-Jun are activated by mitogens,
growth factors, and cytokines such as TNF- and IL-1. The Erk-1/2 pathway is acti-
vated by growth factors and by integrin ligation. The oncogene Ras is a proximal kinase
in this pathway and may also result in cross-communication with the JNK pathway.
Mutations of Ras may result in persistent activation. Ras mutations have been found in
the synovial tissue of some patients with RA. Their significance is uncertain because
they were also detected in osteoarthritis synovial tissue (67). The cell type(s) express-
ing the mutated ras was not characterized. The p38 pathway results in the activation of
the transcription factor ATF-2, which cooperates with c-Jun. It may be activated by
mitogens and cytokines, such as IL-1 and TNF- .

5.5. c-Myc

Another transcription factor, c-Myc, is broadly expressed in RA synovial tissue,
particularly in FLS (52). c-Myc may contribute to regulation of the expression of genes
responsible for cell-cycle progression and proliferation, as well as apoptosis. For
example, c-Myc is capable of binding heat-shock protein 70 (HSP70) promoter, induc-
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ing gene expression under certain conditions (68). HSP70 is upregulated in RA syn-
ovial tissue, particularly in the synovial lining. Therefore, c-Myc might contribute to
the upregulation of HSP70 in RA. Additionally, heat-shock transcription factor 1
(HSF1), which also contributes to HSP70 expression, is constitutively activated (detected
in the nucleus and phosphorylated) in RA synovial tissue (69). In cultured RA FLS,
HSF1 was activated by IL-1 and TNF- . HSP70 is an important chaperonin protein
that binds nascent proteins, preventing permanent cell damage and loss of function. In
this capacity, HSP70 may contribute to the protection against apoptosis, which will be
discussed in Subheading 8. As mentioned earlier, increased HSP70 might also interact
with the HLA-DR- 1 shared epitope, potentially interfering with antigen processing.

5.6. STATs

Signal transducer and activator of transcription (STAT) is a family of transcription
factors activated by a number of cytokines and growth factors, including IL-6, inter-
feron- , and GM-CSF. Following receptor ligation, STATs are activated by janus
tyrosine kinases (JAKs). Activated STATs migrate to the nucleus, bind to promoters,
and contribute to the regulation of the expression of genes, such as Fc receptors and
HLA-DR molecules. RA synovial fluid upregulated the expression of Fc RI and RIII,
markers of activation on monocytes (70). These synovial fluids also activated STAT-3.
Activation of STAT-3 and Fc RI was inhibited by an antibody to IL-6. These observa-
tions suggest that IL-6, present in high concentration in the RA joint, may contribute to
the activation of synovial macrophages, mediated by STAT activation.

5.7. Erg-1

The early growth response 1 gene (erg-1), is a zinc-finger transcription factor that is
constitutively upregulated, in RA FLS, compared to osteoarthritis or reactive arthritis
(71). It is expressed at low levels in dermal fibroblasts and upregulated transiently by
TNF- . Erg-1 overexpression persists in RA FLS in vitro over several generations.
The upregulation of c-Fos also persists over several generations. Although both c-Fos
and Erg-1 upregulation have been associated with proliferation, RA FLS generally pro-
liferate more slowly than dermal fibroblasts, suggesting that Erg-1 may not regulate
proliferation in these cells. The genes potentially regulated by Erg-1 have not been
clearly defined, although it is coordinately regulated with HSP70, c-Jun, and c-Fos
under conditions of stress, such as ischemia (72), which may be relevant to the rela-
tively hypoxic conditions in the rheumatoid joint.

5.8. Transcriptional Regulation in FLS

Recent studies have examined FLS to determine if transcription factors identified in
vivo are functionally active in vitro. Functional tests, called electrophoretic mobility
gel shift assays (EMSA), are performed by radiolabeling a short piece of double-
stranded DNA that represents the DNA-binding site for a transcription factor that is
present in any given promoter. Nuclear extracts isolated from the desired cells are
mixed with the radiolabeled DNA and electrophoresed on a nondenaturing gel. If the
transcription factor has been activated and has migrated to the nucleus, it can bind to
the DNA, which will retard the migration of the radiolabeled DNA through the gel
(Fig. 4). When this was done with adherent cells from RA synovial tissue, the nuclear
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extracts bound an oligonucleotide representing the AP-1-binding site of the MMP-1
promoter. Monospecific antibodies identified both c-Jun and c-Fos in these complexes,
indicating they were functionally active. This activity was greater than found in
osteoarthritis synovial tissue, and it correlated with disease activity as determined by

Fig. 4. Activated NF- B can be detected by its ability to bind to a radiolabeled oligonucle-
otide. This electrophoretic mobility gel shift assay (EMSA) was performed with a radiolabeled
oligonucleotide representing the Ig/HIV NF- B binding site. In panel A, cells were activated
for 1 h with 0, 1, or 10 ng/mL of LPS. The cells were harvested and proteins from the cytoplasm
and the nucleus were isolated. If NF- B is activated, I B is degraded, freeing NF- B p65/p50
heterodimers or p50/p50 homodimers to migrate to the nucleus. As can be seen in panel A, no
NF- B complex were available in the cytoplasm to bind to the radiolabeled oligonucleotide,
either with or without the addition of LPS. In contrast, when proteins from the nuclear extract
were added to the radiolabeled oligonucleotide, they were retained and migrated more slowly
in the gel, as indicated by the arrow on the left side of panel A. The free or unbound radiola-
beled oligonucleotide migrates more rapidly and is seen at the bottom of the gel. Panel B,
generated at a later time-point with nuclear extracts, demonstrates how the composition of the
bound complex is identified. The NF- B binding complex is indicated by the arrow on the left.
At the top of the figure are identified the treatments added to the radiolabeled oligonucleotide–
nuclear extract complex before adding the complex to the gel. In lane 1, binding by a protein,
identified as NF- B retards the migration of the radiolabeled oligonucleotide in the gel. In lane
2, excess unlabeled NF- B oligonucleotide inhibits binding of the protein(s) to the radiola-
beled oligonucleotide, indicating that it is specific. In lanes 3–5, antibodies to NF- B p50 or
p65 or c-Jun were added, prior to running on the gel. With the anti-p65 and anti-c-Jun, no
change is seen in the character of the band, indicating that these proteins were not present.
However, the anti-p50 antibody reduced the band, which can now be seen even higher up in the
gel, indicating that it was retarded even further or “supershifted.” This means that NF- B p50
homodimers, or p50 bound to a NF- B protein other than p65, was present in this complex.
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C-reactive protein (65). The active AP-1 complexes were detected constitutively, with
no additional culture or activation of the adherent synovial tissue cells, which included
macrophages and FLS. Additionally, if cultured RA FLS are stimulated with IL-1 , the
expression of c-Jun and c-Fos protein and activity (ability to bind DNA oligonucle-
otides) are increased. Under these circumstances, an antisense molecule for c-fos
inhibited the activation of the MMP-1 promoter, presumably by interfering with the
transcription of the mRNA (73). Overexpression of another AP-1 family member, jun
D, resulted in the reduction of nuclear DNA binding proteins containing c-Jun and
c-Fos following activation with TNF- . Jun D overexpression also resulted in decreased
proliferation in response to IL-1 , TNF- , and PDGF as well as decreased IL-6, IL-8,
and MMP-1 secretion in response to TNF- (74). These observations suggest that pro-
liferation and cytokine and MMP production are regulated in RA FLS by the AP-1
family transcription factors c-Jun and c-Fos, supporting the relevance of the observations
made by immunohistochemistry that AP-1 proteins were present in the nucleus in vivo.

More than one mechanism of gene activation may be present simultaneously in a
given cell. Even though examination of synovial tissue by immunohistochemistry and
the above-described functional studies (EMSA), suggest that c-Jun and c-Fos activa-
tion in vivo might be important in the activation of genes in FLS, additional in vitro
studies suggest that activation of NF- B may also be important in this cell type. FLS
cloned by limiting dilution such that each clone is likely the progeny of a single cell
were selected on the basis of the constitutive production of high or low concentrations
of IL-6. A number of transcription factors were examined by EMSA. AP-1 and C/
EBP complexes capable of binding to radiolabeled oligonucleotides representing the
regions of the IL-6 promoter that bind each of these factors was observed constitu-
tively, both in the high and low IL-6-producing clones (75). Only the NF- B binding
complexes, consisting of p50/p65 heterodimers, were expressed more strongly in the
FLS clones producing high concentrations of IL-6. This observation suggests that, at
least in the clones producing higher concentrations of IL-6, the constitutively activated
NF- B may contribute to the ongoing secretion of IL-6. However, because activated
NF- B was not detected in some of the FLS clones that did secrete IL-6, although at
lower concentrations, it is possible that C/EBP or AP-1 factors may contribute to the
constitutive expression of IL-6 in these cells.

Additional studies have examined the importance of NF- B activation in the expres-
sion of inflammatory mediators by RA FLS in vitro. Although many studies have shown
that MMP-1 expression is regulated by an AP-1-binding site in its proximal promoter,
a recent study suggests that NF- B activation may also contribute to the expression of
the MMP-1 gene in synovial fibroblasts (76). Additionally, IL-1 and TNF- induce
degradation of I B and the translocation of NF- B p65/p50 heterodimers to the nucleus
of FLS. The addition of N-acetyl-L-cysteine inhibited the activation of NF- B and the
expression of IL-6, IL-8, GM-CSF, and ICAM-1, induced by TNF- or IL-1 in RA
FLS, suggesting that NF- B activation was important (77). Further, an NF- B p65
antisense oligonucleotides inhibited the IL-1 -induced expression of the cycloxygenase-2
(78). Cycloxygenase-2 is induced by IL-1 and is responsible for the conversion of
arachidonate to prostaglandins (i.e., PGE2), important mediators of inflammation in
RA. We have also observed C/EBP  expressed in the nucleus of FLS and lining mac-
rophages in RA synovial tissue (Fig. 3). C/EBP may regulate a number of proinflam-
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matory genes expressed by fibroblasts, such as IL-6, IL-8, MMP-1, and G-CSF. How-
ever, studies have yet to be done to determine the potential of C/EBP to contribute to
the regulation of these genes in RA FLS.

6. Destruction

The major focus of destruction of bone and cartilage in RA is the pannus. As
described earlier, at least three types of lesions can be differentiated, and the mediation
of destruction in each appears to be different. The distinct cartilage–pannus junction
(Fig. 1) possesses both macrophages and FLS. The macrophages express IL-1 (not
IL-1 ), TNF- , IL-6, and GM-CSF. TGF- and MMP-1 are also expressed in these
lesions. A likely scenario in the diffuse lesion is that macrophages are induced to
express proinflammatory cytokines, such as TNF- and IL-1 , inducing MMP-1 and
MMP-3, in both FLS and macrophages. In the less aggressive diffuse fibroblastic car-
tilage–pannus junction, macrophages and their inflammatory mediators are not readily
detected (10,36). Only TGF- is seen. It is not clear which MMPs are present in these
lesions. Because TGF- possesses both inflammatory and reparative properties, it is
unclear if this represents a healing or an actively destructive phase. Nonetheless, it is
clear from immunohistochemistry, and from studies performed in vitro that macro-
phages plus FLS produce greater destruction together compared to either cell type
alone (10,36,64,79).

Cathepsins K and L have been detected in the bone and cartilage pannus of patients
with RA (12,80). Cathepsins are cysteine proteinases capable of cleaving collagen,
elastin, proteoglycans, and fibronectin. Although present in the pannus–cartilage junc-
tion, the contribution to a discrete versus a diffuse pannus, or both, has not been char-
acterized. However, in the severe combined immune deficiency (SCID) model in which
RA synovial tissue and cartilage are coimplanted, cathepsin L and B were strongly
expressed by fibroblasts eroding into the cartilage (81). Macrophages were rare in these
implants, similar to the diffuse cartilage–pannus, suggesting that cathepsins might con-
tribute to the destruction seen in the diffuse lesion. In addition to the ability of the
synovial tissue to induce destruction directly by proteinases, the inflammatory media-
tors present in the cartilage–pannus lesion may affect cartilage at a distance. TNF-
and IL-1 can induce proteoglycan degradation in the cartilage and induce the chondro-
cyte to synthesize MMPs that are capable of enhancing cartilage destruction. In con-
trast, TGF- and IL-10 may have a protective effect by enhancing proteoglycan and
collagen synthesis.

Subchondral bony erosions are characteristic of RA. It seems that less attention has
been paid to the pannus–bone lesions seen in RA, perhaps because of the difficulty of
working with bone. Nonetheless, this lesion is critical and its presence is the harbinger
of a poor prognosis. The pannus–bone junction is replete with mononuclear cells that
are CD68 positive, likely of macrophage origin. Cathepsin L is strongly expressed by
mononuclear cells and cathepsin K by osteoclasts in these lesions (12). This proteinase
is capable of degrading bone, including type I collagen and osteocalcin. We are not
aware of published studies documenting the presence of the pro-inflammatory
cytokines in these lesions. The presence of multinucleated giant cells has been docu-
mented in the pannus–bone lesions of patients with RA. These cells express tartrate-
resistant acid phosphatase and calcitonin receptors, indicating that they are true
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osteoclasts (9). It is likely that IL-1, IL-11, and IL-6, known to be present in the adja-
cent cartilage–pannus lesions, might contribute to the differentiation of osteoclasts from
macrophages. It appears that the expression of the calcitonin receptor, essential for
identification as an osteoclast, only occurs after contact with bone. Macrophages may
prepare or roughen the bone surface that allows for the development of osteoclasts
(79). Osteoclasts uniquely contribute to the destruction of bone by their ability to
remove the mineral content allowing the proteinases, such as cathepsins L and K, to
degrade the matrix more readily.

7. Persistence

Once initiated, why does RA persist? Normally, an inflammatory response results in
the removal of the offending agent and resolution of the inflammation. It is possible
that in certain individuals, once initiated, the local milieu of the RA joint may contrib-
ute to the persistence of the disease. In the normal joint, types A and B lining cells are
present adjacent to the cartilage bone junction, and no inflammatory response devel-
ops. Earlier in this chapter, the ability of soluble cytokines, such as TNF- and IL-1 ,
to affect other cells locally, to contribute to an inflammatory cascade, was described.
What mechanisms might contribute to the persistence of the expression of these
inflammatory mediators? Interactions between cells in the synovial tissue might lead to
persistence. For example, cognate interactions between cells, particularly if one or both
of the cell types has already been partially activated, might contribute to the persis-
tence of RA. It is possible that cell–cell interaction during migration into the joint may
also contribute to this process. Another interaction that may contribute to the persis-
tence of disease activity and destruction is the interaction of the cells of the lining with
bone and cartilage, by adhesion molecules (such as VCAM-1) or by integrins, which
are upregulated in RA synovial tissue.

The example of chronic Lyme arthritis should be kept in mind when considering this
paradigm. Chronic Lyme arthritis may develop in the predisposed individual who pos-
sesses the HLA-DR 1 shared epitope associated with RA. However, following appro-
priate treatment with antibiotics, the organism can no longer be detected in the joint,
and the synovitis generally resolves. Histologically, Lyme arthritis and RA cannot be
distinguished. Why does the chronic inflammation of Lyme arthritis, even in a shared-
epitope-positive individual, resolve, whereas RA does not? One explanation may be
that there is an ongoing infection that has not been characterized. If identified and
treated, perhaps RA would not persist. It is possible that other factors, perhaps geneti-
cally inherited, might contribute to the dysregulation resulting in chronic inflammation.

7.1. Interaction with Endothelial Cells

Cell–cell interactions may contribute to the perpetuation of RA. Lymphocytes, neu-
trophils, and monocytes migrate into the synovial tissue because of the interactions
with adhesion molecules on synovial endothelial cells (82). E-selectin, P-selectin,
VCAM-1, ICAM-1 and the CS-1 region of fibronectin are expressed on synovial
endothelial cells, in part because of the action of TNF- , secreted locally. As inflam-
matory cells traverse the vessels, they interact with adhesion molecules on the vessels,
resulting in rolling (weak attachment due to selectins), firm attachment, and then dia-
pedesis or migration through the vessel. LFA-1 (a 2 integrin) is present on peripheral
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blood lymphocytes, and while rolling, the molecule is induced to a high activity state,
allowing for stronger interaction with ICAM-1 (83). Other molecules involved in the
adhesion of lymphocytes to synovial tissue endothelial cells, as determined by the inhi-
bition of binding by monospecific antibodies, include VLA-4 ( 4 1)/VCAM-1
(CD106) and VLA-4/CS-1 fibronectin interactions. The interaction of P-selectin on
endothelial cells with its counterreceptor on monocytes is important for the binding of
monocytes to RA synovial tissue endothelial cells, whereas E- and L-selectin are less
important (84). As cells adhere to the endothelium and migrate into the joint, they may
become activated. Although this has not been demonstrated specifically in the synovial
tissue, the interaction of monocytes with P-selectin resulted in the activation of NF- B
and, in the presence of platelet-activating factor, the expression of TNF- and MCP-1
(85). This may be very relevant in RA, because just the binding of the monocytes to P-
selectin, upregulated on the endothelial cell, may be enough to sensitize the monocytes
to respond further in the pro-inflammatory environment of the rheumatoid joint.

7.2. Adhesion Molecule and Integrin Ligation

The integrin 6 1 plus its ligand laminin are upregulated in RA synovial lining.
Also, 5 1 and v 5, vitronectin-fibronectin receptors, are expressed on most syn-
ovial lining cells and FLS (82,86). VCAM-1 and ICAM-1 are strongly expressed on
RA synovial lining cells. Adhesion molecules and integrins not only regulate the inter-
action between cells, providing structure, but they also regulate the migration of cells
through the tissue, as well as their retention or egress. Once in the synovial tissue,
interaction of inflammatory cells with matrix molecules such as fibronectin, vitronectin,
or collagen may contribute to their retention and activation. For example, synovial
fluid lymphocytes may interact, via the integrins VLA-4 ( 4 1) and VLA-5 ( 5 1),
with fibronectin, which is secreted by synovial fibroblasts. It is possible that this inter-
action could contribute to the retention of the lymphocytes in the synovial tissue. Liga-
tion of integrins by interaction with extracellular matrix proteins such as fibronectin,
vitronectin, collagen, or laminin is capable of providing activation signals to cells that
are important in survival, proliferation, and expression of proteinases such as MMP-1
(86). Integrin ligation is capable of activating MAP kinase pathways, resulting in the
activation of transcription factors such as Elk-1/2, C/EBP , and c-Jun. Activation of
these transcription factors may contribute to the regulation of the expression of the pro-
or anti-inflammatory molecules found in RA synovial tissue.

7.3. FLS and Synovial Lining

Interaction of RA FLS with fibronectin, which is mediated primarily by v 5 and
5 1 integrin receptors, results in increased proliferation of FLS in response to PDGF

and decreased MMP-1 secretion (86). However, if the cytoskeletal attachments that
occur in RA FLS after integrin ligation by fibronectin are disrupted, as might occur
because of the change in cell shape in the synovial lining, integrin ligation acts syner-
gistically with TNF- to increase MMP-1 expression (86). This might contribute to the
enhanced MMP-1 expression seen in the RA synovial lining and pannus. Interaction
between FLS, mediated by VCAM-1, and cartilage and bone in the pannus may con-
tribute to the destruction observed in the pannus. When RA FLS alone plus cartilage
were engrafted into mice that were severe combined immune deficient (SCID), the
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FLS eroded into the cartilage, which may represent a model of the diffuse cartilage–
pannus. At the leading edge of the erosion by the FLS, VCAM-1 was strongly expressed
together with cathepsins L and B, supporting the importance of VCAM-1 in this experi-
mental model of cartilage erosion (81). Perhaps contact with cartilage in this model results
in persistent activation, perhaps mediated through VCAM-1, although such a mechanism
has yet to be defined. Interaction of FLS with cartilage may also involve CD44 (87).
Ligation of CD44, perhaps by hyaluronic acid, might also contribute to FLS activation.

7.4. Monocytes and Macrophages
Monocytes and macrophages express a number of integrins including 1 ( 2 1,

4 1, 5 1), 2 (LFA-1, CD11a/CD18, and Mac-1, CD11b, CD18), and v ( v 3,
v 5). The interaction of macrophages with fibronectin present in the extracellular

matrix via the 5 1-integrin receptor (upregulated during macrophage differentiation)
has been shown to result in the secretion of IL-1 (88,89). Ligation of collagen to the

2 1-integrin receptor also contributes to the expression of IL-1 by monocytes (88).
Ligation of 5 1 by fibronectin may also increase the expression of MMP-9 in macro-
phages (90). Cells phagocytosing intact cartilage collagen fragments can be seen in a
very aggressive cartilage–pannus lesions (11). It is possible that the uptake of soluble
collagen or the phagocytosis of cartilage and bone fragments in more aggressive lesions
may lead to the expression of cytokines such as IL-1 and TNF- , and MMPs, thereby
leading to a self-perpetuating process. An additional mechanism of increasing cytokine
gene expression in synovial tissue macrophages, unrelated to integrins, is the phagocy-
tosis of human HSP60 by human macrophages. Human HSP60 is capable of inducing
the secretion of TNF- , in the absence of antigen-specific sensitization (91). Addition-
ally, HSP60 also induced IL-15 and IL-12 expression, which promotes Th1-type
responses, as seen in the rheumatoid joint. HSP60 is upregulated in RA synovial tissue.

7.5. T-Lymphocyte–FLS Interaction
Lymphocytes interact with FLS, particularly in the sublining region. This interac-

tion may be mediated by VCAM-1, ICAM-1, and LFA-3 on the FLS, and by VLA-4,
LFA-1, and CD2 (respectively) on the lymphocytes (Fig. 2). A recent study used lym-
phocytes from patients that were activated in vitro and then fixed (92). When these
activated lymphocytes were added to FLS, PGE2, TIMP-1, and MMP-1 were secreted.
MMP-1 was expressed in quantities greater than TIMP-1, which would favor MMP-1
activity. Also, MMP-1 was expressed over a long period of time, whereas the expres-
sion of TIMP-1 was brief. These observations provide insights into a potential mecha-
nism that may help explain why, in RA, although both MMP-1 and TIMP-1 are
expressed by the same cells, the ratio of MMP-1 to TIMP-1 in the synovial fluid and
circulation is greater than seen in normal controls or in osteoarthritis. Additionally, the
quantity of MMP-1 secreted by FLS in response to activated T-cells was greater than
that associated with an optimal concentration of IL-1 , suggesting the potential impor-
tance of these cellular interactions in the rheumatoid joint. The degree to which syn-
ovial lymphocytes, without additional activation, might support this process is unclear.

7.6. Monocyte–T-Lymphocyte Interactions
Monocytes and T-cells interact in the areas of diffuse infiltration as well as in the

lymphoid aggregates. Although previously activated lymphocytes may migrate more
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readily, our earlier studies showed that naïve (CD45RA+) and memory (CD45RO+)
T-cells both enter the joint and may be seen comparably in and adjacent to the blood
vessels. FGF-1 receptors are present on perivascular lymphocytes, suggesting that
migration locally might contribute to the expression of these receptors. FGF-1 is a
coactivator of T-cells, suggesting that FGF-1 might also contribute to the activated
phenotype seen in RA synovial tissue (44). As with monocytes, it is possible that inter-
actions with endothelial cells during binding and diapedesis may contribute to the ini-
tial activation of these lymphocytes. By the time the T-cells migrate away from the
area of the blood vessel, they essentially all have acquired the CD45R0+ or “memory”
phenotype. T-Cells acquire additional activation markers, including CD44, HLA-DR,
and CD69. Although this activated phenotype can occur during antigen-specific acti-
vation, inflammatory cytokines produced within the rheumatoid joint, such as FGF-1,
TNF- , and IL-15, may contribute to the activated phenotype, even in the absence of a
specific antigenic stimulus. Lymphocytes activated in vitro by mitogens induced IL-1 ,
MMP-1, and 92-kDa gelatinase (MMP-9) in monocytes, via direct contact, suggesting
a possible mechanism in RA (64,93,94). Additionally, the cognate interaction between
T-cells, incubated with IL-15, which is secreted by RA synovial tissue macrophages
and monocytes, resulted in increased TNF- secretion (42) (Fig. 2). In these studies,
the interaction between normal peripheral blood T-cells and monocytes, without the
addition of IL-15, did not induce TNF- , indicating that the cognate interaction of
normal T-cells and monocytes alone was not sufficient to induce TNF- secretion.
However, synovial fluid lymphocytes taken directly out of the joints of patients were
capable of stimulating TNF-  secretion by monocytes, suggesting that these cells had
already been adequately activated. If the synovial fluid lymphocytes were cultured in
vitro prior to addition to the monocytes, the ability to induce TNF- was lost but could
be restored or maintained by IL-15, suggesting that the synovial lymphocytes had been
activated in vivo by IL-15. The T-cell–macrophage interactions were mediated by LFA-1
and CD69 on the lymphocyte and by ICAM-1 and a counterreceptor for CD69 on the
macrophage (Fig. 2). In summary, as lymphocytes enter the synovial tissue, macro-
phage-derived FGF-1, TNF- , and IL-15 might contribute to an activated, “memory”
phenotype, without antigen-specific activation. These cells may then come in contact
with recently recruited monocytes, which have been sensitized by interaction with
P-selectin on endothelial cells. Monocyte–lymphocyte cell–cell interactions might then
lead to the continued production of pro-inflammatory cytokines, such as TNF- , in the
sublining region, which is observed by immunohistochemistry.

7.7. Antigen-Specific T-Cells

Another possible source for the persistence of RA is the generation of antigen-spe-
cific T-cells that might drive the inflammatory process. It is possible that following the
initial joint destruction, a self-perpetuating process might develop if antigen-specific
T-cells were generated by persistent exposure to locally expressed antigens, exposed
by the inflammatory process. We examined this possibility by characterizing the T-cell
response to HSP60. We observed a strong response to mycobacterial HSP60 with
synovial fluid, compared to peripheral blood, T-lymphocytes of patients with RA. In
contrast, the response to tetanus toxoid was much greater with peripheral blood lym-
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phocytes. However, this difference was not the result of crossreactivity with human
HSP60, because the synovial fluid lymphocytes responded much less to it than to the
mycobacterial HSP60 (95). Subsequent studies have demonstrated that T-cell clones
that respond to the mycobacterial antigen do not respond to epitopes that are conserved
in the human protein. T-Cell and B-cell responses to other autoantigens have been
detected in the rheumatoid joint. Of these, MHC class II-restricted T-cell responses to
human type II collagen have been clearly documented, to a greater extent in patients
compared to normal controls. However, specificity to type II collagen is seen with the
synovial fluid lymphocytes of only a limited number of patients (96). T-Cell responses
to additional joint constituents, including a synovial fluid protein p205, solubilized
antigen from synovial cells, and solubilized antigens from chondrocytes, have been
described (97–100). These observations suggest that after joint destruction is initiated,
antigen-specific T-cells may develop and contribute to the persistence of the disease.

Although current therapies directed against cytokines (TNF- and IL-1) are effec-
tive temporarily, no treatment has been capable of inducing a disease remission. Per-
haps if the initial destruction of cartilage and bone can be prevented, the disease would
not persist. Of interest in this regard, the early treatment of RA, which may be more
effective than therapy given once destruction has occurred, may provide an insight. In
a recent study, treating patients with RA with minocycline early, which may work as a
MMP inhibitor, resulted in greater than 20% complete remission at 1 yr (101). Perhaps,
this early, and admittedly short term, remission prior to joint destruction might prevent
the chronicity of this disease, perhaps by preventing the local development of T-cells
specific to the joint constituents.

A recent study has addressed, in a novel way, the potential importance of T-cells
driving the inflammatory cascade in the rheumatoid joint, without addressing whether
it is caused by cognate cell–cell interactions or antigen-specific T-cells. In this study,
RA synovial tissue was placed into SCID mice, and the persistence of the synovitis was
determined in relation to the presence or absence of T-cells (102). Following implanta-
tion of RA synovial tissue, the mice were treated with a control or an anti-CD2 anti-
body to deplete T-cells. The tissue was examined over time for the presence of TNF- ,
IL-1 , interferon- , IL-15, MMP-1, and MMP-3. Treatment with anti-CD2 decreased
the number of T-cells and interferon- , which was measured by a sensitive RT-PCR
ELISA. The cytokines of macrophage origin, IL-1 , TNF- , and IL-15, as well as
MMP-1 and MMP-3 were greatly reduced following anti-CD2 treatment. Whether or
not the MMP-1 and MMP-3 was derived from macrophages or FLS was not deter-
mined. CD4+ synovial tissue T-cells or interferon- could restore or maintain the
expression of the macrophage-derived cytokines and MMPs. These observations sup-
port the potential importance of T-cells in maintaining the inflammatory cascade
observed in RA. The question raised by these observations is how could the inflamma-
tory response be so dependent on T-cells, and yet most groups have detected little or no
interferon- protein or mRNA in RA synovial tissue? It is possible that only a very few
cells are necessary to drive the response. It is also possible that the expression of inter-
feron- is brief and therefore difficult to detect. Also, how can these observations be
reconciled with the lack of response in patients to anti-CD4 treatment? It is possible
that the depletion necessary to achieve a clinically significant reduction of inflamma-
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tion was not achieved in the clinical trials mentioned earlier. Also of interest, patients
with RA did not flare when treated with interferon- , which might have been expected
if the synovitis was interferon- dependent. Further studies that effectively deplete or
modulate the relevant T-cell subsets in the rheumatoid joint will be required to settle
this issue.

7.8. Macrophage–FLS Interactions

The interaction between macrophages and FLS in the synovial lining is a character-
istic feature in RA, as well as the normal joint. Monocytes interact with FLS to induce
ICAM-1 and VCAM-1 on the FLS. This effect was inhibited by antibody to TNF- ,
suggesting that this cytokine was released by the monocytes following the cognate
interactions. Coculture of monocytic cell lines with FLS has been shown to enhance
cartilage degradation. TNF- , IL-1 , and IL-6 contributed to the effects observed and
cell–cell interaction of FLS and monocytic cells was not essential (87). FLS contact
with cartilage was necessary for cartilage damage, however. CD44, the hyaluronate
receptor, was necessary for the attachment of the FLS to the cartilage. Recently, liga-
tion of CD44 on RA FLS resulted in the upregulation of VCAM-1 at the transcriptional
level, which enhanced the ability of FLS to interact with T-cells and macrophages via
the VLA-4 integrin ( 4 1) (103), setting up a potential cascade of cellular interactions
(Figure 2). These observations suggest that macrophage–FLS interactions enhance car-
tilage destruction and can enhance the ability of FLS to interact with T-cells. As men-
tioned earlier, the T-cell–FLS interactions may enhance MMP expression and activity.

8. Apoptosis and Persistence of RA

8.1. Synovial Tissue

The regulation of apoptosis in the RA joint may contribute to the perpetuation of the
disease. Although the reported studies on RA apoptosis are conflicting (104–107), it
appears that apoptosis is not increased in RA synovial tissue (105–107). Studies using
end labeling to measure DNA fragmentation demonstrated macrophage-positivity (104)
and sublining fibroblast-positivity, originally interpreted as apoptosis (104,106). How-
ever, electron microscopic (EM) examination, a more definitive measure of apoptosis,
revealed few cells that displayed morphological evidence of cell death (105,106), sug-
gesting that the amount of apoptosis might have been overestimated in the original
studies. Together, these observations suggest that the positive studies noted earlier,
may represent DNA fragmentation resulting from the local environment by mediators
such as cytokines, MMPs, and reactive oxygen species. No study has described
apoptotic bodies in macrophages or in synovial fluid. These data suggest that insuffi-
cient apoptosis may contribute to the persistence of RA, though the mechanism is unclear.

8.2. FLS

The tumor-suppressor gene product, p53, is upregulated in intimal lining cells (108).
The fact that p53 is upregulated suggests that it may have been induced by DNA dam-
age, as mentioned in the preceding paragraph. Somatic mutations in p53 have also been
reported in RA-FLSs (109), suggesting that a subset of FLSs possess an inactivated
form of p53. Inactivation of wild-type p53 in FLSs might render them more resistant to
apoptotic stimuli, because one role of wild-type p53 is to promote apoptosis (110).
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These data suggest that inhibition or inactivation of p53 activity might allow FLSs to
become more resistant to apoptotic stimuli.

Ligation of the death receptors, Fas or TNFRI, by Fas ligand, or by TNF- , may
induce apoptosis in certain cell types. However, apoptosis following death receptor
ligation may be blocked by the upregulation of antiapoptotic molecules (e.g., Bcl-2 or
Bcl-xL) or a reduction of those that are proapoptotic (e.g., caspases). The ability to
induce apoptosis in RA FLS by ligation of the death receptors has been examined.
RAFLSs express Fas receptor on the cell surface (106). Furthermore, ligation of Fas
with an antibody induced apoptosis in RA FLS (18,74,111). In addition, analysis of the
effects of cytokines on Fas-induced cell death demonstrated that both TNF- and IL-1 ,
which promote FLS proliferation, also inhibited RA FLS apoptosis (Fig. 2). This pro-
tection was associated with Bcl-2 upregulation and downregulation of caspases 2 and 3
(112). Furthermore, TGF- also inhibited Fas-induced apoptosis in RA FLSs, and this
protection correlated with Bcl-2 upregulation (113). These data demonstrate that Fas is
expressed on RA FLSs, and addition of pro- or anti-inflammatory cytokines inhibits
Fas-induced apoptosis.

8.3. Macrophages

Synovial tissue macrophages also appear resistant to apoptosis. Although activation
of NF- B, potentially by TNF- , protects monocytes from apoptosis (Fig. 2), the role
of NF- B in the protection of differentiated macrophages against TNF- -mediated
apoptosis is less clear. Interferon- may contribute to the expression of GM-CSF pro-
duction by macrophages, which may protect synovial macrophages from cell death (102)
(Fig. 2). Also, TNF- and IL-1 increase the expression of GM-CSF by RA FLS (43).

8.4. T-Lymphocytes

Activated T-cells undergo apoptosis resulting from growth factor withdrawal or
activation of the death receptor pathway (i.e., Fas). Synovial fluid T-cells from patients
with RA, when placed in culture in vitro, undergo spontaneous apoptosis, which can be
reversed by culturing with IL-2R cytokines, including IL-2 and IL-15, or by
coculturing with synovial fibroblasts (Fig. 2). In RA, synovial tissue T-cell apoptosis is
not seen, despite the phenotype CD45RObright, CD45RBdull, which identifies a highly
differentiated T-cell, which is susceptible to apoptosis (114). Because IL-15 and FLS
are present in RA synovial tissue, either might lead to protection. IL-10 derived from
macrophages may also protect T-cells from apoptosis (Fig. 2). However, the expression
of Bcl-2 is reduced in synovial compared to peripheral blood T-lymphocytes. In con-
trast, another Bcl-2 family member, Bcl-xL, is upregulated in freshly isolated RA syn-
ovial fluid lymphocytes compared to those from the peripheral blood. A relative
increase of Bcl-xL compared to Bcl-2 occurs following T-cell interaction with FLS, not
incubation of T-cells with IL-15. These observations suggest that T-cell interaction
with FLS may be important in the protection against apoptosis of T-cells in the RA joint.

8.5. Enhanced Apoptosis May Be Beneficial

A potential role for induction of apoptosis as a therapeutic approach in autoimmune
diseases, particularly RA, has been proposed by many authors (111,115), and recent
observations support this hypothesis. NF- B inhibition by an I B -expressing aden-
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ovirus enhanced apoptosis in the streptococcal cell-wall arthritis model, whereas inhi-
bition by NF- B decoy oligonucleotides ameliorated the arthritis in this model (116).
Additionally, increased apoptosis was associated with reduced inflammation and clini-
cal improvement following Fas ligation in HTLV-1 tax transgenic mice and in col-
lagen-induced arthritis (117,118). Furthermore, Fas ligation resulted in apoptosis and
reduced inflammation in RA explants in SCID mice (119), supporting the potential
therapeutic value of increased apoptosis. In addition to inhibiting cytokine expression,
which may be mediated by adenosine release locally, methotrexate may also promote
apoptosis. Methotrexate induced apoptosis of activated lymphocytes, by a mechanism
other than ligation of the Fas receptor (120). These observations suggest that increas-
ing apoptosis locally may be an effective approach for the treatment of RA. Increasing
the expression of Fas ligand, inhibition of NF- B activation, or downregulation of
antiapoptotic molecules such as Bcl-2 are potential approaches that might be effective
locally in the rheumatoid joint.

9. Summary

Rheumatoid arthritis occurs in a genetically susceptible individual, generally in an
insidious manner, usually without other symptoms, which would help identify an incit-
ing cause. At the time of presentation to the physician, the inflammation in the joint is
chronic with a polyclonal T-cell response and the expression of multiple pro-inflam-
matory cytokines and destructive MMPs by macrophages and FLS. There is reason to
believe that early, effective treatment may reduce the frequency of persistent disease,
possibly by preventing the development of antigen-specific T-cells directed at break-
down components of the joint, such as type II collagen or chondrocyte-specific anti-
gens. Our current knowledge would suggest that macrophages are important in the
persistence of RA. It is clear that the specific inhibition of TNF- and, to a lesser
degree, IL-1 results in reduced inflammation and symptoms. IL-1 inhibition may pro-
vide chondroprotection, although the effects of TNF inhibition on joint integrity re-
main to be determined. The very interesting question is: Why are macrophages
expressing TNF- and IL-1? It is possible that T-cells, either by cell–cell contact and/
or the secretion of interferon- , might contribute, following the possible priming of
monocytes, by interaction with P-selectin on endothelial cells as they enter the joint.
Additionally, interaction with FLS, mediated by 4 1/VCAM-1, might also contribute
to the persistence macrophage activation. The interaction of macrophages with struc-
tural matrix molecules, in synovium and cartilage or bone, such as fibronectin and
collagen, mediated by integrin receptors such as 5 1 might also contribute to the
upregulation of cytokines and MMPs. The expression of chemokines and MMPs by
FLS appears to result in large part because of actions of TNF- and IL-1. Cell–cell
interactions of FLS with macrophages and with T-cells may also contribute to their
activation. This is an exciting time in the study of RA. Because of the tools of molecu-
lar and cellular biology, specific abnormalities in the rheumatoid joint, once identified,
can be modified in a specific fashion, such as the specific inhibition of TNF, which is
now clinically available. It is likely that additional specific and effective treatments
will be forthcoming, based on molecular mechanisms, which will be identified by cur-
rent, ongoing research.
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1. Introduction

The (idiopathic) inflammatory myopathies are a heterogenous group of diseases,
including dermatomyositis (DM), different forms of polymyositis (PM), and inclusion-
body myositis (IBM) (reviewed in refs. 1–4). Clinically, DM is distinguished from PM
and IBM by characteristic skin manifestations. A microscopic feature highly character-
istic of DM is perifascicular atrophy, which is due to degeneration of muscle fibers at
the periphery of muscle fascicles secondary to microvascular damage. Quantitative mor-
phological analyses suggest that depletion of capillaries is one of the earliest changes in
DM. Immunofluorescence studies revealed the deposition of complement in or around
microvascular endothelium in a significant proportion of capillaries (5). These observa-
tions support the concept that an antibody- or immune-complex-mediated response
against a vascular–endothelial component is a primary pathogenetic mechanism in DM.

In contrast, in PM and IBM there is a conspicuous endomysial inflammatory exu-
date containing mainly CD8+ T-cells and macrophages that surround and focally invade
non-necrotic muscle fibers. Immunoelectron microscopy demonstrated that CD8+

T-cells and macrophages traverse the basal lamina, focally compress the fiber, and,
ultimately, replace entire segments of muscle fiber (6). All of the invaded fibers and
some noninvaded fibers express increased amounts of HLA class I, but not class II
molecules (reviewed in refs. 1 and 2). By contrast, normal muscle fibers do not express
detectable amounts of human leukocyte antigen (HLA) class I or class II antigens.
Taken together, these observations are consistent with an HLA class-I-restricted cyto-
toxic T-lymphocyte (CTL)-mediated response against antigen(s) expressed on muscle
fibers in PM and IBM. Consistent with this hypothesis, CD8+ T-cells expanded from
the muscles of patients with different inflammatory myopathies may show low but
significant cytotoxicity against autologous cultured myotubes (7).

2. Histological Features

In PM the endomysial inflammatory infiltrate is typically dominated by CD8+

T-lymphocytes, which surround, invade, and eventually destroy muscle fibers (Fig. 1).
In a rare subtype of PM, the infiltrate consists of T-lymphocytes (8). In contrast to
noninflamed muscle, the invaded muscle fibers express HLA class I molecules. This is
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a prerequisite for the immunological interaction with CD8+ T-cells. The different stages
of CTL-mediated myocytotoxicity were analyzed by immunoelectron microscopy (6).
Initially, CD8+ cells and macrophages abut on and send spikelike processes into non-
necrotic muscle fibers. Subsequently, an increasing number of CD8+ cells and macro-
phages traverse the basal lamina and focally replace the fiber.

Dermatomyositis is characterized by perivascular and perifascicular infiltrates con-
sisting predominantly of B-lymphocytes, macrophages, and CD4+ T-lymphocytes.
Immunohistochemistry shows immune complexes and C5b9 complement (membrane-
attack complex) on small blood vessels, suggesting a humoral immune effector mecha-
nism (5). The immune processes affecting the muscle microvasculature lead to a
reactive proliferation of endothelial cells and a reduction of muscle capillaries.
Electronmicroscopy demonstrates tubulovesicular inclusions in endothelial cells. Cap-
illary changes are thought to be the cause of the characteristic perifascicular muscle
fiber atrophy in DM (Fig. 2). Perifascicular atrophy is diagnostic for DM, even in the
absence of an inflammatory infiltrate. As in PM, the molecular target of the autoim-
mune reaction in DM has not yet been defined.

In IBM, eosinophilic inclusions are found in the cytoplasm and nuclei. Irregular
“rimmed vacuoles” are present in 2–70% of the muscle fibers (9). In sporadic IBM,
endomysial infiltrates dominated by CD8+ T-lymphocytes resemble those seen in PM.
In familial IBM, inflammatory changes are absent (“familial inclusion body myopa-
thy”). The inclusions represent an accumulation of proteins, some of which contain
proteins also found in Alzheimer’s disease (10–12). Electronmicroscopically, the
inclusions appear as 15- to 21-nm helical filaments and 6- to 10-nm amyloidlike fibrils.

Fig. 1. Schematic representation of the typical histological changes observed in polymyosi-
tis. T-Cells surround and invade a muscle fiber. The majority of the autoinvasive T-cells are
CD3+CD8+. All invaded muscle fibers and some that are noninvaded show surface reactivity
for MHC class I. (Modified from ref. 1.)
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3. Expression of Cytokines and Adhesion Molecules in Muscle Lesions

Using reverse transcriptase–polymerase chain reaction (RT-PCR), Lundberg et al.
(13) found moderate to strong expression of IL-4 in PM, whereas IL-4 expression was
low or absent in IBM and DM. Granulocyte–macrophage colony-stimulating factor
(GM-CSF) and transforming growth factor- (TGF- ) were expressed in most inflam-
matory myopathy cases but not in noninflammatory controls. Confalonieri et al. (14)
reported that TGF- 1 is expressed significantly more strongly in DM than in PM and
controls. By immunohistochemistry, TGF- 1 was localized mainly in connective tis-
sue, indicating a possible relationship with connective-tissue proliferation. Using
immunohistochemical techniques, Lundberg et al. (15) found prominent expression of
interleukin-1 (IL-1 ), (IL-1 ), and TGF- isoforms in PM, IBM, and DM, but not in
normal control muscle. IL-1 was expressed in endothelial cells and inflammatory
cells, whereas IL-1 was expressed only in inflammatory cells, not in blood vessel
walls. TGF- 1 and TGF- 3 were expressed mainly in inflammatory cells and muscle
fiber membranes. TGF- 2 was found in endothelial cells and inflammatory cells. Tews
and Goebel (16) detected IL-1 , IL- , IL-2, IL-4, tumor necrosis factor- (TNF- ),
TNF- , and interferon- in a proportion of inflammatory cells, and IL-1 , IL- , IL-2,
and TNF-  also in muscle fibers. Tateyama et al. (17) identified TNF-  in inflamma-
tory cells in several PM cases.

Cell adhesion molecules, many of which are inducible by cytokines, participate in
target–effector cell interactions in cell-mediated cytotoxicity and in leukodiapedesis in
inflammatory diseases. De Bleecker and Engel (18) demonstrated that intercellular
adhesion molecule-1 (ICAM-1) is strongly induced on the surfaces of non-necrotic
muscle fibers where they are invaded by autoaggressive cells, suggesting that it serves
as an important ligand for these cells. In DM, ICAM-1 was strongly expressed on
endothelial cells of perimysial arterioles and venules and on some perifascicular capil-
laries. In the other myopathies, vascular ICAM-1 expression was restricted to endothe-

Fig. 2. Typical histological changes of dermatomyositis. Muscle fibers are shown in white,
blood vessels in black. Note atrophic fibers at the edge of the fascicle (perifascicular atrophy).
Clusters of capillaries and venules stain positively for complement membrane attack complex
(MAC). The capillary density is significantly reduced. (From ref. 1.)
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lia of capillaries surrounded by inflammatory cells, suggesting that this ligand is differ-
entially activated in DM (18). Additional studies of adhesion molecule expression in
inflammatory myopathies have been reported (19–21).

It is likely that myoblasts (and perhaps also mature muscle fibers) can be a source of
various cytokines, both in vitro and in vivo. The complete spectrum of cytokines that
can be produced by human myoblasts has not yet been established. One example of a
cytokine that can be induced in myoblasts is interleukin-6 (22).

Despite some discrepancies between the different studies, which are probably
explained by methodological problems, it is safe to conclude that in the inflammatory
myopathies, many inflammatory cells, muscle fibers, and endothelial cells express a
complex array of different cytokines. The local production of cytokines is likely to
induce several cell interaction and adhesion molecules on these tissue elements.

4. Phenotype and Activation State of Inflammatory T-Cells

In IBM and PM, approximately one-third of all autoinvasive cells and about one-
half of the CD8+ autoinvasive T cells are HLA-DR+, suggesting that they have been
activated (23). The vast majority of the inflammatory CD4+ and CD8+ T-cells display
the phenotype of memory T-cells; that is, they express the RO isoform of the leukocyte
common antigen CD45 (24). The intensity of the CD45RO signal was similar in all
CD8+ T-cells, regardless of their position relative to the invaded muscle fiber surface.
A similar expression pattern was noted for the leukocyte function-associated antigen
(LFA)-1 (18,25). LFA-1 (CD11a/CD18) is a 2 integrin that has a key role in mediat-
ing leukocyte adhesion to endothelium and T-cell adhesion to target cells. ICAM-1, a
ligand of LFA-1, was upregulated, especially on T-cells in the vicinity of invaded
muscle fibers, suggesting that the expression of CD45RO and ICAM-1 is differentially
regulated (18). Indeed, LFA-1 is mainly constitutively expressed, whereas ICAM-1 is
widely inducible on B- and T-cells. Taken together, these results establish that the
autoaggressive (autoinvasive) T-cells in the inflammatory lesions of PM and IBM
muscle represent activated CD8+ memory T-cells.

5. T-Cell Receptor Repertoire of Autoaggressive T-Cells

The characteristic lesion of PM and IBM has several features that make it an ideal
paradigm to study CD8+ T-cell-mediated immunopathology. The muscle fiber target
cells can be readily distinguished from the effector T-cells. Further, different popula-
tions of inflammatory T-cells can be discerned: one population, which deeply invades
muscle fibers (the autoaggressive or autoinvasive T-cells), and another, which remains
in interstitial areas and therefore seems to represent regulatory or bystander cells (the
interstitial T-cells).

Bender et al. (26) combined two independent PCR techniques with immunohis-
tochemistry to characterize the T-cell receptor (TCR) repertoire of inflammatory cells
in the muscle of a patient with typical PM. PCR revealed a preferential usage of TCR
V 33.1, V 13.1, and V 5.1. Six of six TCR V 33.1+ cDNA clones and five of seven
V 13.1+ clones had identical nucleotide sequences. In contrast, the V 5.1+ TCR were
more heterogeneous. No TCR sequences could be amplified from noninflammatory
control muscle. Furthermore, none of the TCR sequences found in PM muscle could be
detected in blood from the same patient or from a normal control subject. Immunohis-
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tochemistry using monoclonal antibodies (mAb) specific for V 5.1 or V 13.1 con-
firmed that V 5.1 and V 13.1 were overrepresented in the muscle lesions. Thirty-two
percent of all CD8+ T-cells were V 13.1+, and 16% were V 5.1+. However, approxi-
mately 60% of the CD8+ T-cells that invaded muscle fibers were V 13.1+, whereas
less than 10% were V 5.1+. These findings are consistent with the results of previous
studies, which, however, did not combine sequence with histological analysis of TCR
V  expression (27–29). Differences in TCR usage in the different studies presumably
reflect differences between individual patients (e.g., different HLA types).

A possible clue to the nature of the suspected autoantigen(s) was provided by the
discovery of a rare variant of PM. In this variant, CD3+CD4–CD8–TCR + T-cells sur-
rounded and invaded non-necrotic muscle fibers in the same way as CD3+CD8+TCR +

T-cells in the more common forms of PM (8). The autoaggressive myocytotoxic 
T-cells were essentially monoclonal and expressed an unusual V 3J 1C 1–V 2J 3C
disulfide-linked TCR (30). In T-cell-mediated PM, all muscle fibers expressed MHC
class I antigen and showed intense reactivity with a monoclonal antibody specific for
the 65-kDa heat-shock protein (hsp) (31). One possible implication of the striking
colocalization of T-cells with the 65-kDa hsp is that the autoinvasive T-cells
recognize hsp determinants on muscle fibers. Therefore, hsp may be considered as a
candidate autoantigen in some inflammatory myopathies.

A number of studies have addressed the T-cell repertoire expressed in IBM muscle,
using immunohistochemistry (29) or PCR (32,33). Lindberg et al. (29) compared the
expression of TCR V genes in IBM, PM, and DM, using 10 different TCR V -specific
monoclonal antibodies. The most abundant TCR V elements detected with these mAbs
were V 3 and V 19. TCR sequences were not reported (29). Using PCR with TCR
V-family-specific primers, O’Hanlon et al. (32) analyzed the TCR repertoire in muscle
biopsy specimens from 13 IBM patients. On average, six to seven TCR V families
were detected per specimen. V 3 and V 6 were detected more frequently than the
other V families. Sequence analysis of the expressed V 3 and V 6 receptors was
performed on three patients. In one patient, both the V 3 and V 6 sequences were
heterogeneous. This raised the possibility of a superantigen effect (32). However, in
the two other patients, 5 of the 10 sequenced V 3 cDNA clones were identical (32).
This would be more consistent with clonally dominant T-cells recognizing a defined
antigen. An additional argument against a superantigen effect is that superantigens typi-
cally activate CD4+ T-cells by bridging the TCR to HLA class II molecules expressed on
other cells (34,35). However, muscle fibers do not normally express detectable levels
of HLA class II even in an inflammatory environment (36,37) and the autoinvasive
T cells in muscle are CD8+ rather than CD4+ (1). Using RT-PCR, Fyhr et al. (33) found
a limited repertoire of TCRs expressed in muscle of six analyzed patients. TCR V 3,
5.2, 8, 12, 14, and 22 were each expressed in at least three cases. No TCR sequences
were reported and PCR was not combined with immunohistochemistry. Finally, using
a combination of PCR and immunohistochemistry, we found a high degree of clonal
restriction of TCR V  families expressed by autoinvasive CD8+ T-cell clones in IBM
(38). In conclusion, the presently available data indicate that the TCR repertoire
expressed in muscle is similar in IBM and PM: The autoaggressive T-cells are
oligoclonal, suggesting that they recognize a limited number of HLA class-I-associ-
ated antigenic peptides.
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Apart from inflammatory changes, microscopic findings in IBM include rimmed
vacuoles, congophilic amyloid deposits typically near or within the vacuoles and occa-
sionally in nuclei, necrotic and regenerating fibers, small groups of atrophic fibers, and
mitochondrial abnormalities (10,12,39,40). The relative significance of these alterations
and their possible relation to the inflammatory changes are presently debated (10).
That non-necrotic muscle fibers invaded by T-cells are several-fold more frequent than
fibers displaying other pathologic alterations (41) suggests that, despite refractoriness
to immunotherapy, immune mechanisms play an important role in the pathogenesis of IBM.

This notion is further supported by the strong association of IBM with the major
histocompatibility complex (MHC) antigens HLA-DR3, DR52, and B8 (42) and the
known association with other autoimmune diseases (for reviews of IBM, see refs.
3,10,12,39,40 and 43).

6. Cytotoxic Effector Mechanisms

The precise mechanism by which the invading CD8+ T-cells kill muscle fibers in
PM and IBM are still unknown. There is evidence that a perforin- and secretion-depen-
dent mechanism contributes to the muscle fiber injury. Perforin has been localized in
inflammatory T-cells by immunohistochemistry (44,45) and by in situ hybridization
(46). In PM but not DM, the autoinvasive T cells orient their perforin-containing cyto-
toxic granules toward the target muscle fiber (45), providing suggestive evidence that
secretion of this cytotoxic effector molecule contributes to muscle fiber injury.

Perforin is not the only potentially cytotoxic molecule expressed in inflammatory
myopathies. For example, muscle fibers in myositis display distinct upregulation both
of inducible and neuronal nitric oxide synthase (NOS). It may be speculated that the
enhanced expression of NOS with production of nitric oxide contributes to oxidative
stress, mediating muscle fiber damage.

In the early stages of muscle fiber invasion in PM and IBM, the surface membrane
of muscle fibers appears to remain intact at the light microscopic (23) and electron-
microscopic (6) level. Porelike structures could not be detected in the sarcolemma of
muscle fibers attacked by T-cells in PM (6). One possible explanation is that perforin
pores/channels on nucleated cells in vivo are smaller in size than the pores generated in
vitro on erythrocytes and other target cells by the addition of purified perforin. Perforin
pores containing less than 10–20 monomers would escape detection by electron
microscopy (47). Another explanation for the lack of morphologically visible muscle
cell damage is that the surface membrane of the muscle fiber is rapidly repaired at least
during the early stages of muscle fiber invasion. Repair could occur, for example, by
shedding or endocytosis of pore-damaged membrane (reviewed in ref. 48).

As pointed out by Arahata and Engel (6), it is interesting to note that the volume of
a 25-mm-long and 50-µm-wide muscle fiber is nearly 28,000-fold larger than, for
example, that of a spherical 15-µm tumor cell. Perforin pores would allow the influx of
calcium. Consistent with this assumption is the observation that invaded muscle fibers
show signs of focal myofibrillar degeneration near invading cells (6). These changes
could be a consequence of membrane insertion of perforin and focal protease activa-
tion (6). Another indirect sign of muscle fiber damage is the intense focal regenerative
activity noted in areas immediately adjacent to autoinvasive T-cells (6).
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In addition to perforin-dependent killing, cytotoxic T-cells can kill by a nonsecretory,
ligand-mediated mechanism. This second killing mechanism requires the interaction
between Fas (expressed on the target cell) and Fas ligand (expressed on the T-cell).
Fas-mediated cytotoxicity is thought to induce programmed cell death (apoptosis)
rather than necrosis, although it is not always possible to relate the different modes and
mechanisms of cell death to specific morphological features and triggering events. The
special properties of muscle fibers as giant syncytial cells with hundreds of nuclei fur-
ther complicate the classification of any morphological changes as “necrosis” or
“apoptosis.”

In several studies, different groups of investigators found no evidence that apoptosis
is a mechanism of muscle fiber injury in human inflammatory myopathies (49,50) or
dystrophies (51). On the other hand, in PM, DM, and IBM, many muscle fibers express
Fas (49). What could explain the discrepancy between the expression of the Fas “death
receptor” on muscle fibers and the absence of signs of apoptosis? One possibility is
that muscle fibers are intrinsically resistant to Fas-mediated classical apoptosis, at least
in vivo. Resistance could be related to the peculiar properties of syncytial muscle fibers
discussed earlier, or to the expression of specific inhibitory factors such as Bcl-2, or
both. Indeed, the majority of Fas+ fibers coexpress Bcl-2 (49). Bcl-2 and another
antiapoptotic protein, Bcl-x, have also been localized in atrophic muscle fibers in late-
onset spinal muscular atrophy (52). Bcl-2 protects against Fas-based but not perforin-
based T-cell-mediated cytolysis (53). The exact mechanisms of Bcl-2-mediated
protection need yet to be defined, but it has been proposed that Bcl-2 binds and inacti-
vates various apoptosis-inducing factors, including Bax (54).

Fas expression was observed not only in muscle fibers but also in inflammatory cells
in PM, IBM, DM, and Duchenne muscular dystrophy (49). Immunologically naive
peripheral T-cells are known to express little or no Fas on their surface, whereas previ-
ously activated memory T-cells express relatively high amounts of cell-surface Fas
(reviewed in ref. 55). Interestingly, Fas expression in lymphocytes can have different
functional consequences. In freshly isolated T-cells, ligation of Fas with anti-Fas mAb
leads to enhanced proliferation, increased expression of activation markers and pro-
duction of cytokines such as interleukin-2, interferon- , and TNF- (55). By contrast,
chronically activated T-cells are susceptible to Fas-mediated apoptosis (55,56). It is
therefore thought that Fas is an important factor in the homeostatic regulation of
immune responses: Fas-mediated costimulation seems to contribute to clonal expan-
sion and effector function of T-cells during the early stage of an immune response.
Later, Fas-mediated apoptosis helps to eliminate chronically activated T-cells (55). It
appears that although a proportion of inflammatory cells do express Fas, like muscle
fibers they are protected from apoptosis by Bcl-2 or other antiapoptotic molecules.

The observation that the autoinvasive T-cells express and orient perforin toward
target muscle fibers is consistent with a secretion- and perforin-dependent cytotoxic
mechanism. On the other hand, although many muscle fibers express Fas, the nuclear
changes typical for apoptosis are essentially absent in the inflammatory myopathies.
Resistance to Fas-mediated injury could be related to the expression of specific protec-
tive factors. Indeed, in PM and IBM, the majority of Fas-positive muscle fibers
coexpress Bcl-2, a protein known to protect from apoptosis.
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7. Immunological Properties of Cultured Muscle Cells

Tissue culture systems are a powerful tool for the study of the functional aspects of
cell-mediated myocytotoxicity. Human myogenic stem cells (myoblasts) can be iso-
lated and purified from muscle biopsy specimens and expanded in culture (57). In con-
trast to fibroblasts, myoblasts express the cytoskeletal protein desmin and the neural
cell adhesion molecule N-CAM (CD56/Leu 19/NKH-1) (1). Myoblasts constitutively
express HLA class I antigens and a low level of lymphocyte function-associated (LFA)
molecule 3 (LFA-3, CD58). TNF- , a cytokine secreted by macrophages, T-cells and
natural killer (NK) cells induces myoblasts to express the intercellular adhesion mol-
ecule-1 (ICAM-1, CD54) (57). -Interferon- (IFN- ), a cytokine secreted by T-cells
and NK cells, induces myoblasts to express HLA-DR and ICAM-1 (57–59). HLA-DP
and HLA-DQ are also inducible by IFN- , but the kinetics of induction and the levels
of expression vary with the different HLA class II molecules (57). Both TNF- and
IFN- are expressed in inflammatory myopathies together with other pro-inflammatory
cytokines. Further, various cell adhesion molecules have been detected in muscle, sug-
gesting that the in vitro models adequately reflect the situation in vivo.

8. Interaction Of Myoblasts and CD8+ Cytotoxic T-Cells

Cultured myotubes and myoblasts express HLA class I molecules. This qualifies
them as potential targets of CD8+ CTL. Lysis of myotubes by CTL was shown in dif-
ferent experimental situations. On the one hand, myotubes were lysed by allogeneic
CD8+ CTL lines raised against the allogeneic HLA antigens expressed by the myotubes
(60). Autologous control myotubes were not lysed. Lysis involved the recognition of
allogeneic HLA class I antigens because it was completely blocked by a monoclonal
antibody against a monomorphic determinant of HLA class I (60). Furthermore,
myotubes were lysed by autologous polyclonal CD8+ T-cell lines directly expanded
from muscle of patients with different inflammatory myopathies (7). The results
obtained in this model system clearly establish that cultured myotubes are fully suscep-
tible to HLA class I restricted lysis by CD8+ CTL. The autoreactive myocytotoxicity is
consistent with the hypothesis that some of the CTL isolated from muscle recognize
the same antigen on myotubes in vitro that they recognize on muscle fibers in vivo.

9. Interaction of Myoblasts and CD4+ T-Cells:
Myoblasts as Antigen-presenting Cells

Antigen presentation to CD4+ T-cells depends on the constitutive or induced expres-
sion of HLA class II on the presenting cell. Because myoblasts can be induced to
express HLA class II by IFN- , we tested the ability of highly purified human myo-
blasts to present various protein antigens to autologous CD4+ T-cell lines specific for
tuberculin, tetanus toxoid, or myelin basic protein (57). Noninduced myoblasts or myo-
blasts treated with TNF- alone could not present any of these antigens to T-cells.
However, interferon- -treated myoblasts induced antigen-specific T-cell proliferation
and were killed by the T-cells only in the presence of the relevant antigen (57). Anti-
gen-specific lysis was reduced to background level by adding the anti-HLA-DR mono-
clonal antibody L-243. These results suggest that HLA class II-positive human
myoblasts can act as facultative local antigen-presenting cells in muscle by providing
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the signals necessary to trigger both antigen-specific lysis and T-cell proliferation. It is
difficult to demonstrate HLA-DR by immunohistochemistry on the surface of human
muscle fibers in inflammatory lesions, but this does not necessarily imply that HLA-DR
is absent (61).

10. Summary

The inflammatory myopathies are a heterogenous group of disorders, including der-
matomyositis (DM), polymyositis (PM), and inclusion body myositis (IBM). In DM,
muscle fiber injury is secondary to an antibody- or immune-complex-mediated immune
response against a vascular–endothelial component. In PM and IBM, initially non-
necrotic muscle fibers are invaded and eventually destroyed by CD8+ T-cells and
macrophages. The results of the studies reviewed here are consistent with the follow-
ing sequence of pathogenetic events in PM and IBM. First, some muscle fibers, which
do not constitutively express detectable levels of MHC class I, are induced to express
MHC class I- and class II-associated (auto)antigen(s). Next, the MHC class I-positive
muscle fibers are surrounded by CD8+ T-cells, some of which traverse the basal lamina
of the muscle fiber and contact the muscle fiber surface. After recognition of “their”
antigen, the CD8+ T-cells become activated and secrete perforin and perhaps other
cytotoxic effector molecules. T-cell receptor (TCR) analyses revealed that the
autoaggressive T-cells are oligoclonal. In inflammatory lesions, muscle fibers express
a number of cytoplasmic and surface molecules that are not detectable in normal muscle
fibers. These molecules, which include HLA class I antigens, heat-shock proteins,
adhesion molecules, and Fas, are probably induced by locally secreted cytokines.
Although many of the muscle fibers invaded by CD8+ T-cells express the Fas “death
receptor,” signs of apoptosis are absent. However, the autoaggressive CD8+ T-cells
possess perforin-containing granules, which they orient toward the contact zone with
the target muscle fiber. This is consistent with a perforin- and secretion-dependent
mechanism of muscle fiber injury in PM.
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Systemic Sclerosis

Timothy M. Wright

1. Introduction

Systemic sclerosis (SSc) or scleroderma is an autoimmune connective tissue disease
of as-yet unknown etiology. Clinically, SSc is one of a group of illnesses that represent
a spectrum of inflammatory and fibrotic diseases with related features. These other
disorders include eosinophilia myalgia syndrome, toxic oil syndrome, eosinophilic
fasciitis, morphea, and linear scleroderma (reviewed in ref. 1). SSc is now generally
divided into two major clinical subsets: limited SSc and diffuse SSc, based on the
extent of skin involvement. Diffuse SSc involves the skin proximal to the elbow or
knee and frequently involves the trunk, whereas limited SSc involves skin of the hands,
forearms, legs below the knees, and face. The course and prognosis are quite variable
from patient to patient and are related to disease subset, with diffuse disease having a
worse prognosis. The overall mortality of SSc is reported to be 50% at 10 yr (2).

The two major SSc clinical subsets differ significantly in clinical and laboratory
features. For example, in limited SSc, Raynaud’s phenomenon usually antedates the
onset of skin thickening by many years, often decades, whereas in diffuse SSc, the
onset of Raynaud’s is usually within 1 yr of cutaneous changes and may occur after
the onset of digital swelling or fibrosis. Pulmonary hypertension is a common late
manifestation of limited SSc, whereas pulmonary interstitial fibrosis, scleroderma renal
crisis, myocardial involvement, and tendon friction rubs occur more frequently in dif-
fuse SSc patients (3). The constellation of cutaneous calcinosis, Raynaud’s phenom-
enon, esophageal dysmotility, sclerodactyly, and telangiectases, once felt to define a
more “benign” subset of SSc patients with limited cutaneous involvement (CREST),
has proven less valuable in distinguishing SSc clinical subsets because of the similar
frequency of these clinical findings over the course of the disease in patients with dif-
fuse SSc (3). It is also important to note that a small group of patients develop internal
organ involvement indistinguishable from SSc without clinical evidence of skin fibro-
sis (referred to as systemic sclerosis sine scleroderma).

The presence of specific serum autoantibodies is also highly correlated with SSc clinical
subsets (3). Diffuse SSc is frequently accompanied by serum antibodies directed against
DNA topoisomerase I (also known as Scl-70), RNA polymerases I and III, or U3 RNP/
fibrillarin, whereas limited SSc patients most often have anticentromere antibodies. An
interesting feature of the autoantibodies in SSc patients is that in contrast to other autoim-
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mune diseases such as systemic lupus erythematosus (SLE), Sjögren’s syndrome, and
rheumatoid arthritis in which more than one autoantibody specificity is frequently encoun-
tered in the same patient, the autoantibodies in SSc are nearly always mutually exclusive.

2. Overview Of SSc Pathogenesis
It is in the context of this background that one must consider the pathogenesis of

SSc. Whether SSc represents a single disease entity that is modified by host genetic
factors or is a cluster of diseases with similar clinical features, yet having distinct eti-
ologies and discrete clinical and laboratory features, remains to be defined. For the
purpose of this chapter, the former hypothesis will be assumed to be correct. However,
where clearly apparent, the differences between the pathogenetic processes of limited
and diffuse SSc subsets will be described. As is the case with most of the “autoim-
mune” diseases, the precise pathogenesis of SSc remains obscure. Clues to the patho-
genesis of SSc arise from the unique characteristics of this multisystem disease. The
hallmarks of SSc are vasculopathy, a systemic inflammatory process accompanied by
autoimmune T- and B-cell responses directed against specific nuclear antigens, and
widespread tissue fibrosis involving skin and internal organs. Because these three pro-
cesses appear simultaneously in most SSc patients, it has been difficult to determine a
causal pathogenetic relationship, if any, between these disease manifestations.

The pathogenesis of SSc can be divided, therefore, into three main components:
vascular, autoimmune, and fibrotic, as depicted in Fig. 1. The bidirectional arrows
between components denote the potential interrelatedness in the pathogenesis of SSc.
Vascular changes, in particular endothelial cell activation, can result in increased leu-
kocyte trafficking and activation in the skin and internal organs. Vasospasm, as occurs
in Raynaud’s phenomenon, can lead to ischemia–reperfusion injury and may result in
an exaggerated wound-healing response by fibroblasts leading to tissue fibrosis. Acti-
vated lymphocytes elaborate a variety of soluble mediators (cytokines) and upregulate
surface ligands that can promote fibroblast matrix production and alter the properties
of vascular endothelium and smooth muscle. Fibroblasts from SSc lesional skin pro-
duce excess matrix and, likewise, upregulate cytokine production and surface protein
expression that can stimulate lymphocytes and vascular endothelium.

In the following sections of this chapter, these three components will be presented in
detail, with an emphasis on how the molecular aspects of each component relate to
clinical manifestations and overall disease pathogenesis.

Fig. 1. Major components in SSc pathogenesis.



Systemic Sclerosis 377

3. Vasculopathy In SSc

One of the earliest histopathologic changes in SSc skin is the swelling of endothelial
cells and perivascular mononuclear cell accumulation (4,5). This is frequently associ-
ated with vasospasm and vascular hyperreactivity manifested by Raynaud’s phenom-
enon. In many tissues, an obliterative vasculopathy ensues with myointimal cell
proliferation and vascular fibrosis. The clinical manifestations of these vascular
changes include Raynaud’s phenomenon, dermal edema, pulmonary hypertension,
renal insufficiency (scleroderma renal crisis), and digital ischemic ulcers. Other vascu-
lar changes seen commonly in SSc, such as telangiectases and nailfold capillary abnor-
malities may be related to altered angiogenesis resulting from the obliterative
vasculopathy.

There is considerable evidence favoring a role for both endothelial cell injury and
vascular hyperactivity in the pathogenesis of SSc (6,7). The basis for these processes in
SSc, however, is not fully understood. Endothelial injury may result from circulating
soluble mediators (cytokines such as tumor necrosis factor [TNF] or cytotoxic enzymes
such as Granzyme A) that result from an immune response to altered (e.g., by a toxin)
or possibly infected (e.g., viral) endothelium. Alternatively, the endothelium may not
be the primary target of the immune response; rather, elevated serum levels of toxic
mediators may secondarily affect the endothelium, resulting in damage and/or activa-
tion. The downstream effects of vascular hyperactivity, or vasospasm, include tissue
ischemia, endothelial damage, thrombosis, fibrosis, and neovascularization. There may
be an intrinsic abnormality in the response of vascular smooth muscle to vasoconstrictor
stimuli in SSc, as suggested by a 100-fold increased sensitivity to -2 adrenoreceptor
stimulation of dermal arterioles from uninvolved SSc skin compared to vessels from
normal controls (7). Following vasospasm, reperfusion leads to the generation of reac-
tive oxygen species that can further damage tissues and may result in fibrosis. In this
regard, Stein et al. demonstrated increased levels of urinary F2-isoprostane metabolites
(derived from the nonenzymatic, oxygen-free radical-catalyzed peroxidation of arachi-
donic acid) in samples from SSc patients (8).

Increased serum levels of endothelial-derived factors, markers of endothelial injury
and activation, have been reported in SSc patients. One of these, endothelin-1, was
found to be present in higher levels in sera from patients with diffuse SSc compared to
limited SSc patients and healthy controls (9). Endothelin-1 has multiple effects includ-
ing vasoconstriction, vascular smooth-muscle cell and fibroblast proliferation, and
stimulation of collagen production by fibroblasts (10). Another important endothelium-
derived mediator is nitric oxide (NO), also known as endothelium-derived relaxing
factor (EDRF). Nitric oxide is an essential modulator of vascular smooth-muscle tone
and its production by endothelial cells is regulated by a complex interplay of mechani-
cal forces, neuropeptide mediators, and other endothelial activators derived from plate-
lets and the coagulation cascade (7,10). Increased levels of NO have been reported in
SSc patients, although whether this is the result of chronic endothelial injury or inflam-
mation remains to be elucidated (11).

The endothelial surface is also modified in SSc to promote inflammation and coagu-
lation. The endothelium plays an important role in leukocyte trafficking via the
upregulation of adhesion molecules such as endothelial leukocyte adhesion molecule-1
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(ELAM-1, E-selectin, CD62E) and intercellular adhesion molecule-1 (ICAM-1, CD54).
Increased levels of circulating soluble forms of ICAM-1 and ELAM-1, reflective of
endothelial activation, have been observed in SSc (10). It is likely that the increased
expression of adhesion molecules is responsible for the perivascular accumulation of
lymphocytes and monocytes seen in early SSc lesions (4,5). The procoagulant property
of activated endothelium in SSc is demonstrated by increased circulating levels of von
Willebrand factor, an endothelium-derived pro-coagulant, and by evidence of in vivo
platelet activation, including increased thromboglobulin and platelet factor 4 (10,12).

It is important to consider that although it is tempting to speculate that the primary
event in the pathogenesis of SSc is endothelial injury with associated vascular hyperac-
tivity, there is not always a direct correlation between the location of vascular changes
and tissue fibrosis, nor does vascular hyperactivity as evidenced by Raynaud’s phe-
nomenon bear a direct relationship to tissue damage. In fact, primary Raynaud’s dis-
ease is a relatively common illness and only a small proportion of these patients
progress to SSc (7). Furthermore, secondary Raynaud’s occurs in a variety of autoim-
mune diseases and in these settings it is not associated with tissue fibrosis. It is possible
that the vascular injury in SSc is qualitatively different than these other illnesses,
thereby resulting in unique downstream inflammatory and postinflammatory (i.e.,
fibrotic) events, and that variability of the extent of vascular abnormalities within the
tissues of an SSc patient may be responsible for the imperfect correlation with tissue
damage.

4. Autoimmunity In SSc

One of the features that relates SSc to the other autoimmune connective-tissue dis-
eases is the presence of serum antibodies directed against self proteins. Although a
direct role for these autoantibodies in the pathogenesis of SSc is unclear, there is grow-
ing evidence that the generation of these autoantibodies is dependent on self-reactive
T-lymphocytes (13). The stimulation of autoreactive T-cells by as-yet unknown mecha-
nisms may be responsible for the production of soluble and cell-surface mediators that
result in fibroblast and endothelial cell activation. The autoantibodies, therefore, serve
as markers of this ongoing autoimmune stimulation.

Approximately 95% of SSc patients have defined serum autoantibodies. The speci-
ficity of these antibodies has important correlations with disease subset and organ sys-
tem involvement (3). For example, as shown in Table 1, the diffuse disease subset of
SSc is associated with anti-DNA topoisomerase I, anti-RNA polymerase, and anti-U3
RNP/fibrillarin autoantibodies, whereas the limited SSc subset is associated with the
presence of serum antibodies specific for centromere proteins and the nucleolar
ribonuclear protein complex Th RNP, which is identical to the mitochondrial RNA

Table 1
Major Autoantibody Specificities in SSc

Limited SSc Diffuse SSc SSc overlap

Centromere proteins DNA topoisomerase I PM-Scl
Th RNP/RNase MRP RNA polymerase I, III complexes U1 RNP

U3 RNP/fibrillarin U3 RNP/fibrillarin
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processing enzyme designated RNase MRP (14). When SSc patients have prominent
clinical features characteristic of other connective tissue diseases (overlap) such as
myositis or systemic lupus erythematosus, this is associated with anti-PM-Scl (myosi-
tis), U3 RNP (myositis), or U1 RNP (systemic lupus erythematosus) antibodies (3).
With rare exception, the presence of serum autoantibodies in SSc is mutually exclu-
sive. Clearly, the specificity of these autoantibodies for SSc and their correlation with
distinct clinical subsets and internal organ involvement indicates that the process
responsible for their production is likely to be important in disease pathogenesis.

An interesting feature of the proteins targeted by the autoantibodies in SSc is their
presence within the nucleolus of the cell (14). Recently, Rosen and colleagues pro-
posed an hypothesis to explain the localization of SSc autoantigens in the nucleolus
(15). According to their hypothesis, cleavage of SSc-associated autoantigens may occur
in vivo as a result of metal-catalyzed oxidation reactions resulting in the generation of
peptides containing cryptic epitopes not normally exposed to the immune system and
for which there is no self tolerance. The cleavage process, therefore, could be down-
stream of ischemia–reperfusion, which is a common feature of SSc. Ischemia–
reperfusion, as occurs with the reversible vasospasm of Raynaud’s phenomenon, would
generate reactive oxygen species necessary for the reaction. It has been proposed that
this chemical reaction would target primarily nucleolar proteins (i.e., SSc autoantigens),
because the nucleolus is the subcellular site of metal deposition (e.g., iron or copper)
involved in catalyzing the cleavage (15). Their studies demonstrated metal and reac-
tive-oxygen-species-dependent cleavage of DNA topoisomerase I, the large subunit of
RNA polymerase II, NOR-90, and the 70-kDa subunit of U1 RNP. Interestingly, U3
RNP/fibrillarin was resistant to cleavage by this reaction; however, it did undergo for-
mation of intermolecular and intramolecular disulfide bonds that could result in altered
antigenic properties (15).

Another potential mechanism for the break in tolerance to self proteins is the presence
of immune cell microchimerism resulting in an illness resembling graft-versus-host
disease (GVHD) (16). Experimental data support the hypothesis that microchimerism
resulting from the persistence of fetal cells circulating in the blood of women years
after childbirth is more frequent among women who develop SSc (17). Artlett et al.
using a Y-chromosome-specific polymerase chain reaction (PCR) assay also demon-
strated the presence of male cells in skin biopsies of female SSc patients, whereas skin
samples from healthy controls were uniformly negative (17). Although the clinical and
laboratory features of GVHD and SSc differ in many respects, there are enough simi-
larities to warrant further exploration of this intriguing hypothesis.

The mechanism leading to the loss of self tolerance in SSc is not defined. However,
there is now a considerable body of data indicating that autoreactive T-cells are present
in the blood and lungs of SSc patients and that they appear activated in comparison to
their counterparts in healthy controls (18,19). Kuwana et al. characterized the
autoreactive T-cells specific for DNA topoisomerase I from SSc patients and healthy
controls and found them to have a limited T-cell-receptor repertoire (20). These
autoreactive CD4+ T-cells were capable of stimulating B-cells from SSc patients to
generate anti-DNA topoisomerase antibodies in an antigen-dependent manner (13).
Analysis of cytokine production by DNA topoisomerase-I-specific T-cell clones from
SSc patients and controls indicated that SSc patients were more likely to have T-cells
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with defined phenotypes (Th2 > Th1) rather than a naive (Th0) phenotype seen pre-
dominantly in healthy controls (21).

Yurovsky et al. found increased numbers of activated CD8+ T-cells in bronchoalveolar
lavage BAL samples from SSc patients and detected skewing of their T-cell-receptor
repertoire suggestive of an antigen-driven oligoclonal expansion (19). As will be dis-
cussed further in the section on tissue fibrosis, Th2-cell-derived cytokines, in particu-
lar transforming growth factor- (TGF- ), interleukin-4 (IL-4), and IL-6, can stimulate
fibroblasts to increase matrix production, thereby providing a potential link between
the autoimmune and fibrotic processes observed in SSc.

5. Mechanisms of Tissue Fibrosis

The pathologic feature that distinguishes SSc from the other autoimmune rheumatic
diseases is the development of extensive tissue fibrosis. Studies on the histopathologic
changes in SSc skin and in vitro analysis of fibroblasts from SSc patients have demon-
strated increases in numerous matrix components including types I, III, V, VI, and VII
collagens, fibronectin, tenascin, osteonectin/SPARC, fibrillin, and glycosaminoglycan
(22). The regulation of matrix protein gene expression is presented in Chapter 11; there-
fore, the focus of this section will be on the cellular and molecular mechanisms leading
to fibroblast activation and increased matrix production.

The fibrosis that occurs in SSc can involve many tissues, including the dermis, myo-
cardium, skeletal muscle, lungs, tendon sheaths, and gastrointestinal tract. There is
now a general consensus that the fibrotic response follows an insidious low-grade
inflammation in these tissues comprised primarily of a mononuclear cell inflammatory
infiltrate. Studies of skin lesions in SSc have demonstrated the presence of CD4+ T-cells
(5) and increased numbers of degranulated mast cells (23). Both T-cells and mast cells
are known to produce a variety of soluble mediators capable of stimulating fibroblast
proliferation and increased matrix protein production. Most notable among these fac-
tors are the cytokines IL-4, IL-6, and TGF- , which are secreted by activated T-cells
and mast cells, and the mast cell products histamine and tryptase (24,25).

In addition to activated T-cells and mast cells, many other cells, including endothe-
lial cells, macrophages, dendritic cells, and fibroblasts themselves, may contribute to
the cytokine milieu that results in the fibrotic response observed in SSc. A list of the
cytokines that have been shown to be increased in SSc skin tissue or in cultures of SSc
skin fibroblasts is shown in Table 2. Of note is the fact that many of the cytokines listed
are produced by fibroblasts and can promote fibroblast proliferation and/or increased

Table 2
Cytokines Implicated in the Fibrosis of SSc

Cytokine Potential cellular source(s) in SSc

CTGF Fibroblasts
IL-1 Endothelium, fibroblasts, macrophages
IL-4 Mast cells, T-cells
IL-6 Endothelial cells, fibroblasts, T-cells, mast cells, macrophages
PDGF Endothelial cells, fibroblasts, macrophages, platelets
TGF- Endothelial cells, fibroblasts, macrophages, platelets, T-cells
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matrix synthesis, thereby acting as autocrine or paracrine factors. The presence of
autocrine/paracrine pathways may explain the persistent “fibrogenic” phenotype of SSc
lesional fibroblasts in vitro characterized by increased proliferation and matrix protein
synthesis over several passages in culture (26,27).

Two autocrine/paracrine pathways have been described in SSc fibroblasts that may
contribute to tissue fibrosis. The first pathway involves TGF- , which may be pro-
duced by infiltrating T-cells and activated macrophages in SSc lesional skin. TGF-
can stimulate its own production in fibroblasts and also stimulates connective tissue
growth factor (CTGF) and platelet-derived growth factor (PDGF) synthesis. Increased
expression of TGF- in SSc skin has been demonstrated using immunohistochemical
and in situ hybridization techniques (22). Recent evidence suggests that many of the
downstream effects of TGF- on fibroblast proliferation and collagen synthesis may be
mediated by PDGF and CTGF (28,29). The second autocrine/paracrine pathway
includes IL-1, IL-6, and PDGF (30). The expression of IL-1 in SSc fibroblasts, which
is not normally expressed in quiescent dermal fibroblasts, was correlated with increased
expression of the downstream cytokines IL-6 and PDGF. The relationship between
these cytokines was investigated using antisense IL-1 oligonucleotides to treat cul-
tured SSc lesional fibroblasts. The antisense oligonucleotides transiently reduced
IL-1 expression as well as that of IL-6 and PDGF. Increased IL-1 expression in vivo
was demonstrated by immunohistochemistry in SSc lesional skin (30). Recent studies
which involve stable transfection of SSc lesional fibroblasts with an expression con-
struct encoding antisense IL-1  mRNA to chronically suppress IL-1  protein expres-
sion indicate that this cascade is directly related to proliferation and collagen production
in SSc fibroblasts in vitro (Wright and Kawaguchi, unpublished).

6. Conclusion

The pathogenesis of SSc is highly complex and involves the interaction of three
primary disease processes: vasculopathy, autoimmunity, and tissue fibrosis. The
crosstalk between these processes is the result of a network of cellular interactions
mediated by soluble (e.g., cytokines) and cell surface (e.g., adhesion molecules) fac-
tors. The initiating event leading to the disease phenotype we refer to as SSc remains
elusive; however, clues abound in our current knowledge of the three main pathoge-
netic mechanisms. The expanding information about the pathogenesis of SSc offers
new possibilities for therapeutic intervention in the near future.
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Vasculitis

Jörg J. Goronzy and Cornelia M. Weyand

1. Introduction

Vasculitides are a heterogeneous group of diseases characterized by inflammatory
cell infiltrates and structural injury of blood vessel walls. The clinical significance of
vasculitic syndromes directly relates to their potential to threaten the integrity of blood
supply to tissues. In essence, blood vessel wall inflammation and destruction can cause
aneurysm formation, rupture, and hemorrhage or can lead to stenosis and occlusion
with subsequent infarction of dependent organs. The risk of life-threatening complica-
tions and the systemic nature of inflammatory blood vessel diseases emphasize the
need for prompt diagnosis and treatment in patients suspected of suffering from vasculitis.

To standardize the diagnostic and therapeutic approach to patients with inflamma-
tory vasculopathies, a series of major vasculitis categories has been defined (Table 1)
(1). This categorization makes use of a unique feature of these entities, namely their
tendency to target specific vascular beds, usually defined by the size of the affected
arteries and veins (Fig. 1). Small blood vessels, such as capillaries, venules, and arteri-
oles, are the primary sites of inflammation in cutaneous leukocytoclastic angiitis,
essential cryoglobulinemic vasculitis, and Henoch–Schönlein purpura. Most com-
monly, these small-vessel vasculitides cause manifestations in the skin, but also affect
major organs, particularly the kidneys, when they display a more generalized pattern of
involvement. Small to medium-sized blood vessels, including muscular arteries, are
attacked in Wegener’s granulomatosis, Churg–Strauss syndrome, and microscopic
polyangiitis. Consequently, these are often associated with major organ disease.
Necrosis of the walls of medium-sized vessels also occurs in polyarteritis nodosa (PAN)
and Kawasaki disease. Inflammation of the aorta and its major branches is a character-
istic feature of two vasculitic entities, giant-cell arteritis (GCA) and Takayasu’s arteri-
tis (TA). Categorizing the systemic vasculitides according to the size of the affected
blood vessel has proven clinically useful. Pathophysiological criteria were not included
in the definitions of the vasculitic entities. However, it can be assumed that this catego-
rization of the vasculitic syndromes is also mechanistically relevant and that each fol-
lows its own pathogenic rules with uniqueness in etiology and pathomechanisms.

The last decade has seen remarkable progress in approaching these clinically fasci-
nating diseases. New concepts have been developed that have permitted a novel patho-
genic view of inflammatory vasculopathies (2,3). The two major partners in vasculitis,
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the blood vessel wall and the infiltrating inflammatory cells, are connected by complex
molecular pathways that define the biological principle of leukocyte adhesion, migra-
tion, and extravasation. To fulfill their tasks in tissue surveillance, leukocytes must be

Table 1
Histological Features of Major Vasculitides

Histopathology Extravascular
Vasculitis of vascular inflammation pathology

Cutaneous leukocytoclastic Fibrinoid necrosis of arterioles, –
angiitis capillaries, and venules

with leukocytoclasis
and RBC extravasation

Cryoglobulinemic vasculitis Immunocomplex deposition Diffuse proliferative
and leukocytoclastic glomerulonephritis
vasculitis in small vessels

Henoch-Schönlein purpura Fibrinoid necrosis of small vessels Glomerulonephritis,
with leukocytoclasis, in particular, arthritis
of skin and gastrointestinal vessels

Microscopic polyangiitis Necrotizing vasculitis of small vessels Necrotizing
with few immunocomplexes glomerulonephritis
and with preferential involvement
of lungs and kidneys

Wegener’s granulomatosis Necrotizing vasculitis of medium-sized Granulomatosus
arteries, small vessels, and veins inflammation

of the respiratory
tract, necrotizing
glomerulonephritis

Churg-Strauss vasculitis Necrotizing vasculitis of medium-sized Eosinophil-rich
arteries and small vessels granulomatous

inflammation
of the respiratory
tract, asthma

Polyarteritis nodosa Fibrinoid necrosis and mixed cellular Glomerulonephritis
infiltrate of medium-sized vessels
with elastic membrane destruction
and aneurysm formation

Kawasaki disease Non-necrotizing polyarteritis Mucocutaneous
of medium-sized muscular arteries lymph node

syndrome
Giant cell arteritis Granulomatous arteritis –

with lymphocyte/macrophage
infiltrate of large- and medium-sized
arteries with preference
for extracranial branches
of the carotid artery

Takayasu’s arteritis Granulomatous inflammation –
(lymphocytes/macrophages)
of aorta and its major branches
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able to adhere to and migrate through the blood vessel endothelial layer. Under physi-
ological conditions, leukocytes leave the vessel wall and the perivascular region and
migrate into the avascular areas of the dependent tissue. This process is obviously criti-
cal in vasculitis, and abnormal regulation of adhesion molecule expression has been
proposed to play a pathophysiological role in small vessel disease. Another area of
progress relates to the definition and improved functional characterization of autoanti-
bodies, such as antineutrophil cytoplasmic antibodies (ANCA), that possibly have
direct involvement in mediating inflammation inside and outside the vessel wall.
Finally, attention has been drawn to the particular type of vessel destruction associated
with large artery disease. In the large vessel arteritides, tissue damage not only emerges
from the structural disruption of wall components but, more importantly, from the
response of the artery to the inflammatory injury. Specifically, an abrupt hyperpro-
liferative response of the arterial media and intima leads to the formation of hyperplas-
tic intima and subsequent luminal occlusion. Arteritis-induced intimal hyperplasia
possibly shares a pathogenic mechanism with atheromatous disease, so far defined as a
noninflammatory vascular disease, raising the interesting possibility that the response
pattern of the attacked blood vessel is a critical determinant in the clinical manifesta-
tions of vasculitis.

2. Leukocyte-Endothelial Interaction,
Leukocyte Extravasation, and Vasculitis

Leukocytes are a mobile tissue and have the remarkable ability to leave the circula-
tion, to enter peripheral lymphoid organs, and penetrate into inflamed tissue. The pro-

Fig. 1. Vasculitic syndromes and their preferential vascular involvement.
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cesses of adherence and extravasation are governed by a multitude of molecules that
act in a coordinated fashion (4,5). An appealing disease model proposes that homing
mechanisms regulating the physiologic extravasation of leukocytes are aberrantly regu-
lated in small-vessel vasculitis, leading to the accumulation of inflammatory cells in
the blood vessel wall. Most of the molecules involved in leukocyte adhesion and
migration can be assigned to one of five superfamilies: selectins, sialomucins (ligands
for selectins), integrins, immunoglobulin-like molecules (bind to integrins), and
proteoglycans. The current paradigm holds that adhesion of leukocytes to endothelial
cells is a multistep cascade. The majority of leukocytes flow freely in the bloodstream
at a high velocity. Some cells in the marginal stream make transient contact with the
vascular lining and start tethering and rolling. This initial binding is mediated by
selectins and sialomucins expressed on leukocytes and endothelial cells, respectively.
Selectins are constitutively expressed proteins that are N-glycosylated and carry a lec-
tin domain. The lectin domain interacts with glycoproteins that contain abundant oli-
gosaccharide augmentation. Sialomucins, which are selectin ligands, have multivalent
binding sites presented on a rigid rod that extends above the cell surface into the blood-
stream to facilitate binding of circulating cells. The lectin–oligosaccharide interactions
are characterized by rapid association and dissociation kinetics and are, therefore, ide-
ally suited to establish transient contact and to slow circulating cells.

Initially, leukocyte binding is transient and fully reversible. To firmly adhere to
endothelial cells, leukocytes must be activated. Activation signals generally come from
chemoattractants that are locally produced and can be trapped on endothelial cells.
Chemokines are a group of chemoattractive cytokines that have been subgrouped on
the basis of spacing of conserved cysteine residues. C-C chemokines (containing two
adjacent cysteines) act on mononuclear cells, whereas C-X-C chemokines mainly tar-
get neutrophils. Many chemoattractants bind to proteoglycans that serve as reservoirs
and increase the half-lives and local concentrations of these mediators at the site of
leukocyte extravasation. As a general rule, neutrophils, monocytes, and T-cell subsets
differ in the panel of chemokine receptors they express. Notably, lymphocytes lack
cell-surface receptors for some classical chemoattractants such as complement compo-
nent C5a and platelet-activating factor (PAF), both of which have pivotal roles in neu-
trophil extravasation.

Rolling leukocytes, if activated, come to a stable arrest and stick to the endothelial
cells sufficiently to withstand the shear forces of the bloodstream. This firm adhesion
is mediated by the interaction of integrins and immunoglobulin-like molecules (ICAMs,
VCAMs). Additional receptor–ligand pairs have a role in this adhesion step—in par-
ticular, CD44 binding to proteoglycans. Finally, the cells have to penetrate the
interendothelial junction and the basement membrane. Proteolytic enzymes are likely
to be involved in this process; however, the exact mechanism and its regulation are
poorly understood.

The model of a multistep adhesion cascade has been primarily developed using neu-
trophils, but has principally been applicable to lymphocyte homing to primary lym-
phoid organs. It is likely that similar mechanisms apply to leukocyte extravasation in
small-vessel vasculitis; however, some important differences cannot be ignored. First,
physiological lymphocyte homing mainly occurs in small venules, whereas vasculitides
such as leukocytoclastic vasculitis, Henoch–Schönlein purpura, and cryoglobulinemic
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vasculitis target arterioles, capillaries, and venules. Microscopic polyangiitis and
Wegener’s granulomatosis affect small arteries in addition to the microvasculature.
Obviously, the blood flow in these vascular beds is greater and the shear forces are less
amenable to adhesion. Hemodynamic changes such as vasodilatation, decrease in blood
flow, turbulences in the marginal bloodstream, or increased viscosity have to occur to
allow for stable endothelial cell–leukocyte interactions. Second, postcapillary venules
have an endothelium specialized to facilitate leukocyte extravasation. Endothelial cells
in these venules have a plump, cuboidal shape, and the vessels are referred to as high-
endothelial venules. Normal endothelial cells, after activation, can mimic some of the
features of high endothelial cells; however, it is likely that they differ in the genetic
regulation and expression of the molecules relevant to blood vessel wall transmigration.

The functional activity of adhesion molecules is regulated at multiple levels. Obvi-
ously, expression of a given molecule is a prerequisite of its function. Most adhesion
molecules are absent on endothelial cells under physiological conditions, but can be
readily upregulated in response to inflammatory cytokines. Cytokines such as
interleukin-1 (IL-1) and tumor necrosis factor- (TNF- ) are rather promiscuous and
induce the expression of a variety of adhesion molecules including the immunoglobu-
lin-like ICAM and VCAM molecules as well as E-selectin. Other cytokines, such as
interferon- (IFN- ), are more selective, and different combinations of cytokines can
yield specific patterns of adhesion molecule expression. Stimuli other than cytokines
that can also induce the expression of adhesion molecules on endothelial cells include
oxygen radicals, complement factor C5a, and mechanostimulation. Many of these
stimuli have been shown to be functional in vasculitic syndromes: (1) cytokine produc-
tion, in particular production of IL-1 and TNF-  by monocytes and macrophages, is a
common event in inflammatory responses; (2) complement can be activated after
immunocomplex deposition, resulting in the generation of C5a; (3) changes in turbu-
lence and vessel caliber may cause mechanostimulation of endothelial cells; and (4)
antiendothelial antibodies may directly stimulate endothelial cells. Thus, mechanisms
are in place in vasculitic syndromes to explain upregulation of the adhesion cascade
and leukocyte extravasation. Not surprisingly, expression of ICAM, VCAM, and
E-selectin has been shown on endothelial cells in vasculitic tissue.

Expression of a relevant adhesion molecule is generally not sufficient to effectively
trap leukocytes. Modifications are necessary to increase the affinity and avidity of the
leukocyte–endothelial cell interaction. Posttranslational modification of adhesion mol-
ecules is central to their functional activity. The most evident example is the
glycosylation of selectins that is a prerequisite for their function. The regulation of
glycosylation is not well defined, but tissue-specific expression of enzymes, such as
sialyltransferases, fucosyltransferases, and sulfotransferases, is likely to have a major
impact on the function of selectins. Integrins require a conformational change to be
functionally active. Local clustering of adhesion molecules on endothelial cells, either
by oligomerization of single molecules or by generating microdomains with high cell-
surface density of adhesion molecules, can significantly increase the avidity of the
interaction with leukocytes. All of these mechanisms are likely to be important in pro-
moting the extravasation of leukocytes in small-vessel vasculitis, although their exact
contribution has not been defined for any of the vasculitic syndromes. In particular, it
is unknown whether an aberration in one of these pathways is primarily causative in
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initiating the vessel-wall-destructive inflammation. However, regardless of whether
leukocyte extravasation has a primary or secondary role in vasculitis, these pathways
represent promising targets for therapeutic intervention.

3. Immune Complex Deposition, Endothelial Cell Activation,
and Vascular Injury in Small Vessel Vasculitis

Deposition of immune complexes has long been recognized as a mechanism induc-
ing vessel wall inflammation (6). Studies in models of acute serum sickness have dem-
onstrated that circulating immune complexes can induce vasculitic lesions in small
arteries. These observations have been confirmed in human serum sickness. Patients
treated with antithymocyte globulin frequently develop serum sickness, coincident with
an increase in circulating immune complexes, decreased serum complement, and depo-
sition of globulin and complement in affected small cutaneous blood vessels. The mere
presence of circulating immune complexes is not sufficient to produce vasculitis; addi-
tional factors must be present to elicit a vasculitic response (Fig. 2). Formation of
immune complexes is a regular feature of any antibody-mediated immune response.
However, these complexes are usually rapidly cleared from the circulation. Clearance
of immune complexes requires the activation of the classical complement pathway,
resulting in deposition of C3b on the antigen–antibody complexes. Immobilized C3b
binds to complement receptors on erythrocytes and monocytes that capture and remove
immune complexes from the circulation. Reduced clearance of immune complexes is
an important factor in their subendothelial deposition in the vascular wall. Other fac-

Fig. 2. Mechanisms in immune-complex-mediated vasculitic syndromes.
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tors include hemodynamic changes, activation of platelets, and the size and nature of
immune complexes, all of which contribute to the pathological subendothelial deposition.

To induce vasculitic lesions, deposited immune complexes need to recruit polymor-
phonuclear leukocytes into the vessel wall. One important factor that can provide a
homing signal is the complement factor C5a. C5a is generated inside the vessel wall
after complement activation on the deposited immune complexes. It has been shown to
possess chemoattractant capability, mainly targeting neutrophils, and thus may be par-
tially responsible for the predominantly neutrophilic nature of the infiltrate in small-
vessel vasculitides. Tissue-infiltrating neutrophils can be activated by at least one of
two mechanisms, binding of C5a or binding of immune complexes to Fc receptors.
Activated neutrophils produce oxygen radicals and secrete proteases that inflict dam-
age to the vessel wall. In leukocytoclastic vasculitis, this response appears to be rather
rapid, not allowing time for endothelial cell activation and formation of a mononuclear
infiltrate. Cells undergo apoptosis in the vessel wall and macrophages and monocytes
are relatively absent from the infiltrate. The apoptotic cells are, therefore, not readily
phagocytosed, which may lead to the typical presentation of leukocytoclastic vasculi-
tis. The resulting structural damage to the vessel wall is severe and allows red blood
cells to enter the vessel wall.

Immunoglobulin and complement depositions in human vasculitic lesions have been
mostly demonstrated for cutaneous leukocytoclastic vasculitis and are less consistently
found in systemic vasculitis (Table 1). Among the vasculitic syndromes that appear to
be primarily immunocomplex related are Henoch–Schönlein purpura and vasculitis
associated with cryoglobulinemia, as suggested by special features of the immune com-
plexes isolated from affected patients. In Henoch–Schönlein purpura, immuno-
complexes in the circulation as well as in the vasculitic lesions are rich in IgA. The IgA
isotype is not effective in triggering the classical complement pathway and in fixing
C3b. IgA-containing immunocomplexes are, therefore, poorly targeted by complement
receptors on erythrocytes and are primarily cleared by the lungs and kidneys, and not
the spleen. In the inflamed blood vessel wall, these IgA-containing complexes may,
however, activate the alternative complement pathway and form C5a as well as the
membrane attack complex. A different mechanism appears to apply to vasculitides
associated with cryoglobulins. Mixed cryoglobulinemia is typically associated with
hepatitis C infection (7,8). In these patients, monoclonal IgM antibodies emerge that
have rheumatoid factor (RF) activity and, therefore, bind IgG and form large immuno-
complexes. The resulting cryoglobulins may have pathogenic relevance by slowing
down the blood flow, favoring platelet and leukocyte binding to endothelial cells.

4. Neutrophil Activation and Anti-neutrophil Cytoplasmic Antibodies

Circumstantial evidence supports the notion that antibody-mediated mechanisms
have a role in blood vessel wall inflammation. Antiendothelial antibodies have been
described, as well as antibodies to matrix proteins; however, the antigens recognized
by these antibodies have not been well characterized, and the association with vasculi-
tis is not established. In contrast, evidence has accumulated that anti-neutrophil cyto-
plasmic antibodies (ANCA) have a pathogenic contribution in some of the vasculitic
syndromes (9–11). Several antigens have been identified that are recognized by
ANCAs, proteinase 3 and myeloperoxidase being the most important ones. Both anti-
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gens are contained in neutrophil primary granules. Antibodies to proteinase 3 are char-
acteristic in patients with Wegener’s granulomatosis. They are expressed in the major-
ity of, but not all, patients with this disease, and their titer has been correlated to disease
activity, suggesting that they are not absolutely required in pathogenesis but play an
important role. Antibodies to myeloperoxidase are predominantly found in patients
with microscopic polyangiitis, but they are considered to be less diagnostic for any
particular vasculitic entity.

The current paradigm holds that anti-proteinase-3 and antimyeloperoxidase anti-
bodies recognize their antigen on the cell surface of neutrophils and that this recogni-
tion event provides neutrophil-activating stimuli (Fig. 3). In resting neutrophils, neither
myeloperoxidase nor proteinase 3 is detected on the cell surface. However, after expo-
sure to TNF- , both antigens can be found on the cell surface, where they may interact
with ANCA. It has been demonstrated that ANCAs induce respiratory burst and
degranulation in neutrophils and that ANCA-activated neutrophils adhere to and kill
endothelial cells in vitro (12). It is therefore possible that ANCAs contribute to the
recruitment of neutrophils into vasculitic lesions. Whether these antibodies have a pri-
mary role in inducing vasculitis or enhance the vasculitic response remains to be inves-
tigated. The excellent specificity of the anti-proteinase-3 antibodies for Wegener’s
granulomatosis suggests that this antibody plays a central role in this syndrome. How-
ever, attempts to establish an animal model in which anti-proteinase-3 antibodies induce
vasculitis have not been successful.

Additional evidence for a possible role of antibodies in blood vessel wall inflamma-
tion has come from studies associating vasculitic complications with polymorphisms

Fig. 3. Neutrophil-mediated vascular injury and antineutrophil cytoplasmic antibodies.
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in Fc receptors. Fc receptors modulate immune reactions by controlling the binding of
antigen–antibody complexes to neutrophils, monocytes, and natural-killer (NK) cells.
Allelic polymorphisms of the Fc RIIa receptor have been described that influence the
binding affinity to immunoglobulin isotypes. This allelic polymorphism has been found
to be associated with glomerulonephritis in patients with systemic lupus erythematosus
(SLE) (13). Similarly, a polymorphism of the Fc RIIIa receptor expressed on NK cells
appears to be a risk factor for nephritis in SLE. It is possible that these polymorphisms
not only play a role in the immunocomplex-mediated renal complications of SLE but
also in small-vessel vasculitides.

5. T-Cell-Mediated Immune Responses
in ANCA-Associated Vasculitides, PAN, and Rheumatoid Vasculitis

Although cellular immune responses do not appear to have a major role in the vasculiti-
des such as leukocytoclastic vasculitis, Henoch–Schönlein purpura, and mixed cryo-
globulinemia that predominantly affect small-sized blood vessels, they do contribute
to the ANCA-associated vasculitides. Wegener’s granulomatosis and Churg–Strauss
syndrome are granulomatous diseases. Granuloma formation is a T-cell-dependent pro-
cess that requires the activation of T-cells as well as macrophages. Dependent on the
type of T-cell involved, the cellular composition of the granuloma varies. T-cells pref-
erentially producing IL-4 and IL-5, so-called Th2 T-cells, support the formation of
granulomatous lesions containing eosinophils, as seen in parasitic diseases. Eosino-
phils are essentially absent in granulomas formed by T-cells preferentially producing
IFN- , so-called Th1 T-cells. Both types of granulomatous inflammation are encoun-
tered in vasculitic syndromes. It has been proposed that a Th1 response is characteristic
of Wegener’s granulomatosis, whereas a Th2 response is found in Churg–Strauss vas-
culitis. Lymphocytes accumulated in the tissue lesions have been described to express
activation markers. Data indicate that the involvement of T-lymphocytes is not limited
to the vasculitic inflammation. Both syndromes characteristically form areas of necro-
sis and granulomatous inflammation in the tissue that are unrelated to the blood vessel
wall (Table 1). This finding implies systemic abnormalities, and it emphasizes that the
injurious inflammatory response displays preference for blood vessels but is not re-
stricted to them.

Cellular immune responses mediated by T-lymphocytes also play a role in PAN and
in rheumatoid vasculitis. PAN is characterized by an inflammation of the entire vessel
wall of mid-sized arteries with an infiltrate consisting of a mixture of lympho-
mononuclear cells and varying numbers of neutrophils and eosinophils. PAN has been
associated with pre-existing hepatitis B infection. This association raises the question
of whether the arterial wall inflammation is a downstream effect of antiviral immunity.
However, the nature of the T-cell response and its relation to potentially initiating
antigens has not been elucidated. Several lines of evidence support a critical involve-
ment of T-cells in rheumatoid vasculitis (14,15). Rheumatoid vasculitis is a complication
of rheumatoid arthritis. Histomorphologically, it can resemble PAN. It preferentially
affects male patients with production of high titers of rheumatoid factors. Homozygos-
ity for HLA-DRB1*0401 has been identified as a risk factor, suggesting a role for
antigen presentation and T-cell recognition. Patients with rheumatoid vasculitis dis-
play a striking abnormality in their T-cell repertoire. They express monoclonal popula-
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tions of CD4+ T-cells. Clonally expanded CD4 T-cells have been found to be pheno-
typically (CD28 deficient) and functionally distinct from classical helper T-cells.
Monoclonality suggests, as one possibility, the chronic stimulation with antigen, but
the perturbations in the T-cell repertoire may reflect more fundamental abnormalities
in T-cell homeostasis. Expanded CD4+CD28null clonotypes isolated from patients with
rheumatoid vasculitis have been described to exhibit autoreactivity, providing an
explanation for their systemic representation and their possible involvement in vascu-
lar pathology.

6. The Interplay of T-Cells, Macrophages,
and Arterial-Resident Cells in GCA and TA

Large arteries, such as the aorta and its major branches, are the preferred target for
two vasculitic syndromes, GCA and TA. In both diseases, the blood vessel wall is the
site of an immune response, and T-cells and macrophages represent the major players.
GCA and TA share pathogenetic features that separate them from the other vasculiti-
des, but differences in pathogenesis and clinical presentation between the two forms of
arteritis prevail. TA targets the large elastic arteries, whereas GCA primarily affects
the medium-sized muscular arteries that have well-defined internal and external elastic
laminae. GCA affects Caucasians with the highest risk for individuals of Scandinavian
descent, whereas TA is more frequent in patients with an Asian background or in native
Mexicans, suggesting a major contribution of genetic factors in the pathogenesis of
both diseases. Age appears to be a second important variable in disease expression.
The diagnosis of TA requires an age at onset of younger than 40 yr, whereas GCA is a
disease of the elderly. The precise role of age in the pathogenesis of these arteritides
remains unclear.

Both TA and GCA are HLA-associated diseases, supporting the model that T-cell-
mediated immune responses are important in the pathogenesis. In the Japanese popula-
tion, TA is associated with the major histocompatibility complex (MHC) class I B52
allele (16). For GCA, increased frequencies of the MHC class II HLA-DRB1*04 alleles
are generally found. These HLA associations allow conclusions to be drawn on the na-
ture of the cellular immune response in those diseases. MHC class I molecules function
as antigen-presenting molecules for CD8 T-cells, and MHC class II molecules present
antigenic peptides to CD4 T-cells, suggesting that different subsets of T-cells have
dominant roles in the pathogenesis of these two vasculitides. Sequence comparisons of
HLA-DRB1 alleles in patients with GCA have provided further support for the hypoth-
esis that binding of antigenic peptide and presentation to CD4 T-cells is relevant in the
disease process. MHC molecules have binding pockets to accommodate antigenic pep-
tides. Studies in GCA patients have demonstrated that one of these binding pockets is
conserved. It has, therefore, been proposed that CD4+ T-cells recognize an antigen in
the arterial wall that initiates a cascade of events, ultimately resulting in structural
damage (17). This concept has been explored in GCA in great detail (Fig. 4). T-cells
that accumulate in the arterial wall of GCA patients are not a random representation of
the peripheral blood repertoire, but are highly selected, as one would expect in an anti-
gen-specific immune response. A small proportion of tissue-infiltrating T-cells from
temporal artery biopsies have undergone clonal expansion. T-cells with identical T-cell
receptor sequences can be detected in different biopsy specimens from the same patient,
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suggesting that the same antigen is recognized at different inflammatory sites. T-cell
lines derived from the vascular lesions respond to arterial wall extracts from GCA
patients but not to extracts from control temporal artery specimens. Histological stud-
ies for the T-cell-derived cytokine IFN- and for additional T-cell activation markers
have shown that only T-cells in the adventitia, but not T-cells in the media, are acti-
vated. Taken together, these data suggest that T-cells enter mid-size arteries from the
vasa vasorum, recognize an antigen in the adventitial tissue, and initiate an inflamma-
tory cascade. The major effector function of these T-cells is the secretion of IFN- ,
assigning a critical role of this cytokine to disease pathogenesis. Formal proof for this
model has been developed in adoptive transfer experiments using a severe combined
immunodeficiency (SCID) mouse chimera model. In these experiments, inflamed tem-
poral artery biopsy specimens were engrafted into SCID mice. Adoptive transfer of
tissue-derived CD4 T-cell clones, but not of control clones, into human tissue–SCID
mouse chimeras induced increased expression of the T-cell-derived cytokine IFN-
and of the macrophage-derived cytokines, IL-1 and IL-6, in the engrafted tissue.

Fig. 4. Schematic diagram of pathogenic pathways in GCA. (Reprinted, with permission,
from Weyand, C. M. and Goronzy, J. J. Arterial wall injury in giant cell arteritis. Arthritis
Rheum. 42, 844–853. Copyright 1999, Lippincott Williams & Wilkins.)

Adrian Pinderhughes
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How does IFN- production in the adventitia translate into the structural damage of
vessel wall integrity in GCA patients? Vessel wall destruction and aneurysm formation
develops late in a small subset of patients and is limited to the aortic arch. Classically,
GCA patients develop ischemic symptoms of large and mid-size muscular arteries.
Structural changes in these arteries are characterized by a varying degree of intimal
hyperplasia. Studies in GCA patients have shown that the degree of intimal hyperplasia
and the concomitant clinical ischemic symptoms directly correlate with the amount of
IFN- produced in the adventitia, linking the IFN- production to the chain of events
leading to intimal proliferation (18). Intimal hyperplasia is the result of an interplay
between tissue-infiltrating macrophages and resident cells. Macrophages in the infil-
trate display diverse functions, depending on their topographical location. Macrophages
in the adventitial layer preferentially produce the proinflammatory monokines, IL-1
and IL-6, and interact with the tissue-infiltrating T-cells. Macrophages in the media are
characterized by metalloproteinase production and the formation of oxygen radicals.
These medial macrophages tend to fuse and form giant cells that are arranged along the
internal and external elastic laminae. Interestingly, the number of giant cells in
the tissue correlates with the amount of IFN- produced in the adventitia. Formation of
the oxygen radicals results in lipid peroxidation, thereby destroying the structural
integrity of the media. In addition, matrix components, including the elastic laminae,
are digested by locally secreted metalloproteinases. Smooth-muscle cells are mobi-
lized and are able to migrate to the intima. Migration and proliferation of these smooth-
muscle cells is under the control of platelet-derived growth factor (PDGF) that is
secreted by medial macrophages and giant cells. Vascular endothelial growth factor
(VEGF), mainly produced by giant cells, allows for neoangiogenesis in the media as
well as in the hyperplastic intima. Finally, intimal macrophages produce transforming
growth factor (TGF)- and inducible nitric oxide synthase. The role of TGF- in the
intima may lie in the formation of a neomatrix. Inducible nitric oxide synthase results
in the formation of nitric oxide, which can mediate tissue injury as well as act compen-
satory to the hyperplastic intima via its vasodilatory properties.

In conclusion, macrophages and giant cells are the major effector cells in promoting
the structural changes in the vascular wall (18). The formation of giant cells as well as
several of the macrophage functions are under the control of IFN-  that is released by
T-cells in the adventitia subsequent to recognizing antigen. The nature of this antigen
is undetermined and there is no hint as of yet that this antigen is an exogenous patho-
gen. In contrast to the small-vessel vasculitides, the macroendothelium in GCA remains
relatively inert and there is no evidence of thrombus formation and leukocyte extrava-
sation into the intima.

The sequence of events has been less well studied in TA. However, the inflamma-
tory infiltrate is also likely to be formed via the vaso vasorum in the adventitia. Histo-
pathologically, TA is a granulomatous panarteritis with a variable number of giant
cells and a predominantly lymphoplasmocytic arteritis involving the media and the
adventitia. Degeneration of the internal elastic lamina and of the media, intimal hyper-
plasia, tissue fibrosis, and neovascularization are characteristic of later stages of the
disease. Marked inflammation of the vasa vasorum is a typical feature of TA. Studies
of the effector mechanisms in vascular damage have mainly focused on cytotoxic T-cells
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(19). It has been shown that perforin-secreting cells in the inflammatory infiltrate
deposit perforin on vascular resident cells. Perforin is a pore-forming protein that is
secreted by CD8 T-cells as well as cytotoxic T-cells and NK cells and that allows for
the induction of apoptosis of target cells by granzyme B. Thus, the extracellular finding
of perforin suggests a cytotoxic mechanism that may be involved in the vessel wall
injury in TA. CD4 T-cells and macrophages have been less well studied in TA than in
GCA; however, similar effector mechanisms may be functioning in TA that result in
the formation of a lumen-obstructing neointima.

6. Infection and Vasculitis

The concept that infection of resident cells of the vessel walls is the primary cause of
the inflammatory response in vasculitis has been vigorously pursued over many years.
A recent murine model has renewed the interest in a viral pathogenesis of vasculitides
(20). In this model, certain family members of the herpes family can persistently infect
medial smooth-muscle cells of large arteries and induce a chronic vasculitic inflamma-
tory response. This animal model made use of an immunodeficient mouse that lacked
the expression of the IFN- receptor. Establishment of a virus latency with viral anti-
gen expression in the vascular wall was dependent on the defective IFN- response
and, therefore, quite different from human vasculitides that generally occur in patients
who do not show any evidence of immunodeficiency. Certain herpes viruses have also
been associated with rare vasculitic entities in humans. Varicella zoster has been sus-
pected to be involved in a segmentally distributed inflammatory vasculopathy. Also,
HTLV-1 can infect endothelial cells, which may be responsible for the cutaneous vas-
culitis associated with HTLV-1-induced T-cell leukemia. Obviously, virally induced
vasculitides are rare exceptions and vessel wall infection by a viral pathogen has not
been demonstrated for any of the more common syndromes.

As already alluded to, chronic viral infection can, however, be associated with ves-
sel wall inflammation. The mechanism appears to be more indirect and not related to a
direct infection of vascular resident cells. The viruses most frequently implicated are
hepatitis B and hepatitis C. Hepatitis B infection has been linked to cases of PAN and
essential mixed cryoglobulinemia. Hepatitis B surface antigen, immunoglobulin, and
complement have been found in lesions of the small muscular artery as well as cutane-
ous vessels, and deposition of immunocomplexes in the vessel wall has been proposed
as the underlying pathomechanism. It is important to stress that only a small proportion
of hepatitis-B-infected patients develop vasculitic complications. Risk factors predis-
posing to this progression of disease have not been identified. Hepatitis C infection is
strongly associated with mixed cryoglobulinemia. It is likely that the initial observa-
tions of cryoglobulinemia in hepatitis-B-infected individuals was secondary to a
coinfection with hepatitis C. Between 70% and 100% of all patients with mixed cryo-
globulinemia have been shown to be chronically infected with hepatitis C. Immune
complexes are characterized by polyclonal IgG and monoclonal IgM with RF activity.
Immune complexes with mixed cryoglobulinemic activities have a high propensity to
induce leukocytoclastic vasculitis as well as occasional vasculitis in small and medium-
sized vessels (7,8). How hepatitis C induces a monoclonal proliferation of B-cells with
secretion of IgM RF is unclear. However, there is evidence that hepatitis C is a
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lymphotropic virus that may be able to induce B-cell proliferation and transformation.
Thus, these viral infections primarily induce aberrations in the immune system that
may, at times, clinically present as vasculitis.
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1. Introduction

Osteoarthritis (OA) represents a clinical collection of conditions involving a pro-
gressive pathological alteration of joint structure that involves the degeneration of
articular cartilage, a remodeling of subchondral bone, and limited synovitis. OA may
be described as a part of a process of age-related change or as a disease. It is twice as
prevalent in women than men and increases in incidence with age, there being a major
rise in incidence after 60 yr (1). Changes that lead to the development of OA are slow.
In idiopathic OA, clinical presentation may result from change over a period of up to
30 yr. The disease can involve one or two large joints or may be generalized and involve
multiple joints, as in postmenopausal OA. Following joint trauma, there is an increased
incidence (1), which probably results from accelerated degeneration over a period of
up to 15 yr. Degeneration may also be accelerated by synovitis. In contrast, familial
OA presents very early, resulting from a genetic defect causing changes in cartilage
matrix and physiology, leading to the manifestation of joint degeneration following
natural cessation of growth. Such a condition is seen for example in patients with a
mutation in the type II collagen gene and is usually accompanied by skeletal dysplasia.

2. Skeletal Changes in Osteoarthritis

2.1. Bone

Osteoarthritis involves not only the progressive degeneration of articular cartilage,
leading to eburnation of bone, but also a little studied extensive remodeling of
subchondral bone, resulting in the so-called sclerosis of this tissue observed radio-
graphically. These changes in bone are often accompanied by the formation of sub-
chondral cysts by a process of apparent focal resorption. These cysts are particularly
noticeable by magnetic resonance imaging. The bone changes may also be systemic as
suggested, for example, by the work of Dequeker and his colleagues (2). They have
produced evidence of changes in bone in remote extra-articular sites such as the iliac
crest. Analyses of the molecular composition of OA bone reveal fundamental changes
in metabolism. Deoxypyridinoline crosslinks, resulting from bone resorption, are
elevated in urine, as is osteocalcin (a bone turnover marker) elevated in serum (3).
Femoral neck bone is less stiff and less dense in hip OA than normal, but not as reduced
in density as in osteoporosis. Remote bone mineral density in the arms and spine is
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higher. In generalized OA, there is hypermineralization. Yet in women with hand OA,
there is evidence that with increasing grade of OA, there is decreased bone mass. In hip
OA, subchondral bone is less mineralized and has more osteoid indicative of incom-
plete mineralization (4). The elevated content of osteoid is accompanied by increased
type I collagen content and its synthesis and increased alkaline phosphatase content.
Transforming growth factor- TGF- , a bone growth factor, is also increased. Thus,
bone changes may vary according to the type of OA.

Dieppe and his colleagues have shown that scintigraphy reveals changes in bone
metabolism several years prior to intra-articular evidence of disease onset, as revealed
by joint-space narrowing with loss of articular cartilage (5). Whether these bone
changes precede those in cartilage remains to be determined once comparable analyses
can be made of changes in cartilage metabolism. Also, increased bone turnover detected
by scintigraphy is associated with disease progression. Studies in animals, such as the
aging Guinea pig, using histology and magnetic resonance imaging, suggest that
degenerative changes in articular cartilages accompany local changes in subchondral
bone, which involve cyst formation and altered trabecular and osteoid thickness and
bone formation rates.

Changes in one tissue may influence the other and thus determine the development
of OA. This interplay is most strikingly observed in osteoporosis, where bone density
is reduced by excessive osteoclastic resorption of bone. Patients with osteoporosis usu-
ally show little or no evidence of OA. Moreover, patients with OA do not usually
develop osteoporosis (6). These observations may be explainable in part at the level of
biomechanical interactions in that reduced bone density may protect against degenera-
tion caused by excessive loading of articular cartilage during articulation.

A principle anatomical feature of OA is the development of peripheral osteophytes.
The osteophytes, which have a cap of healthy articular cartilage over bone, may serve
to reintroduce some stability into an otherwise unstable joint. These form from an
endochondral process in sites at the edges of the damaged articular cartilage. They also
reflect enhanced bone turnover. Addition of TGF-  to periosteum in culture, or injec-
tion in vivo, results in induction of endochondral bone formation, which is character-
ized by expression of the hypertrophic phenotype by newly formed chondrocytes in
periosteal tissue and subsequent mineralization of extracellular matrix and bone for-
mation in vivo. Intra-articular injection of TGF- 1 also induces osteophyte formation.
Thus, TGF- , which is upregulated in bone in OA and probably other members of the
bone morphogenetic protein superfamily, likely plays an important role in osteophyte
formation.

2.2. Cartilage Degeneration
2.2.1. General Changes

The loss of articular cartilage may be initiated as a focal process, as is seen in early
experimentally induced OA in animals, such as rabbits, where OA was induced follow-
ing sectioning of the anterior cruciate ligament and/or partial medial meniscectomy.
Focal lesions may progressively enlarge to involve specific joint compartments, induc-
ing alterations in articulating surfaces by producing changes in loading. Usually, degen-
eration of the medial tibial plateau of the knee is first observed in developing animal
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and human intra-articular degeneration for reasons that are unclear. Degenerative
changes may involve the whole articular cartilage in posttraumatic OA, where alter-
ations in cartilage matrix turnover are detectable within days or weeks following joint
injury (7).

In idiopathic OA, degeneration is first observed at the articular surface in the form
of fibrillation. This initially involves splits more or less parallel to the articular surface.
Later splits penetrate the damaged and weakened cartilage. Cell division is observed
early on, but, again, is confined to more superficial sites. Progressive loss of cartilage
then occurs. Apoptosis is enhanced in OA, particularly (when measured in situ) at and
close to the articular surface (8).

Superficial fibrillation at and close to the articular surface is associated with
increased denaturation and loss of type II collagen as collagen fibrils are degraded
(9,10). This leads to a loss of tensile properties, particularly in OA-susceptible joints
such as the hip and knee (11). These tensile properties are normally much higher at the
articular surface than elsewhere in the cartilage. Damage to the cartilage characterized
by increased denaturation and cleavage of type II collagen is seen especially around
chondrocytes, but it extends into interterritorial sites remote from these cells in OA,
unlike what is seen in aging. Thus, the chondrocyte is implicated as the mediator of this
damage to the “resident” matrix, which was originally synthesized by this cell. Dam-
age to the fibrils leads to a loss of the small proteoglycans decorin and biglycan (which
are usually closely associated with these structures at the articular surface and, in the
case of decorin, play a key role in regulating fibril diameter) and is accompanied by a
loss of the large proteoglycan aggrecan.

These collagen molecules are degraded primarily as a result of the increased cleav-
age of type II collagen by collagenase, particularly collagenase-3 (12), the cleavage of
small proteoglycans on collagen fibrils and aggrecan cleavage (13) (Fig. 1). This is
usually associated with increased expression and activity of metalloproteinases (MMP),
starting at the articular surface early in the degenerative process, these include
stromelysin-1 (MMP-3), gelatinases A (MMP-2) and B (MMP-9), collagenase-1
(MMP-1), collagenase-2 (neutrophil collagenase or MMP-8), collagenase-3 (MMP-13),
and MT1-MMP (membrane type 1- MMP or MMP-14). Matrilysin expression is also
upregulated. MMPs are very much involved in the excessive matrix degradation that
characterizes cartilage degeneration in OA. They are secreted as latent proenzymes,
which are then activated in the extracellular matrix (Fig. 2). Activators of prometallo-
proteinases, which are increased in OA, include MT1-MMP, which can activate
gelatinase A and collagenase-3. Gelatinase A can also superactivate collagenase-3.
Stromelysin-1, a superactivator of collagenases, and plasminogen activator activates
plasminogen to produce plasmin, which is a general MMP activator. The cysteine pro-
teinase cathepsin B is also upregulated in OA and may also be an important activator of
MMPs. Many of these changes are reviewed elsewhere (15,16).

Analyses of the proteoglycan aggrecan have revealed excessive cleavage in the core
protein in OA cartilage. The best characterized sites are between the G1 and G2
domains: the MMP site, where multiple MMPs, including stromelysin-1 can cleave,
and the aggrecanase site where cleavage can also be produced by a number of protein-
ases (15), including membrane proteinases with characteristics of the ADAMTS fam-
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ily (17). Such cleavages are much enhanced in OA cartilage (13). It is still unclear as to
the relative contributions of different proteinases in aggrecan degradation because
quantitative assays to measure both cleavage sites have not been used.

In OA, there is a deficiency of the tissue inhibitors of MMP (TIMPs) (15) (Fig. 2).
This clearly favors the excessive proteolysis that is observed in the diseased articular
cartilage.

The early damage to, and loss, of these molecules in OA is accompanied by an
increased content and synthesis of biglycan and decorin and aggrecan in the mid-zone
and deep zone, presumably to compensate for the increased loading on the chondrocytes
as a consequence of the damage to, and loss, of the more superficial cartilage. Synthe-
sis of other proteoglycans such as versican, fibromodulin, and lumican, as well as link
protein and cartilage oligomeric protein are also increased. Other matrix molecules
change in distribution in OA and the contents of molecules rich in developing tissues

Fig. 1. Representation of a chondrocyte in articular cartilage which normally assembles and
maintains an extensive extracellular matrix composed of collagen fibrils, the large proteoglycan
aggrecan bound to hyaluronic acid, as well as many other molecules. This matrix is normally
remodeled in a very controlled manner, especially in pericellular sites, involving metalloproteinases
(MMPs) and limited synthesis of matrix molecules. In OA, there is excessive proteolysis, which
leads to excessive damage to “resident” molecules and newly synthesized matrix molecules.
Synthesis of matrix is increased, but net degradation and loss of both the new and resident
matrix results. This degradation involves increased generation of paracrine and autocrine act-
ing cytokines such as TNF- and IL-1, increased receptor-mediated stimulation of chondrocytes
by these cytokines and by matrix degradation products and upregulation of nitric oxide (NO).
The matrix degradation products, that include degraded type II collagen, the c-propeptide of
this molecule (synthetic marker) and aggrecan are released into body fluids where they can be
detected, offering the potential to monitor these events in vivo (see Fig. 4). (Modified from
ref. 14 with permission.)
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such as fibronectin, tenascin, and osteonectin increase in content. There is a striking
increase in the synthesis of type II collagen in these sites (18) (Fig. 1), mainly type IIB
as revealed by experimental studies but also some type IIA, normally only observed
prior to chondroblast differentiation early in development. Limited expression and syn-
thesis of type III collagen is also seen. Type VI content (normally pericellular in loca-
tion) is also increased. There is evidence that these and other newly synthesized matrix
molecules are also degraded as part of the pathology (Fig. 1).

In OA, type X collagen expression and synthesis are activated. This may occur in
developing articular cartilage but is usually only observed in calcifying cartilage in
endochondral ossification (19). In degenerate OA cartilage, it is found in association with
increased expression of the cell-surface type II collagen receptor annexin V and par-
athyroid-hormone-related peptide and its receptor, which are normally highly expressed
by early or mature hypertrophic chondrocytes. This expression of hypertrophy in OA is
associated with apoptosis (another feature of terminal hypertrophic cells) and partial
calcification of the matrix. These changes are first observed in the more superficial
zones and mid-zones and could represent a cellular response to a degraded matrix. The
increased expression of type II procollagen and collagenase-3 as described is also a
feature of hypertrophy in the physics of the growth plate.

Fig. 2. Example of the increased secretion by a chondrocyte of an important degradative
MMP, collagenase-3, and the regulation of its activity. Synthesis and secretion of latent proen-
zyme is stimulated by various cytokines/growth factors. Activation of the MMP is by other
extracellular proteinases. Activity is regulated both by activation and inhibition of the MMP
(and/or activator) by tissue inhibitors of MMPs (TIMPs), which can also be synthesized and
released by chondrocytes. There is upregulation of MMPs and a deficiency of TIMPs in OA
favoring excessive proteolysis.
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In the partially calcified cartilage (delimited by the tide mark), there is also reactiva-
tion of endochondral ossification. Here, upregulation of type X collagen is often seen
with duplication or replication of the tide mark separating this zone from uncalcified
cartilage. Vascular invasion reappears that resembles that seen in the growth plate.

2.2.2. Mechanisms

The reasons for the increased synthesis and activation of these MMPs at the cellular
level are becoming more apparent. For example, there is evidence that some fragments
of fibronectin, which are present in elevated levels in OA, can stimulate chondrocyte-
mediated cartilage resorption via cell-surface receptor activation. This was originally
shown in fibroblasts where MMP-1 is upregulated through an arganine, glycine,
asparatate (RGD)-integrin receptor activation (20). These degradation products could
play an important role in establishing a positive-feedback mechanism for the genera-
tion and maintenance of proteolysis. These cell–matrix responses involve the produc-
tion of cytokines such as IL-1, which play an autocrine/paracrine role (Fig. 3).

Receptors on chondrocytes for interleukin-1 are upregulated in OA, even more than
in rheumatoid arthritis (RA). Tumor necrosis factor- (TNF- ) in particular is
upregulated compared to articular cartilage in RA. The receptor for TNF- also shows
increased expression when compared to normal cartilage, and expression of the TNF-
p55 receptor (but not the p75) on OA chondrocytes correlates with susceptibility of
cartilage to TNF- -induced proteoglycan loss (21).

Interleukin-1 (IL-1) and TNF- are both potent activators of cartilage degradation
in vitro (15,16). For example they can stimulate collagenase-3 production (Fig. 2).

Fig. 3. Mechanisms involving cell–matrix interactions that can alter and regulate expression
and activities of MMPs in chondrocytes in articular cartilage. These involve both integrin-
mediated signaling responses to fibronectin fragments, biomechanical loading, and paracrine/
autocrine production of cytokines such as IL-1 and/or TNF- .
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However, in combination with oncostatin M, IL-1 is even more potent in causing carti-
lage resorption. Yet, this cytokine, a member of the IL-6 family, is not normally
elevated in OA synovial fluid. Thus, oncostatin may be of more importance when syno-
vitis is more pronounced in the OA joint and this is associated with accelerated degen-
eration (see Subheading 3). Other cytokines that are upregulated in OA include
macrophage inflammatory protein-1 .

Nitric oxide (NO) synthase (iNOS) is associated with increased generation of NO.
Il-1 and TNF- are potent stimulators of NO production in cartilage, which is
upregulated in OA chondrocytes compared to normal and to RA cartilage. There is a
linkage in the expression of iNOS with TNF- and IL-1 gene expression in OA
chondrocytes. NO induced by IL-1 can inhibit aggrecan synthesis. However, protease
activity and proteoglycan degradation are enhanced when NO production is blocked,
suggesting that it may also have a protective role. Increased cell death seen in OA may
also be due, in part the result, of NO because it can induce apoptosis in chondrocytes.

Changes in matrix loading can also alter matrix degradation as well as altering the
synthesis of extra cellular matrix (ECM) macromolecules (16). The pathological
changes in cartilage matrix in OA likely result in a disturbance of the normal balance
between mechanical loading and direct cytokine/growth factor signalling changing
gene expression. Insulin-like growth factor-1, which is upregulated in OA, may be
responsible for the increased matrix synthesis (22). Some of these changes that influ-
ence chondrocyte-mediated matrix turnover are summarized in Fig. 3.

3. Synovitis and Systemic Inflammation

Osteoarthritis is characterized by some synovitis (inflammation of the synovium),
albeit much less than is ordinarily observed in rheumatoid arthritis. Inflammation may
be of early onset. In posttraumatic OA, the early increase in MMP-3 (stromelysin-1) in
synovial fluid is likely to come mainly from activated synovial cells.

Fas ligand, which induces apoptosis, is also present in synovial fluid in OA and may
induce chondrocyte apoptosis by engagement of its receptor on chondrocytes.

Synovial cells actively synthesize and secrete hyaluronic acid (HA, hyaluronan), as
well as many other cells in the body. However, studies of RA reveal a close correlation
between serum HA and joint inflammation and disease progression (joint damage) (4).
In OA, persistent elevation of serum HA is associated with accelerated progression of
joint damage (3). Serum HA also inversely correlates with knee joint-space width in
OA, suggesting a link between synovitis and joint damage. Similarly, cartilage oligo-
meric protein, which is synthesized by synovial cells and chondrocytes (particularly
when exposed to TGF- ), is increased in patients who exhibit accelerated large-joint
degeneration (3). Thus, joint inflammation may accelerate joint damage. This likely
results from local pro-inflammatory cytokine generation by the synovium.

The C-reactive protein is also elevated in serum in patients with OA, as is the eosi-
nophil cationic protein and myeloperoxidase. Together, these changes provide evidence
for systemic and local inflammation in OA. Recently, evidence for T-cell immunity to
the cartilage proteoglycan aggrecan and link protein has been reported for OA. T-Cell
immunity to type II collagen has previously been seen in experimental OA induced by
partial meniscectomy. Thus, joint inflammation in OA may share some of the features
of inflammation found in RA joints.
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3.1. Molecular Changes in Body Fluids Reflect Skeletal Change

Cartilage degradation can now be detected using antibodies to the collagenase-gen-
erated cleavage site in type II collagen (Fig. 4). This is increased in joint fluids of
rabbits and dog following sectioning of the anterior cruciate ligament. Other assays to
detect type II collagen-degradation products involving the carboxy telopeptide–
crosslink complex are under development. Synthesis of type II procollagen can be
detected by measurement of the c-propeptide of this molecule (18). This is increased in
OA synovial fluid and following traumatic injury that can lead to OA. However, serum
c-propeptide content is decreased in idiopathic OA, suggesting systemic changes in
cartilage matrix synthesis. In familial OA, serum c-propeptide content is clearly
increased in most patients, reflecting the degeneration of the articular cartilage.

Proteoglycan aggrecan degradation products bearing an antigenic KS epitope may
be increased or decreased in serum in OA patients (3). An epitope (termed 846) present
on some of the chondroitin sulfate chains of the proteoglycan aggrecan is released from
cartilage and correlates with synthesis of aggrecan. This is markedly increased in con-

Fig. 4. Summary of some of the potential surrogate molecular (biochemical) markers that
are released from synovium, cartilage, and bone into body fluids, where their measurement
may reflect synovitis, cartilage, and bone damage and/or repair in arthritis.
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tent in OA synovial fluid (3). Development or progression of OA from knee joint pain
to joint-space narrowing is reflected by an increase in serum cartilage oligomeric pro-
tein (3). Increased bone turnover in OA is reflected by increases in the bone-specific
deoxypyridinoline crosslinks in urine (3). Serum osteocalcin and bone sialoprotein may
also be increased (3).

These potential surrogate markers, which are summarized in Fig. 4, are proving use-
ful in assessing disease progression and activity and responses to therapy designed to
control inflammation, arrest cartilage degradation, and promote cartilage synthesis and
repair. They are being introduced into clinical trials to both investigate chondro-
protection and determine whether these markers may be prognostic of longer-term out-
come of therapy.

4. The Management of OA: Key Therapeutic Targets and Strategies

4.1. Identification of the Problem

One of the most fundamental problems that is encountered in the management of
this condition is the fact that joint degeneration ordinarily presents as joint pain and
disability. By the time it has reached a level that proves difficult to manage by the
patient, joint cartilage degeneration is often very advanced and it is almost too late to
achieve effective arrest and reversal of the degenerative changes, even if effective treat-
ment was available, which it is not. Thus, for future therapy to stand some chance of
success, earlier detection and treatment of these degenerative changes is recommended.

At present, screening for early loss of joint space cannot usually be achieved radio-
graphically. Yet, earlier changes, leading to loss of joint space, may be detectable by
magnetic resonance (MRI) imaging and scintigraphy. However, more work needs to be
done to improve access to imaging and to reduce the financial burden of MRI. Clearly,
new technology needs to be developed and clinical trials need to incorporate and com-
pare different imaging technologies so they can be more effectively assessed.

The identification and use of biological “surrogate” markers may offer us the oppor-
tunity to identify patients “at risk” for OA and to identify patient populations that can
then be investigated by imaging. However, before this approach can be instigated, care-
ful blinded assessments of these old and new technologies are required in aging popu-
lations and phase III clinical trials. Hopefully this will be forthcoming.

4.2. Therapeutic Targets

At the present time, MMPs present a prime target for intervention. Collagenase-3 in
particular is upregulated in OA in articular cartilage and there is now evidence in sup-
port of its involvement in OA in the destruction of type II collagen in articular
cartilages. MMPs such as “aggrecanases” are also prime targets. Whether inhibition of
cleavage of both collagen and proteoglycans is required remains to be seen. An obvi-
ous approach would be to inhibit sets of cleavages. However, as in ‘knockout’ technol-
ogy we may find that as one “key” proteinase is inhibited, others take over. However,
from recent in vitro studies, this will probably prove less likely with careful target
selection. At least the degenerative process should be slowed.

Clearly, there is good evidence for an attempt at increased matrix synthesis in OA
cartilage. Whether this can be enhanced and maximized depends on how well we can
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protect newly synthesized molecules from degradation and promote synthesis even
further over degradation. The formation of healthy new cartilage on osteophytes reveals
that the potential is there!

The cytokines and growth factors produced as part of the changes that occur in OA
cartilage can have profound effects on cartilage metabolism. The pro-degradative
cytokines IL-1 and/or TNF- are prime candidates for intervention. How important
they are in cartilage pathology remains to be more clearly established in human stud-
ies, although a mouse “knockout” approach points to the importance of Il-1 , and
IL-  in cartilage and bone damage.

Concluding Remarks

A much clearer understanding of the pathogenesis of OA has resulted from increased
research in recent years. The application of very major advances in analytical tech-
niques to study cells and tissues has provided important new insights into the patho-
physiology of OA in a way which would not have been possible a few years ago. This
has led to the identification of new therapeutic targets for intervention and regulation
of this degenerative process.
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Osteoporosis

Stavros C. Manolagas

1. Introduction

Osteoporosis (thin bones) is a disease caused by loss of bone mass and micro-
architectural deterioration of the skeleton, leading to enhanced bone fragility and
increased risk for fractures with minimal or no trauma at all. Conventionally, the dis-
ease is diagnosed when the bone mineral density is 2.5 standard deviations below the
young adult mean. A bone mineral density between 1 and 2.5 standard deviations below
the young adult mean is termed “osteopenia.” Osteoporosis is the most common dis-
ease of the musculoskeletal system. Fifty-four percent of postmenopausal women in
the United States have osteopenia and another 30% have osteoporosis. Up to 20% of
patients with osteoporosis die after hip fractures and 40% can no longer live indepen-
dently. Although not a rheumatic disorder, osteoporosis is of major interest to
rheumatologists, as the arthritic processes that affect the cartilage surfaces and the syn-
ovial lining may also involve the subchondral bone and the joint capsule. Moreover,
rheumatic diseases such as osteoarthritis, rheumatoid arthritis, systemic lupus erythe-
matosus, and the spondyloarthropathies may involve not only skeletal tissues at jux-
taarticular and subchondral sites but also produce generalized effects on bone
remodeling that affect the entire skeleton.

As discussed in Chapter 18, the normal adult skeleton undergoes continuous regen-
eration in the form of a periodic replacement of old bone with new at the same location.
This so-called remodeling is carried out not by individual osteoclasts and osteoblasts,
but rather by temporary anatomical structures (basic multicellular units [BMUs]), com-
prised of teams of osteoclasts in the front and osteoblasts in the rear. Both men and
women start losing bone around the age of 50. However, women experience a rapid
phase of loss during the first 5–10 yr after menopause, because of the precipitous loss
of estrogen. In men, of course, this phase is obscure, as there is only a slow and pro-
gressive decline in sex steroid production; hence, the loss of bone in men is linear and
slower. Besides losing bone faster at the early postmenopausal years, women also
accumulate less skeletal mass than men during growth, particularly in puberty, result-
ing in smaller bones with thinner cortices and shorter diameter. Consequently, the inci-
dence of bone fractures is twofold to threefold higher in women as compared to men.

In addition to sex steroid deficiency and the aging process itself, loss of bone mass is
accentuated when several other conditions are present. The most prominent are chronic
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glucocorticoid excess—the iatrogenic form of which is particularly relevant to those
receiving steroid therapy for chronic arthritides, hyperthyroidism—often the result of
inappropriately high thyroxin replacement, alcoholism, prolonged immobilization, gas-
trectomy and other gastrointestinal disorders, hypercalciuria, some types of malig-
nancy, and cigaret smoking.

2. The Features of Bone Loss
Are Different Depending on the Underlying Cause

Even though bone loss and eventually fractures are the end result of all the forms of
osteoporosis, the clinical presentation and the pathogenetic mechanisms are quite dis-
tinct. Indeed, the two phases of bone loss associated with normal aging—the rapid one
that affects women and is the result of menopause, and the slow one that affects both
women and men after the age of 50—have distinct features (Table 1). In women, of
course, these two phases eventually overlap, making it difficult to distinguish the effect
of sex steroid deficiency from the effect of the aging process itself. The effect of the
aging process itself is also frequently obscured because of overlapping secondary
hyperparathyroidism—resulting from impaired calcium absorption from the intestine
with advancing age (>75 yr old). The bone loss that is the result of glucocorticoid
excess shares several features with the bone loss resulting from senescence, but it also
has unique features of its own (Table 1). Nonetheless, as it is the case with the other
types of bone loss, the heterogeneity of the underlying conditions—some of which
(e.g., postmenopausal state, rheumatoid arthritis, etc.) independently contribute to skel-
etal deterioration—can distort the clinical and histologic picture.

Even though the specific features of bone loss are different depending on the under-
lying cause, the fundamental problem in all forms of osteoporosis seems to be aberrant
bone cell number (1), which depends both on the birth rate reflecting the frequency of
division of the appropriate precursors, and the life-span, reflecting the timing of death
by apoptosis (Table 2). Appreciation of this general concept has greatly advanced our
understanding of the pathogenesis of osteoporosis and is likely to lead in the near future
to improved therapies for this condition.

3. The Pathogenesis of the Bone Loss Caused by Sex Steroid Deficiency

At menopause (or after castration in men), the rate of bone loss in the spine increases
by as much as 10-fold. These clinical observations can be explained by evidence that
sex steroids exert bone protective effects, at least in part, by regulating the develop-

Table 1
Histologic and Clinical Features of Different Types of Bone Loss

Remodeling Histomorphometric
(turnover) rate characteristics Fractures

Postmenopausal High Removal of trabeculae Vertebral, coles
Senescence Low (variable) Thinning of cortices and residual Hip, vertebral

trabeculae (in women)
Glucocorticoid Low Thinning of trabeculae Vertebral, ribs, hips

induced and aseptic necrosis
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ment of bone cells in the bone marrow, via their ability to alter the production of
cytokines and the responsiveness of bone marrow cell progenitors to cytokines (2), as
well as by regulating the rate of death of mature cells (apoptosis) (3).

The best documented paradigm of a cytokine playing a critical pathogenetic role in
the osteoporosis caused by loss of sex steroids is interleukin-6 (IL-6). IL-6 exerts its
effects on target cells via a bipartite cell surface receptor. Binding of the ligand to the

-subunit of the IL-6 receptor, a glycoprotein with molecular weight of 80 kDa (gp80),
causes the homodimerization of the signal transducing -subunit (gp130). The produc-
tion of IL-6 by cells of the stromal/osteoblastic lineage is inhibited in vitro by estrogen
and androgen as well as selective estrogen-receptor modulators (SERMs), such as
raloxifene, through receptor-mediated actions on the transcriptional activity of the IL-6
gene promoter (4). This effect does not require direct binding of the estrogen receptor
to DNA (5,6). Instead, it is the result of protein–protein interaction between the estro-
gen receptor and transcription factors such as nuclear factor- b (NF- b) and C/EBP.
This mechanism provides a model that best fits current understanding of the molecular
pharmacology of estrogen and SERMs.

Estrogen, as well as androgen, also suppress the expression of both gp80 and gp130
in cells of the bone marrow stromal/osteoblastic lineage (7). Moreover, loss of sex
steroids causes an increase in the expression of the IL-6 gene, as well as gp80 and
gp130, in cells of the bone marrow, indicating that sex hormones not only regulate the
production of IL-6 but also control the sensitivity of bone marrow cells to this cytokine.
In agreement with this evidence, the levels of IL-6 in the bone marrow (and in the
peripheral blood) are elevated in estrogen-deficient mice and rats as well as in humans,
albeit not all studies have shown this. Nonetheless, in direct support of the contention

Table 2
Cellular Changes and Their Culprits
in the Three Most Common Types of Osteoporosis

Cellular changes Probable culprits

Sex steroid deficiency Osteoblastogenesis Increased IL-6, TNF, IL-1RI/IL-RII
Osteoclastogenesisa MCSF; decreased TGF- ; OPG
Life-span of osteoclasts Loss of proapoptotic and antiapoptotic
Life-span of osteoblasts effects of sex steroids, respectively
Life-span of osteocytes

Senescence Osteoblastogenesis Increased PPAR 2, pgJ2, noggin;
Osteoclastogenesis decreased IL-11, IGFs
Adipogenesis
Life-span of osteocytes

Glucocorticoid excess Osteoblastogenesis Decreased Cbfa1 and TGF-  R1;
Osteoclastogenesisc and BMP-2 and IGF1 action

Adipogenesis Increased PPAR 2
Life-span of osteoblasts Decreased Bcl-2/BAX ratio
Life-span of osteocytes

aOversupply of osteoclasts relative to the need for remodeling.
bUndersupply of osteoblasts relative to the needs for cavity repair.
cOsteoclastogenesis may increase transiently at the early stages of steroid therapy, but decreases subsequently.
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that IL-6 is responsible for the increased bone resorption that ensues following loss of
sex steroids, injections of an IL-6-neutralizing antibody to gonadectomized female or
male mice prevented the increase in osteoclastogenesis in the bone marrow and the
increase in the number of osteoclasts in sections of trabecular bone (2). Furthermore,
unlike wild-type controls, IL-6 knockout mice did not exhibit the expected cellular
changes in the marrow and trabecular bone sections and were protected from the loss of
bone following loss of sex steroids (6,8).

In support of the evidence for a critical role of IL-6 in the bone loss caused by loss of
gonadal function, IL-6 seems to play a similar role in several other conditions associ-
ated with increased bone resorption, as evidenced by increased local or systemic pro-
duction of IL-6 and the IL-6 receptor in patients with multiple myeloma, Paget’s
disease, rheumatoid arthritis, Gorham–Stout or disappearing bone disease, hyperthy-
roidism, primary and secondary hyperparathyroidism, as well as McCune–Albright
syndrome.

Besides upregulating osteoclastogenesis, loss of sex steroids increases the number
of osteoblast progenitors in the murine bone marrow. This cellular change is temporally
associated with increased bone formation, and parallels the increased osteoclastogenesis
and bone resorption (9). Overproduction of IL-6 and increased sensitivity to IL-6 and
other members of this cytokine’s family may explain also the increased osteoblast for-
mation that follows the loss of gonadal function. Evidence that IL-6-type cytokines
promote differentiation of osteoblastic progenitors and also stimulate osteoclastogenesis
via their effects on the former cell type, taken together with the evidence that mesen-
chymal cell differentiation and osteoclastogenesis are tightly linked, raises the possi-
bility that the stimulation of mesenchymal cell differentiation toward the osteoblastic
lineage following estrogen loss may be the first event that ensues following the hor-
monal change, and that increased osteoclastogenesis and bone loss are downstream
consequences (10).

Interleukin-1 (IL-1) and tumor necrosis factor (TNF) are strong stimulators of
osteoclast formation and bone resorption. Unlike IL-6 that is produced at high levels
by stromal/osteoblastic cells, IL-1 and TNF are produced at very low levels, if at all, by
these cells. Instead, the main cellular source of IL-1 and TNF in bone is probably bone
marrow monocytes and macrophages. These two genes, as well as M-CSF, may be also
regulated by estrogen (11). Moreover, estrogen loss may increase the sensitivity of
osteoclasts to IL-1 by increasing the ratio of the IL-1RI over the IL-1 receptor antago-
nist (IL-RII) (12). In support of the contention that IL-1 and TNF play an important
role in the bone loss caused by loss of estrogen, IL-1 and TNF stimulate the expression
of M-CSF, a cytokine that it is essential for osteoclastogenesis, and administration of
IL-1RA and/or TNF-BP ameliorates the bone loss caused by ovariectomy in both rats
and mice. However, in contrast to IL-6, which stimulates osteoblast differentiation, IL-1
and TNF inhibit the expression of the osteoblast phenotype. In addition, IL-1 and TNF
suppress the production of pro-osteoblastogenic cytokines such as IGF and platelet-
derived growth factor (PDGF), and stimulate the expression IGFBP-4, which inhibits
osteoblastogenesis. Therefore, these properties distinguish them from IL-6 and make
them unlikely mediators of the increased osteoblastogenesis and thus the increased rate
of bone remodeling that follows loss of sex steroids. Nonetheless, it is possible that IL-1
and TNF may arrest the differentiation of stromal/osteoblastic cells at a stage where
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these cells can stimulate osteoclastogenesis, thereby accounting for the evidence that
IL-1RA and TNF-BP prevent loss of bone in estrogen deficiency. Several earlier lines
of evidence have implicated transforming growth factor-  (TGF- ) as another media-
tor of the effects of estrogen loss on bone; however, this contention remains tenuous.

In addition to increases in osteoclastogenesis and osteoblastogenesis, a qualitative
abnormality also occurs following loss of sex steroids; osteoclasts erode deeper than
normal cavities. Increased remodeling alone can cause a transient loss of bone mineral
density because bone resorption is faster than bone formation and new BMUs are less
dense than older ones. Additionally, if resorption penetrates through a trabecular struc-
ture, the substrate for the coupled bone formation is lost forever. In this manner, sex
steroid deficiency leads to the removal of some cancellous elements entirely; the
remainder are more widely separated and less well connected. An equivalent amount
of cancellous bone distributed as widely separated, disconnected, thick trabeculae is
biomechanically less competent than when arranged as more numerous, connected,
thin trabeculae (Fig. 1). Concurrent loss of cortical bone occurs by enlargement and
coalescence of subendocortical spaces, a process resulting from deeper penetration of
endocortical osteoclasts.

This deeper erosion can be now explained by evidence that estrogen acts on mature
osteoclasts to promote their apoptosis; consequently, loss of estrogen leads to prolon-
gation of the life-span of osteoclasts (3). Specifically, estrogen promote osteoclast
apoptosis in vitro and in vivo by twofold to threefold—an effect seemingly mediated
by TGF- and IL-6. In direct contrast to their proapoptotic effects on osteoclasts, estro-
gen (as well as androgen) exert antiapoptotic effects on osteoblasts and osteocytes;
consequently, loss of estrogen or androgen leads to the shorter life-span of osteoblasts
and osteocytes (13). Extension of the working life of the bone resorbing cells and

Fig. 1. Low-power panoramic views of transiliac bone biopsies taken from a 20-yr-old (A)
and 70-yr-old (B) subject. The closely spaced and connected trabecular plates of the youth have
been transformed to a disconnected, gossamer array typical of the elderly. Note the deep and
coalescent endocortical erosions in the specimen obtained from the older subject (arrows).
Modified Masson stain, original magnification ×10. (Courtesy of R. S. Weinstein.)
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simultaneous shortening of the working life of the bone forming cells, can explain the
imbalance between bone resorption and formation that ensues following loss of sex
steroids. Furthermore, the increase in osteocyte apoptosis could further weaken the
skeleton by impairment of the osteocyte—canalicular mechanosensory network.
The increase in bone remodeling that occurs with estrogen deficiency would partly
replace some of the nonviable osteocytes in cancellous bone, but cortical apoptotic
osteocytes might accumulate because of their anatomic isolation from scavenger cells
and the need for extensive degradation to small molecules to dispose of the osteocytes
through the narrow canaliculi. Hence, the accumulation of apoptotic osteocytes caused
by loss of estrogen could increase bone fragility even before significant loss of bone
mass, because of the impaired detection of microdamage and repair of substandard bone.

In conclusion, the increased rate of bone remodeling in estrogen deficiency is the
result of increased production of both osteoclasts and osteoblasts, and the imbalance
between bone resorption and formation is the result of an extension of the working life-
span of the osteoclast and shortening of the working life-span of the osteoblast. More-
over, a delay of osteoclast apoptosis seem responsible for the deeper resorption cavities
and thereby the trabecular perforation associated with estrogen deficiency.

Some observations have raised the possibility that estrogen derived by peripheral
aromatization of androgens are critical for the maintenance of bone mass in men as
well as in women. However, evidence that individuals that lack functional androgen
receptors have decreased bone mass, in spite of elevated estrogen levels, and that
androgen (including nonaromatizable ones) regulate the birth as well as the death of
bone cells in vitro and in vivo make it unnecessary to invoke a unifying role of estrogen
in male and female osteoporosis.

4. The Pathogenesis of Bone Loss Resulting from Senescence

The bone loss that follows the acute loss of estrogen is followed by a slower rate of
bone loss, similar to that seen just before menopause in women or in elderly eugonadal
men. The amount of bone formed during each remodeling cycle decreases with age in
both sexes. This is indicated by a consistent histologic feature of the osteopenia that
occurs during aging, namely a decrease in wall thickness, especially in trabecular bone.
Wall thickness is a measure of the amount of bone formed in a remodeling packet of
cells and is determined by the number and activity of osteoblasts at the remodeling site.

Changes in the differentiation of bone cell progenitors of the bone marrow provides
a potential mechanism for the development of senile osteoporosis as well. Indeed, stud-
ies with animal models of early senescence or plain old age have elucidated decreased
osteoblastogenesis in the bone marrow. This change is temporally linked with a low
rate of bone formation and decreased bone mineral density (14). The decreased
osteoblastogenesis in these models is associated with increased adipogenesis in the
bone marrow, suggesting that in aging there must be changes in the expression of genes
that favor the differentiation of multipotent mesenchymal stem cells toward adipocytes
at the expense of osteoblasts (15). The factors responsible for the reciprocal changes in
osteoblastogenesis and adipogenesis in the aging bone marrow remain unknown. How-
ever, IL-11, the transcription factor PPAR 2 and its ligand (the prostaglandin J2), and
growth factors such as IGFs are potential culprits (16). Irrespective of the identity of
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the precise mediator, the reciprocal change between adipogenesis and osteoblastogenesis
can explain the association of decreased bone formation and the resulting osteopenia with
the increased adiposity of the marrow seen with advancing age in animals and humans.

In addition to defective osteoblastogenesis and estrogen deficiency, many other fac-
tors have been implicated in the bone loss associated with aging, including secondary
hyperparathyroidism caused by vitamin D deficiency or decrements in creatinine clear-
ance, decreases in gastrointestinal calcium absorption and renal calcium conservation,
a sedentary lifestyle, genetic and racial factors, peak adult bone mass, concurrent dis-
eases and treatment with glucocorticoids, anticonvulsant drugs, and immunosuppres-
sive agents. Because of these factors, bone turnover in involutional osteoporosis is
highly variable and the frequency of activation may be diminished, normal, or acceler-
ated, although bone formation always remains less than adequate to counterbalance
bone resorption.

Today, little is known about the effects of aging on apoptosis of osteoblasts and
osteoclasts, but a loss of viable osteocytes with increasing age was recognized 40 yr
ago (17). Osteocyte death in cancellous bone, indicated by absence of lactic dehydro-
genase activity, increases in prevalence with age in the femur but not in lumbar verte-
brae, probably because of the higher rate of bone remodeling in the spine. Empty
lacunae and enzyme absence can reveal the fact but not the mode of osteocyte death;
however, osteocyte apoptosis was identified in osteophytes obtained from patients with
osteoarthritis. Moreover, in patients with hip fractures, osteocyte viability was occa-
sionally less than 25% and little or no fracture callus was observed if osteocyte viabil-
ity was low, suggesting that dead osteocytes compromise repair of fatigue damage and
bone strength.

5. The Pathogenesis of Bone Loss Caused by Glucocorticoid Excess

The cardinal histologic features of glucocorticoid-induced osteoporosis are
decreased bone formation rate, decreased wall thickness of trabeculae (a strong indica-
tion of decreased work output by osteoblasts), and in situ death of portions of bone.
The decreased bone formation and osteonecrosis can now be explained by evidence
that glucocorticoid excess has a suppressive effect on osteoblastogenesis in the bone
marrow and also promotes the apoptosis of osteoblasts and osteocytes (18). Indeed,
mice receiving glucocorticoids for 4 wk (a period equivalent to approx 3–4 yr in
humans) exhibit decreased bone mineral density associated with a decrease in the num-
ber of osteoblast (as well as osteoclast) progenitors in the bone marrow and a dramatic
reduction in cancellous bone area and in trabecular width compared to placebo con-
trols. These changes are associated with a significant reduction in osteoid area and a
decrease in the rates of mineral apposition and bone formation. More strikingly, gluco-
corticoid administration to mice causes a threefold increase in the prevalence osteo-
blast apoptosis in vertebrae and induced apoptosis in 28% of the osteocytes in
metaphyseal cortical bone. Albeit, even though there is a significant correlation
between the severity of the bone loss and the extent of reduction in bone formation,
some of the bone loss may be the result of an early increase in bone resorption, as
evidenced by an early increase in osteoclast perimeter of vertebral cancellous bone
after 7 d of steroid treatment.
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The same histomorphometric changes have been confirmed in biopsies from patients
receiving long-term glucocorticoid therapy. Moreover, as in mice, an increase in osteo-
blast and osteocyte apoptosis was found in human biopsies. Compared to osteoblast
apoptosis, osteocyte apoptosis was far more prevalent, probably because of the ana-
tomical isolation of osteocytes from scavenger cells. Consistent with these findings,
glucocorticoids promote osteoblast and osteocyte apoptosis in vitro. Decreased pro-
duction of osteoclasts can explain the reduction in bone turnover with chronic gluco-
corticoid excess, whereas decreased production and apoptosis of osteoblasts can explain
the decline in bone formation and trabecular width.

Accumulation of apoptotic osteocytes may also explain osteonecrosis. This conten-
tion is supported by evidence that whole femoral heads obtained from patients with
glucocorticoid-induced osteoporosis exhibit abundant apoptotic osteocytes adjacent to
the subchondral fracture crescent. Glucocorticoid-induced osteocyte apoptosis, a
cumulative and unrepairable defect, could uniquely disrupt the proposed mechanosensory
role of the osteocyte network and thus promote collapse of the femoral head. It is pos-
sible that changes in the regulation of osteocyte programmed cell death contribute to
the bone loss associated with other forms of osteoporosis. Indeed, as it was mentioned
earlier, osteocyte apoptosis is increased in estrogen-deficient women; furthermore, a
significant proportion of osteocytes gradually die with age.

The mediators of the cellular changes caused by glucocorticoid excess are a matter
of conjecture. Nonetheless, there is evidence that glucocorticoids directly suppress
BMP-2 and OSF-2 (two critical factors for osteoblastogenesis) and that may also
decrease the production of IGFs. In addition, glucocorticoids increase the production
of PPAR 2, favoring adipogenesis in the bone marrow. The proapoptotic effect of glu-
cocorticoids on osteoblasts can be prevented by overexpression of the Bcl-2 gene, sug-
gesting that suppression of Bcl-2 is a key mechanism.

6. Current Concepts of Osteoporosis Treatment

Estrogen replacement therapy, SERMs (raloxifene), bisphosphonates (fosomax),
calcitonin, sodium fluoride, as well as calcium and vitamin D have been used to pre-
vent and treat bone loss, irrespective of its cause, with different measures of success.
Recent in vitro studies raise the possibility that the antiresorptive agents among them
may exert part of their antifracture efficacy and may prevent osteocyte apoptosis. Be
that as it may, our understanding of the pathogenesis of the various forms of osteoporo-
sis clearly points out that the ideal therapy for patients who already have advanced
bone loss should be an anabolic agent that will increase bone mass by rebuilding bone.

Sodium fluoride does have anabolic properties, but the therapeutic range is very
narrow. Intermittent parathyroid hormone (PTH) administration increases bone mass
in animals and humans. Recent studies show that prevention of osteoblast apoptosis is
the principal mechanism for the anabolic effect of PTH on bone. Thus, in mice, PTH
increased the life-span of mature osteoblasts by preventing apoptosis—an effect readily
reproduced in vitro—rather than by changing the rate of generation of new osteoblasts.
Moreover, PTH prevents glucocorticoid-induced osteoblast and osteocyte apoptosis in
vitro (19). Consistent with this evidence, in a recent clinical trial, daily subcutaneous
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injections of PTH were shown to be a safe and effective treatment for corticosteroid-
induced osteoporosis (20).

The elucidation of the importance of osteoblast and osteocyte apoptosis in the mecha-
nism of glucocorticoid-induced osteoporosis and the elucidation of the mechanism of
the anabolic effects of PTH on bone readily explain how PTH can be such an effective
therapy in this condition. Hence, PTH and perhaps future PTH mimetics and nonpep-
tide inhibitors of apoptosis pathways in osteoblasts represent, for the first time, patho-
physiology-based (i.e., rational as opposed to empirical) pharmacotherapies for
osteopenias; in particular, those in which osteoblast progenitor formation is suppressed,
like the osteoporoses associated with old age and glucocorticoid excess.
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Heritable Disorders of Connective Tissue

Petros Tsipouras

1. Introduction

The Marfan syndrome, Ehlers–Danlos syndrome, and osteogenesis imperfecta are
systemic genetic disorders of connective tissue. The wide variability of expression has
led to the delineation of distinct phenotypic types within each of the three disorders.
The Mendelian nature of all three disorders was established earlier this century, and
their molecular basis and pathogenesis have been studied extensively during the past
20 yr. Mutations in genes encoding structural molecules present in the extracellular
matrix of the connective tissue and their modifying enzymes have been identified. In
the Marfan syndrome, mutations have been found in the FBN1 gene encoding a large
glycoprotein, fibrillin-1. In osteogenesis imperfecta, mutations have been found in the
COL1A1 and COL1A2 genes encoding the two constituent protein chains of collagen
type I. A variety of mutations in the genes encoding collagen type I, collagen type III,
collagen type V, and certain collagen-modifying enzymes have been causally linked to
the different types of the Ehlers–Danlos syndrome. Despite the dizzying variety of
genes and mutations described, at least one common mechanism underlies the patho-
genesis of each disorder. The abnormal protein chain appears to exert a dominant nega-
tive effect that impairs the structure and function of the collagen fibers or the
elastin-associated microfibrils.

2. Marfan Syndrome

2.1. Clinical Manifestations

Marfan syndrome is an autosomal dominant systemic disorder of connective tissue
whose diagnosis is based on defined diagnostic criteria. The distribution of the Marfan
syndrome is panethnic and its prevalence has been estimated to be 4–6 per 100,000
population. The Marfan syndrome is associated with a high new mutation rate, as posi-
tive family history can be found in approximately 70% of affected individuals. The
Marfan syndrome presents with manifestations from the musculoskeletal, cardiovascu-
lar, ocular, pulmonary, skin, and central nervous system. Clinical variability between
affected relatives is one of the hallmarks of this disorder (1). The presence of major and
minor diagnostic criteria correlated with family history and genotypic information are
required for the diagnosis of the Marfan syndrome (2).



424 Tsipouras

A characteristic body habitus, described as dolichostenomelia, decreased upper to
lower segment ratio, highly arched palate, pectus deformities, kyphoscoliosis, limita-
tion of extension of the elbows, pes planus, decreased muscle mass, aortic root dilata-
tion, aortic regurgitation, aortic dissection, ectopia lentis, pneumothorax, striae
distensae, and dural ectasia are the clinical manifestations typically associated with the
Marfan syndrome (2). Several other distinct nosological entities present with manifes-
tations overlapping to those observed in the Marfan syndrome and must be considered
in the differential diagnosis. Among those are homocystinuria, the MASS phenotype,
congenital contractural arachnodactyly, familial thoracic aortic aneurysm, and the
mitral valve prolapse syndrome (2). These conditions form a phenotypic continuum
with the Marfan syndrome and might share similar pathogenesis. The term fibrillinopathies
has been coined to describe the nosologic group of Marfan syndrome and related disor-
ders. The molecular basis of the Marfan syndrome has been defined (3). Mutations in
the FBN1 gene, encoding fibrillin-1, have been described in many individuals affected
with the Marfan syndrome (4).

2.2 Elastin-Associated Microfibrils

The term “microfibrils” was originally used to identify morphologically similar
matrix structures displaying a diameter of less than 20 nm and lacking the characteris-
tic 67-nm banding periodicity of interstitial collagen fibers. Currently, microfibrils are
divided into two classes according to their average diameter. The larger of the two
classes has an average diameter of 10 nm and is commonly referred to as the elastin-
associated microfibril. Microfibrils, either associated with or devoid of elastin, give
rise to a variety of extracellular networks in elastic and nonelastic tissues. Immunohis-
tochemical studies have identified microfibrils in the suspensory ligament of the lens,
pleura, perichondrium, periosteum, meninges, aorta, cartilage, tendon, muscle, and
many other tissues. It is thought that microfibrils regulate elastic fiber formation by
guiding tropo-elastin deposition during embryogenesis and early postnatal life. The
complete macromolecular composition of the microfibril is as yet unclear, because its
elucidation is made difficult by the highly insoluble nature of the matrix aggregate.
The major protein component of the microfibril, however, appears to be fibrillin-1 (5).

2.3. Fibrillin and the FBN1 Gene

Fibrillin-1 is an acidic glycoprotein with an estimated molecular mass of 350 kDa. A
closely related protein, fibrillin-2, has also been identified and characterized. Fibrillin-
1 has an unusually high cysteine content (14%). One-third of the cysteine residues has
the potential to form disulfide bonding. In vitro studies suggest that fibrillin-1 is syn-
thesized as the precursor profibrillin and is converted to the mature form following
secretion into the extracellular matrix. Study of the biosynthesis of fibrillin has shown
that molecules are rapidly incorporated into a high-molecular-weight aggregate, sup-
porting the notion that fibrillin-1 does not exist as an extracellular monomer. The struc-
ture of fibrillin-1 is complex and redundant. Much of the molecule is comprised of a
series of epidermal growth factor (EGF)-like sequences, 46 of which are tandemly
repeated and irregularly interspersed among eight cysteine transforming growth factor-

(TGF- )-binding proteinlike domains (6). The size of the FBN1 gene is approxi-
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mately 110 kb in length and the coding information is distributed in 65 exons. The
FBN1 gene has been localized on chromosome 15 (15q21).

2.4. Etiology and Pathogenesis

More than 100 different FBN1 gene mutations have been identified in individuals
affected with the Marfan syndrome, the MASS phenotype, and ectopia lentis (4) (Fig. 1).
Almost all of the mutations are specific to a particular individual or family and they are
distributed throughout the gene with no obvious correlation between location and phe-
notypic severity, apart from an apparent clustering of mutations causing neonatal
Marfan syndrome in the middle of the molecule. The majority of mutations are mis-
sense point mutations, but small, in-frame deletions or insertions, premature termina-
tion codons, and larger deletions have also been detected. Protein studies using cultured
skin fibroblasts have shown that the FBN1 gene mutations cause abnormalities in the
synthesis and extracellular matrix deposition of fibrillin; however, the results of these
studies are not sufficient to fully explain the pathogenesis of the Marfan syndrome.

Recently, two transgenic mouse models have been generated (7,8). In the first, the
mouse was homozygous for a 6-kb interstitial in-frame deletion (mg , encompassing
exons 19–24 of the Fbn1 gene). In the second (mgR/mgR), the synthesis of fibrillin-1
is greatly reduced and homozygosity for the mutation leads to early death. Homozy-
gous (mg /mg ) mice synthesized reduced steady-state levels of the mutant truncated

Fig. 1. Schematic representation of fibrillin-1 structure with the location and nature of
mutations causing Marfan syndrome and related phenotypes superimposed. Mutations associ-
ated with severe presentation of the disorder are in bold and are italicized, whereas those creat-
ing premature stop codons are denoted by +. Deletions of exons (ex) or of specific base pairs
(bp) are denoted by open triangles (e.g., Ex); aminoacids are listed using single-letter abbrevia-
tions. (The cluster of mutations in the center of the molecule leading to a severe neonatal Marfan
syndrome is also marked.) [Reprinted with permission from Ramirez, F. (1996) Fibrillin muta-
tions in Marfan syndrome and related phenotypes. Curr. Opin. Genet. Dev. 6, 309–315.

Adrian Pinderhughes
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fibrillin-1 mRNA and protein. Immunohistochemical analysis of (mg /mg ) tissues
documented a substantial reduction of extracellular fibrillin-1 but normal elastin stain-
ing. Immunohistochemical comparison of extracellular fibrillin-1 deposition by cultured
dermal fibroblasts from homozygous mice and control littermates showed only scant
amounts of immunoreactive material 72 h after plating. Mutant cells had the ability to
accumulate extracellular fibrillin over time; however, the architecture of immunoreactive
material remained primitive when compared to the multilayered meshwork of wild-type
cultures. These results are remarkably similar to those observed in tissues from individu-
als affected with Marfan syndrome, in which seemingly normal microfibrils are shown
by electron microscopy despite severely reduced microfibrillar immunostaining. Taken
together, the data suggest that mutant fibrillin-1 monomers can polymerize and that elas-
tic fibers can assemble in the absence of normal fibrillin-1 macroaggregates.

The homozygous (mg /mg ) mice appear to be normal at birth. However, they all
die suddenly of cardiovascular complications at approximately 3 wk after birth.
Necropsy findings included hemothorax, hemopericardium, and significant thinning of
the wall of the ascending aorta, suggesting aneurysmal dilatation; however, skeletal
manifestations were absent. Histopathological findings included focal fragmentation
of elastic fibers, accumulation of amorphous matrix, and dissection of blood into the
aortic media (7). The abundance and architecture of the elastic fibers appeared pre-
served between focal lesions and in unaffected tissues. Heterozygous (mg /+) mice
are morphologically and histologically indistinguishable from wild-type littermates and
have a normal life-span.

Under the current model of pathogenesis, high levels of abnormal fibrillin-1 exert
dominant negative activity. In that respect, the biochemical and immunohistochemical
findings from the mg /mg transgenic mouse are compatible with the observation that
patients expressing high levels of mutant protein fail to efficiently utilize wild-type
protein, resulting in a sparse and disorganized network of microfibrils (9). This group
of patients, overall, presents with more severe cardiac complications and requires aortic
surgery at an earlier age. In contrast, patients heterozygous for nonsense FBN1 alleles
that are associated with low levels of mutant transcripts exhibit, overall, a mild pheno-
type and show preserved matrix deposition of proteins derived from the normal allele.

The study of the homozygous mg /mg mouse suggests the following model
explaining the genesis and progressive failure of the ascending aorta to fulfill its funda-
mental mechanical function as an auxiliary pump. Because the adventitial layer is
thought to sustain the bulk of hemodynamic stress, aortic dilatation in Marfan syn-
drome results primarily from loss of tensile strength by the adventitia, in which fibrillin-1
microfibrils are required to properly organize the primarily collagenous connective
tissue (7). This mechanical collapse, in turn, leads to overstretching and fracturing of
the elastic laminae of the media, a process that is facilitated by the failure of fibrillin-1
microfibrils to weave the elastic lamellae in the media and to anchor the endothelial
layer of the intima. Furthermore, these studies suggest that the functional role of
fibrillin-1 is tissue homeostasis and not microfibril formation.

2.5 Therapy
A direct relationship has been observed between aortic root dimension and life-

threatening complications of the Marfan syndrome. In light of the findings from the
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homozygous mg /mg mouse, therapeutic interventions directed to the aorta should
aim either at reducing the hemodynamic stress or correcting the fundamental genetic
defect, thus rescuing the aortic wall with relatively preserved structure and function.
Reduction of hemodynamic stress is achieved by the use of -adrenergic receptor
antagonists. These therapeutic agents have been shown to reduce the rate of aortic
dilatation and improve aortic compliance in individuals affected with the Marfan syn-
drome (10). Defined most simply as the rate of change in aortic dimension with
increasing aortic pressure, aortic compliance can be measured noninvasively by both
echocardiography and magnetic resonance imaging. Aortic wall stiffness, pulse-wave
velocity, and aortic distensibility, all of which reflect compliance, are increased in
patients with the Marfan syndrome compared to controls. Although the treatment with

-adrenergic receptor antagonists reduces the rate of aortic dilatation, it does not elimi-
nate the prospect of aortic surgery. Strategies directed to strengthening the mechanical
properties of the ascending aorta might be successful in providing normal structure and
function. One such strategy could involve selective targeting and cleavage of mutant
FBN1 mRNA species by hammerhead ribozymes (11). This approach could succeed in
eliminating the synthesis of mutant fibrillin-1 protein and, potentially, the dominant
negative effects exerted on fibrillin macroaggregates.

3. Ehlers–Danlos Syndrome

This eponym describes a group of Mendelian disorders whose protean manifesta-
tions include joint laxity, skin abnormalities, and tissue fragility. Six different types
have been delineated on the basis of clinical manifestations, mode of inheritance, and

Table 1
Classification of Ehlers–Danlos Syndromes

New Former OMIM Inheritance

Classical type Gravis  (EDS type I) 130000 AD
Mitis  (EDS type II) 130010 AD

Hypermobility type Hypermobile  (EDS type III) 130020 AD
Vascular type Arterial-ecchymotic  (EDS type IV) 130050 AD

(225350)
225360

Kyphoscoliosis type Ocular-scoliotic  (EDS type VI) 225400 AR
(229200)

Arthrochalasia type Arthrochalasis multiplex congenita 130060 AD
(EDS types VIIA and VIIB)

Dermatosparaxis type Human dermatosparaxis  (EDS type VIIC) 225410 AR
Other forms X-Linked EDS  (EDS type V) 305200 XL

Periodontitis type  (EDS type VIII) 130080 AD
Fibronectin-deficient EDS  (EDS type X) 225310 ?
Familial hypermobility syndrome 147900 AD

(EDS type XI)
Progeroid EDS 130070 ?
Unspecified forms — —

Source: From ref. 12.
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laboratory findings (Table 1). A list of diagnostic criteria, classified as major and minor,
provides the basis for distinguishing between the different types and differentiating the
Ehlers–Danlos syndrome from phenotypically similar conditions (12). Analogous phe-
notypes have been identified in several domesticated and wild animal species, one of
them being dermatosparaxis in cattle and sheep.

3.1. Clinical Manifestations

Joint hypermobility is the most specific manifestation observed in the Ehlers–Danlos
syndrome. Evaluation of joint hypermobility should follow a consistent and rigorous
pattern. Age-related changes in joint hypermobility are common. The degree of
hypermobility does not correlate with the frequency of joint dislocations. Congenital
dislocations and hip dysplasia are the hallmark of the arthrochalasia type. Chronic
musculoskeletal pain is one of the most common complaints. Joint instability is fre-
quently observed in the hypermobility type and its most common side effect is loss of
ambulation (13).

The skin manifestations are the most readily recognized signs of the Ehlers–Danlos
syndrome. Abnormalities of the skin texture (described as soft and doughy) and elas-
ticity (increased), redundant skinfolds in the extensor areas of the knee and elbow joints,
and wide atrophic scars are clinical manifestations present in most types of the Ehlers–
Danlos syndrome. In the dermatosparaxis type, the skin is particularly fragile and it
forms excessive skinfolds. The propensity to develop deep skin wounds even after
minimal injury is characteristic. One of the earliest clinical observations in Ehlers–
Danlos syndrome was the delay in wound healing involving the skin and internal or-
gans. Wound dehiscence following abdominal surgery frequently poses a serious
therapeutic challenge in individuals affected with the vascular type (13).

Tissue fragility is extreme in the vascular type. Arterial, intestinal, or uterine rup-
tures are potentially fatal complications. Although rupture of the thoracic and abdomi-
nal aorta occurs in approximately 10% of all arterial episodes, it is primarily the medium
size arteries that are particularly susceptible. The sigmoid is the segment of the gas-
trointestinal tract that most frequently perforates. Rupture of the gravid uterus is a life-
threatening situation for both the mother and the unborn fetus (13).

Easy bruising, another manifestation of tissue fragility is observed in all types of the
Ehlers–Danlos syndrome. The bruising is particularly severe in the vascular type. A
characteristic facies and acrogeria are frequently observed in the vascular type. Severe
hypotonia, kyphoscoliosis, joint hypermobility, and ocular abnormalities are observed
in the kyphoscoliosis type. Congenital joint dislocations and hip dysplasia are pathog-
nomonic manifestations of the athrochalasia type (13).

3.2. Etiology and Pathogenesis

The molecular delineation of the Ehlers–Danlos syndrome is evolving. Heterozy-
gous mutations in several collagen genes have been identified in most of the domi-
nantly inherited types of the condition. Homozygosity or compound heterozygosity for
mutations in the genes encoding lysyl hydroxylase-1 and procollagen I N-proteinase
has been found in individuals affected with the kyphoscoliosis and dermatosparaxis
types, respectively.
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Historically, collagen type III, a homotrimer, was the first molecule associated with
the Ehlers–Danlos syndrome. To date, well over 100 different COL3A1 gene muta-
tions have been identified (13). These are primarily missense or splice junction muta-
tions. The latter cause missplicing involving either a single or multiple exons. Overall,
very few COL3A1 null mutations have been identified and all are associated with a
severe phenotype. No biochemical defects have been identified, to date, in the carboxy-
propeptide segment of collagen type III. The effects of the COL3A1 gene mutations on
the protein synthesized by cultured skin fibroblasts could be categorized as follows: (1)
decreased secretion associated with increased collagen chain glycosylation and intrac-
ellular retention; (2) interference with triple helix nucleation; and (3) premature termi-
nation codons leading to the synthesis of unstable transcripts and resulting in functional
haplo-insufficiency. Despite the wide topological distribution of defects across the col-
lagen type III molecule, there are no discernible phenotypic differences indicative of a
clinical–molecular correlation.

Collagen type V is also a triple helical type of collagen with a tissue distribution
similar to that of collagen type I. Collagen type V is composed of three different chains
and its stoichiometry varies in different tissues. Several missense and exon-splicing
mutations have been identified in the COL5A1 and COL5A2 genes in the classical
type of the Ehlers–Danlos syndrome (14). A substantial fraction (approximately 25%)
of affected individuals have been found to carry a COL5A1 null mutation, which leads
to functional haplo-insufficiency and an 1(V)/ 2(V) chain ratio of <0.6. The pres-
ence of haplo-insufficiency was demonstrated by single nucleatide polymorphisms (SNPs)
at the 3' end of the COL5A1 gene.

The arthrochalasia type of the Ehlers–Danlos syndrome is associated with a specific
biochemical defect consisting of the retention of either the pN 1(I)- or pN 2(I)-
propeptide (13). In contrast, mutations in the gene encoding the enzyme catalyzing the
conversion of pN-collagen to triple helical collagen have been identified in the
dermatosparaxis type. The retention of the pN-propeptide is the result of the elimina-
tion of the procollagen I N-proteinase recognition site contained within the sequence
encoded by exon 6 of the COL1A1 and/or the COL1A2 gene. Point mutations in either
the donor or acceptor site of exon 6 cause aberrant splicing. Of the 20 arthrochalasia
mutations studied to date, 17 involve the COL1A1 gene and the remaining 3 involve
the COL1A2 gene. There are no phenotypic differences between individuals carrying
either the COL1A1 or the COL1A2 mutations.

Procollagen I N-proteinase, a collagen-modifying enzyme, contains a Zn2+-binding
site, a Met turn, and four properdin-like repeats (15). It is still unknown whether the
enzyme is active in a monomeric or polymeric form. Two different point mutations
have been identified and both result in stop codons. The first predicts the synthesis of a
polypeptide lacking the Zn2+-binding domain and all four properdin-like repeat
domains, whereas the second predicts the synthesis of a protein chain lacking the last
three properdin-like repeat domains. In the calf, a 17-bp deletion alters the reading
frame and predicts a premature termination codon. It appears that the absence of proper-
din-like domains renders the enzyme inactive in the two species.

Mutations in the PLOD gene encoding lysyl hydroxylase-1, another collagen-modi-
fying enzyme, have been identified in individuals affected with the kyphoscoliosis type
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of Ehlers–Danlos syndrome (16). Lysyl hydroxylase-1 is one of four, possibly five,
enzymes with a similar catalytic function. The different hydroxylases are not molecule
(collagen type)-specific, but rather cell-type-specific. The active form of the enzyme is
a homodimer. The enzyme deficiency typically results in a significant reduction of the
hydroxylation of collagen type I primarily in the skin and less in the bone and tendons.
A sensitive indicator of the hydroxylation of collagen is the measurement, in the urine,
of the total hydroxylysyl pyridinoline and lysyl pyridinoline crosslinks by high perfor-
mance liquid chromatography (HPLC) after hydrolysis. Eighteen different mutations
have been detected in affected individuals, three of which have been found in several
unrelated individuals. Duplications of exons 10–16, splice-site deletions of exons 16,
17, and 19, and missense mutations have been described.

The previous enumeration of mutations identified in individuals affected with
Ehlers–Danlos syndrome is by no means complete. This should not be surprising given
the clinical and genetic heterogeneity of the disorder. Recently, missplicing of exon 9
of the COL1A2 gene has been detected in at least three unrelated individuals present-
ing with joint hypermobility, joint dislocations, skin extensibility, atrophic scars, easy
bruising, and bone fractures. Other mutations in the genes encoding collagen type I
have been found in individuals presenting with an Ehlers–Danlos-syndrome phenotype
that could not be categorized. Although the clinical phenotype in most instances has
been linked to defects in a particular collagen type or collagen-modifying enzyme,
several exceptions to that rule suggest that these associations are not absolute and that
should be kept in mind when counseling the individual patient.

It is reasonable to assume that a variety of pathogenetic mechanisms are operative in
a condition as heterogeneous as the Ehlers–Danlos syndrome. The various mutations
described in the different dominantly inherited types involve fibrillar collagens that
exhibit significant similarity in structure and, in general, function. General principles
are discussed in Subheading 4.3. The pathogenesis of the recessively inherited types,
although affecting ultimately the structure and function of collagen type I, might be
different because abnormalities in enzyme activity might affect the function of sub-
strates other than collagen type I. More light into the pathogenesis of the Ehlers–Danlos
syndrome will be shed from the combined in-depth study of human mutations and
transgenic animal models.

4. Osteogenesis Imperfecta

4.1. Clinical Manifestations

Osteogenesis imperfecta (OI) is a systemic disorder of connective tissue involving
the bone, skin, ligaments, tendons, fascia, sclera, and ear (17). Osteogenesis imperfecta
is clinically and genetically heterogeneous, and four types have been defined based on
clinical, radiologic, and genetic criteria. OI type I is inherited as an autosomal domi-
nant trait and presents with postnatal onset of fractures, mild skeletal deformity, blue
sclerae, loose jointedness, and hearing loss. OI type II (lethal perinatal type) is incom-
patible with life. Almost all affected infants die within the neonatal period. The onset
of fractures in OI type II is intrauterine. The long bones are shortened and angulated, a
characteristic facies is present, the chest is small and frequently pear shaped, and the
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hue of the sclerae is slate gray. Radiographically, short and undermineralized femora
whose appearance has been described as concertina-like, multiple rib fractures, and
severely undermineralized calvarium are characteristically observed. OI type II results
primarily from de novo dominant mutations in the collagen type I genes. Individuals
affected with OI type III are born with fractures in their long bones. The frequency of
fractures continues unabated into childhood and adolescence. Significant skeletal
deformity and short stature are present. Most individuals affected with OI type III are
unable to walk. Blue sclerae, a characteristic triangular facies, dentinogenesis
imperfecta, and hearing loss are frequent manifestations in OI type III. The mode of
inheritance is autosomal dominant. OI type IV is characterized by short stature, moder-
ate to occasionally severe skeletal deformity, hearing loss, dentinogenesis imperfecta,
and joint laxity. Individuals affected with OI type IV are frequently born with fractures
of the long bones. OI type IV is also inherited as an autosomal dominant trait.

4.2. Etiology

Null alleles are the most common cause of OI type I. Biochemically, collagen type I
synthesized by cultured skin fibroblasts is about half the normal level. The structure of
the secreted procollagen type I is normal, and the decrease in procollagen type I pro-
duction resulted from the synthesis of only half the usual amount of the pro 1(I) chains.
The most completely characterized mutation in the COL1A1 gene that results in abnor-
mal production of procollagen type I is a 5-bp deletion near the 3' end of one COL1A1
allele. The mutation shifts the reading frame and predicts an extension of 84 amino
acids beyond the normal termination site. Although the abnormal mRNA can be trans-
lated in vitro, it has proved extremely difficult to identify the abnormal chains in cells;
it appears that although the mRNA is present in near-normal quantities, the protein
product is unstable. This mutation provides a model of how many different mutations
in the COL1A1 gene could produce the OI type I phenotype by resulting in the synthe-
sis of half the normal amount of functional pro 1(I) chain. In each instance, the syn-
thesis of pro 2(I) chains would be expected to be normal, but about half of them could
not be incorporated into intact molecules [because the pro 2(I) chains cannot associate
into trimeric molecules] and, thus, would be degraded (17). Although less common
than null allele mutations, point mutations resulting in amino acid substitutions or
missplicing in the COL1A1 and COL1A2 genes can also produce OI type I (Table 2).

Osteogenesis imperfecta type II is the most extensively studied variant of OI (17).
The OI type II phenotype is caused by a wide array of mutations, including point muta-
tions in the triple helical domain that result in substitutions for glycine (mostly in the
COL1A1 gene), multiexon rearrangements, small deletions (usually the result of splic-
ing defects) in the triple helical domain of either chain, and mutations in the carboxyl-
terminal propeptides interfering with molecular assembly. In almost all instances, the
affected individual is heterozygous for the mutations (Table 2). The OI type III pheno-
type usually results from mutations in the COL1A1 or COL1A2 genes (17). The gamut
of detected mutations is similar to that observed in OI type II with substitutions of
glycine in the triple helical domain being by far the most numerous group. Similar
types of mutations have been identified in OI type IV (Table 2) (17).
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4.3. Pathogenesis

4.3.1. Mechanisms

For several reasons, collagen genes appear to be good reporters of mutations. First,
there is a high density of invariant and required glycine residues in the triple helical
domain (one-third of all amino acids). Substitution of either of the first two nucleotides
of the glycine codon (GGN) changes the encoded amino acid to one which has a side
chain that does not fit in the central core of the triple helix. Thus, the alteration of any
of 22% (two out of nine) of the nucleotides encoding the triple helical domain will
probably give rise to a phenotypic change in the heterozygote. Second, the large exon
number, and sensitivity to exon loss regardless of position in the protein, provides
more than 200 additional mutation-sensitive sites in each gene (consensus donor and
acceptor sites). Third, the need to maintain structure in the globular carboxyl-terminal
domain to allow for interactions that generate a triple helical molecule provides an
additional number of additional targets. Finally, because collagen type I forms fibrils

Table 2
Biochemical and Genetic Abnormalities in Osteogenesis Imperfecta

OI type I
Common “Nonfunctional” COL1A1 alleles

Frameshift with long extension of carboxyl-terminal propeptides
Exon-skipping mutations with very unstable mRNA

Rare Substitution for glycine residue in carboxyl-terminal telopeptide of the 1(I) chain
Substitution of glycine at position 94 of the triple helix in the pro 1(I) chain
Exon deletion (skipping) in the pro 1(I) chain triple helical domain

OI type II
Common Substitutions for glycyl residues in the triple helical domains of the 1(I)

and 2(I) chains
Rare Rearrangement in the COL1A1 and COL1A2 genes

Exon deletions in the triple helical domain of COL1A1 and COL1A2
Substitutions and small deletions in the non-triple-helical carboxyl-terminal

propeptide
Tripeptide deletion in the pro 1(I) chain triple helical domain

(Rare) Exon-skipping mutation in the 2(I) chain on the background of a null allele
OI type III

Common Substitutions for glycyl residues in the triple helical domains of the 1(I)
and 2(I) chains

Uncommon Single amino acid deletion in the triple helical domain of the 1(I) chain
(Rare) Frameshift (4-bp deletion) in COL1A2 that prevents incorporation of pro 2(I)

chains into molecules
OI type IV

Common Substitutions for glycyl residues in the triple helical domains of the 1(I)
and 2(I) chains

Exon-skipping mutations in COL1A2
Rare Triplet deletion in the triple helical domain of the pro 2(I) chain

Source: From ref. 17.
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from identical subunits, the presence of any abnormal molecules in the matrix presum-
ably interferes with the production of normal fibrillar structure.

Most characterized mutations that produce recognizable forms of OI are single nucle-
otide substitutions that change a glycine codon to that for another amino acid. Few of
the cataloged mutations have occurred independently in unrelated individuals. Two
recurrent mutations appeared at CpG dinucleotides and are consistent with the
deamidation of a methyl cytosine to produce thymidine on the antisense DNA strand.
Although mutations at CpG dinucleotides are not overrepresented, those sites may
present sequences where recurrent mutations are more likely to appear. The majority of
point mutations that have been characterized do not arise at CpG dinucleotides and,
thus, other mechanisms must be invoked.

It is surprising, given the repetitive structure of the collagen type I genes and the
apparently higher proportion of multiexon rearrangement in other fibrillar collagen
genes (e.g., the COL3A1 gene that encodes the chains of procollagen type III) that
large deletions within collagen type I genes are uncommon. The multiexon deletions
that have been identified in collagen type I genes occurred as results of intron–intron
events, and only a single instance of recombination through exon exchange in the
COL1A1 gene has been recognized. Although the structure of the genes themselves
may be sufficient to limit recombination, it is possible that there are other explanations
for the paucity of total gene deletion events.

Exon-skipping mutations most often occur as the result of point mutations in the
consensus splice donor and acceptor domains. However, small deletions within the
intron and exon may produce similar results. The mechanism by which small deletions
occur is unclear, whether they result in exon-skipping events or simply in shorter amino
acid deletions.

4.3.2. Translation of Mutation to Phenotype

The phenotypic consequences of mutations in collagen type I genes reflect the gene
in which the mutation occurred, the nature and location of mutation, and its effect on
the behavior of both the abnormal chain and molecules that contain it. It has been
proposed that mutations could be considered in two major categories: those that resulted
in the exclusion of the product of the mutant allele from the mature molecule (i.e.,
“excluded mutations”) and those that permitted the incorporation of a structurally
abnormal chain, or “included mutations.” Heterozygosity for such mutations would be
expected to have different consequences than homozygosity.

Excluded mutations can be thought of in two ways: as failure to synthesize the prod-
uct of an allele and as failure of the synthesized chain to be incorporated into the pro-
tein. Both appear to result in mild phenotypes in the heterozygote and are generally
found in individuals with the OI type I phenotype. In the homozygote, such mutations
appear to be lethal in the case of COL1A1 but only moderately severe in the case of
COL1A2. Very few “excluded” mutations have yet been identified or have been char-
acterized at the molecular level. Because the expression of the abnormal allele may be
low, the mutations must be identified at the genomic level, a formidable task with
genes that encompass 18 kb and 38 kb, respectively, and have more than 50 exons
apiece. Nonetheless, the phenotypic effects of having too little collagen in bone are
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apparently far milder than those resulting from the presence of molecules containing
abnormal chains.

The effects on tissue strength of decreased production of procollagen type I is not
well understood. It has been demonstrated that in the mouse, there is a marked decrease
in bone strength, compatible with a tissue that has decreased amounts of collagen type I.
It is not clear, however, that a decreased mass of collagen is the only factor. The strik-
ing morphology of collagen fibrils in the skin of individuals with OI type I, similar to
that seen in skin from people with Ehlers–Danlos syndrome classical type, suggests
that altered ratios of the major components of the matrix may contribute to abnormal
tensile strength. Thus, even the simplest mutations are likely to have complex effects
on extracellular matrix, forcing us to recognize the interrelationships of the numerous
macromolecules in the tissue.

On the whole, the phenotypic effects of mutations that result in the generation of
abnormal procollagen type I molecules are more deleterious compared to those of null
mutations. There is, however, an enormous range in the clinical presentation of these
mutations that appears to reflect the gene in which the mutation occurs, the nature of
the mutation, the location of the abnormal sequence in the protein, and the effects of
the mutation on the behavior of the chain and of the mature molecule into which it is
incorporated.

If the abnormal chain leads to very rapid intracellular degradation of molecules that
incorporate the chain, the clinical consequences should differ depending on the gene in
which the mutation occurs. Mutations in the COL1A1 gene may be highly deleterious
and even lethal, because they compromise three-quarters of all procollagen type I mol-
ecules synthesized. In contrast, a similar mutation in the COL1A2 gene would result in
the loss of only half the molecules made and so might be similar in effect to a null
COL1A1 allele (i.e., only half the normal amount of procollagen type I molecules
would be completed in each case). If none of the abnormal protein is secreted but is not
rapidly degraded, the effects of intracellular accumulation cannot be overlooked.

The effects of mutations reflect the domain of the procollagen molecule in which
they occur and, within that domain, the way in which the specific mutation alters func-
tion. For point mutations in the COL1A1 gene that result in the substitution of glycine
residues within the triple helical domain of the chain, there is a broad “phenotypic
gradient” such that defects near the caboxyl-terminal end of the chain are generally
more severe than those near the amino-terminal end of the chain. This gradient is modi-
fied by the nature of the substituting amino acid, so that some may be lethal along the
entire domain (e.g., aspartic acid), whereas others may have a lethal to nonlethal tran-
sition in the carboxyl-terminal half of the chain (e.g., cysteine).

Point mutations that substitute for glycine residues have several effects on the pro-
tein. First, almost all molecules that contain chains with mutations in the triple helical
domain are less stable than their normal counterparts (i.e., they display a reduced ther-
mal stability). Second, the molecules that result are asymmetric in that they fold nor-
mally to the site of the mutant sequence and then appear either to fold slowly or to form
a subtly different triple-helical-structure amino-terminal to it. Third, as a result of the
change in structure or in the rate of propagation of the triple helix, the chains in the
molecules remain accessible to the posttranslationally modifying enzymes and undergo
additional hydroxylation of lysyl residues in the triple helix and additional hydroxylysyl
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glycosylation, further accentuating the asymmetric character of the molecules. Fourth,
these molecules often have a long residence time in the rough endoplasmic reticulum
where increased posttranslational modification occurs. The dilatation of the rough
endoplasmic reticulum, which in some instances may be striking, could alter the archi-
tecture of the cell to distort its other functions, including the secretion of other proteins
and activation of the intracellular response to stress. Fifth, the amino-terminal
propeptides of the abnormal molecules that are secreted may not be cleaved as effi-
ciently as those from the normal molecules, with the result that partially processed
molecules can interfere with normal fibril nucleation and growth. Sixth, abnormal
fibrils are probably poor substrates for mineralization. Finally, the relative tissue speci-
ficity of the effects of these mutations in collagen type I genes may reflect more strin-
gent requirements of bone than skin and other soft tissues for aspects of molecular
structure that can be altered by helix-altering mutations.

Point mutations and deletions (large or small) affect the processing of molecules in
much the same way. In the amino-terminal of the mutant sequence, all the chains of
molecules that contain a shortened abnormal chain are overmodified. This finding pro-
vided some of the most convincing evidence that the triple helix must be stabilized by
forces beyond those conventionally considered to be important, and that large interac-
tions, and possibly hydrophobic interactions, might be significant. Also, such findings
suggested that a registration shift in the triple helical domain of molecules with, for
example, chains that have substitutions of single glycine residues could explain the
apparently slower propagation of the abnormal structure along the full length of the
triple helix. Rotary-shadowing electron microscopic studies of procollagen resistant to
procollagen I N-proteinase produced by cultured fibroblasts from a patient with OI
type II, showing a cysteine for glycine substitution at position 748 of the 1(I) chain
have shown the presence of a kink in the molecule at the site of the substitution, as
predicted in model-building studies incorporating a phase shift of one tripeptide unit
N-terminal to the defect in one or both 1(I) chains. A similar kink has been observed
in collagen from another OI mutant cell strain in which there is a cysteine for glycine
substitution at position 718 of the 1(I) chain. This is probably not, however, a general
phenomenon, as far as amino acid substitutions are concerned. Other models that pro-
pose a more local disturbance in structure would be more compatible with a situation in
which the mutation produces a delay in folding the triple helix to account for prolonged
accessibility of modifying enzymes. It is likely that different mutations have different effects
on molecular assembly that can only be identified by more detailed experimental study.
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1. Introduction

Corticosteroids remain as one of the most reliable drugs used for the rapid palliation
of autoimmune rheumatic diseases. Although this drug is not curative, there is a uni-
form clinical response to steroids in patients with rheumatoid arthritis (RA), systemic
lupus erythematosus (SLE), polymyositis, dermatomyositis, inflammatory bowel dis-
ease, and other autoimmune inflammatory diseases (reviewed in ref. 1). At times, long-
term remission can be achieved with steroids. In acute disease flares, pulse doses of
steroids offer dramatic and often life-saving improvement in symptoms. Steroids when
used appropriately in low doses with other disease modifying medications can offer
long-term relief and control of exacerbation of clinical symptoms. Unfortunately, cor-
ticosteroids, once started, have undesirable side effects. Long-term use has been asso-
ciated with immune suppression, adrenal suppression, myopathy, peptic ulcer disease,
osteoporosis, growth retardation, cataracts, diabetes, ischemic bone necrosis, atrophy
of skin, increases in telangiectasia, striae, and impaired wound healing.

The structure of the therapeutic glucocorticoids is the C-21 steroid molecule, which
is modified at different carbon residues as shown (Fig. 1). The different modifications
of the natural dominant steroid cortisone at different sites lead to the more potent and
longer acting synthetic hormones, such as prednisone, dexamethasone, and hydrocorti-
sone. Cortisol is the predominant naturally produced steroid required for basic meta-
bolic function and is secreted in the range of 15–30 mg/d. The hormone molecules are
90% protein bound and metabolism of steroids occurs in the liver. The physiologic
effects are extensive and include protein catabolism, increase gluconeogenesis, and
immunoregulation.

2. Mechanism of Action

There are over 30 natural steroid molecules produce by the body, primarily by the
adrenal glands. The different hormones impact on the metabolism of every cell in a
different manner and act principally by altering gene regulation. Glucocorticoids have
an important role in the homeostasis of normal metabolic function and affect the
immune response. The mechanism by which the steroid family of hormone function
became clear after the human glucocorticoid receptor (GR) was cloned in 1985 (2,3).
Characterization by subcellular localization studies showed that the receptor of these
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lipophilic hormone molecules bind to the intracellular receptors. Unlike surface recep-
tors, such as protein tyrosine kinases or cyclic nucleotide binding proteins, which
require intermediate proteins to transmit the signal to the nucleus after ligand binding,
steroid hormone receptors transmit signal to the nucleus directly. At present, there are
numerous steroid hormone molecules that constitute a large family and each member
binds a specific receptor. There are receptors for different classes of hormones and
these receptors make up a superfamily that includes thyroid hormone (TR), retinoic
acid receptor (RAR), steroid receptors, vitamin D receptor (VDR), and orphan hor-
mone receptors (Fig. 2). The receptors can be divided into two subfamilies, based on
the amino acid homologies: the steroid and thyroid hormone subfamilies. When the
receptors are not bound to the ligand, it is in an inactive complex that is bound to
immunophilins or heat-shock proteins of various sizes, from 56 to 90 kDa. The heat-
shock protein complexes prevent the unoccupied receptor from entering the nucleus.
The primary sequence of the different hormone receptors show structural similarity
and amino acid homology. These molecules show the presence of three functional
domains that are modular in nature in that these regions retain their respective function
when separated from the native molecule and fused onto another molecule to form a
chimera. The three regions are the DNA-binding domain, the steroid or ligand-binding
domain (LBD) and the variable amino terminus transactivation domain.

The DNA-binding domain is a 66–68 amino acid region located in the central region
of the protein. This domain is highly conserved evolutionarily and the amino acid
sequence varies among the different receptors by 42–94% (reviewed in ref. 4). Among
the different steroid hormone receptors such as the progesterone receptor, mineralocor-

Fig. 1. Chemical structure of therapeutic steroid molecules. Cortisone and hydrocortisone
are natural steroids. Prednisone and dexamethasone are synthetic steroids.
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ticoid receptor, and glucocorticoid receptor, the homology is 90%. The structure of this
region is defined by a constant invariant 20 amino acid region with conserved cysteine
residues that form two “fingerlike” structures that coordinate zinc for DNA binding.
Although two zinc-finger structures are predicted by amino acid sequence, only one is
required for DNA binding. Each zinc-finger domain has four conserved cysteine resi-
dues that coordinate zinc. In the absence of the ligand, the DNA-binding function of
this region is repressed by the carboxyl terminus.

The DNA sequence recognized by these receptors have a particular common motif
consisting of two repeating sets of hexanucleotides (half-sites) separated by 0–4 ran-
dom nucleotides (5). Each half-site can be oriented as a palindrome or as a direct repeat
relative to the other site. This organization allows different combinations of receptors
to associate and bind DNA to increase the diversity of complexes forming at the pro-
moter. The type of DNA sequences recognized by the glucocorticoid receptor family
members are half-sites of the sequence 5'-TGTTCT-3' that are arranged as palindromes.
The spacing separating the palindrome determines whether the sequence is recognized
by the glucocorticoid receptor (GR), the androgen receptor (AR), the progesterone
receptor (PR), or the mineralocorticoid receptor (MR). Other members of the receptor
superfamily such as the thyroid hormone receptors and the retinoic acid receptor fam-
ily recognized half-sites 5'-TGACCT –3' that is oriented as direct repeats.

When the LBD is unoccupied by the respective ligand, this domain prevents dimer-
ization and activation of the receptors. Upon binding of the hormone ligand, the recep-
tor undergoes an allosteric structural conformational change to expose the domain that
mediates dimerization and DNA binding (Fig. 3). Ligand-bound LBD mediates dimer-
ization and allows the complex to translocate into the nucleus where it can affect gene
expression. The inhibitory role of the LBD was elucidated when deletion of the LBD cre-
ated a constitutively active DNA-binding protein. The LBD is also important for the disso-
ciation of heat-shock proteins, to which the receptor is bound when it is in the cytoplasm.

There are several mechanisms by which steroid hormone receptors affect gene
expression. One is by directly binding-specific regulatory sequences. Once bound to
DNA, steroid receptors act by recruiting general transcription factors to the promoters

Fig. 2. Linear organization of steroid hormone receptor. The conserved domains found in
the steroid receptor super family are shown (A–F). The degree of homology for the two domains
are shown. A and B contain regions required for transactivation. C contains two zinc fingers
and is required for dimerization. E contains multiple functions and is also the region bound by
HSP70. H = hinge region. DBD = DNA-binding domain. LBD = Ligand-binding domain. TAF
= transactivating factor binding region.
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of specific genes or by interacting with other DNA-binding proteins. The type of inter-
action is dependent on the promoter of the gene, which can lead to an increase or
decrease in transcription. Another mechanism is to inhibit transcription by interfering
with the function of transcription factors.

The amino terminus of the receptor is the domain that has the most variability in
amino acid sequence among the different receptors and is necessary for transactivation.
There are also regions in the C-terminus that contribute to transactivation function.
These regions are required for recruitment of general transcription factors that assist in
the initiation of transcription by RNA polymerase II once the receptor is stably bound
to DNA. The transactivating region interacts with a coactivator complex, Creb-binding
protein (CBP/p300), or steroid receptor coactivator 1 (SRC1) (6). Transcription
coactivators function to recruit a class of enzymes called histone acetylase that modi-
fies the chromatin structure of DNA to decondense the DNA molecule. Once histones
that inhibit access to transcription machinery are removed, a stable interaction between
the general transcription factors and sequence-specific transcription factors form to
initiate mRNA synthesis.

3. Molecular Mechanism of Anti-inflammatory Effect

Inflammatory diseases lead to extensive activation and mobilization of immune cells
to cause disruption of normal homeostasis and pathology. During inflammation, there
is a profound activation of gene expression for cytokines, chemokines, cell adhesion
molecules, proteases, and other inflammatory mediators. Glucocorticoids intervene in
the pathology and permit a restoration of balance of cytokines to the noninflammatory

Fig. 3. Activation of steroid hormone receptor. Schematic for activation of steroid hormone
receptors. The first step is ligand binding followed by nuclear translocation. In the nucleus, the
receptor complex can bind DNA to affect gene expression at the promoter.
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level (7). The efficacy of glucocorticoids as an anti-inflammatory agent, on a physi-
ologic level, can be appreciated by the rapid vasoconstriction that leads to blanching
when potent topical steroids are applied to the skin. There is a decrease vascular per-
meability and local blood flow. At the cellular and molecular level (e.g., in endothelial
cells), there is decreased swelling and leakage of immune complexes across the base-
ment membrane. There is decreased leukocyte traffic and decreased lymphokine gene
expression. The sum of these effects all lead to a decrease in inflammation and swelling.

Possible mechanisms have been proposed for the effects of glucocorticoids at differ-
ent doses (8). Low doses near physiologic levels can be administered in certain dis-
eases with dramatic clinical effects, such as in temporal arteritis and polymyalgia
rheumatica where 5 mg is sufficient for clinical response. Intermediate dosages from
20 to 80 mg is often used in maintaining control of disease activity, and pulse intrave-
nous doses of several grams per day are used in acute organ-threatening flares of
autoimmune inflammatory disorders. From the dose-dependent effects of steroids, there
are likely different targets affected at different dosage levels. At low levels, high-affin-
ity target sites on the genome may be affected. Additional genes are affected at increas-
ing concentrations of glucocorticoid in the intermediate range. At pulse steroid doses,
nonspecific effects, which are immediate, may occur that affect general gene expres-
sion through disruption of transcription via squelching, which would overwhelm the
transcription system. A pulse steroid dose could also cause physicochemical actions
through the disruption of ionic flow of calcium and other salts by affecting cell-mem-
brane function. In some cells, glucocorticoids can affect up to 1% of the total genes
being expressed.

4. Cellular Targets of Glucocorticoids

In asthma, steroids lead to inhibition of lung macrophage production of interleukin
(IL-1). Leukocyte migration is profoundly inhibited by affecting cell adhesion mol-
ecule expression, which prevents the influx of inflammatory cells that lead to tissue
damage (9). Eosinophils are directly inhibited from releasing mediators, and there is a
corresponding decrease in the cell number in the circulation. Steroids can induce
apoptosis in dendritic cells, eosinophils, T-cells, and other cells of the immune system
(7). Surprisingly, certain T-cell populations are activated, such as the Th2 cells, whereas
the Th1 cells are suppressed. However not all cells are affected equally and specific
T-cell types such as the NK1.1, a T-cell that produces IL-4, do not undergo apoptosis
in the presence of steroids. The preferential survival of this T-cell subset may contrib-
ute to the Th2-type cytokines switch. There is an effect on the balance of cytokines
with a decrease of type 1 cytokine (interferon- [IFN- ], IL-2, IL-12) and an increase in
type 2 cytokine (IL-4, IL-5, IL-6, IL-10, IL-13) (10). The pro-inflammatory cytokine
IL-1 and transforming growth factor-  (TGF- ) are also decreased.

Both B- and T-cells are affected by steroids; however, each type of cell is affected to
a different degree. T-Cells are depleted from the vascular spaces more rapidly more
than B-cells. B-Cell function is not rapidly affected by steroids and the synthesis of
antibodies is not decreased significantly. Thus, steroids do not have immediate effects
on the circulatory level of antibodies and antibody levels remain unchanged in the
short term. In the treatment of autoimmune diseases whose pathology is a direct conse-
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quence of autoantibodies, such as the blistering skin disease, pemphigus, response to
steroids may take several days. Over a period of days, the level of autoantibody
decreases and this may be secondary from increased catabolism. Another possible
mechanism is the inhibition of T-cell help to B-cells by downregulation of T-cell activation.

There are many genes modulated by glucocorticoids. The expression of numerous
pro-inflammatory cytokine genes is directly inhibited, whereas the expression of
inhibitory cytokines is stimulated. Nitric oxide synthase (NOS), a molecule induced
during inflammation by cytokines and potentiates inflammation, is a target for gluco-
corticoid suppression (11). Other molecules involved in amplifying the inflammatory
response, such as adhesion molecules, are also inhibited. Steroids antagonize these
inflammatory mediators at the molecular level by affecting gene expression. The anti-
inflammatory action of glucocorticoids can potentially act through targeting different
steps in transcription activation. Once activated by the glucocorticoid ligand, the
receptors dimerize and expose the functional regions of the molecule that are necessary
for nuclear translocation, interaction with other nuclear transcription factors, and DNA
binding. Based on the current understanding of how the GR is regulated, there are three
mechanisms through which GR could potentially mediate anti-inflammatory action at
the molecular level: (1) block the function of essential transcription factors that acti-
vate transcription of pro-inflammatory genes; (2) block gene expression by directly
binding to promoters of pro-inflammatory genes and preventing transcription, and (3)
the activated GR binds to promoters of genes that have anti-inflammatory properties
and increase transcription (Fig. 4) (12,13).

Fig. 4. Mechanisms for the regulation of gene expression by activated GR. (A) Trans-
repression of inflammatory genes by targeting essential transcription factors. (B) Repression of
pro-inflammatory genes at the promoter by blocking the formation of a functional transcription
initiation complex. (C) Activation of anti-inflammatory genes, such as upregulation of I B.
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Supporting the first mechanism is the group of genes stimulated by GR (summa-
rized in Table 1). This class of genes have sequences in the promoter that are recog-
nized by GR. These genes, in general, downregulate inflammation. GR induces the
expression of I B, an inhibitor of nuclear factor- b (NF- B), by increasing the tran-
scription of the gene (14,15). This, in turn, leads to retention of NF- B, a pro-inflam-
matory transcription factor, in the cytoplasm where it can no longer affect gene
expression. Because NF- B acts in many pro-inflammatory responses, an increase in
the I B level would prevent the function of NF- B and counteract inflammation.

A gene product that is increased in some cell types by glucocorticoids is lipocortin-1,
which is thought to have anti-inflammatory properties through its ability to inhibit phos-
pholipase A2. Another group of genes regulated by steroids is certain cytokine recep-
tors, one of which is a decoy receptor, IL-1RII, that does not signal and essentially sequesters
the function of the pro-inflammatory ligand. Another receptor is the B2-adrenergic
receptor. A summary of upregulated receptors is presented in Table 2 (16).

The glucocorticoid receptor can also cooperate with transcription factors to increase
gene expression (17). One family that GR interacts with together to stimulate gene
expression is the STAT family. GR interacts with Stat3 to stimulate the 2-macroglo-
bulin promoter activity (18). In the prolactin promoter, GR cooperates with Stat5 to
increase expression of target genes (19).

In the second mechanism, GR inhibits gene expression through specific negative
GR sequence elements (nGRE) that have been identified in the promoter of several
different genes. A promoter involved intimately in the control of inflammation is that
of the IL-1  gene, which contains a nGRE and is inhibited by GR (20). Another class

Table 1
Genes Inhibited by Glucocorticoid

Gene Target cell Mechanism of inhibition

IL-1 Macrophage Block promoter at GRE
IL-1 Monocyte Destabilize mRNA and block GRE
IL-2 T-Cells Block promoter by transrepression
IL-3 Mast cells, T cells Inhibit transcription
IL-4 T-Cells, PBMC, mast cells Transrepression of AP-1
IL-5 PBMC, mast cells Inhibit transcription
IL-6 T-Cells, accessory cells Transrepression
IL-8 Fibroblasts, epithelial cells GRE binding
IL-12 T-Cells, monocytes, dendritic cells ?
IFN- T-Cells, fibroblasts GRE binding
TNF- Monocytes, macrophage, fibroblasts GRE binding and transrepression
ICAM-1 Transrepression
E-selectin Endothelial cells Transrepression
Cyclooxygenase-2 PBMC, pulmonary epithelial cells Transrepression
PGE2 Lung epithelial cells
INOS Endothelial cells
POMC Neuronal cells
Granzyme B CTL, NK cells Transrepression
c-kit Mast cells ?
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of genes that is negatively regulated by GR participates in the regulation of the hypo-
thalamic–pituitary–adrenal axis. The human pro-opiomelanocortin (POMC) gene, pro-
lactin gene, and the corticotropin-releasing hormone (CRH) gene also contain, within
their respective promoters, nGREs that are functional and regulate cortisol level (21).
Human osteocalcin, a gene expressed by osteoblasts, has a nGRE within the promoter,
and this sequence may be responsible for the osteoporosis that follows long-term steroid
use (22).

Finally and most commonly, GR exerts its anti-inflammatory effect by inhibiting
the normal function of other transcription factors needed for the expression of pro-
inflammatory genes. This mechanism has been called trans-repression and requires the
DNA-binding domain of GR to interact with the targeted transcription factor (17). This
complex of transcription factor with GR can no longer bind DNA, and pro-inflamma-
tory genes that depend on these GR-targeted factors are inhibited. GR can interact with
diverse transcription factors, including NF- B, AP-1, CREB, and Nur77, which regu-
late inflammatory gene expression (Table 3).

Because NF- B activates numerous proinflammatory cytokines and cell-surface
markers, inhibiting the activity of NF- B by glucocorticoids can lead to effective
antagonism of the inflammatory process (23). NF- B is important in the regulation of
adhesion molecules such as ICAM, ELAM, and cytokines. In addition to the regulation
of NF- B signaling by stimulating I B gene expression, GR can directly target the
p65-RelA component of NF- B, prevent NF- B from binding DNA, and, thus, lead to
inhibition of gene expression. Cyclooxygenase, which is responsible for the synthesis
of prostaglandin E2 (PGE2) and PGI2 from arachidonic acid, is a target of anti-inflam-
matory drugs such as aspirin and glucocorticoids. Corticosteroids inhibit the synthesis

Table 2
Genes Stimulated by Glucocorticoids

Lipocortin-1 IL-6R
B adrenoceptors IFN- R
IL-10 CSF-1R
IL-1R GM-CSFR
IL-2R CEBP

Table 3
Transcription Factor Affected
by Glucocorticoids

AP-1 Repressed
NF- B Repressed
NF-AT Repressed
Nur77/Egr1 Repressed
CREB Repressed
Ikaros Repressed
Stat3, Stat6 Activated
Pbx Repressed
Oct-1 Repressed
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of this enzyme at the transcriptional level by blocking activation of NF- B. In addition,
the stability of the cyclooxygenase mRNA is decreased by steroids.

AP-1, which is composed of two subunits, the leucine zipper proteins c-fos and
c-jun, as discussed in Chapter 7, is critical in the regulation of cytokines and inflamma-
tory genes (24). The expression of IL-2 in T-cells is profoundly inhibited by glucocor-
ticoids because this gene is dependent on AP-1 and NF- B, transcription factors that
are inhibited by glucocorticoids. The IFN- gene is inhibited through suppression of
AP-1 function and CREB function. The human granzyme B expression is inhibited
through the AP-1 site in cooperation with the Ikaros binding site (25).

Another mechanism for the action of steroids in repressing inflammation is that both
steroid receptors and NF- B can interact with a coactivator such as CBP (26). This
competition for coactivators by the steroids receptors can lead to inhibition of NF- B-
dependent gene expression because the coactivators are limiting. Because these coacti-
vators interact with other transcription factors such as STAT and CREB, the expression
of genes regulated by these transcription factors will also be affected. Thus, competi-
tion of coactivators is a mechanism for disruption of genes that potentiate inflammation.

5. Conclusion

The mechanism of glucocorticoid action has been analyzed extensively at the
molecular level. This chapter reviews our understanding of how glucocorticoids act in
an isolated system, which has increased substantially since the cloning of the gene for
the steroid hormone receptor. This newfound knowledge on corticosteroids provides a
glimpse into the diverse clinical effects. Presently, we have an understanding of the
structure of the glucocorticoid receptor and many of the molecular targets. Although
we can extrapolate the effects of GR action in model systems where cytokine expres-
sion is inhibited to explain some of the effects at the cellular level, many questions
concerning the clinical action of glucocorticoids remain to be answered. We should not
be content with the superficial understanding that permits rationalization of chemical
effects based on few in vitro molecular studies. A deeper insight and understanding
that can explain consistently how steroids act in different cells in organs at various
doses is important in guiding appropriate treatment and developing better therapeutic
steroid molecules. Importantly, studies need to be designed at the organ system level
that permits analysis at the molecular level so that confirmation of our previous cellu-
lar studies is made. At that time, better treatment regiments for rheumatic diseases may
be developed.
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Cytotoxic Drugs
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1. Introduction

Cytotoxic and immunosuppressive medications are of great value in the treatment of
a variety of severe systemic rheumatologic and autoimmune diseases, as well as vari-
ous forms of inflammatory arthritis. This chapter will review information on mecha-
nisms of action and clinical usage of cyclophosphamide, azathioprine, methotrexate,
and cyclosporine, for which the chemical structures are shown in Fig. 1. It should be
remembered that use of these medications in the most effective and appropriate manner
differs from one disease to another. This likely reflects the fact that the pathogenesis of
autoimmune and systemic inflammatory diseases is complex, with many features dis-
tinct between different diseases (such as rheumatoid arthritis and systemic lupus erythe-
matosus). It also reflects the complex and multiple mechanisms of action of these
agents, which may include both immunomodulating and anti-inflammatory effects (1).
Drug metabolism and distinct biological effects of various drug metabolites must also
be considered when explaining efficacy, toxicity, and changes in immunologic param-
eters. In this regard, it is clear that the dosing intervals and routes of administration are
important parameters for some drugs, especially cyclophosphamide, with which bio-
logical and clinical effects may be very different with intermittent parenteral dosing
compared to daily oral dosing.

2. Effects of Cytotoxic and Immunosuppressive Agents

2.1. T-Lymphocyte Numbers and Function

Cyclophosphamide, whether administered orally or parentally, produces a dose-
dependent reduction in lymphocyte numbers in both animals and human patients. This
effect is evident in patients with rheumatoid arthritis (RA), Wegener’s granulomatosis,
or systemic lupus erythematosus (SLE). In SLE, the lymphocyte count is frequently
low at baseline because of the effects of anti-lymphocyte antibodies present in such
patients, as well as systemic corticosteroid treatment. With daily oral cyclophospha-
mide treatment for RA or vasculitis, peripheral blood T-lymphocyte counts often dip to
50% of pretreatment levels by 2 mo and 25% by 6 mo. Presumably, this reflects deple-
tion of T-lymphocytes in lymphoid organs as well, as has been observed in rodents
exposed to this agent (2).
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At lower doses, cyclophosphamide can have interesting differential effects on lym-
phocyte subsets. In various rodent systems, administration of low-dose cyclophospha-
mide can actually augment a variety of immune responses, both antibody mediated and
cell mediated. This has been thought to result from greater sensitivity of regulatory
T-cell subsets versus effector lymphocyte subsets to cyclophosphamide (2). Even at
somewhat higher doses, cyclophosphamide can actually enhance the immune response
to tumors, both in rodents and in humans, possibly by selective activation of specific
effector T-cell subsets in the recovery phase after cytotoxic depletion of lymphoid cells
(3). Furthermore, cyclophosphamide is capable, under some circumstances, of trigger-
ing autoimmune disease, at least in certain rodent strains such as the NOD diabetic
mouse. Other reports indicate that in humans treated with cyclophosphamide, certain
T-lymphocyte functions and expression of cell-surface markers can be selectively
affected. The overall implication of this information would suggest the use of very
low-dose cyclophosphamide or a very brief course of higher-dose cyclophosphamide,
as an initial treatment for any autoimmune disease should be discouraged. At currently
used doses (1–2 mg/kg orally) or 500–750 mg/m2 intravenously, there is no evidence
that cyclophosphamide exacerbates autoimmunity or undesirably augments lympho-
cyte effector functions in man (1,2).

Azathioprine has less profound effects on lymphocyte numbers, but a dose-depen-
dent lymphopenia can be produced after 6 mo or more of treatment. Various T-cell
responses, such as mixed lymphocyte reactions and proliferation to mitogens, are
reduced by azathioprine. There are also striking effects on natural-killer cell functional
activity, although the relevance of this to the treatment of rheumatologic disease is
not known. Like cyclophosphamide, azathioprine seems to have the ability to affect

Fig. 1. Immunosuppressive and cytotoxic drugs.
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surface expression of various markers on T-cells and other cells of the immune
system (1,2).

The target of action of methotrexate is not clear, and notable lymphopenia or impair-
ment of T-cell function is not generally seen with low-dose methotrexate treatment of
rheumatoid arthritis. However, the ability of methotrexate to augment levels of free
adenosine could potentially lead to an environment toxic for activated lymphocytes in
inflammatory lesions (4). Furthermore, recent data suggest that methotrexate can cause
apoptosis and clonal deletion of activated peripheral T-cells (5). Some of the numerous
possible mechanisms of action of methotrexate in rheumatologic disease are listed
in Table 1.

Cyclosporine (cyclosporin A) has immunosuppressive properties based on its abil-
ity to impair T-lymphocyte activation, particularly transcription of cytokine genes (6).
This occurs by the binding of cyclosporin A to intracellular receptors (termed
immunophilins) which can, in turn, bind to and regulate the function of the phosphatase
calcineurin. Calcineurin is normally required for activation of transcription factors
essential for IL-2 production. Cyclosporin A can impair most T-cell responses in vivo
and in vitro. This effect is readily reversible, such that lymphocytes from patients
treated with cyclosporine can be washed free of the drug and function normally in
culture. Such observations correlate with the clinical experience that therapeutic con-
trol of inflammatory disease by cyclosporine is rapidly lost if the drug is discontinued.

2.2. B-Lymphocyte Function and Autoantibody Production

In therapeutic doses, cyclophosphamide is toxic for B-lymphocytes, particularly
activated B-cells. The selective sensitivity of activated cells can lead to the favorable
outcome of profound reduction of autoantibody titers with less notable changes in total
immunoglobulin levels. Following completion of a course of pulse iv cyclophospha-
mide, B-lymphocyte numbers recover more rapidly, at least in the peripheral blood of
SLE patients, than do the numbers of CD4+ helper T-cells. Cyclophosphamide and

Table 1
Possible Mechanisms of Action
of Low-Dose Methotrexate in Rheumatologic Diseases

Effects on lymphocytes and immune responses
Cytotoxic killing of proliferating lymphocytes
Enhanced apoptosis and clonal deletion of activated T-cells
Decreased production of rheumatoid factor and other autoantibodies
Alteration of lymphocyte subset distribution

Anti-inflammatory effects
Inhibition of leukotriene synthesis
Interference with production or action of cytokines, particularly interleukin-1
Stimulation of production of cytokine inhibitors, such as the interleukin-1 receptor antagonist
Inhibition of polyamine synthesis by inhibition of transmethylation reactions
Stimulation of adenosine release at sites of inflammation
Inhibition of leukocyte migration into inflammatory lesions
Inhibition of angiogenesis
Inhibition of neutrophil chemotaxis
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azathioprine can both affect antibody production through impairment of helper T-cell
function, not only by direct effects on B-cells.

In patients with RA treated with methotrexate, the titers of rheumatoid factor tend to
fall. However, it is not clear whether this represents a direct action of methotrexate on
rheumatoid factor producing B-cells or is a consequence of a reduction in disease
activity brought about by other mechanisms. Although it is possible that increased
adenosine release in lymphoid and inflammatory tissues, brought about by biochemi-
cal effects of methotrexate, could impair B-cell function, this issue has not been exten-
sively studied. Cyclosporine A may have effects on transcription of specific genes in
B-cells, but this is likely to be less important than indirect effects on antibody produc-
tion mediated by inhibition of T-cell function.

2.3. Anti-inflammatory Effects

All of the cytotoxic agents used in the treatment of rheumatologic disease are likely
to have important anti-inflammatory effects that not only help to explain long-term
efficacy but that may also be of primary importance to the rapid onset of action of such
agents in active, severe systemic disease (1,2). Such anti-inflammatory properties have
been most extensively studied in the case of methotrexate (4,7). Methotrexate has been
found to reduce neutrophil production of leukotriene B4, inhibit production and bio-
logical effects of interleukin-1 (IL-1), reduce synovial fluid concentration of tumor
necrosis factor- (TNF- ), reduce levels of IL-6 in RA, and stimulate production of a
cytokine inhibitor. Such responses are the result of effects of methotrexate on inflam-
matory cells such as macrophages and neutrophils. The complexity of the biochemical
mechanisms of action of methotrexate is still not fully understood. Traditionally viewed
as a folate antagonist, it is nevertheless clear that it remains effective in patients with
rheumatoid arthritis, even if folic acid is supplemented at doses as high as 28 mg per week.

Cyclosporin A has been shown to exert anti-inflammatory effects by altering signal
transduction in a wide variety of cell types, in addition to its primary effect on T-cells
(8). Cyclophosphamide and azathioprine also have important anti-inflammatory effects,
but these are even less well understood than for methotrexate. Available information,
however, is sufficient to allow the conclusion that a strict distinction between immuno-
suppressive/cytotoxic and anti-inflammatory medications is not realistic. Alteration of
cytokine production by nonlymphoid cells can, for example, lead to important changes
in the pathogenicity of an immune response. It has been proposed that, in cyclophos-
phamide treatment of multiple sclerosis, normalization of elevated macrophage IL-12
synthesis by cyclophosphamide may be of special importance in curbing undesirable
TH1 immune responses, which are dependent on IL-12 (9).

3. Use of Immunosuppressive and Cytotoxic Drugs in Rheumatic Diseases

3.1. Alkylators

Alkylating agents are the most potent immunosuppressive drugs currently used for
the treatment of rheumatic diseases. As noted earlier, clinical effects differ depending
on the dose, route of administration, and frequency of administration. For example,
both daily oral cyclophosphamide and nitrogen mustard are highly effective in treat-
ment of rheumatoid arthritis, but intravenous pulse cyclophosphamide is not. Cyclo-
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phosphamide, the most frequently used agent, will be reviewed in detail with addi-
tional comments regarding chlorambucil and nitrogen mustard.

3.1.1. Cyclophosphamide

Cyclophosphamide, a merchlorethamine derivitive, is inactive as administered and
is metabolized in the liver to multiple active compounds with varying half-lives,
immunosuppressive properties, and toxicities. There is, therefore, little quantitative
data about the effect of renal and/or hepatic dysfunction on its metabolism, although
the dose should be reduced in renal failure. It is readily absorbed orally, and oral and
intravenous doses are considered to be equivalent in effect. Because metabolites appear
sequentially over a 12-h period, allergic reactions may be delayed. Toxic metabolites
such as acrolein may continue to appear in the urine for up to 24 h (1,2,10).

Daily cyclophosphamide has been the mainstay of treatment for rheumatic diseases
such as systemic vasculitis and Wegener’s granulomatosis (11). Its major disadvantage
is high cumulative doses (i.e., 166 g after 3 yr of 150 mg/day!). Hence, in diseases
traditionally treated with daily oral cyclophosphamide, such as Wegener’s, alternate
regimens, such as prednisone plus methotrexate, or sequential regimens such as pred-
nisone plus cyclophosphamide followed by a substitution of methotrexate for cyclo-
phosphamide, are being used (12,13). If rapid onset of action is desired during the
initiation of daily cyclophosphamide, it may be helpful either to begin with a dose of
4 mg/kg/d for 3 or 4 d and then reduce it to 1–2 mg/kg as a maintenance dose or give a
single pulse of 500–750 mg/m2 body surface area on d 1. In contrast to bolus cyclo-
phosphamide, daily oral cyclophosphamide regimens appear to vary significantly in
the incidence of infectious complications depending on the degree of leukopenia
achieved. Specifically, those regimens in which the white blood cell count is kept above
3500 cells/mm3 but not intentionally lowered to that level appear to have fewer compli-
cations than those in which leukopenia is deliberately induced (12,14).

Monthly bolus cyclophosphamide is widely used in the treatment of rheumatic dis-
eases, particularly systemic lupus. It is arguably the current standard of care in severe
lupus nephritis (11,15). Boluses usually are administered intravenously, although oral
boluses are well absorbed if somewhat poorly tolerated. Vigorous hydration prior to
and 24 h after drug administration may be supplemented by the use of MESNA (sodium
2-mercaptoethane sulfate) to avoid hemorrhagic cystitis and subsequent bladder cancer.
Monthly administration results in approximately one-third the cumulative dose of drug
compared to daily oral administration. The “maintenance” phase of treatment, using
pulses every 3 mo, equals approximately one-tenth of the cumulative daily oral dose.

3.1.1.1. COMPLICATIONS OF CYCLOPHOSPHAMIDE

3.1.1.1.1. Infections
Infectious complications are frequent, although usually treatable. The occurrence of

pneumocystis carinii pneumonia (PCP) is emphasized in recent studies (14), the high-
est risk obtaining when administration of daily oral cyclophosphamide sufficient to
produce leukopenia and lymphopenia is combined with high daily doses of prednisone.
Prophylaxis for PCP is becoming widely accepted (i.e., with trimethoprim-sulfamethoxisole
three times weekly or [in patients with sulfa allergy] with dapsone). Administration of
greater than 20 mg daily of prednisone concomitantly with monthly pulse cyclophos-
phamide results in a substantial increase in infections compared with lower daily doses



456 Fox and McCune

of prednisone (10). With the availability of granulocyte colony stimulating factor, drug-
induced leukopenias are less worrisome.

3.1.1.1.2. Gonadal Toxicity
Gonadal toxicity is a particular concern in patients treated with alkylating agents.

The mean cumulative dose of cyclophosphamide required to cause gonadal failure in
women of different ages is approximately 6 g over the age of 40, 10 g in women between
the ages of 30 and 40; and 20 g in women between the ages of 20 and 30. Hence, even
short courses of cyclophosphamide are a serious issue in some groups of patients, such
as women over 30 who wish to bear children. Strategies for gonadal protection include
use of estrogen-containing contraceptives or ovarian suppression with a gonadotropin-
releasing hormone analog [e.g., “depot-Lupron” (17)]. Fetal malformations are fre-
quently encountered when cyclophosphamide is administered during pregnancy,
particularly during the first 10 wk of gestation. There are occasional reports of use of
cyclophosphamide in critically ill women during the latter half of pregnancy without
fetal malformation, although there may be other risks. Flawless contraception (ideally
not reliance on condoms alone) is mandatory until 3–6 mo after cessation of the drug.
Skilled gynecologic care, including at the very minimum, annual Papanicolaou (Pap)
smears is required, because cyclophosphamide, like azathioprine, accelerates the
development of human papilloma-virus (HPV)-related lesions. Patients with recent cer-
vical dysplasia are at particularly high risk for developing worsening cervical atypia,
and colposcopy should be considered at the time treatment is instituted. These patients
should probably be followed with Pap smears every 6 mo (11).

3.1.1.1.3. Bladder Toxicity
Hemorrhagic cystitis is a well-known complication of therapy with alkylating agents.

It is attributed in part to the generation of acrolein during metabolism of cyclophospha-
mide. Other mechanisms, however, may also be involved. We have recently observed
two patients with anuric renal failure who had been treated in intensive care units with
standard boluses of cyclophosphamide for rheumatic disease and developed clinically
significant hemorrhagic cystitis. Such patients should have bladder irrigation with a
triple lumen catheter for at least 24 h after drug administration. The occurrence of
hemorrhagic cystitis mandates discontinuation of cyclophosphamide and annual
evaluation by a urologist, including cystoscopy and urine cytologic examination (2).
Cancers of the genitourinary tract are increased for decades after cyclophosphamide
administration (18).

3.1.1.1.4. Oncogenicity
With the exception of HPV-related malignancies, development of neoplasia in

cyclophosphamide-treated patients is usually delayed 5 yr or more. The incidence of
cancers of the urinary tract, particularly transitional cell carcinoma of the bladder, is
increased for up to 20 yr after treatment and is particularly high in patients with prior
hemorrhagic cystitis. Myelodysplastic syndromes, including monosomy-5 and
monosomy-7, occur with high frequency in patients with cumulative doses of cyclo-
phosphamide of 50–100 g or more. There is a substantial increase of cutaneous
malignancies.

3.1.1.1.5. Other Toxicities
An important short-term complication is hyponatremia. This may result from a com-

bination of the syndrome of inappropriate antidiuretic hormone resulting from cyclo-
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phosphamide administration and hydration with hypotonic fluids. Patients may develop
significant central nervous system toxicity, including seizures, as a result. Cyclophos-
phamide is an antibiotic and its administration may trigger development of clostridium
difficile colitis.

3.1.1.2. MANAGEMENT GUIDELINES: CYCLOPHOSPHAMIDE

Although highly toxic, cyclophosphamide is currently essential for the management
of some rheumatic diseases. As a general rule, pauci-immune forms of vasculitis, such
as Wegener’s granulomatosis and microscopic polyarteritis nodosa, as well as pol-
yarteritis nodosa have been treated with daily cyclophosphamide with or without an
initial bolus. It is controversial whether or not pulse cyclophosphamide given monthly,
or perhaps more frequently, can be as effective. Series in which monthly administra-
tion of cyclophosphamide yields satisfactory results tend, in the authors’ opinion, to
include patients who are less “sick.” The authors have had several patients with
Wegener’s who have failed monthly bolus cyclophosphamide only to respond to daily
oral cyclophosphamide. At the present time, treatment of the “sickest” patients who
have active life-threatening disease is best initiated with daily therapy. Subsequent
disease management, after control is established, is evolving. It is likely that for each
disease, a specific “maintenance” regimen will be developed that is effective but less
toxic. For example, substitution of methotrexate for cyclophosphamide when Wegener’s
granulomatosis is under good control is becoming widely accepted. Methotrexate is
also becoming accepted as first-line therapy in milder Wegener’s (13,14). Rheumatoid
vasculitis appears to respond well to daily cyclophosphamide but not to monthly bolus
cyclophosphamide. There are no series establishing cyclophosphamide as effective
therapy for Takayasu disease or giant-cell arteritis, nor have the authors been able to
achieve substantial corticosteroid tapers with addition of cyclophosphamide.

Monthly bolus cyclophosphamide appears to be particularly effective in patients
with autoantibody-mediated diseases, such as systemic lupus (15). Administration of
monthly bolus cyclophosphamide, in combination with initially high doses of cortico-
steroids (0.5–1 mg/kg/d), results in control of most cases of systemic lupus. Improved
control of recalcitrant disease can sometimes be achieved with the addition of monthly
boluses of methylprednisolone (16). Other cyclophosphamide bolus regimens, such as
every 2 wk, or every week, have been proposed. Because the mean time for recovery of
circulating granulocytes and lymphocytes to normal levels is approximately 3 wk, the
effects on circulating leukocyte populations and their precursors would clearly be dif-
ferent with more frequent administrations.

3.1.2. Chlorambucil

Chlorambucil, which like cyclophosphamide is derived from merchlorethamine,
exerts its immunosuppressive effects by mechanisms that are poorly characterized but
presumably similar to cyclophosphamide. It is administered orally in doses of 2–12 mg/d
and has been used as intravenous pulse therapy in doses of 0.4–1.5 mg/kg, given as a
single dose or two divided doses monthly.

From a practical standpoint, the two major features of chlorambucil are its slower
onset of action than cyclophosphamide, which may expose patients to risk of a longer
period of uncontrolled disease and its toxicity. Because it is not metabolized to acrolein,
which is at least partially responsible for development of hemorrhagic cystitis and blad-
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der cancer, it can be substituted for cyclophosphamide in patients who develop hemor-
rhagic cystitis. However, administration is probably associated with an even greater
likelihood of developing other malignancies, particularly hematologic and cutaneous
neoplasms (11). Prolonged administration may result in myelodysplastic syndromes. A
larger number of patients will develop insidious marrow suppression, characterized by
the appearance of myelodysplastic changes and cytopenias.

There are considerable specialty-specific or even regional variations in the thera-
peutic use of chlorambucil for nonmalignant conditions. Historically, it has been
extensively used in autoimmune ophthalmologic disease, although its advantages over
daily or monthly cyclophosphamide in this regard are not established. In idiopathic
membranous nephritis, daily administration of chlorambucil may be comparably effec-
tive to daily cyclophosphamide and superior to monthly bolus cyclophosphamide.
Another protocol that has been used in membranous nephritis involves alternating
months of chlorambucil with months of administration of corticosteroids.

In the treatment of rheumatic diseases, it is the authors’ opinion that the current
indications for chlorambucil are primarily those situations in which an alkylating agent
is clearly needed, but the patient has developed hemorrhagic cystitis because of cyclo-
phosphamide. Like cyclophosphamide, chlorambucil can potentially be used sequen-
tially or in combination with methotrexate.

Chlorambucil is highly effective in treating both adult and juvenile rheumatoid
arthritis. Series in both patient populations have amply demonstrated both clinical effi-
cacy and a highly unsatisfactory rate of development of cutaneous and systemic malig-
nancies (11). The introduction of anti-tumor necrosis factor (TNF) therapies may
further reduce indications for use of alkylating agents in adults or children with rheu-
matoid arthritis, except in the presence of severe vasculitis or associated complications
such as corneal melting syndromes.

3.1.3. Nitrogen Mustard

Nitrogen mustard is an extremely potent alkylating agent that is active as adminis-
tered, and therefore extremely locally toxic, capable of creating extensive tissue dam-
age in the skin. Extensive tissue damage may result from extravasation. In addition, it
directly suppresses autoimmune processes in the skin when applied topically. Patients
with systemic disease usually receive only one or two “courses” of nitrogen mustard,
consisting of one or two intravenous infusions totaling 0.2–0.4 mg/kg/d. The drug is
profoundly and rapidly immunosuppressive in lupus nephritis and, before the days of
potent diuretics, was reported to bring about a diuresis in patients with nephrotic syn-
drome within 3 or 4 d. It has recently been used in lupus nephritis unresponsive to
intravenous cyclophosphamide treatment, with apparent success (10).

3.2. Azathioprine

Azathioprine is administered orally in doses of 1–3 mg/kg/d, not to exceed 250 mg/d.
It has occasionally been used intravenously (i.e., in patients with Crohn’s disease) in an
attempt to improve on its usual snail-like onset of action over weeks or months. The
dose does not need to be adjusted in renal failure. The well-known interaction with
allopurinol requires the dose of each to be reduced to one-third, if a decision is made to
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administer them together. Toxicity is increased in patients with thiopurine methyltransferase
deficiency (0.3% of the population is homozygous, 11% heterozygous). Such patients
are at increased risk for azathioprine-induced aplastic anemia (11).

A major practical problem is bone marrow suppression, which usually occurs gradu-
ally in the setting of macrocytosis. This is particularly irksome in patients with lupus
who may already have cytopenias. In such patients, a further decline of cell counts may
require bone marrow biopsy to sort out peripheral consumption versus marrow sup-
pression. In addition to frequently encountered gastrointestinal toxicities, including
nausea, vomiting, and diarrhea, often encountered on initial administration, some
patients will develop hepatic venoocclusive disease.

Although azathioprine has traditionally been viewed as a “steroid-sparing” agent
(i.e., an agent that allows tapering of corticosteroids after clinical improvement has
been achieved), it may have additional beneficial properties. It has most widely been
used in systemic lupus, a disease in which it is less effective but also less toxic than
cyclophosphamide. Initial “head-to-head” studies of azathioprine versus cyclophos-
phamide in severe lupus, particularly nephritis, demonstrated that azathioprine was
less effective (10). Clinical experience confirms that lupus patients who develop severe
progressive disease while on full-dose azathioprine often rapidly improve when cyclo-
phosphamide is substituted. However, there may be additional roles for this agent. The
elegant studies by Esdaile et al. of immunosuppression of lupus nephritis showed that
early addition of azathioprine probably helped avoid later use of cyclophosphamide
(19). Use of azathioprine combined with a low dose of cyclophosphamide, both admin-
istered daily orally, provided slightly better efficacy and markedly reduced side effects
than a higher dose of daily oral cyclophosphamide in lupus nephritis patients in the
long-term NIH study (12). Recently, attention has been focused on using monthly bolus
cyclophosphamide as “induction” therapy in lupus nephritis, followed by substitution
of azathioprine for long-term maintenance (20). Azathioprine is also a useful adjunct to
corticosteroids in controlling recalcitrant “minor” manifestations of lupus such as pleu-
risy, arthritis, and skin disease.

Azathioprine and methotrexate are being used earlier in treating patients with
inflammatory myositis. Exclusive use of corticosteroids predisposes to extensive com-
plications, including steroid myopathies that interfere with evaluation of the therapeu-
tic response. Azathioprine is also an effective  disease-modifying antirheumatic drug
(DMARD) in rheumatoid arthritis and may be safer than methotrexate in the elderly.
However, the expanding list of newer DMARDs, particularly tumor necrosis factor
(TNF) inhibitors, is likely to prompt a further reduction in the use of azathioprine in
RA. Historically, azathioprine has been used as a second-line agent in treating sys-
temic vasculitides, although it is rarely used at the present time. An exception is
Behçet’s disease in which azathioprine improved the control of severe disease mani-
festations, particularly ocular manifestations.

3.3. Methotrexate

The administration, monitoring and toxicity of methotrexate, particularly the evolv-
ing approach to hepatotoxicity, are the subject of numerous reviews (11,21) emphasiz-
ing a greater effort to maintain transaminases close to the normal range and corre-
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spondingly reduced inclination to perform surveillance liver biopsies. It is likely that
the reader has extensive experience with this compound. Therefore, the discussion will
focus on recent trends in administration and use that are of particular interest. It is
increasingly evident that all patients on methotrexate for prolonged periods of time
should be placed on folic acid. Administration of methotrexate without folic acid
increases circulating levels of homocysteine, correspondingly increasing the risk of
cardiovascular disease. In addition, as noted, the therapeutic effects of methotrexate
appear to not directly relate to folate inhibition, and folate supplementation appears to
reduce toxicity to a much greater degree than efficacy. In some cases, such as patients
who develop nausea after methotrexate administration, folinic acid has also been
employed. However, large doses of folinic acid (i.e., 5 mg daily) may reduce therapeu-
tic efficacy. Folinic acid is, therefore, recommended for use only 1 or 2 d after each
weekly administration of methotrexate (22,23).

Until recently, the maximum dose of methotrexate employed in routine clinical prac-
tice as well as in clinical trials was 15 mg/wk. There is now ample evidence that in-
creasing the dose to 20 or even 25 mg weekly in appropriately selected patients with
rheumatoid arthritis may result in significantly improved efficacy. Doses of >15 mg/wk
may be much better tolerated when the drug is administered subcutaneously, rather
than orally. Subcutaneous administration not only improves tolerance but also can
sometimes increase bioavailability. Therefore, unexpected toxicity may occur if oral
methotrexate is switched to parenteral methotrexate at the same time that the dose is
increased.

Methotrexate pneumonitis remains a rare but potentially catastrophic complication.
Affected patients may present with cough, dyspnea, and bilateral or unilateral pulmo-
nary infiltrates. Because physicians who do not routinely use methotrexate are fre-
quently unaware of this complication, patients must, therefore, be educated to
specifically raise the issue of methotrexate pneumonitis in appropriate circumstances.
The small number of patients in the literature who have been rechallenged with meth-
otrexate after methotrexate-induced pneumonitis have fared particularly badly, with
some deaths reported (10,24,25).

The most widely studied application of methotrexate is the treatment of rheumatoid
arthritis, for which it remains the cornerstone of modern therapy. Use of higher doses,
parenteral administration, and awareness that incremental increases in methotrexate
dosage in patients who are initially controlled but lose control may be efficacious have
contributed to its success. Because remissions are extraordinarily rare in rheumatoid
arthritis patients treated with any therapeutic regimen, there is almost always a need for
improved disease control even in patients on full-dose methotrexate. The two major
strategies employed are (1) the addition of hydroxychloroquine and sulfasalazine to
methotrexate (triple therapy) and (2) the addition of TNF inhibitors. These two strate-
gies have not been compared head to head.

Methotrexate is emerging as an important agent in the treatment of systemic vascu-
litides, particularly, as noted, for Wegener’s granulomatosis. It may have steroid-spar-
ing properties in Takayasu disease. It is clearly effective in a variety of inflammatory
arthropathies such as psoriatic arthritis. It is the authors’ opinion that in systemic lupus,
conventional doses of methotrexate are particularly helpful in individuals with inflam-
matory synovitis, with more limited benefits in other manifestations.
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3.4. Cyclosporine
Cyclosporine is administered orally, twice daily, and monitored with trough levels

exactly 12 h after administration. Absorption (about 30%) varies with different prepa-
rations and even with the concomitant use of grapefruit juice. Maintenance require-
ments fall as tissues are saturated, mandating dose reduction. Numerous disparate
factors alter drug levels, resulting in at least 10-fold variation in levels achieved in
individual patients receiving comparable doses. These factors, which have been
reviewed elsewhere (11), include levels of serum low-density lipoproteins and magne-
sium, hepatic dysfunction, cystic fibrosis, and drugs that increase excretion (rifampin,
phenytoin, phenobarbital) or decrease excretion (calcium channel blockers, macrolide
antibiotics, progesterone). Hence, this compound is a leading contender for the dubi-
ous distinction of being the most inconvenient of immunosuppressive drugs to admin-
ister. Although monitoring of drug levels is not specified in the product information for
treatment of RA, it is prudent to monitor levels in patients with RA (11).

Renal insufficiency is the side effect of greatest import in management of patients
with rheumatic diseases on cyclosporine. The occurrence of renal insufficiency, as
assessed by the notoriously insensitive criterion of rising creatinine levels, is almost
uniform at doses of 8 mg/kg/d and gradually falls, along with therapeutic efficacy, as
the dose is reduced. Toxicity has been reported to be related to the dose administered
and/or blood levels attained. Studies of cyclosporine-treated patients with no underly-
ing renal disease (e.g., uveitis) include examples of dramatic bandlike scarring in a
vascular distribution in renal biopsies from patients who have relatively modest changes
in renal function (11). This agent, therefore, should not be used as a first-line drug in
rheumatic diseases that may produce renal dysfunction, in the absence of controlled
clinical trials. Particular caution is required in the presence of concomitant hyperten-
sion, a complication reported in up to 50–80% of transplant patients and 11–50% of
nontransplant patients receiving cyclosporine. Hypertension, even of mild degree, is
regarded as a major risk factor for eventual development of renal insufficiency in
patients with nephritis.

Other adverse effects of cyclosporine, such as gout, infection, lymphoproliferative
disorders, central nervous system toxicity, tremor, paresthesias, hirsutism, gingival
hypertrophy and other cosmetic changes, and hemolytic uremic syndrome have been
reviewed elsewhere (11). The resemblance of vaso-occlusive changes (e.g., in the kid-
ney) to scleroderma-induced vascular pathology leads one to seriously question the use
of cyclosporine in patients with scleroderma and related illnesses.

In addition to its mechanisms of action that differ from other immunosuppressives,
potential advantages of cyclosporine include lack of bone marrow suppression, relative
safety in pregnancy (26), and compatibility with other agents, such as methotrexate
and azathioprine. The ability of cyclosporine to nonspecifically inhibit renal protein
excretion, a potentially important consideration in the management of nephrotic syn-
drome, is controversial.

Therapeutic use of cyclosporine in the rheumatic diseases in the past has focused on
rheumatoid arthritis (2). In sufficient doses (e.g., 5 mg/kg), cyclosporine appears to be
capable of retarding radiographic progression and producing significant responses, in
association with unacceptable nephrotoxicity. Used in combination with methotrexate
at lower doses, cyclosporine produces better results than methotrexate alone with less
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toxicity than higher-dose cyclosporine. We have used this regimen with success in
refractory cases of RA, but only rarely. As with azathioprine, the availability of TNF
inhibitors will limit use of cyclosporine in RA. Patients with systemic lupus appear to
respond modestly to cyclosporine in controlled trials, although the mechanism of action
is unclear (2). Clinical improvement is not, in general, accompanied by serologic
improvement. Studies in nephritis have suggested stabilization of serum creatinine lev-
els and reduction of proteinuria. We recently treated a women with onset of severe
diffuse proliferative nephritis and approximately 15–20 g/d proteinuria during preg-
nancy with bolus steroids, azathioprine, cyclosporine, and daily steroids without ben-
efit. After the end of pregnancy, disease activity was easily controlled with bolus
cyclophosphamide. Anecdotal reports and uncontrolled series suggest that cyclosporine
may be effective in some patients with other rheumatic diseases.

3.5. Mycophenolate Mofetil

Mycophenolate appears to be superior to azathioprine for many applications in trans-
plantation and is reported to combine immunosuppressive effects similar to those of
azathioprine with increased suppression of autoantibody formation (27). A variety of
inflammatory diseases ranging from psoriasis to Takayasu disease have been reported
to respond to this agent, and initial abstracts and anecdotal reports suggest that it may
be particularly effective in severe systemic lupus.

4. Summary

Use of cytotoxic drugs in rheumatic diseases has been largely empiric, with under-
standing of the mechanism of action of some of the most widely employed agents, such
as methotrexate, lagging behind proof of efficacy. Improved understanding of the
mechanisms by which these agents are effective, as well as toxic, has been associated
with more rational and successful approaches to therapy and better control of toxicity.
Using agents that are not new, such as methotrexate, cyclophosphamide, and azathio-
prine, we are able to achieve clinical outcomes in illnesses such as lupus or RA that are
clearly superior to those achieved two or three decades ago. Most rheumatic diseases
can be well controlled over the short term; long-term control with acceptable toxicity
remains a challenge in many cases.
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Complement Inhibitors

Savvas C. Makrides

1. Introduction

The inappropriate activation of the complement system is at the core of a long list of
disease pathologies that affect the immune, renal, cardiovascular, neurological, and
other systems in the body (1). During the last two decades, the molecular cloning of the
many components of the complement pathway has led to a detailed understanding of
the mechanisms of complement activation in inflammation. This, in turn, has allowed
for the potential for drug development based on the genetic engineering of receptors
and other components of the complement pathway, as well as the expression of human
transgenes in animal organs. These developments hold promise for the therapeutic
management of complement-mediated injury in certain diseases.

The objective here is to review published studies on the use of inhibitors (Table 1)
for the therapeutic abrogation of pathologic complement activation. Many original ref-
erences are regrettably not cited because of editorial limits on the bibliography, and the
reader is referred to recent reviews on specific topics, including an overview of the
complement system (2), clinical complementology (1), and the use of complement
inhibitors for therapy (3).

2. Regulation of the Complement System

The complement system consists of three linked biochemical cascades, the classical,
alternative, and lectin pathways (Fig. 1). The system is regulated at multiple levels
temporally as well as spatially. This regulation facilitates recognition of self from for-
eign tissue and, therefore, allows for control over the potent tissue-damaging capabilities
of complement activation. What follows is a brief description of the complement system,
as this topic has been covered in detail in this volume (Chapter 9) and elsewhere (2).

2.1. The Classical Pathway

The classical pathway is usually initiated when a complex of antigen and IgM or
IgG antibody binds to the first component of complement, C1. Activation of this step
of complement is regulated by the C1 inhibitor, which binds to C1r and C1s and disso-
ciates them from C1q. Activated C1 cleaves both C4 and C2 to generate C4a and C4b,
as well as C2a and C2b. The C4b and C2a fragments combine to form the C3
convertase, which, in turn, cleaves the third component of complement, C3, to form
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C3a and C3b. The binding of C3b to the C3 convertase yields the C5 convertase, which
cleaves C5 into C5a and C5b, the latter becoming part of the membrane attack complex
(MAC) (see Subheading 2.4.). Activators other than antibodies are also capable of ini-
tiating the classical pathway. For example, -amyloid activates complement in the
brain, raising the possibility of therapeutic intervention in Alzheimer’s disease.

The three peptides released during these steps, C3a, C4a, and C5a, are known as
anaphylatoxins, C5a being the most potent one. The anaphylatoxins mediate multiple
reactions in the acute inflammatory response, including smooth-muscle contraction,
changes in vascular permeability, histamine release from mast cells, and neutrophil
chemotaxis, platelet activation and aggregation, as well as upregulation of adhesion
molecules, which can also play key roles in neutrophil recruitment. The anaphylatoxins
are rapidly inactivated by carboxypeptidase N, which cleaves the carboxyl-terminal
arginyl residue from each anaphylatoxin, thus converting them into their des-Arg forms.

The C3 and C5 convertases of the classical pathway (Fig. 1) are controlled by members
of the regulators of complement activation (RCA) family. This protein family includes
the membrane-bound regulators complement receptor type 1 (CR1; C3b/C4b receptor;
CD35), complement receptor type 2 (CR2; CD21; Epstein–Barr virus receptor), mem-

Table 1
Protein Inhibitors of Complement Activation

Protein Identity Site/mode of action

TP10 (sCR1) Soluble CR1 C3/C5 convertases,
classical/alternative

sCR1-SLex sCR1 glycosylated with SLex C3/C5 convertases,
classical/alternative
selectin-mediated

sCR1(desLHR-A) sCR1 minus LHR-A C3/C5 convertases, alternative
sCR1(desLHR-A)-SLex sCR1 minus LHR-A C3/C5 convertases, alternative,

glycosylated with SLex selectin-mediated
sCD59 Soluble CD59 MAC assembly
sDAF Soluble DAF C3/C5 convertases,

classical/alternative
sMCP Soluble MCP Factor I cofactor activity
C1-INH C1 esterase inhibitor C1 inactivation, classical
CAB-2 Soluble chimeric MCP-DAF C3/C5 convertases,

classical/alternative
DC Membrane-bound chimeric C3/C5 convertases,

NH2–DAF–CD59–GPI classical/alternative, MAC
assembly

5G1.1-SC Anti-human C5 humanized scFv C5, MAC assembly
C1qR 66-kDa C1qR, detergent Classical

solubilized
C5aR antagonists C5a oligopeptide analogs C5aR
Factor H SCR 1-4 C3/C5 convertases, alternative
Factor J Glycoprotein Classical/alternative

Source: Modified from ref. 3 with permission from the publisher.
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brane cofactor protein (MCP; CD46; measles virus receptor), decay-accelerating factor
(DAF; CD55), as well as the serum proteins factor H and C4b-binding protein (C4bp).

2.2. The Alternative Pathway

This arm of the complement system is triggered by microbial surfaces and a variety
of complex polysaccharides. C3b, formed by the spontaneous low-level cleavage of

Fig. 1. The complement system and its regulators. The classical pathway is usually activated
by complexes of antigen and IgM or IgG antibody classes. The alternative pathway is activated
by microbial surfaces and complex polysaccharides (e.g., yeast cell walls, endotoxins, viral
particles). The lectin pathway is effected in an antibody- and C1q-independent mechanism
through the binding of mannose-binding lectin (MBL) and its associated MASP to carbohy-
drates. In all three pathways, C3 is converted into C3b by the C3 convertases. In addition, in the
lectin pathway, C3 can be cleaved directly by MASP. C5 is converted into C5b by the C5
convertases. The three anaphylatoxins, C3a, C4a, and C5a, are released during the various
enzymatic reactions of the cascade. The membrane attack complex is formed by the sequential
binding of C5b to C6, C7, C8, and C9. The various activation reactions are subject to fine
regulation by soluble (C1 inhibitor, C4bp, factor H, vitronectin, clusterin) as well as mem-
brane-bound (CR1, DAF, MCP, CD59) proteins. The anaphylatoxins are inactivated by
carboxypeptidase N.
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C3, can bind to nucleophilic targets on cell surfaces and form a complex with factor B
that is subsequently cleaved by factor D (Fig. 1). The resulting C3 convertase is stabi-
lized by the binding of properdin (P) which increases the half-life of this convertase.
Cleavage of C3 and binding of an additional C3b to the C3 convertase give rise to the
C5 convertase of the alternative pathway (Fig. 1). Subsequent reactions are common to
both pathways and lead to the formation of the MAC. The C3 and C5 convertases of the
alternative pathway are controlled by CR1, DAF, MCP, and factor H. These regulators
differ in their mode of action, that is, their decay-accelerating activity (ability to disso-
ciate convertases) and ability to serve as required cofactors in the degradation of C3b
or C4b by factor I.

2.3. The Lectin PathM

An additional antibody- and C1q-independent mechanism for activation of the
complement pathway involves the binding of mannose-binding lectin (MBL) to carbo-
hydrates. Although MBL was initially termed mannan-binding protein by its discover-
ers (4), persuasive arguments have been presented in favor of the MBL nomenclature
(5). MBL is a member of the collectins, a group of C-type (Ca2+ dependent) lectins, and
it recognizes mannose or N-acetylglucosamine on the surface of microorganisms.
Although this mechanism of complement activation is known as the lectin pathway,
MBL is the only serum lectin known to date to activate complement. MBL is associ-
ated with a serine protease termed MASP (MBL-associated serine protease). MASP
can cleave both C4 and C2 to generate the C3 convertase C4bC2a, and it can also
cleave C3 (Fig. 1). The lectin pathway has been recently reviewed in detail (5,6).

2.4. The Membrane Attack Complex

The C5 convertases in both the classical and alternative pathways cleave C5 to pro-
duce C5a and C5b. Thereafter, C5b sequentially binds to C6, C7, and C8 to form C5b-8
which catalyzes the polymerization of C9 to form the MAC. This structure inserts into
target membranes and causes cell lysis. However, deposition of small amounts of MAC
on cell membranes of nucleated cells may mediate a range of cellular processes with-
out causing cell death (7).

Three different molecules are known to be involved in the control of MAC forma-
tion (2). Vitronectin controls fluid-phase MAC by binding to the C5b-7 complex, pre-
venting its insertion into membranes. Similarly, clusterin blocks fluid-phase MAC by
binding to the C5b-7 complex. CD59 blocks MAC formation by binding to C8 and C9
and inhibiting the incorporation and subsequent polymerization of C9.

3. Inhibitors of Complement Activation

3.1. Modified Native Complement Components

3.1.1. sCR1

The molecular properties of CR1 have been reviewed (3). Among the members of
the RCA family, CR1 is the only one that possesses decay-accelerating activity for
both C3 and C5 convertases in both the classical and alternative pathways, as well as
factor I cofactor activity for the degradation of both C3b and C4b. Recent data indicate
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that C1q binds specifically to human CR1 (8). Thus, CR1 recognizes all three comple-
ment opsonins, namely C3b, C4b, and C1q.

A soluble version of recombinant human CR1 (sCR1) lacking the transmembrane
and cytoplasmic domains was produced and shown to retain all the known functions of
the native CR1 (9). Although thrombolytic agents have been used effectively in
ischemic myocardium to induce reperfusion, blood reflow into ischemic tissue may
induce necrosis resulting from complement activation, neutrophil accumulation in the
microvasculature, and consequent damage to the endothelium (10). Administration of
sCR1 in a rat model of ischemia–reperfusion injury reduced myocardial infarct size by
44% assessed at 7 d postdosing and minimized the accumulation of neutrophils within
the infarcted area, probably because of a decreased generation of the anaphylatoxin
C5a (9). In addition, sCR1 attenuated the deposition of the C5b-9 membrane attack
complex. This was the first demonstration that a recombinant-soluble form of a mem-
ber of the RCA family might provide a potential therapeutic agent in inflammation.
sCR1 has since been shown to reduce complement-mediated tissue injury in animal
models of a wide range of human acute and chronic inflammatory diseases. These
include dermal vascular reactions, lung injury, trauma, myasthenia gravis, glomerulo-
nephritis, multiple sclerosis, allergic reactions, and asthma. Moreover, sCR1 protects
against vascular injury in allografts and attenuates hyperacute rejection in xenografts
(reviewed in ref. 3). The ability of sCR1 to block activation of both the classical as well
as the alternative pathways has been thought to potentially reduce its therapeutic value
because it inhibits generation of C3b, a C3 opsonic product that is critical for antibac-
terial defenses. To date, however, there is no credible evidence that sCR1 compromises
bacterial defenses in animal models of inflammation.

3.1.2. sCR1(desLHR-A)
A mutant version of sCR1 lacking LHR-A was constructed with the objective of

generating a selective inhibitor of the alternative pathway (11). Indeed, sCR1(desLHR-A)
was shown to be quantitatively equivalent to sCR1 in its ability to inhibit the alterna-
tive pathway in vitro (11). On the other hand, as expected, sCR1(desLHR-A) was less
effective than sCR1 in blocking activation of the classical pathway in vitro. Both
sCR1(desLHR-A) and sCR1 exhibited equal capacities to serve as a cofactor in the
degradation of fluid-phase C3b by factor I (11).

The availability of sCR1(desLHR-A) facilitated examination of the relative contri-
butions of the classical and alternative pathways in a model of discordant xenotrans-
plantation in which an isolated perfused heart from a rabbit is exposed to human plasma
that serves as a complement source. The interaction of rabbit heart tissue with plasma
activates complement, leading to the production of anaphylatoxins and the generation
of the C5b-9 membrane attack complex. Both sCR1 and sCR1(desLHR-A) had a
cardioprotective effect in the rabbit heart perfused with human plasma. Complement
activation was also shown to attenuate endothelium-dependent relaxation in rabbit tis-
sue (12). This attenuation was dependent on the formation of C5b-9 via the classical
and alternative pathways, as demonstrated through the use of human serum depleted in
factor B, C2 or C8. Murohara et al. (13) examined the relative contribution of the
classical and alternative pathways in a rat model of ischemia and reperfusion injury
using either C1 esterase inhibitor (see Subheading 3.1.7.), a classical pathway inhibitor,
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or sCR1(desLHR-A). These authors concluded that both the classical and alternative
pathways contribute to reperfusion injury in myocardial ischemia by a neutrophil-
dependent mechanism.

3.1.3. sCR1-SLex

This compound is aimed at the simultaneous inhibition of both complement activa-
tion and neutrophil recruitment at sites of inflammation (Charles Rittershaus, personal
communication). The rationale behind the development of this complement inhibitor is
based on the current understanding of the interaction between complement and selectins
in inflammation, and the demonstration that C5a upregulates P-selectin. The migration
of leukocytes to sites of inflammation is orchestrated by chemoattractants and a large
number of adhesion molecules that are involved in cell–cell and cell–matrix interac-
tions (14). The selectins, L-, P-, and E-selectins, participate in the initial “rolling”
adhesions, bringing the circulating leukocytes into close proximity to chemoattractants
released from endothelial cells of the vessel wall. Chemoattractants bind to G-protein-
coupled receptors on leukocytes, signaling the activation of integrins, which, together
with members of the Ig superfamily, effect the arrest and subsequent migration of leu-
kocytes into the tissue (14).

Selectin function, unlike that of most other adhesion molecules, appears to be
restricted to interactions between leukocytes and the vascular endothelium. The
selectins bind carbohydrate ligands containing fucose, including sialyl Lewisx (SLex)
[Neu5Ac 2-3Gal 1-4(Fuc 1-3)GlcNAc–]. Other proteins, including PSGL-1, CD34,
and GlyCAM-1, have been identified as high-affinity ligands for selectins, and there is
diversity of opinions as to the identities of the physiologically relevant ligands for
selectins. Nevertheless, the observation that SLex can inhibit neutrophil adhesion mediated
by both E- and P-selectins led to vigorous efforts to develop compounds for the thera-
peutic disruption of the selectin–SLex interaction in inflammation (reviewed in ref. 3).
The biological effects of many of these compounds in selectin-dependent animal mod-
els of inflammation have been critically examined (15). Conflicting results obtained in
animal models using SLex synthetic analogs may in part be explained by the dosing
regimes employed by the different investigators and the relatively short half-life of the
SLex analog. Of key importance is the high molar concentration of compound required
to inhibit reaction by 50% (IC50), 0.5–1.0 mM of the monovalent SLex tetrasaccharide
in inhibiting E- and P-selectin-dependent adhesion of leukocytes, as determined in static
adhesion assays. SLex multivalency appears to enhance its binding to L-selectin (16).

In order to control the damaging effects of both complement and neutrophil activation
during inflammation, sCR1 was produced in a mammalian cell line capable of SLex

glycosylation (17). It was shown that sCR1 purified from conditioned media possessed
SLex moieties on the N-linked oligosaccharides. sCR1 potentially has 25 N-glycosylation
sites and, although not every Asn-X-Ser(Thr) sequon is an efficient oligosaccharide
acceptor, it is expected that sCR1-SLex would be extensively decorated with SLex

moieties. Thus, in addition to blocking complement activation, the potential multiva-
lent interactions between sCR1-SLex and its selectin counterligands might render this
molecule particularly effective at inhibiting neutrophil activation and recruitment to
sites of inflammation on the endothelial surface. It is important to determine the half-
life of sCR1-SLex and, especially, whether it localizes to sites of inflammation.



Complement Inhibitors 471

3.1.4. sDAF

Soluble versions of decay-accelerating factor (DAF), (sDAF) have been shown to
inhibit complement activation in vitro as well as in the reversed passive Arthus reaction
in guinea pigs. The clinical usefulness of a complement blocker may be enhanced by
several properties. These include the ability to inhibit the C5 convertases of both classical
and alternative pathways, a high affinity for the C3b and C4b components of the
convertases, the irreversible inactivation of the convertases, and the ability to recycle in
order to block multiple convertases. The modest inhibitory activity of sDAF and its lack
of factor I cofactor activity limit its therapeutic potential as a complement blocker.

3.1.5. sMCP

Membrane cofactor protein (MCP) has factor I cofactor activity but no decay-accel-
erating activity. It acts jointly with DAF, which has decay-accelerating activity but no
cofactor activity to block C3b/C4b deposition on cell membranes (2). A recombinant
soluble form of MCP (sMCP) was shown to inhibit immune-complex-mediated
inflammation in the reverse passive Arthus reaction model in rats. As in the case of
sDAF, the single activity of sMCP limits its potential as an effective therapeutic
reagent. However, sMCP may prove to be a valuable reagent in combination with other
complement inhibitors (see Subheading 3.2.).

3.1.6. sCD59

CD59 is a single-chain glycoprotein which is GPI-anchored to cell membranes.
CD59 functions as an inhibitor of the formation of the MAC on cells by binding to C8
and C9, thereby blocking the addition of polymerized C9 molecules. Soluble forms of
recombinant CD59 (sCD59) have been shown to possess complement inhibitory activ-
ity in vitro. The potential usefulness of sCD59 as a therapeutic complement blocker
may be limited by its lack of certain functional properties, as discussed earlier. More-
over, the late stage in the complement cascade at which CD59 acts (Fig. 1) leaves
unaffected the generation of anaphylatoxins and their pathological sequelae. Neverthe-
less, blocking formation of the terminal components of the complement cascade has
been shown to be beneficial in several animal models of complement-mediated diseases.

3.1.7. C1 Inhibitor

C1 inhibitor, a member of the “serpin” family of serine protease inhibitors, is a
glycosylated plasma protein that prevents fluid-phase C1 activation (18). C1 inhibitor
regulates the classical pathway of complement activation (Fig. 1) by blocking the active
site of C1r and C1s and dissociating them from C1q. Studies of the role of complement
activation in myocardial ischemia and reperfusion injury have utilized C1 inhibitor in
feline, rat, and pig models (3). All these studies have demonstrated that blocking the
classical pathway of complement activation by C1 inhibitor is an effective means of
protecting ischemic myocardial tissue from reperfusion injury.

3.1.8. C1q Receptor

Several types of human C1q receptors (C1qR) have been described. These include
the 60- to 67-kDa receptor (calreticulin), referred to as cC1qR because it binds the
collagen like domain of C1q, a 126-kDa receptor that modulates monocyte phagocyto-
sis, designated C1qRp, and a 28- to 33-kDa protein isolated and cloned from Raji cells,
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termed gC1qR because it interacts preferentially with the globular domains of C1q. A
recent study showed that CR1 also acts as a receptor for C1q (8). Evidence indicates
that gC1qR may not be a membrane-bound molecule but, rather, a secreted soluble
protein with affinity for the globular regions of C1q (19). Thus, it may act as a fluid-
phase regulator of complement activation. Furthermore, other data are consistent with
the molecular properties of gC1qR. Thus, the cDNA sequence encodes a protein that
lacks a membrane-spanning domain or a consensus sequence for GPI-anchoring. It is
possible, however, that under certain conditions, gC1qR may be surface expressed at
low level or it may bind to cell membranes as a complex with other fluid-phase
molecules (19). The ability of C1qR (66 kDa) to inhibit the classical pathway of
complement has been demonstrated in vitro. Membrane-associated C1qR as well as
detergent-solubilized C1qR, purified from polymorphonuclear leukocytes and endo-
thelial cells, blocked complement-mediated lysis of C1q-sensitized erythrocytes.

The mechanisms by which the different types of C1qR regulate complement activa-
tion in vivo, and the physiological significance of the putative fluid-phase C1qR remain
unclear. However, the studies cited here and the demonstration that C1q is required for
immune complexes to stimulate endothelial cells to express adhesion molecules sug-
gest a potential therapeutic use in preventing vascular injury.

3.2. Chimeric Molecules

3.2.1. DAF-CD59

The molecular fusion of different complement regulatory proteins has been used to
create chimeric molecules endowed with novel functions. Fodor and colleagues (20)
constructed two such chimeric complement inhibitors for cell-surface expression using
a GPI anchor: CD (NH2-CD59-DAF-GPI) and DC (NH2-DAF-CD59-GPI). The ratio-
nale behind this work was to create a single protein that blocks C3 and C5 convertase
activity as well as the assembly of the MAC. Of the two molecules, DC exhibited both
DAF and CD59 activity. The DC chimera may have utility in the production of
transgenic organs for the inhibition of hyperacute rejection in xenotransplantation.

3.2.2. MCP–DAF

The molecular fusion of MCP and DAF brings together the complementary activi-
ties of these two regulatory molecules to create a single protein that has both factor I
cofactor activity and decay-accelerating activity. A membrane-bound chimeric MCP–DAF
was expressed in Chinese hamster ovary cells and its activity was compared with that
of transfectants expressing MCP or DAF or MCP plus DAF (21). Thus, in this in vitro
system, the hybrid surface-bound protein appeared to have greater potency at blocking
alternative rather than classical pathway activation. Similar studies were performed in
vitro in stably transfected swine endothelial cells exposed to human complement. In
this model of xenograft hyperacute rejection, mediated mainly by the classical path-
way, the surface-expressed MCP–DAF hybrid inhibited cell lysis more effectively than
MCP alone, and apparently as effectively as DAF. Differences in lysis, however, were
rather small, and the quantitative differences in the levels of surface expression of the
molecules make it difficult to draw firm conclusions regarding their relative effective-
ness (21). Nevertheless, these studies demonstrate the dual functionality and comple-
ment-inhibitory activity of the MCP–DAF hybrid.
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A soluble version of chimeric MCP–DAF, referred to as complement activation
blocker-2 (CAB-2), possessed factor I cofactor activity and decay-accelerating activity
and inactivated both classical and alternative C3 and C5 convertases in vitro as mea-
sured by assays of inhibition of cytotoxicity and anaphylatoxin generation (22). CAB-2
had inhibitory activity against cell-bound convertases that was greater than that of either
sMCP or sDAF or both factors combined. This hybrid was shown to inhibit comple-
ment activation in vivo, in the reversed passive Arthus reaction and in the direct pas-
sive Arthus reaction, as well as in the Forssman shock model in guinea pigs. The t1/2
of CAB-2 in rats was 8 h (22), which is suitable for human therapy. It is possible that
the half-life of CAB-2 may be longer in humans than in rats, as has been the case for
sCR1 (3). One potential limitation of CAB-2 as a therapeutic is its potential immuno-
genicity. The molecular fusion of two otherwise natural proteins is likely to create
novel epitopes, which might trigger an immune response. In this case, CAB-2 might be
useful in acute indications, depending on the severity of the anti-CAB-2 response.

3.3. Antibodies
3.3.1. Anti-C5 mAb

Inhibition of C5 activation using high-affinity (Kd < 100 pM) anti-C5 monoclonal
antibodies (mAbs) represents another therapeutic approach for blocking complement
activation (23,24). This strategy is aimed at inhibiting the formation of C5a and C5b-9
via both the classical and alternative pathways (Fig. 1), without affecting the genera-
tion of C3b, a C3 opsonic product that is critical for antibacterial defenses.

The efficacy of a mAb specific for murine C5 was demonstrated in the treatment of
collagen-induced arthritis, an animal model for human rheumatoid arthritis. It was
shown that the systemic administration of the anti-C5 mAb in mice blocked comple-
ment activation, prevented the onset of arthritis in immunized animals, and amelio-
rated established disease (25). The same anti-C5 mAb was tested in mice that develop
an autoimmune disorder similar to human systemic lupus erythematosus. Continuous
treatment with the antibody resulted in significant reduction in glomerulonephritis and
in increased survival (26).

The anti-human C5 mAb N19/8 which does not inhibit formation of C3a, was tested
in an in vitro model of extracorporeal blood flow that activates complement, platelets,
and neutrophils (24). This mAb inhibited the generation of C5a and soluble C5b-9 and
blocked serum complement hemolytic activity, without affecting the production of C3a.
In addition, the anti-C5 mAb inhibited neutrophil CD11b upregulation, abolished the
increase in P-selectin-positive platelets, and reduced the formation of leukocyte–plate-
let aggregates (24). Thus, it appears that C5a and C5b-9, but not C3a, contribute to
platelet and neutrophil activation during extracorporeal procedures. More recently, the
use of an anti-C5 mAb in a rat model of myocardial ischemia and reperfusion signifi-
cantly inhibited cell apoptosis, necrosis, and neutrophil infiltration despite C3 deposi-
tion (27), indicating that C5a and C5b-9 mediate tissue injury in this model.

Although murine, chimeric, or humanized mAbs could be used in human therapy, it
is recognized that chronic application of such mAbs is likely to elicit human anti-mouse
antibody (HAMA) responses. Recent advances in transgenic animal technology now
make it possible to produce completely human mAbs that are devoid of mouse or other
nonhuman sequences (28).
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3.3.2. Anti-C5 scFv
A recombinant single-chain Fv antibody (scFv), constructed from the variable region

of the N19-8 mAb, was shown to inhibit human C5b-9-mediated hemolysis of chicken
erythrocytes and to partially inhibit C5a generation (29). The ability of this scFv to
protect against complement-mediated myocardial injury was demonstrated in isolated
mouse hearts perfused with 6% human plasma. Pharmacokinetic analysis in rhesus
monkeys revealed a t1/2  of 28 min and a t1/2  of 17 h (29).

3.4. Other Inhibitors of Complement
Compared with conventional drugs, recombinant proteins for therapy remain attrac-

tive to date, for reasons having to do both with the biological properties of proteins and
the economics of drug development. The time required to develop protein drugs is
shorter than that for conventional drugs partly because of the lower toxicity of proteins
compared with chemical compounds. However, the high cost of therapeutic proteins is
increasingly becoming a problem. For these reasons, efforts are being channeled toward
the discovery of “small molecule” complement inhibitors. These can be synthetic com-
pounds, peptides and their analogs, organic molecules, as well as naturally occurring
compounds (3).

4. Summary

During the last two decades, impressive progress has been made in our understand-
ing of the mechanisms of complement activation and its role as either a protective or
pathogenic factor in human disease. With respect to disease pathogenesis, the com-
plexity of the complement cascade provides opportunities for several different thera-
peutic targets within the complement pathways. More than a century after complement
was first described, we are about to witness in the near future the availability of a
variety of complement inhibitors for specific therapies.
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Cytokine Response Modifiers

Richard E. Jones and Larry W. Moreland

1. Introduction

The development of cytokine-based therapies (supplementation or antagonism) for
treatment of connective tissue diseases such as rheumatoid arthritis (RA) has been an
area of intense investigation for over 10 yr. This interest stems from four general obser-
vations: (1) Cytokine secretion (along with cell–cell cognate interaction) is a method
of regulation and information exchange among the cellular constituents of the immune
system (1), (2) abnormal immunologic regulation forms the milieu in which such dis-
eases become manifest; (3) the relative lack of efficacy, along with significant toxicity,
displayed by currently available therapies (2), and (4) developments in molecular biol-
ogy that have advanced the questions that may be asked from a basic research stand-
point as well as potential clinical interventions arising from those investigations (3).

To date, there are three ways to approach the problem of inappropriate cytokine
secretion in rheumatic diseases. One is to render the cellular source(s) of such mol-
ecules inactive. Another is to alter the intracellular pathways affecting transcription,
translation, or posttranslational modification of a given cytokine. Third, cytokine
activity may be inhibited after synthesis and secretion.

2. Inhibition of Cytokine-Secreting Cells

T-Helper-cells express the surface molecule CD4 in physical proximity to the anti-
gen receptor (reviewed in Chapters 5 and 12). The presence of CD4 enables the cell to
recognize antigen on an antigen-presenting cell (APC) provided that APC expresses
the appropriate class II major histocompatibility complex (MHC) molecules. Such
CD4+ T-cells either initiate a cascade leading to or are the primary sources of several
cytokines implicated in the pathogenesis of various rheumatic diseases (Fig. 1). There-
fore, inhibition of CD4+ T-cell function theoretically may attenuate or eliminate
abnormal immune responses seen in these diseases. Evidence for such a role of CD4+
cells in RA, for example, is provided by the following: (1) predominance of CD4+ T-cells
infiltrating the synovium in patients with RA, (2) predominance of CD4+ T-cells in the
peripheral blood of patients with RA, (3) the association of certain class II MHC mol-
ecules with susceptibility to RA, and (4) improvement in RA after thoracic duct drain-
age, total lymphoid irradiation, lymphapheresis, and treatment with cyclosporin and
leflunomide (reviewed in ref. 3).
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A potential therapeutic approach to accomplishing inhibition of CD4 T-cell function
has been the use of monoclonal antibodies (mAbs) directed against the CD4 molecule
(reviewed in ref. 3). A mAb directed against the murine equivalent of CD4, L3T4, has
been shown to be effective in abolishing both humoral and cellular immune responses
in mice. The mechanism(s) of this inhibition are not known but may include blockage
of CD4+ cell interaction with APC, direct cytotoxicity to the CD4+ cell, or transmis-
sion of a negative signal to the CD4+ cell. Interestingly, F(ab') fragments of anti-L3T4
are able to suppress immune responses as well as the intact mAb, indicating that
destruction of the cell is not required for inhibition.

In view of the apparent effectiveness displayed by anti-CD4 therapy in suppressing
immune responses, several studies have been completed in humans with RA to deter-
mine the safety and efficacy of such therapy. A depleting, chimeric mAb to CD4, cM-T412,
has been studied in both open-label and placebo-controlled trials in patients with
refractory rheumatoid arthritis (RA). This mAb produced a rapid and sustained decrease
in the number of circulating CD4+ cells in all studies, but otherwise appeared safe.
Although encouraging clinical results were noted in the open-label trials, in placebo-
controlled trials, no therapeutic benefit was noted (reviewed in ref. 3).

As noted, anti-CD4 mAbs need not be depleting in order to be effective. In fact, cM-T412
may lack efficacy because not all CD4+ cells are accessible for destruction. In animal
models of arthritis, unless virtually all CD4+ cells are depleted by this mAb (in excess
of 99%), then enough residual T-cell function remains to sustain the ongoing inflam-
matory response. Several anti-CD4 mAbs that are nondepleting are currently undergo-
ing clinical trials to determine their therapeutic potential. Other T-cell antigens (CD7,
CD5, CD52, CD25) have been targeted using biologic agents; however, no significant
clinical benefit has been noted in placebo-controlled trials (reviewed in ref. 4). More
specific approaches to T-cell-directed immunotherapy of autoimmune diseases include
identification of T-cell receptor (TCR) gene products expressed by activated T-cell
clones. Recent clinical trials treating patients with RA with V 3, V 14, and V 17

Fig. 1. Cells and cellular products implicated in the immune response of rheumatoid arthritis.
(Adapted from ref. 4.)
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TCR peptides demonstrated positive improvements in some patients (5). Further stud-
ies are needed to better understand the mechanisms and the doses of peptides to be used
clinically.

3. Transcription, Translation, and Posttranslational Alteration

Another strategy is to intervene pharmacologically with the intracellular events lead-
ing to cytokine gene transcription, mRNA translation, and posttranslational fate of the
cytokine protein. Counterregulatory cytokines such as interleukin (IL-4) and IL-10
probably work by inhibiting cytokine synthesis by their cellular targets at either the
transcriptional or translational level (1). Antimalarials (chloroquine and hydroxy-
chloroquine), on the other hand, may exert their actions by posttranslational mecha-
nisms (2). A potential therapeutic target for intervention is the nuclear transcription
factor NF- B, which seems to have particular importance in the regulation of genes
encoding various proteins of the inflammatory cascade.

4. Cytokine Antagonism

A third approach is inhibition of cytokine activity after synthesis and secretion. Typi-
cally, this is accomplished by competitive or noncompetitive inhibition at the level of
the surface receptor(s) or administration of specific cytokine binding molecules, which
also prevent access of the cytokine ligand to its cellular targets. Current experimental
therapies utilizing these approaches are summarized in Table 1.

5. Biologic Therapies

Interleukin 1 (IL-1) and tumor necrosis factor (TNF) have been implicated as major
contributors to the inflammatory process seen in a variety of rheumatic diseases,
including both RA and osteoarthritis (OA) (6). Mice transgenic for the TNF gene spon-
taneously develop inflammatory arthritis. Treatment of such animals with mAb to TNF
or soluble TNF receptor fusion proteins attenuates this inflammatory response (7).
Animal models of collagen-induced arthritis have been shown to be responsive to
antagonists of IL-1 and TNF (8).

Table 1
Cytokine Targets for Biologic Agents

Biologic agent Target antigen/cytokine

IL-1 receptor antagonist IL-1
Soluble IL-1 receptor IL-1
Chimeric anti-TNF mAb TNF
Humanized anti-TNF mAb TNF
Soluble TNF receptor fusion proteins TNF
Anti-IL-6 mAb IL-6
Recombinant IL-4 Multiple
Recombinant IL-10 Multiple
Recombinant IL-11 Multiple

Source: Adapted from ref. 4.
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Although both IL-1 and TNF are members of an overlapping inflammatory cascade,
they may play different roles in the components of inflammatory arthritis. In animal
models, inhibition of TNF suppressed the inflammatory response, whereas IL-1
antagonism prevented joint destruction (9). The clear implication of these results is
that combination therapy providing inhibition of both IL-1 and TNF- might be the
most efficacious approach. Finally, combining such biologic therapy with the use of
currently available disease modifying antirheumatic drugs (DMARDs) may prove more
effective yet than any currently available therapy.

5.1. Interleukin-1

Interleukin-1 is secreted in two forms, and , predominantly by monocytes/mac-
rophages and produces a variety of inflammatory changes by actions on various cell
types (1). These actions are mediated through two distinct cell-surface receptors, des-
ignated as types I and II. Several naturally occurring inhibitors of IL-1 have been
described. These include IL-1 receptor antagonist (IL-1RA) and soluble IL-1 receptors
(sIL-1 types I and II) derived from shedding of the extracellular portion of the two
types of IL-1Rs. These IL-1 antagonists have been shown to be increased in both sera
and sites of inflammation in patients with RA; however, the abundance of IL-1 in these
areas occurs in great surplus to the available antagonist, leading to excessive availabil-
ity of IL-1 and chronic inflammation.

IL-1RA is an acute-phase reactant, derived from a variety of cell types, which works
by competitive inhibition of IL-1 at the level of its cellular receptor. However, because
IL-1RA and IL-1 have similar affinity constants for the IL-1 receptor and only a few
molecules of IL-1 are required to exert physiologic effects, up to 100-fold excess of
IL-1RA over IL-1 is required to maintain IL-1 antagonism in vitro.

The human gene for IL-1RA has been cloned, sequenced, and expressed in a recom-
binant vector. Recombinant human IL-1RA (rhuIL-1RA) has been evaluated in clini-
cal trials in patients with RA. In a 4-wk clinical trial in patients with RA a beneficial
effect was noted on C-reactive protein (CRP) levels (10). A large, placebo-controlled
multicenter trial in Europe lasting 6 mo (11) demonstrated that rhuIL-1RA produced
statistically significant improvements in levels of disease activity as measured by
American College of Rheumatology (ACR) clinical response criteria (12). Moreover,
there was evidence suggesting a slowing of radiographic progression. Further, pla-
cebo-controlled trials are in progress at this writing, including continuous infusion of
rhuIL-1RA by subcutaneous pump and in patients who are receiving concomitant treat-
ment with methotrexate (MTX). Additionally, placement of the constitutively
expressed gene for rhuIL-1RA in patients with RA is under investigation (see Chapter
34). These studies should clarify the therapeutic efficacy and safety of rhuIL-1RA.

sIL-1R functions by binding circulating IL-1 in competition with cellular-based
receptors. sIL-1R derived from the type I receptor has greater in vitro affinity for IL-1RA
than for IL-1 or IL-1 ; conversely, the type II sIL-1R binds IL-1 and IL-1  more
efficiently than IL-1RA. Theoretically, type I sIL-1R might promote the inflammatory
cascade by producing a net increase in the amount of IL-1 available for binding to
cellular receptors. In a phase I study evaluating type I sIL-1R in patients with RA, no
disease worsening was noted, but neither was any significant clinical improvement
obtained. A larger double-blind placebo-controlled trial of type I sIL-1R in RA patients
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also failed to demonstrate improvement in disease activity (unpublished, data on file at
Immunex). Because type II sIL-1R preferentially binds the isoforms of IL-1 and not
IL-1RA, this form of the soluble receptor may have anti-inflammatory properties
apparently lacking in type I sIL-1R.

5.2. Tumor Necrosis Factor

Tumor necrosis factor is secreted in three isoforms, with mononuclear cells, syn-
ovial cells, and T-lymphocytes being the primary sources. TNF has a regulatory func-
tion in cell proliferation and apoptosis (see Chapter 3) and therefore is felt to be an
important mediator of a variety of inflammatory conditions, including RA (13). Like
IL-1, TNF has two distinct cell-surface receptors designated type I or p60 (p55) and
type II or p80 (p75) (reviewed in Chapters 3 and 5). All types of TNF utilize these
receptors to mediate their physiologic actions. Both types of membrane-bound TNF
receptors gives rise to a corresponding soluble TNF receptor (sTNFR) by proteolytic
cleavage of the extracellular ligand-binding portion of each molecule. Production of
sTNFR is felt to be a regulatory step in attenuating the biologic activities of TNF. For
example, neutrophils undergoing diapedesis release both types of sTNFRs, correlating
to a decrease in TNF activity (reviewed in ref. 5). These same sTNFRs are able to limit
the in vitro respiratory burst of neutrophils stimulated by exogenous TNF. sTNFR de-
rived from either p60 or p80 can inhibit the cytolytic activity of TNF in vitro (14).
Patients undergoing immunotherapy with IL-2 can have the IL-2-stimulated produc-
tion of IL-8 inhibited by administration of IL-1RA or sTNFR. IL-4 is able to oppose
many of the physiologic actions of TNF and at least one of the mechanisms involved is
IL-4-stimulated release of sTNFRs. At sites of ongoing inflammation, TNF exists in
large excess to sTNFR.

Evidence for utility of TNF inhibitors as therapeutic agents for human disease came
first from clinical trials involving a chimeric (the murine portion makes up the TNF-
binding region) anti-TNF mAb, cA2 or infliximab (reviewed in ref. 3). Both open-label
and placebo-controlled trials using infliximab in patients with RA produced improve-
ments in swollen joint counts as well as decreased levels of CRP. A problem encoun-
tered with this mAb has been the development of an antibody response against the
murine portion of the molecule. Although no loss of efficacy has been seen with
retreatment utilizing infliximab, the immunogenicity of infliximab may prove limiting
to treatment duration. Concomitant treatment with MTX and infliximab may attenuate
the anti-infliximab antibody response (15). Additionally, treatment synergy between
MTX and infliximab was noted in these RA patients when compared to use of MTX
alone. A subsequent phase III trial has continued the efficacy of this agent in RA
patients (16).

One of the mechanisms through which infliximab probably exerts its actions in RA
is the inhibition of production of vascular endothelial growth factor, thus preventing
angiogenesis and pannus proliferation (17). Additionally, infliximab may downregulate
TNF-induced expression of adhesion molecules on vascular endothelium, leading to
decreased migration of inflammatory cells into involved joints. This is supported by
decreases in serum levels of E-selectin and intracellular adhesion molecule-1 (ICAM-1)
noted after administration of infliximab. Synovial biopsies confirmed reduced T-cell
infiltration of synovium, as well as diminished E-selectin and vascular cell adhesion
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molecule-1 (VCAM-1) expression on associated endothelium. Furthermore, treatment
reduced serum levels of IL-6 as well as IL-1 , indicating a regulatory role for TNF in
the inflammatory cascade.

A human anti-TNF mAb, CPD571, has also shown promise in treating refractory
RA. When utilized at the highest dose prescribed in a double-blind study, CDP571
produced significant clinical and biochemical reductions in disease activity. Further
studies are ongoing with this anti-TNF mAb (reviewed in ref. 5).

Another approach to counteract the in vivo effects of TNF in autoimmune disease is
to supply sTNFR exogenously. One agent designed for this purpose is etanercept, a
soluble tumor necrosis factor receptor (TNFR) fusion protein (18–24). This molecule
was created by linking the DNA encoding the soluble portion of human p75 TNFR to
the DNA template for the Fc portion of human IgG and then inserted into a mammalian
expression vector (reviewed in ref. 14). The resultant protein binds two TNF molecules
and has increased circulating half-life due to the Fc moiety. When utilized in the mu-
rine model of collagen-induced arthritis, etanercept significantly reduced the incidence
(85% of controls versus 25% of treated animals) of arthritis when given prior to col-
lagen exposure and produced a 40% improvement in the arthritis score of mice given
etanercept with already existing disease.

The initial clinical trial of etanercept in normal human volunteers had no reported
adverse side effects with intravenous administration (19). A phase I, dose-escalating
trial in 22 patients with refractory RA also proved safe except for mild injection-site
reactions (18). After 31 d of therapy, 45% of patients had improvement in measures of
pain and joint scores versus 22% of those receiving placebo. Treated patients also had
decreases in Westergren erythrocyte sedimentation rates (ESR) as well as CRP levels,
especially in the groups receiving the highest dose. These results have been subse-
quently verified in two multicenter placebo-controlled trials.

A phase II, double-blind, placebo-controlled trial (20) of etanercept evaluated the
clinical efficacy and safety of 3 mo of therapy. Changes in symptoms of arthritis were
evaluated per ACR criteria (12). The drug was administered subcutaneously twice
weekly. Etanercept produced significant improvements in all measures of disease
activity, particularly at the highest dose given (16 mg/m2, which defined a range of
23–30 mg) (see Fig. 2). Clinical improvement was noted within 2 wk of starting therapy.
This improvement was associated with significant reductions in pain and morning stiff-
ness as well as biochemical markers (ESR and CRP) of disease activity. Adverse reac-
tions, again, consisted entirely of mild injection-site reactions. No antibodies against
etanercept were detected.

In the subsequent phase III study evaluating etanercept (21), using a dosing sched-
ule established in the phase II study (0, 10, and 25 mg subcutaneously biweekly), this
study verified the safety of etanercept as well as sustained clinical efficacy over this
period of time. The 25-mg dose was superior to the 10 mg dose in terms of effective-
ness. No adverse events other than injection-site discomfort were noted with either
dosage. Withdrawal of the drug produced a return of arthritis activity within 3 mo of
cessation.

Results of an open-label long-term treatment study of etanercept in refractory RA
when given over 60 wk have also been submitted (22). Given at a dose of 25 mg subcu-
taneously biweekly, efficacy was similar to those seen in previous studies, including
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clinical improvements in ACR criteria and reductions in ESR and CRP. No increased
incidence of infection was noted and mild injection-site reactions remained the most
common side effect, a problem that diminished after the first month of therapy.

It is also of interest to determine the utility of etanercept and other TNF antagonists
in combination with currently available pharmacologic therapy for various connective-
tissue diseases. A phase II/III study of etanercept in combination with methotrexate has
recently been completed in patients with RA and demonstrated a clear benefit of com-
bined therapy with TNFR : Fc and MTX over MTX alone (23). As with studies utiliz-
ing etanercept as a single agent, the only adverse side effects reported were mild
injection-site reactions.

The clinical role of TNF antagonists has been studied primarily in patients with RA
to date. However, etanercept has recently been reported to show efficacy in the treat-
ment of juvenile RA (24). There are several other disorders in which TNF antagonists
may prove useful, including psoriatic arthritis and inflammatory bowel disease.

5.3. Interleukin-6

Interleukin-6 (IL-6) is a cytokine secreted by multiple cell types that functions along
with IL-1 and TNF in sustaining a variety of inflammatory responses (1). Although
IL-6 is increased in synovial fluid in patients with RA, the role played by this cytokine
in the disorder is unclear. For example, IL-6 clearly has anti-inflammatory properties
as well. This is evidenced by IL-6-induced IL-1RA production, IL-6-induced sTNFR
production, inhibition of TNF and IL-1 production in lipopolysaccharide (LPS)-stimu-
lated monocytes, and inhibition of adjuvant arthritis in mice (reviewed in ref. 3).

An open-label trial of anti-IL-6 mAb was performed on five patients with RA who
also received anti-CD4 therapy. Although CRP levels were decreased by this therapy,
four of five patients had unexpected increases in serum IL-6 levels, and no clinical

Fig. 2. Improvement in joint scores in patients treated with TNFR : Fc (etanercept). Mean
swollen-joint count. The shaded bar represents the treatment period. For each patient, missing
values were replaced by the last available value. [Adapted with permission from Moreland,
L. W., Baumgartner, S. W., Schiff, M. H., et al. (1997) Treatment of rheumatoid arthritis with
a recombinant human tumor necrosis factor receptor (p75)–Fc fusion protein. N. Engl. J. Med.
337, 141–147. Copyright ©1997 Massachusetts Medical Society. All rights reserved.]
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improvement in these patients was noted. Clinical trials in RA patients of a mAb
directed against the IL-6 receptor are currently ongoing in Europe. The multifunctional
nature of IL-6 may make this cytokine a less attractive target for anticytokine therapy.

5.4. Interleukin-4, Interleukin-10, and Interleukin-11

These cytokines have immunoregulatory functions that make them potential agents
for treatment of RA. Both IL-4 and IL-10 inhibit the release and function of IL-1, TNF,
IL-6, and IL-8, and production of matrix metalloproteinases (MMPs), and stimulate
the release of natural inhibitors such as IL-1RA and sTNFR (reviewed in ref. 4). IL-11
suppresses the production of IL-1, IL-6, IL-12, TNF, and nitric oxide. IL-10, IL-11,
and IL-13 have been shown to inhibit activity of NF- B. Trials of recombinant IL-4,
IL-10, and IL-11 used in animal models of arthritis have been shown to be effective.
IL-4 was particularly effective in suppressing the chronic destructive phase of strepto-
coccal-cell-wall-induced arthritis in mice. There are clinical trials underway utilizing
recombinant IL-4, IL-10, and IL-11 in patients with RA.

Interestingly, IL-10 may play a deleterious role in systemic lupus erythematosus
(SLE) (reviewed in ref. 3 and Chapter 20). NZB/NZW F1 mice, which spontaneously
develop features suggestive of SLE, can have the appearance of disease delayed by
continuous administration of mAb to IL-10. Conversely, when given continuous infu-
sion of IL-10, these mice develop clinical autoimmune disease in a more accelerated
fashion than untreated controls. These mice have very low-baseline-level production
of TNF and supplementation with TNF delays the appearance of nephritis. Therefore,
the beneficial effect of anti-IL-10 mAb in these mice may stem from release of inhibi-
tion of TNF production by IL-10.

6. Future Considerations

The era of biologic therapies for rheumatic diseases has just begun. However, clear
paths of future progress already exist. As alluded to previously, combination therapy
providing antagonism to both IL-1 and TNF theoretically may be the most efficacious
approach yet in therapy of RA as well as other autoimmune diseases. Conceptually,
this could be accomplished by coadministration of separate agents or development of a
single multivalent protein capable of binding multiple targets. Development of such
agents are currently in progress.

Development of novel agents to interfere with the synthesis and processing of TNF,
IL-1, or other molecules will become possible as pathways of gene activation/deactivation
are uncovered. The specificity as well as concurrent toxicity of such agents will be crucial.

Cytokine supplementation therapy for immunologic conterregulation is a logical tar-
get of gene therapy (Chapter 34). Candidate genes for implantation include those for
rhuIL-1RA, soluble TNF receptors, IL-4, IL-11, and IL-10.

7. Conclusions

Not since the time of Hench, with the development of cortisone as a therapy for RA,
has such progress been made in the treatment of RA and, in all likelihood, other rheu-
matic diseases as well. Diverse forms of inflammation have common pathways (e.g.,
the importance of IL-1 and TNF in several connective-tissue diseases) and many of the
agents now under development are likely to have multiple applications.



Cytokine Response Modifiers 485

References

1. Lotz, M. (1997). Cytokines and their receptors, in Arthritis and Allied Conditions: A Textbook
of Rheumatology, 13th ed. (Koopman, W. J., ed.), Williams & Wilkins, Baltimore, pp. 439–
478.

2. Jain, R. and Lipsky, P. E. (1997) Treatment of rheumatoid arthritis. Med Clin. North Am. 81,
57–84.

3. Moreland, L. M. and Koopman, W. J. (1997) Biologic agents as potential therapies for autoim-
mune diseases, in Arthritis and Allied Conditions: A Textbook of Rheumatology, 13th ed.
(Koopman, W. J., ed.), Williams & Wilkins, Baltimore pp. 777–809.

4. Moreland, L. W., Heck, L. W., and Koopman, W. J. (1997) Biologic agents for treating rheu-
matoid arthritis: concepts and progress. Arthritis Rheum. 40, 397–409.

5. Moreland, L. M., Morgan, E. E., Adamson, T. C, et al. (1998) T Cell receptor peptide vaccina-
tion in rheumatoid arthritis: a placebo controlled trial using a combination of Vb3, V 14, and
V 17 peptides. Arthritis Rheum. 41, 1919–1929.

6. Webb, G. R., Westacott, C. I., and Elson, C. J. (1998) Osteoarthritic synovial fluid and synovium
supernatants upregulate tumor necrosis factor receptors on human articular chondrocytes.
Osteoarthritis Cart. 6, 167–176.

7. Joosten, L. A. B., Helsen, M. M. A., van de Loo, F. A. J., and van den Berg, W. B. (1996)
Anticytokine treatment of established type II collagen-induced arthritis in DBA/1 mice: a com-
parative study using anti-TNFalpha, anti-IL-1alpha.beta and IL-1RA. Arthritis Rheum. 39, 797–
809.

8. van de Loo, F. A., Joosten, L. A., van Lent, P. L., et al. (1995) Role of interleukin-1, tumor
necrosis factor alpha, and interleukin-6 in cartilage proteoglycan metabolism and destruction.
Effect of in situ blocking in murine antigen- and zymosan-induced arthritis. Arthritis Rheum.
38, 164–172.

9. Eliaz, R., Wallach, D., and Korst, J. (1995) Long-term protection against the effects of tumor
necrosis factor by controlled delivery of the soluble p55 TNF receptor. Cytokine 9, 482–487.

10. Campion, G. V., Lebsack, M. E., Lookabaugh, J., et al. (1996) Dose-range and frequency study
of recombinant human interleukin-1 receptor antagonist in patients with rheumatoid arthritis.
Arthritis Rheum. 39, 1092–1101.

11. Bresnihan, B. (on behalf of the collaborating investigators), Lookbaugh, J., Witt, K., and
Musikic, P. (1996) Treatment with recombinant human interleukin-1 receptor antagonist
(rhuIL-1RA) in rheumatoid arthritis (RA): results of a randomized double-blind, placebo con-
trolled multicenter trial. Arthritis Rheum. 39, S73 (abstract).

12. Felson, D. T., Anderson, J. J., Boers, M., et al. (1993) The American College of Rheumatology
preliminary core set of disease activity measures for rheumatoid arthritis clinical trials. Arthri-
tis Rheum. 36, 729–740.

13. Brennan, F. M., Maini, R. N., and Feldmann, M. (1992) TNF alpha—a pivotal role in rheuma-
toid arthritis? Br. J. Rheum. 31, 293–298.

14. Gatanaga, T., Hwang, C. D., Kohr, W., et al. (1990) Purification and characterization of an
inhibitor (soluble tumor necrosis factor receptor) for tumor necrosis factor and lymphotoxin
obtained from the serum ultrafiltrates of human cancer patients. Proc. Natl. Acad. Sci. USA 87,
8781–8784.

15. Maini, R. N., Breedveld, F. C., Kalden, J. R., et al. (1998) Therapeutic efficacy of multiple
intravenous infusions of anti-tumor necrosis factor alpha monoclonal antibody combined with
low-dose weekly methotrexate in rheumatoid arthritis. Arthritis Rheum. 41, 1552–1563.

16. Main, R., St. Clair, E. W., Breedveld, F., et al. (1999) Infliximab (chimeric anti-tumour necro-
sis factor monoclonal antibody) versus placebo in rheumatoid arthritis patients receiving
concomitant methotrexate: a randomised phase III trial. Lancet 354, 1932–1939.



486 Jones and Moreland

17. Paleolog, E. M., Young, S., Stark, A. C., McCloskey, R. V., Feldmann, M., and Maini, R. N.
(1998) Modulation of angiogenic vascular endothelial growth factor by tumor necrosis factor
alpha and interleukin-1 in rheumatoid arthritis. Arthritis Rheum. 41, 1258–1265.

18. Moreland, L. M. (1998) Soluble tumor necrosis factor receptor (p75) fusion protein (Enbrel™)
as a therapy for rheumatoid arthritis. Rheum. Dis. Clin. North Am. 24, 579–591.

19. Moreland, L. W., Margolies, G. R., Heck, L. W., et al. (1996) Recombinant soluble tumor
necrosis factor receptor (p80) fusion protein: toxicity and dose finding trial in refractory rheu-
matoid arthritis. J. Rheumatol. 23, 1849–1855.

20. Moreland, L. W., Baumgartner, S. W., Schiff, M. H., et al. (1997) Treatment of rheumatoid
arthritis with a recombinant human tumor necrosis factor receptor(p75)–Fc fusion protein.
N. Engl. J. Med. 337, 141–147.

21. Moreland, L. W., Schiff, M. H., Baumgartner, S. W., et al. (1999) Recombinant human tumor
necrosis factor receptor (p75) : Fc fusion protein in rheumatoid arthritis: a multicenter, random-
ized, double-blind, placebo-controlled trial. Ann. Int. Med. 130, 478–486.

22. Moreland, L. W., Baumgartner, S. W., Tindall, E., et al. (1998) Long term treatment of rheuma-
toid arthritis with the receptor p75 Fc fusion protein (TNFR : Fc; Enbrel™). Arthritis Rheum.
41(Suppl.), S364.

23. Weinblatt, M. E., Kremer, J. M., Bankhurst, A. D., et al. (1998) A controlled trial of etanercept,
a recombinant human tumor necrosis factor receptor (p75)-Fc fusion protein in patients with
rheumatoid arthritis receiving methotrexate. N. Engl. J. Med. 340, 253–257.

24. Lovell, D. J., Giannini, E. H., Reiff, A., et al. (2000) Etanercept in children with polyarticular
juvenile rheumatoid arthritis. N. Engl. J. Med. 342, 763–769.



Restoration of Immune Tolerance 487

487

From: Current Molecular Medicine: Principles of Molecular Rheumatology
Edited by: G. C. Tsokos © Humana Press Inc., Totowa, NJ

32
Restoration of Immune Tolerance

Woodruff Emlen

1. Introduction

The function of the immune response is to protect an organism from foreign material
by first recognizing the material as foreign and then activating a cascade of events that
leads to its removal. To perform this function without damaging the host, the immune
system must distinguish between self and nonself, and target removal mechanisms only
toward nonself antigens. The ability of the immune system to not respond to certain
antigens (particularly self antigens) is an active process that is called tolerance. Toler-
ance is maintained by at least two processes: a system of lymphocyte “education” in
the thymus and ongoing regulation of immune activation throughout life. When toler-
ance is lost or “broken,” the immune system recognizes self antigens as foreign and
tries to remove them by initiating the inflammatory cascade. It is this inflammatory
process, directed against self, that causes the tissue damage and clinical features of
autoimmune disease.

Although our understanding of the triggers that break tolerance and initiate autoim-
mune disease is still incomplete, recent understanding of the normal maintenance of
tolerance has provided us with the tools to design therapies to restore tolerance. This
chapter focuses on therapeutic attempts to restore tolerance to self in autoimmune dis-
ease. Although none of these therapeutic approaches have yet been approved for use in
the clinic, they represent attempts to treat autoimmunity at its source, rather than merely
blocking effector mechanisms of inflammation.

2. Mechanisms of Tolerance

The ability to distinguish between self and nonself (self tolerance) is established in
embryonic life (central tolerance) and is actively maintained throughout adulthood
(peripheral tolerance). Thymic lymphocytes, which recognize and bind to self anti-
gens, are triggered to undergo apoptosis, resulting in clonal deletion of these auto-
reactive cells (negative selection). However, even in normal individuals, central
tolerance is “leaky,” such that some autoreactive cells escape negative selection in the
thymus and are released into the periphery. In addition, some self antigens may not be
expressed in the thymus (sequestered antigens) and cells reactive with these antigens
are never deleted during development. Hence, autoreactive lymphocytes are present in
the periphery of all normal individuals.
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In addition to autoreactive cells that escape from the thymus, autoreactive cells con-
tinuously emerge in the adult as a by-product of the immunologic diversity generated
during the normal immune response to foreign antigens. Thus, constant downregula-
tion and “pruning” of autoreactive cells are needed throughout adulthood to prevent
the emergence of autoreactive clones, a process referred to as peripheral tolerance.
Although our understanding of peripheral tolerance is still incomplete, data indicate
that it is maintained by at least several mechanisms: (1) deletion (apoptosis) of
autoreactive clones, (2) induction of anergy, a state in which the cell is not deleted but
remains unresponsive to antigen, (3) induction of regulatory cells and release of regula-
tory cytokines, and (4) immune deviation, in which the T-cell phenotype is shifted from
a pro-inflammatory TH1 cytokine response to a noninflammatory TH2 cytokine response.

A failure to establish or maintain tolerance to self results in the initiation of an
inflammatory response directed toward self and subsequent autoimmune disease. In
animal models of autoimmunity, central tolerance appears to be intact, suggesting that
autoimmunity most often arises as a result of the loss of the regulatory mechanisms
that collectively constitute peripheral tolerance. Thus, restoration of these regulatory
mechanisms should have the potential to restore some degree of self tolerance and
thereby provide therapeutic approaches to autoimmune disease. This chapter will give
a brief overview of therapies for autoimmune diseases within the context of restoring
tolerance and will focus in depth on therapies aimed at restoration of specific tolerance.

3. Therapeutic Approaches to Restoring Tolerance

In the broadest sense, restoring tolerance can be defined as suppressing immunore-
activity to self. Autoreactive lymphocytes have a high probability of encountering self-
antigen and, therefore, also have a high probability of being activated. Thus, any therapy
directed at rapidly dividing cells or at activated cells will preferentially target
autoreactive cells. This is the basis for treatment of autoimmune diseases such as sys-
temic lupus erythematosus (SLE) and rheumatoid arthritis (RA) with nonspecific cyto-
toxic drugs such as cyclophosphamide and azathioprine. However, as their side-effect
profiles attest, immune suppression with these drugs is clearly not limited to
autoreactive cells.

As our understanding of the mechanisms of immunologic activation and tolerance
has improved, our ability to specifically suppress reactivity to self antigens relative to
nonspecific suppression of all immune responses is improving. Table 1 gives an over-
view of therapies directed at restoring tolerance, moving from the broadest, least spe-
cific immunosuppression to the most specific restoration of tolerance to specific self
antigens. Many of the more general approaches are the topics of other chapters in this
volume and will only be mentioned here briefly. The major focus of this chapter is the
cutting-edge therapies directed at the restoration of specific tolerance to one antigen or
to a set of antigens.

3.1. Nonspecific Restoration of Tolerance

Between the non-specific immunosuppressive “sledgehammer” of cytotoxic drugs
and the restoration of antigen-specific tolerance, there are a number of approaches that
attempt to suppress the autoimmune response to a greater extent than they suppress the
immune response to foreign antigens. These include targeting activated T-cells or CD4-
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positive T-cells (Chapter 31) or blockade of costimulatory molecules (Chapter 6) such
as CD40 or CTLA4. One recent, unique approach has been to “reset” immunologic
tolerance with bone marrow transplantation.

3.1.1. Autologous Bone Marrow Transplantation

If autoimmunity is defined as immunologic reactivity to self caused by the loss of
self tolerance, the ideal way to treat autoimmunity would be to replace the entire
immune system. In animal models, it has long been recognized that allogeneic bone
marrow transplantation (marrow derived from a nonself donor) can transmit or lead to
the resolution of a variety of autoimmune diseases, including SLE, diabetes, experi-
mental allergic encephalomyelitis (EAE), and adjuvant arthritis. In humans, transfer of
autoimmune disease from the bone marrow donor to the recipient has been reported
(1). Sporadic case reports have also described resolution of coincident autoimmune
disease when patients were treated with bone marrow transplantation (BMT) for con-
ventional indications such as aplastic anemia, leukemias and lymphomas. These reports
have generated significant interest in the use of BMT to treat severe, intractable autoim-
mune diseases such as scleroderma, multiple sclerosis (MS), and resistant SLE and RA.

Despite major improvements in the safety of bone marrow transplantation, alloge-
neic transplantation results in chronic graft versus host disease (GVHD) in up to 40%
of patients, with severe GVHD occurring in 10% of cases. Thus, treatment of autoim-
mune diseases has focused on the use of autologous BMT (ABMT), in which the patient
is transplanted with cells derived from his/her own marrow. If autoimmunity is a dis-
ease of the immune system, however, how can transplanting autologous marrow solve
the problem of loss of tolerance? Should not the disease simply recur as the same
genetic cells reconstitute the immune system?

Although disease recurrences have been reported after ABMT, many patients remain
disease-free. Part of the explanation for the lack of disease recurrence may lie in the
fact that human autoimmune disease, unlike many murine disease models, requires

Table 1
Therapeutic Strategies to “Restore Tolerance”

Therapiesa Mechanism of action Disease targets

Cyclophosphamide, Death of rapidly dividing cells Almost all autoimmune
azathioprine diseases

Autologous bone marrow Replacing immune system Scleroderma, SLE, RA,
transplantation with “naive” progenitor cells MS, JRA

Blockade/deletion Preferential depletion RA
of activated T-cells of autoreactive (activated) cells

Blockade/deletion Blockade of CD4, CD5, SLE, RA
of specific cell subsets or other cell subsets

Blockade of costimulatory Blockade of CD40–CD40 ligand SLE, psoriasis
moleculesb or B7–CD28 interactions

Blockade of components Disruption of T-cell response RA, SLE, MS, psoriasis,
of the MHC–peptide–TCR to specific antigens or induction myasthenia gravis
complex of regulatory phenotype
aTherapies listed from least specific to most specific form of restoring tolerance.
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both a genetic disposition and an environmental event to trigger the loss of tolerance.
The rate of disease concordance in monozygotic twins is relatively low (25% in SLE,
20% in RA, 20–25% in MS), suggesting a significant contribution of environmental
factors. Furthermore, the onset of most autoimmune diseases is in adulthood, and dis-
ease is frequently triggered by an infectious event. These observations suggest that loss
of self tolerance occurs in the “adult” fully developed immune system. Thus, if the
mature immune system is replaced with new “naive” stem cells, self tolerance should
be restored (assuming the same environmental trigger is no longer present). In support
of this concept is the observation that failure to adequately remove mature lympho-
cytes during the transplantation protocol results in disease recurrence. Therefore, pro-
tocols are designed to aggressively ablate the mature immune system and reconstitute
with T-cell-depleted progenitor cells (CD34-positive cells).

Autologus BMT for autoimmune disease has now been carried out in over 100
patients, and a consortium has been formed to standardize and coordinate the use of
this treatment modality (1,2). By providing some degree of standardization, it is hoped
that experiences from different centers can be compared and pooled to allow adequate
analysis of this therapy. To date, treatment has included patients with scleroderma,
MS, RA, SLE, and juvenile RA (JRA). In general, results are encouraging, with some
reports of dramatic improvement in severe patients. However, there have also been
some disease recurrences and the maximum duration of follow-up is still only 2–3 yr.
Although this therapeutic approach is exciting, it remains extremely expensive and
mortality is quite high (7–8%). Therefore, this therapy should be reserved for only the
most severe, refractory cases. Nevertheless, the prospect of prolonged disease remis-
sion without maintenance medications is especially exciting when one considers the
morbidity and mortality of our current therapies with chronic steroids and cytotoxic drugs.

3.2. Restoration of Specific Tolerance Through
the MHC–Peptide–TCR Complex

Specificity of the immune response is determined at three steps: (1) the uptake of
antigen and processing of antigen into specific peptides by antigen-presenting cells
(APC), (2) the binding of these peptides to specific major histocompatibility complex
(MHC) molecules and the presentation of the MHC–peptide complex on the surface of
the APC, and (3) the interaction of the MHC–peptide complex with the T-cell receptor
(TCR) specific for that complex. To restore immunologic nonresponsiveness to spe-
cific self antigens, therapies have been directed at each of these three levels: the anti-
gen, the MHC, and the TCR (see Table 2).

3.2.1. Antigen-Directed Therapy

In most autoimmune diseases, the autoantigen(s) initiating and driving the autoim-
mune response has not yet been identified, making therapies directed at suppression of
antigen-specific cells difficult. However, during the evolution of autoimmune disease,
the pattern of autoreactivity changes. At disease initiation, autoreactivity develops to
(presumably) one or a small number of antigens. Over time, previously sequestered
antigens may be released as a result of inflammation, leading to the activation of new
autoimmune clones. Additionally, proliferation of autoreactive cells will generate cells
with slightly different antigenic specificities, allowing the autoimmune response to
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spread to new epitopes on the same antigen. This phenomenon, known as epitope
spreading (3), results in a widening spectrum of autoimmune responses as disease
progresses. By the time disease is clinically evident, the autoimmune response has
moved well beyond the antigens that may have initiated the process. For example, in
animal models of experimental allergic encephalomyelitis (a model for human MS),
which are induced by immunization with myelin basic protein (MBP), reactivity to
other unrelated central nervous system (CNS) antigens develops over time. In models
of arthritis, reactivity to collagen proteins frequently develops after joint inflammation
occurs, even in models in which the inciting stimulus is not collagen.

Whereas at first glance this phenomenon appears to make the task of antigen-spe-
cific blockade more daunting, epitope spreading may actually be of benefit in develop-
ing antigen-based therapeutics. Thus, antigens from target tissues, such as cartilage in
RA or the myelin sheath in MS, may provide potential targets for therapeutic interven-
tion even though they might not be the inciting antigens driving the disease. This prin-
ciple provides the basis for some current antigen-directed therapies, including oral
tolerance and administration of altered peptide ligands (APL).

3.2.1.1. ORAL TOLERANCE

Oral tolerance is defined as a state of antigen-specific immunologic hyporespon-
siveness that develops after oral administration of that antigen (4,5). After oral admin-
istration, antigens are taken up by the gut mucosa into the gut-associated lymphoid
tissue (GALT), an immunologic network designed to protect the host from ingested
pathogens but also to prevent the host from reacting to ingested proteins. Depending on
the nature and dose of the administered antigen, presentation of antigen via the GALT
can result in either active immunity (similar to the response elicited with systemic
administration of antigen) or tolerance. Tolerance to orally administered antigens
occurs through three potential mechanisms: clonal deletion, clonal anergy, or active
suppression. High doses of administered antigen lead to deletion or anergy, whereas
low doses of antigen result in active suppression.

Active suppression is mediated by the release of cytokines that act to downregulate
TH1 responses. Suppression was originally thought to occur through the induction of
TH2 cells in the GALT, with resultant production of IL-4 and IL10, which act to sup-
press TH1 responses. However, oral tolerance has been demonstrated in IL-4 knockout

Table 2
Therapeutic Strategies to Induce Specific Tolerance

Therapeutic target Therapy Mechanism of action Disease targets

Antigen Oral tolerance Bystander suppression RA, MS
Altered peptide ligands Bystander suppression MS
B-cell tolerance Anergize antigen-specific SLE, MG

B-cells
MHC Class II Anti-DR Block antigen presentation RA

DR–peptide complexes Block antigen presentation RA
TCR Anti TCR MS

TCR Vaccines Bystander suppression RA, MS, psoriasis



492 Emlen

mice, and antibody-mediated blockade of IL10 does not alter oral tolerance. Trans-
forming growth factor- (TGF- ) is produced by T cells in the GALT and is a potent
immunosuppressive and anti-inflammatory cytokine and TGF- knockout mice
develop widespread inflammation in multiple organs. It has been suggested that sub-
sets of regulatory T-cells, designated TH3 and Tr1, are induced in the GALT and
actively suppress the immune response by the production of TGF- , interleukin-4
(IL-4), and IL-10.

Because the pathology of many autoimmune diseases is driven by a predominantly
TH1 response, the concept of suppression of TH1 responses with oral tolerance appears
to be applicable to the treatment of autoimmunity. Furthermore, antigen-specific release
of suppressive cytokines by tolerized T-cells into the local microenvironment may
downregulate ongoing immune responses to an unrelated but anatomically colocalized
antigen (5,6). This phenomenon, known as bystander suppression, is critical to oral
tolerance and some other therapeutic approaches discussed in this chapter (see Fig. 1).
Through bystander suppression, therapies do not need to be specifically directed to the
antigens that incite or sustain the disease. If suppressor T-cells can be induced that
target antigens expressed in diseased tissue, such as the brain or the joint, these T-cells
may be able to suppress inflammation in that tissue even if the antigens inciting and
sustaining the immune response are unknown.

The therapeutic efficacy of oral tolerance induction has been shown in a number of
animal models. Feeding MBP upregulates TGF- production, downregulates inter-
feron- (IFN- ) and tumor necrosis factor- (TNF- ) production and suppresses dis-
ease in the rat EAE model. Furthermore, oral administration of MBP after disease
induction in a relapsing model of EAE decreases disease severity and frequency of
relapses. Feeding of collagen type II suppresses collagen-induced arthritis, adjuvant
arthritis, and pristane-induced arthritis in animals.

Fig. 1. Bystander suppression. Schematic diagram showing immunosuppression of a patho-
genic TH1 cell in the joint. APC1 and APC2 take up and present two distinct antigens, both
present in the synovium. APC1 presents peptide to an autoimmune TH1 cell, which becomes
activated, releasing pro-inflammatory cytokines IFN- and IL-2, which help to drive the
inflammatory process. APC2 presents a second antigen, also present in the synovium, to a sec-
ond T-cell that has been induced to be of the regulatory phenotype (e.g., by oral tolerance).
Upon stimulation of this Treg-cell, suppressive cytokines such as IL-10 and TGF- are released,
which downregulate the “bystander” TH1 cell and, hence, decrease the inflammatory process.



Restoration of Immune Tolerance 493

These data in animal models have led to the initiation of human trials in multiple
sclerosis and RA. A large 515-patient phase III trial examining the effects of feeding
bovine myelin to patients with relapsing–remitting MS showed no significant differ-
ence in frequency of relapses compared to placebo, although the placebo response was
so high in this study that it may have obscured a therapeutic effect (4).

In RA, three double-blind, placebo-controlled clinical trials of oral tolerance in rheu-
matoid arthritis have been published to date. These trials have utilized several sources
of type II collagen (CII) (chicken and bovine) at widely varying doses (20 µg to 10 mg
per day) and have yielded mixed results (6–8). The first trial examined the effects of
0.1 mg/d of chicken CII for 1 mo, followed by 2 mo therapy at 0.5 mg/d, in patients
with long-standing RA (mean disease duration 10 yr). There was marginal benefit in
the treated group in swollen and tender joints, but the differences were not statistically
significant. A second trial looked at the effects of higher doses of bovine CII (10 mg/d)
administered to 90 patients with early disease (<3 yr). No significant improvement was
noted in individual disease parameters, although by responder analysis there was a
trend (not statistically significant) toward improvement in the treated groups.

The largest study examined the effects of four doses of chicken CII (20 µg/d and 0.1,
0.5, and 2.5 mg/d) over 6 mo in 274 patients with long-standing disease (>10 yr disease
duration). Results showed that the low-dose group (20 µg/d) had significant improve-
ment compared to placebo by Paulus criteria, but not by ACR responder criteria. A
placebo-controlled, 6-mo study of the effects of 60 µg of chicken CII in 900 patients
with RA is currently underway. Results from this study should be available by the end
of 1999.

Although studies to date have shown only modest therapeutic effects and appear to
be conflicting at first analysis, several conclusions from this work are important:

1. Administration of collagen type II for the induction of oral tolerance is safe.
2. The optimal CII dose for therapeutic effect has not yet been determined, but there is a

trend toward efficacy in the lower doses, as one would expect from the hypothesis dis-
cussed above that low doses lead to the generation of regulatory T-cells, which can lead to
bystander suppression.

3. Data in animal models suggest that administration of antigen via other mucosal routes
(nasal) may have similar effects as oral administration of antigen. This extends the poten-
tial of the “oral tolerance” approach to include nasal antigen administration, which may
lend itself to reproducible delivery of a defined antigen dose more easily than oral
administration.

4. The subset of RA patients who might benefit most from this therapy has not yet been
defined.

5. Considering its safety and low cost, oral tolerance should not be discarded as a potential
option in the rheumatologist’s armamentarium. However, before the public and physi-
cians embrace this concept, additional well-controlled trials carefully examining the
effects of antigen source, antigen dose, and patient subsets need to be undertaken.

3.2.1.2. ALTERED PEPTIDE LIGANDS

When a TCR is engaged with its cognate peptide–MHC complex, signals are initi-
ated that lead to cytokine production and T-cell proliferation. Recently, however, it has
been recognized that T-cell activation is not a simple all or none phenomenon. Modifi-
cations in the nature of the peptide presented to a given TCR, sometimes as subtle as



494 Emlen

changes in a single amino acid, can dramatically modify the nature of the T-cell
response (9). The modified peptides, known as altered peptide ligands (APL), do not
appear to simply compete for MHC and TCR binding with native peptide, because they
generally bind to the TCR with decreased avidity compared to native peptide. Binding
of APL to T-cells may activate different signaling pathways within the cell and may
change the phenotype of the cell from a pro-inflammatory TH1 cell to a regulatory cell,
producing anti-inflammatory cytokines such as TGF-  and IL-10.

Support for the concept that APL may be useful therapeutically in autoimmune dis-
ease comes from animal models. For example, in Lewis rats, EAE can be induced by
immunization with a specific peptide of MBP spanning amino acids 87–99 (MBP 87–99).
Treatment of these rats with slightly modified forms of MBP 87–99 prevents the initia-
tion of disease and reverses paralysis in established disease. The mechanism for this
phenomenon is postulated to be via induction of regulatory T-cells that release sup-
pressive cytokines and exert a bystander suppression effect, similar to that previously
described for oral tolerance. Detailed work has delineated the requirements necessary
for modification of MBP 87–99 to generate suppressive APL (9).

Although the inciting antigen in human MS is unknown, there is a major T-cell
response directed towards MBP 87-99. Thus, administration of APL based on MBP
87-99 APL may be capable of decreasing disease in human MS, analogous to the rat
EAE model. Development of this therapeutic approach is underway. The principal of
using APL to modify the T-cell phenotype in RA and other autoimmune diseases has
not yet been applied. However, as we begin to identify the antigens involved in driving
the autoimmune process in these diseases, generating APL based on these antigens
may prove to be an extremely powerful therapeutic approach.

3.2.1.3. INDUCTION OF B-CELL TOLERANCE

In some autoimmune diseases, including myasthenia gravis, autoimmune thyroiditis
and possibly SLE, tissue damage is mediated primarily by autoantibodies directed to
known antigens. Thus, if specific B-cell tolerance to these antigens can be restored,
autoantibody production should cease and antibody-mediated tissue damage should
decrease. As with the T-cell, B-cell activation requires two signals: one delivered
through the antigen-specific surface immunoglobulin (sIg) and the other through
costimulation. Generation of one of these signals in the absence of the other renders the
B-cell anergic or induces apoptosis. Alternatively, specific B-cells could be tolerized
by binding their sIg in the absence of costimulation.

This approach is currently under investigation in SLE, where antibodies to double-
stranded DNA have long been thought to play a major role in the pathogenesis of lupus
glomerulonephritis. Administration of a molecule (LJP394), which presents a multiva-
lent array of DNA oligonucleotides, results in binding of the sIg of DNA specific
B-cells. However, because no protein is present in the LJP394, no peptide is available
for presentation by the T-cell and hence no costimulatory signal is delivered to the
DNA-specific B-cell. The result is anergy or apoptosis of DNA-specific B-cells and a
reduction of DNA antibody levels.

Preliminary data in the BXSB murine model of SLE has shown that LJP394 decreases
DNA antibody levels, reduces clinical nephritis, and improves survival. Human trials
to date have shown a modest decrease in DNA antibody levels that persist for up to 2 mo
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after discontinuation of the agent. A large phase III clinical trial looking at the ability
of LJP394 to increase the time between flares of lupus nephritis is now underway (10).

3.2.2. MHC-Directed Therapy

Many autoimmune diseases have been shown to be associated with MHC class II
alleles, including RA with HLA-DR4 and DR1, MS with HLA-DR2, and diabetes with
HLA-DR3 and DR4. Because the function of the MHC class II molecule is to present
antigen to the TCR, the association of a specific class II allele with a given autoim-
mune disease suggests that a specific class II molecule is involved in presenting anti-
gens that are important in driving the disease process. Thus, blockade of class II
molecules might disrupt presentation of critical antigens and ameliorate disease.

The administration of antibodies to disease-associated class II molecules has shown
beneficial effects in animal models of EAE, myasthenia gravis, and collagen-induced
arthritis. Primate studies with antibodies to class II molecules resulted in significant
toxicity, most likely as a result of the immune response to the antibodies themselves,
rather than as a result of DR blockade. Nonetheless, because of this experience, anti-
DR antibody therapy in humans is no longer under active investigation.

An alternative approach has been to immunize animals with peptides derived from
disease-associated class II molecules. In an SJL mouse model of EAE, immunization
with an 18 amino acid peptide derived from the disease-associated class II molecule
induced antibodies that blocked antigen presentation and abrogated disease. Although
the mechanism of disease suppression is not known with certainty, there is some evi-
dence to suggest that the number of MHC class II molecules on the surface of APC is
decreased by this treatment, resulting in decreased antigen presentation (11).

Up to 90% of patients with RA express at least one DR allele containing a specific
five amino acid sequence (QKRAA) known as the shared epitope. This sequence is
located in the peptide-binding groove of the MHC molecule, suggesting that this epitope
is involved in binding and/or presenting peptide to the TCR. Thus, blockade of this
shared epitope might be expected to block antigen presentation and, in particular, block
the presentation of antigens important in the pathogenesis of RA. Because DR is
involved in presenting many antigens, however, there is also concern that blockade of
DR could result in generalized immunosuppression, an effect that has been seen in
some animals homozygous at the DR locus. A phase II clinical trial has examined the
effects of immunizing RA patients who are heterozygous for the shared epitope with a
20 amino acid peptide that contains the shared epitope. Results indicate that this strat-
egy generates antibodies to the shared epitope in approximately 25% of patients and
does not result in generalized immunosuppression. In these early studies, there was
modest improvement in clinical disease; larger trials are underway to determine if this
approach will lead to significant clinical improvement in RA.

As an alternative approach, the same investigators are administering DR peptides
containing the shared epitope coupled to peptides from a cartilage-derived antigen that
has been implicated in arthritis pathogenesis in animal models (gp39). Clinical results
from these novel therapies should be available within the next few years.

3.2.3. T-Cell Receptor-Directed Therapy

Once antigen is processed and bound in the MHC groove, this complex is presented
to the T-cell receptor, and if appropriate costimulatory signals are present, T-cell pro-
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liferation is triggered. Thus, therapeutic targeting of the TCR should result in disrup-
tion of this signal. However, like immunoglobulins, TCR are extremely diverse and
each TCR binds with a high degree of specificity to only a small group of closely
related MHC–peptide complexes. Therefore, unless the specific TCR present on each
autoreactive clone of cells is known, such specific blockade does not appear to be
feasible. Furthermore, epitope spreading suggests that an increasing number of T-cell
clones, each expressing a unique TCR, are recruited over time during the development
of autoimmune disease. Thus, by the time clinical disease is evident, TCR-directed
therapies would have the Herculean task of impacting multiple unique TCR targets.

Nonetheless, many investigators have examined T-cells in autoimmune disease in
an attempt to define TCR usage at sites of inflammation such as the joint in RA or the
central nervous system (CNS) in MS. Evidence indicates that multiple clones of
T-cells are involved in tissue damage and that T-cell involvement varies from indi-
vidual to individual and over time within the same individual. However, several inves-
tigators have shown that certain T-cell families, defined by similarities in their
non-peptide-binding V region, are overrepresented in inflammatory lesions. For
example, samples from the CNS or cerebrospinal fluid (CSF) from patients with MS
show an increased frequency of T-cells of the V 5.2 or V 6 families relative to T-cells
in peripheral blood of the same patients. In RA, synovial fluid and synovial tissue have
been reported to show an increased frequency of V 3, V 12, V 14, and V 17 T-cells
relative to peripheral blood. Although there is some controversy on the extent to which
these observations apply to different patient populations, these data raise the possibil-
ity that if specific V T-cells families are overrepresented at sites of tissue damage,
therapies might be directed at these T-cell subsets (12). Because V T-cell families
may constitute 2–10% of the total T-cell population, this population provides a more
feasible therapeutic target than individual T-cell clones each expressing a unique TCR.

The therapeutic efficacy of this concept has been demonstrated in the EAE animal
model, in which the MBP-reactive, pathogenic T-cells are members of the V 8 family
(13). In this model, immunization with a peptide derived from the CDR2 region of V 8
has been shown to prevent disease induction and shorten the course of established dis-
ease. The immune response to these peptides has been shown to induce regulatory T-cells
that release suppressive cytokines when they encounter their antigen (V 8). These regu-
latory T-cells localize to the site of tissue inflammation by virtue of the increased num-
ber of T-cells expressing V 8 (the cognate antigen of the induced regulatory cells)
present at those sites. Once they encounter their target antigen, they release immuno-
suppressive cytokines such as TGF- and IL-10 and decrease inflammation either
directly or through bystander suppression (see Fig. 1). Similar efficacy of TCR vacci-
nation has been shown in adjuvant and collagen-induced arthritis models.

The application of this concept to human disease is under development for RA, MS,
and psoriasis, diseases in which there is at least some data to indicate a biased TCR V
usage at sites of inflammation (14,15). Immunization with TCR peptides has been
shown to be safe and well tolerated. A phase II trial in RA examining the effects of
immunization with a combination of peptides to V 3, V 14, and V 17 has been com-
pleted. This study, conducted in 99 RA patients with active disease of moderate dura-
tion (mean 10.9 yr), showed that the peptides were well tolerated and demonstrated
moderate efficacy (15). Of patients adhering to the protocol, 50% achieved an ACR 20
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response at 24 wk compared to 19% of placebo-treated patients. Although this response
may not be as dramatic as some other therapies, the low cost, good safety profile, ease
of administration, and potential for long-term response make this an attractive thera-
peutic option if the efficacy of this approach can be confirmed.

4. Summary

Since the discovery of corticosteroids nearly 50 yr ago, the pharmacopia for the
treatment of autoimmune diseases has consisted almost exclusively of agents to block
the inflammatory consequences of autoimmunity. Nonsteroidal anti-inflammatory
drugs, gold, methotrexate, and even the new cytokine inhibitors all act primarily at the
distal end of the autoimmune process. As our understanding of basic immunology and
the mechanisms of normal tolerance grows, we are now beginning to obtain the knowl-
edge and tools to treat autoimmune diseases closer to the source—the autoimmune
response itself.

Restoring tolerance to just the right extent will be a difficult and complex task, how-
ever. Broad immunosuppression may “tolerize” many autoreactive cells, but at the cost
of suppressing the normal immune response as well. At the other extreme, restoration
of tolerance to only a few specific antigens may prove to be too little, too late, because
the autoimmune response has expanded by epitope spreading by the time clinical dis-
ease is evident. Therapies to restore tolerance are clearly in their infancy, just as anti-
inflammatory therapies were in the 1950s. However, if autoreactive cells can be
tolerized by some of the methods described in this chapter or by other methods yet to
be developed, there is a potential for the induction of long-term, drug-free disease
remissions in our patients. The pace of immunology research makes one optimistic that
this goal should be attainable in considerably less than 50 yr.
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1. Osteoarthritis

Osteoarthritis (OA) is a disease characterized by a degeneration of articular carti-
lage. Although the etiology of OA is not yet known and is likely multifactorial, this
disease process involves a disturbance in the normal balance of degradation and repair
in articular cartilage (1). The breakdown of the cartilage matrix leads to the develop-
ment of fibrillation, fissures, the appearance of gross ulcerations, and the disappear-
ance of the full thickness surface of the joint. This is accompanied by hypertrophic
bone changes with osteophyte formation and subchondral plate thickening. The carti-
lage matrix breakdown products released into the synovial fluid are phagocytosed by
the synovial membrane. Consequently, the membrane becomes hypertrophic and
hyperplastic, and an inflammatory reaction is often observed. Although the remodeling
of subchondral bone is associated with OA pathology, it is still under debate whether
this tissue change initiates or is involved in the progression of cartilage loss.

In OA cartilage, it appears that the earliest histopathological lesions, which are a
depletion of proteoglycans and a breakdown of the collagen network, result from an
increased synthesis and/or activity of proteolytic enzymes. Current knowledge (1)
indicates a major involvement of the metalloprotease (MMP) family in this disease
process. Other enzymes from the serine- and cysteine-dependent protease families, such
as the plasminogen activator/plasmin system and cathepsin B, respectively, also play a
role but primarily as activators of MMPs. Another protease, the aggrecanase, an enzyme
belonging to the adamalysin family (i.e. having desintegrin and metalloprotease
domains (1), appears responsible for proteoglycan cleavage as found in human OA
synovial fluid.

2. Identification and Regulation of Metalloproteases

2.1. Definition

Matrix MMPs are enzymes implicated in the natural turnover of the extracellular
macromolecules (2). They are produced by cells of the articular joint tissues, including
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chondrocytes, fibroblasts, osteoclasts, osteoblasts, and inflammatory cells (macro-
phages, lymphocytes, neutrophils). Collectively, they can degrade all the major macro-
molecules of the extracellular matrix: collagens, proteoglycans, laminin, fibronectin,
and other glycoproteins. MMPs are the product of different genes, but they share struc-
tural and functional features such as an optimal activity at neutral pH (with the excep-
tion of stromelysin-1 for which the optimal pH is at about 5) and require calcium and
zinc for activity. Most MMP proteins are organized into three distinct and well-con-
served domains: an amino-terminal propeptide consisting of about 80–90 amino acids
involved in the maintenance of enzyme latency; a catalytic domain that binds zinc and
calcium ions; and a hemopexin-like domain at the carboxy terminal. This last domain
seems to play a role in substrate binding. MMP are synthesized as proenzymes and
must be activated by proteolytic cleavage. Generally, they are present as soluble forms,
but some are membrane bound. The activation of the latent secreted enzymes results
from the proteolytic cleavage of the propeptide domain from the N-terminus of the
enzyme. As MMP are so potent, they are carefully controlled. Synthesis, activation,
and inhibition of the active enzymes are controlled by physiological and pathological
factors such as pro-inflammatory cytokines, hormones, growth factors, and proteases.

2.2. Classification

Metalloproteases are broadly classified into four groups, based on substrate speci-
ficity and cellular location: the collagenases, stromelysins, gelatinases, and membrane-
type MMP (MT-MMP) (3). Members of the first three groups have been found at
increased levels in OA tissues (1). Other MMPs such as matrilysin and macrophage
metalloelastase have been described but have not been assigned to any of these groups.

The collagenases are secreted as latent enzymes and, once activated, are capable of
degrading native collagens. Three collagenases have been identified in human carti-
lage and their levels are clearly elevated in OA: collagenase-1 (MMP-1), collagenase-2
(MMP-8), and collagenase-3 (MMP-13) (4). Although all three collagenases are active
on collagen fibrils, they are biochemically different. The coexistence of different types
of collagenase in the articular tissue points to distinct roles and regulations for each.
Collagenase-3 preferentially cleaves type II collagen (the major collagen type in
articular cartilage) and is five times more active on this substrate than collagenase-1;
collagenase-2 has a higher specificity for type I collagen, and collagenase-1 for type III
collagen. It has also been shown that a different topographical distribution exists
between collagenase-1 and collagenase-3 within pathological cartilage, suggesting a
selective involvement of each collagenase during the disease process. In OA, collage-
nase-1 and collagenase-2 are located predominantly in the superficial and upper inter-
mediate layers of the cartilage, whereas collagenase-3 is found mostly in the lower
intermediate and deep layers. Moreover, from an immunohistochemical study using an
OA animal model, it was shown that the collagenase-1 chondrocyte score increased
steadily in the superficial zone of the cartilage with the progression of the lesions,
whereas the collagenase-3 cell reached a plateau at the moderate stage of the disease in
the lower intermediate and deep layers (5). All together, the data on the collagenases in
OA tissues suggest an involvement of collagenase-1 during the inflammatory process
and an implication of collagenase-3 in the remodeling phase of the tissue.
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The gelatinases are also secreted as proenzymes. They have a substrate preference
for denatured collagen, gelatin, and types IV and V collagens. Two gelatinases
have been found in the articular tissues: gelatinase-B (92 kDa or MMP-9) and
gelatinase-A (72 kDa or MMP-2), but only the gelatinase-B level is increased in human
OA cartilage.

The stromelysins show a broader substrate specificity and include proteoglycans,
fibronectin, elastin, laminin, and so forth. Stromelysin-1 (MMP-3), stromelysin-2
(MMP-10), and stromelysin-3 (MMP-11) have been described in human tissues, but of
those, only stromelysin-1 has been found in elevated levels in OA. Stromelysin-2
and stromelysin-3 were detected only in the synovial fibroblasts from synovial mem-
brane of rheumatoid arthritis patients. Histochemical studies suggested a relationship
between the level of stromelysin-1 and the severity of degradation of proteoglycans.
This enzyme is also implicated in the enzymatic cascade responsible for the activation
of procollagenase.

For the MT-MMP, to date six members have been identified and designated MT1-
MMP through MT6-MMP (3,3a,3b). MT1-MMP is expressed in human articular carti-
lage, and possesses collagenolytic activity. MT1-MMP, MT2-MMP, MT5-MMP, and
MT6-MMP activate gelatinase A, and MT1-MMP and MT2-MMP also activate colla-
genase-3. The relevance of these enzymes in the pathogenicity of OA has yet to be
determined.

Matrilysin (PUMP-1, MMP-7) has not been assigned to any of the previous groups.
This enzyme is highly active against various molecules of the extracellular matrix,
especially the proteoglycans. Matrilysin was found overexpressed in human OA carti-
lage and its expression enhanced by treatment with the proinflammatory cytokines
interleukin (IL)-1  and tumor necrosis factor-  (TNF- ).

2.3. Regulation

The synthesis, activation, and inhibition of MMP are tightly regulated at several
levels in order to maintain a proper balance between the anabolism and catabolism of
the articular tissue, because excessive amounts of MMP result in the overall destruc-
tion of the extracellular matrix. Regulatory pathways are found at the transcriptional
(stimulation or inhibition of mRNA) and posttranslational levels (activation of the
secreted latent enzymes and inhibition of activated MMP).

The mechanisms governing MMP transcription regulation are complex. The pro-
moter regions of the MMP genes have been cloned and sequenced, and their analysis
revealed the presence of several cis-acting DNA sequences, which have been impli-
cated in both basal and modulatory transcriptional activities. Many of the proteins bind-
ing to these sequences have also been identified and an understanding of their role as
either stimulators or inhibitors of transcription has emerged.

2.3.1. Transcriptional and Posttranscriptional Levels

2.3.1.1. STIMULATION OF TRANSCRIPTION

Metalloprotease genes are generally expressed in cartilage and synovial membrane
cells in low levels, and their gene transcription induced by factors such as pro-inflam-
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matory cytokines (IL-1 , TNF- ) and some growth factors including epidermal growth
factor (EGF), platelet-derived growth factor (PDGF), and basic fibroblast growth fac-
tor (bFGF) (6). For most of them, transcription activation of the MMP genes depends,
at least in part, on the presence of an AP-1 site (activator protein-1, TGAG/CTCA),
located at position –65 to –79 bp in the promoter of the MMP genes (7,8), the excep-
tions being the gelatinase A and stromelysin-3 genes whose promoters do not possess a
consensus AP-1 site. Proteins of the Jun and Fos families of transcription factors bind
the AP-1 site as dimers (Jun/Jun or Jun/Fos) and contribute to both basal and induced
MMP transcription. Although important, this factor is not the only regulator of tran-
scription, but rather seems to act in concert with other cis-acting sequences. For ex-
ample, in the collagenase-1 promoter, the AP-1 and PEA3 (polyomavirus enhancer A)
sites have been found to act as a transcriptional unit to achieve maximal induction.

2.3.1.2. INHIBITION OF TRANSCRIPTION

Metalloprotease gene transcription can be suppressed by various factors, and those
of physiological interest for articular tissues are the transforming growth factor TGF-
(depending on the cell type, the state of the cell, and the isoforms), vitamin A analogs
(retinoids), and glucocorticoids. Although each of these agents has its own pathway for
inhibiting MMP gene transcription, the presence of an AP-1 site in the promoter of
MMP genes appears to be a key element in the inhibitory effect.

TGF- belongs to a superfamily of sequence-related molecules involved in regula-
tion of growth, differentiation, and development. This family presently comprises over
30 distinct molecules. In mammals, three isoforms, TGF- 1, TGF- 2, and TGF- 3, are
found. In regards to MMP, TGF- shows bifunctional properties: it can either inhibit or
stimulate gene transcription. TGF- 2 was found to stimulate collagenase-1 production
in keratinocytes by stimulating c-Jun; the c-Jun/c-Fos dimer efficiently binds the AP-1
site thereby upregulating transcription. In contrast, it inhibits collagenase-1 synthesis
in fibroblasts by upregulating the synthesis of Jun-B; the Jun-B/c-Fos dimer does not
bind the AP-1 site as efficiently as a c-Jun/c-Fos dimer, therefore preventing the syn-
thesis of collagenase-1 (9). In addition to the AP-1 site, other sites have also been
implicated in the mediation of the TGF- effect. One of these is the TIE (TGF- inhibi-
tory element) site present in the promoter of human collagenase-1, gelatinase B,
matrilysin, and collagenase-3 (for this enzyme, it is on the opposite strand). The TIE site
was found to negatively regulate stromelysin-1 gene expression.

In human OA chondrocytes, it was recently found that TGF- 1 and TGF- 2 showed
differential regulatory patterns on collagenase-3, depending whether the cells had a
low (upregulation) or high (no effect) basal level. Importantly, this did not occur for
collagenase-1. Moreover, an opposite pattern was found between the isoforms in regard
to collagenase-1—TGF- 1 upregulates collagenase-1 on these OA cells, and TGF- 2
had no effect (10).

Although the precise mechanisms involved in the glucocorticoids’ and retinoids’
downregulation of MMP gene synthesis are still under study, data showed that in this
process the AP-1 site is targeted (7,8). Briefly, both factors first bind their respective
hormone receptors and the ligand–receptor complexes translocate to the nucleus. One
proposed pathway of repression is by the interaction of the ligand–receptor complexes
with the Jun or Fos proteins, thus interfering with the transcriptional activation of
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AP-1. Another pathway found for the retinoids involved the mRNA downregulation of
the c-Fos protein.

2.3.2. Posttranslational Levels

The secreted MMP proenzymes are activated by a number of physiological activa-
tors. In turn, the activated MMP are regulated by inhibitors that bind the active site of
the MMP and inhibit their catalytic activity.

2.3.2.1. METALLOPROTEASE ACTIVATION CASCADES

There are at least two activation processes. Extracellular activation occurs in the
tissue for most of the MMP and at the cell surface for collagenase-3 and gelatinase A.
In contrast, MT-MMP and stromelysin-3 are intracellularly activated in the Golgi com-
partment (11). The extracellular activation is a stepwise process in which an activator
generates an intermediate; the intermediate or partially activated MMP fully activates
the MMP. This process allows for very fine regulation of the enzymatic activity.

Several enzyme families have been proposed as activators for MMP. Enzymes from
the serine- and cysteine-dependent protease families, such as plasminogen activator
(PA)/plasmin system and cathepsin B, respectively, have been proposed as activators
(1). Cathepsin B is a lysosomal enzyme, with a maximal activity at pH 6.0 and requir-
ing thiol as an activator. This protease may play a role in cartilage degradation through
direct degradative action on both the collagen and proteoglycans as well as by the
activation of MMP. Although other cathepsins have been found in the synovial mem-
brane, cathepsin B appears to be most relevant to MMP activation in cartilage. Cathe-
psin B levels have been found in increased levels in OA articular tissue, whereas
cysteine protease inhibitory activity was decreased.

The plasminogen activators urokinase-type (uPA) and tissue-type (t-PA) are pro-
teases which convert plasminogen to plasmin. The PA/plasmin proteases have a broad
spectrum of activity. Their levels are increased in OA joints suggesting a role in carti-
lage destruction. Plasmin has the potential to degrade cartilage proteoglycans as well
as to activate latent collagenase-1 and stromelysin-1. The PA are themselves inacti-
vated by a glycoprotein, PAI (plasminogen activator inhibitor), which can be modu-
lated in cartilage and cultured chondrocytes by inflammatory cytokines and growth
factors. Decreased levels of PAI-1 have been reported in human OA cartilage. More-
over, a positive relationship has also been reported between levels of plasmin and active
collagenase in OA cartilage.

The collagenases and gelatinases, however, can also be activated by other active
MMP (11). MT1-MMP activates collagenase-3 and gelatinase A potentiates the latter
activation; MT1-MMP also activates gelatinase A. Collagenase-3 is itself capable of
activating progelatinase B. Stromelysin-2 activates procollagenase-2, whereas
stromelysin-1 has been shown to cleave the proforms of both collagenase-1 and
collagenase-3, gelatinase B, and matrilysin. The activated matrilysin can itself activate
collagenase-1 and gelatinase B. Examples of the enzymatic cascades described show
the complexity of the interactions between MMP and the delicate balance between
MMP synthesis and activation that must be maintained to preserve the integrity of the
articular tissue.

In addition, some MMP activated intracellularly, such as stromelysin-3 and
MT-MMP, have a 10 amino terminal insert between the propeptide and the N-terminal
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domain. This sequence, GLSARNRQKR in stromelysin-3, is recognized by a Golgi-
associated serine protease, furin. The latter activates this MMP, which is then secreted
in an active form.

2.3.2.2. INHIBITION OF ACTIVE METALLOPROTEASES

Once activated, the MMP are further regulated by several naturally occurring inhibi-
tors, such as the tissue inhibitor of metalloproteases (TIMP) and the 2-macroglobulin
(12). The 2-macroglobulin is a large protein (750 kDa) produced by the liver and
found in the serum and synovial fluids of normal and OA patients. It acts as a nonspe-
cific inhibitor of proteases by trapping the enzyme and blocking its access to the sub-
strate. Because of its high molecular weight, this inhibitor may not be capable of
penetrating the cartilage, and its relevance to this tissue degradation appears unlikely.
Its role appears restricted to the fluid or inflammatory exudates.

TIMP are the specific physiological inhibitors of MMP, and they are synthesized by
the same cells that produce MMP. To date, four TIMP molecules have been identified
(TIMP-1, TIMP-2, TIMP-3, and TIMP-4). Each TIMP molecule is the product of a
different gene, but the proteins share several structural features: they all possess 12
conserved cysteine residues and an amino-terminal domain necessary for MMP inhibi-
tory activity. All active MMP are inhibited by TIMP with a stoichiometric ratio of 1 : 1.
Their inhibitory capacity is the result of their specific noncovalent binding to the active
site of MMP and to the proforms of gelatinase A (TIMP-2, TIMP-3, and TIMP-4)
and gelatinase-B (TIMP-1 and TIMP-3). These latter complexes can still be activated,
but they show lower specific activities than the noncomplexed gelatinases. TIMP-1
and TIMP-2 are present in cartilage and are synthesized by chondrocytes, but only
TIMP-1 has been detected in the OA synovial tissue and fluid. TIMP-3 is found exclu-
sively in the extracellular matrix and not in conditioned media. TIMP-4 has approxi-
mately 50% sequence identity with TIMP-2 and TIMP-3, and 38% with TIMP-1.
Moreover, TIMP-4 was found only in cancer cells and appears responsible for modu-
lating the cell-surface activation of pro-gelatinase A, suggesting its importance as a
tissue-specific regulator of extracellular matrix remodeling. An imbalance between the
amounts of TIMP and MMP toward higher levels of active MMP, such as that seen in
OA tissues, may account, at least in part, for the increased levels of active MMP in
pathological tissues.

3. Treatment with Metalloprotease Inhibitors

3.1. Design of Metalloprotease Inhibitors

Conventional treatments do not affect the OA disease process. Recently, the use of
protease inhibitors or factors responsible for blocking MMP activation and synthesis
has been suggested as a new therapeutic approach. Inhibiting MMP synthesis/activity
as a treatment for OA has been the focus of very intensive research over the last decade.
A large variety of synthetic approaches have been used, and highly effective MMP
inhibitors have been tested. Some of these MMP inhibitors were shown to reduce or
block cartilage destruction on animal models and some were also shown to be effective
in preventing the progression of certain human tumors. Figure 1 gives a summary of
representative activators and inhibitors of MMP synthesis and activity.
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Developing protease inhibitors that are therapeutically active is very challenging. In
addition to ensuring that the molecule has the required potency, it must also be
bioavailable, preferably administered orally, be specific for the targeted enzyme fam-
ily, and have no significant toxicity. Encouragingly, many of these conditions have
been met with the development of inhibitors of another protease family, the zinc-
dependent metalloexopeptidase angiotensin-converting enzyme. These compounds
form a model for the design of MMP inhibitors. This approach consists of choosing a
zinc chelating ligand and attaching it to a peptide that mimics the cleavage site of the
MMP target substrates (13).

Importantly, if such compounds are to be used in vivo, untoward side effects will
have to be tested. A possible side effect may be an imbalance in the activity of MMP
involved in bone remodeling and wound healing. Another undesirable consequence is
a potential overall increased deposition of connective tissue matrix. As MMPs are also
involved in the implantation of the embryo, the development of the fetus, and many of
the processes involved during parturition, administration of these compounds will need
to be initially restricted to selected patient groups.

A primary reason for looking at MMP inhibitors was to block the degradation pro-
cess of the two major cartilage macromolecules: collagens and proteoglycans. The first
rational approach to the design of inhibitors was made for collagenase. Different chelat-
ing moieties were tested, and these included thiols, carboxyl-alkyls, phosphonic acids,
phosphonamides, and hydroxamate groups (14). Some interest has been shown in
screening natural products for the presence of MMP inhibitors, and a series of gelatinase
inhibitors has been recently described.

Fig. 1. Schematic diagram of representative activators (+) and inhibitors (–) of MMP synthesis
and activity. Physiological compounds are shown in bold and synthetic compounds in italic.
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The inhibition of proteoglycan degradation in cartilage has, however, encountered a
higher level of difficulty. This may be the result of tissue penetration. It is known that
lower concentrations of inhibitor are required to prevent collagen release from carti-
lage, which takes place after the highly charged proteoglycan molecules have been
removed. However, this may suggest that the enzyme responsible for proteoglycan
degradation may differ substantially from the known MMP (aggrecanase?).

Another interesting new therapeutic target may be the convertase furin. Indeed, and
as mentioned earlier, some MMPs (stromelysin-3 and MT-MMP) could be activated
intracellularly by this enzyme. This may be an important step in the control of some
MMP activation.

3.2. Inhibitors of Metalloprotease Activity
3.2.1. Physiological Inhibitors, TIMP

The balance between the level of activated MMP and the available TIMP determines
the net enzyme activity and is a key determinant of extracellular matrix turnover.
Increasing the local synthesis of TIMP would be an effective way to prevent connec-
tive-tissue turnover and OA progression. However, the natural TIMP has limited pos-
sible application as a therapeutic agent, mainly because of its limitation regarding the
administration of proteins. Indeed, it is well known that peptides within the circulation
are often rapidly removed by either the liver or the kidneys and/or rapidly hydrolyzed
in the gut, in the blood, or in the tissues. Nonetheless, the use of recombinant TIMP and
gene therapy has been shown to be effective in antimetastatic treatment (15). Recently,
the three-dimensional structure of TIMP complex with stromelysin-1 has been demon-
strated (16). This study revealed that TIMP fits into the active MMP domain by the
TIMP N-terminal part and binds in a substrate manner. Based on current knowledge of
the TIMP/MMP complex structure, researchers have begun to look at engineering the
TIMP in order to be selective to a specific MMP; this can be achieved by specific point
mutation of TIMP at the MMP contact site (17). There might therefore be a regain of
interest in TIMP as treatment in the field of OA in the near future.

3.2.2. Chemical Inhibitors (Table 1)

Although the prospects for the prevention of cartilage macromolecule breakdown
using synthetic MMP inhibitors look promising, opinions differ as to the best MMP to
target. One option points to the collagenases, as it was shown that loss of the collagen
network leads to irreversible damage and that proteoglycans and other proteins can be
readily lost from cartilage but rapidly replaced. Others suggest that the inhibitors should
have a broad spectrum, the advantage being to inhibit yet undiscovered MMPs that
may be involved in the disease process. For example, it was noted in initial animal
studies that treatment with a MMP inhibitor, in addition to sparing cartilage and bone,
also had an anti-inflammatory effect. However, one should be cautious as broad-spec-
trum inhibitors could also lead to unwanted side effects by preventing previously
unrecognized but essential proteolytic pathways from operating. Perhaps the principle
of MMP inhibition should first be tested with broad-spectrum inhibitors to establish
the potential of these compounds. Then it would be possible to make highly specific
inhibitors for individual MMP by exploiting unique cleavage sites for each enzyme and
so begin to evaluate the contribution of the targeted enzyme to the pathology.
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One approach is based on the cysteine switch mechanism of MMP, in which
proforms of MMP are inhibited by a highly conserved sequence in the prosegment,
which is cleaved on activation. This sequence contains a cysteine residue that is
believed to coordinate the active-site zinc atom, thereby maintaining enzyme latency.
This linear peptide sequence (MRKPRCGN/VPDV) has been shown to exhibit inhibi-
tory activity against gelatinase A and stromelysin-1.

Antibiotics such as tetracycline and its semisynthetic forms (doxycycline and
minocycline) have very significant inhibitory properties that impact MMP activity (17).
Their action is mediated by chelating the zinc present in the active site of MMP. Tetra-
cycline is a poor inhibitor of MMP (50% inhibitory concentration [IC50] about 350 µM),
whereas semisynthetic homologs are more potent, making them more attractive. Fur-
thermore, tetracycline and homologs are also suppressors at the transcriptional level of
some MMP (such as stromelysin-1, gelatinase A). Several in vitro studies have demon-
strated that tetracycline can inhibit collagenases (collagenase-1 and collagenase-3) as

Table 1
Metalloprotease Inhibitors: A Nonexhaustive Listing of Chemical Agents

Metalloproteases MMP number Metalloprotease inhibitors

Collagenase-1 MMP-1 BB94, BB2516, Ro3555, doxycycline, bryostatin-1,
Ro 31-7467, tenidap, BE-16627B

Gelatinase-A MMP-2 BB94, BB2516, CT-1746, doxycycline, matlystatin,
CT1166, synthetic furin inhibitor, N-sulfonylamino
acid derivatives, leupeptin analogs

Stromelysin-1 MMP-3 BB94, BB2516, CGS27023A, bryostatin, tenidap
Matrilysin MMP-7 BB94, BB2516,
Collagenase-2 MMP-8 Ro3555
Gelatinase B MMP-9 BB94, BB2516, CGS27023A, CT-1746, matlystatin,

GM-6001, doxycycline, bryostatin-1, N-sulfonylamino
acid derivatives, CT1166

Stromelysin-2 MMP-10 CGS27023A, bryostatin
Stromelysin-3 MMP-11 CGS27023A, bryostatin
Metalloelastase MMP-12 Doxycycline
Collagenase-3 MMP-13 Ro3555, doxycycline
MT-MMP MMP-14 BB94, BB2516, CGS27023A, synthetic furin inhibitor

MMP inhibitors Manufacturer

BB94, BB2516 British Biotech Inc., Oxford, UK
Ro3555, Ro31-7467 Roche Products Ltd., Herts, UK
Matlystatin Sankyo Co. Ltd., Tokyo, Japan
CT1166, CT1746 Celltech Ltd., Slough, UK
Tenidap Pfizer Central Research, Groton, CT, USA
Synthetic furin inhibitor Alexis Biochemicals Corp., San Diego, CA, USA
N-Sulfonyl amino acid derivatives Shionogi Res. Lab. Inc., Osaka, Japan
CG27023A Ciba Geigy Corp., Summit, NJ, USA
GM6001 (galardin) Glycomed, Alameda, CA, USA
Doxycycline Collagenex, Newtown, PA, USA
Leupeptin analogs Nippon Kayaku Co. Ltd., Tokyo, Japan
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well as gelatinase A activities. Tetracycline and doxycycline were shown to reduce in
vivo the severity of OA in animal models, whereas doxycycline reduced collagenase
and gelatinase activities. A clinical trial is presently underway to explore the therapeu-
tic efficacy of doxycycline in human knee OA.

The hydroxamate-based compounds are potent inhibitors of MMP (13). They were
designed originally as collagenase selective inhibitors and are believed to work by
interacting with the active site of the MMP molecule, binding with the zinc molecule,
thus inactivating the enzyme. Thiols and carboxylalkyls, also inhibitors of MMP, have
a similar mode of action. The hydroxamate compounds are very common and some of
them are orally active. Several of these compounds are currently under investigation
(18). Among them, CGS27023-A (Ciba-Geigy Corp, Summit, NJ, USA), an orally
active stromelysin inhibitor, was shown to block cartilage matrix degradation in vivo
in rabbits. Another inhibitor, Ro-3555 (Roche Products Ltd., Herts, UK), a competitive
inhibitor of human collagenase-1, collagenase-2, and collagenase-3, inhibits in vitro
IL-1-induced cartilage degradation. This compound was also shown in vivo to inhibit
articular cartilage degradation in the rat monoarthritic model. Clinical trials are cur-
rently being conducted in both rheumatoid arthritic and OA patients. Two hydroxamate
inhibitors, BB-1101 and BB-1433 (British Biotech, Oxford, UK) have broad specific-
ity of MMP inhibition but also inhibit the TNF- -converting enzyme. When adminis-
tered orally, they inhibit the progression of arthritic lesions in rat adjuvant-induced
arthritis.

3.3. Inhibitors of Metalloprotease Synthesis
3.3.1. Growth Factors

Polypeptide growth hormones play a major role in the regulation of cell metabolism,
including that of chondrocytes. Therapy with growth factors remains, however, a chal-
lenging option to improve the outcome of OA lesions. Among the most influential of
these factors are insulin-like growth factor-1 (IGF-1) and transforming growth factor-

(TGF- ). These and other factors interact to modulate their respective actions, creat-
ing effector cascades and feedback loops of intercellular and intracellular events.
Experimental treatment of canine OA using intra-articular injections of IGF-1, both
alone and in combination with intramuscular pentosan polysulfate has demonstrated
that combined therapy was successful in blocking protease activity and maintaining
cartilage structure and biochemistry. Moreover, although TGF-  possesses anabolism
properties, including upregulation of proteoglycan synthesis, TIMP, and IL-1 receptor
antagonist and downregulation of IL-1 receptors and some proteases such as stromelysin-1,
this factor was recently found to increase the production of other MMP (collagenase-3,
gelatinase A) and seems a pivotal mediator in osteophyte formation (19). Caution
should be taken for the in vivo clinical application of TGF- because, as discussed
previously, contradictory in vitro results were obtained.

3.3.2. Transcription Factors

Another means of decreasing MMP synthesis could be by acting on the transcription
factors involved in the expression of MMP. As mentioned earlier, interaction of mul-
tiple elements within the promoter appears to govern the regulation of MMP gene
expression. Among the various sites involved is the AP-1. However, this site is used
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for the expression of many other genes, making it a nonspecific site to target as therapy
with several potential side effects. Nevertheless, strategies to specifically inhibit the
regulation of posttranscriptional mechanisms of MMP are currently under study.

3.3.3. Inhibitors of Inflammatory Factors

An interesting approach is to reduce the pro-inflammatory cytokine production and/
or activity, leading to a reduction of the MMP synthesis. In the pathophysiology of OA,
IL-1 seems to be a predominant cytokine implicated in the major events that lead to
cartilage destruction (1). A potential role of TNF- in the disease process cannot, how-
ever, be ruled out at this time.

A recent study using the Pond-Nuki dog model of OA has demonstrated that Tenidap
(Pfizer Central Research, Groton, CT, USA), a cytokine-modulating drug, can signifi-
cantly reduce cartilage damage and osteophyte formation while simultaneously inhib-
iting the synthesis of IL-1 and the activity of collagenase-1 and stromelysin-1. The
oxyndole family could represent potentially interesting drugs for the treatment of OA.

The inhibition of cytokine synthesis by using a p38 kinase inhibitor was shown to
reduce the production of IL-1, TNF- , and MMP. Antisense oligonucleotide therapy
using complementary sequence to a nontransduced 5' region of IL-1 RNA has also
been shown to be effective in reducing IL-1  synthesis.

The inhibition of IL-1 activity by modulating the enzymatic conversion of the pro-
cytokine (31 kDa) in active mature cytokine (17 kDa) is an attractive therapeutic tar-
get. Intracellular transformation of IL-1 is carried out via a converting enzyme called
ICE or caspase-1 (IL-1 -converting enzyme) and can be well controlled by antisense
therapy or ICE inhibitors. The expression and production of ICE in human OA carti-
lage and synovial membrane has recently been demonstrated (19A). A recent in vivo
study demonstrated that an ICE inhibitor effectively reduced the progression of murine
type II collagen-induced arthritis.

The inhibition of IL-1 at the extracellular level can be achieved using either type I
(IL-1RsI) or type II (IL-1RsII) soluble receptors. In vitro data has recently established
some advantages of the latter, and some clinical assays are currently underway with
rheumatoid arthritic patients. No data are yet available for OA.

There is evidence that a relative deficit in the production of IL-1Ra, the natural
antagonist of the IL-1 receptor, occurs in OA tissues. This, coupled with an upregulation
of the receptor level, might enhance the catabolic effect of IL-1 in OA (1). A recent
study developed in our laboratory has investigated the in vivo effect of human recom-
binant IL-1Ra (rhIL-1Ra) injected intra-articularly. We demonstrated a dose-depen-
dent protective effect on the development of osteophytes and cartilage lesions.
Importantly, injections of this protein led to a significant reduction of collagenase
expression in OA cartilage (20).

Many strategies designed to downregulate TNF- synthesis and/or activity are presently
underway, mostly for the rheumatoid arthritic patient. It is now well known that the
extracellular portion of the two types of TNF receptors can be released from the cellu-
lar membrane to form soluble receptors (TNF-sR55 and TNF-sR75). Both are shed
from the OA cells. It was shown in inflammatory diseases that decreasing the shedding
of the TNF-R75 may contribute to reducing the response of these cells to stimulation
by TNF- . Although the exact role of TNF-sR in the control of TNF- action remains
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ambivalent, some studies indicate that they function as an inhibitor of cytokine activity
by rendering the cells less sensitive to the activity of the ligands or by scavenging
ligands not bound to cell-surface receptors.

Anti-TNF- treatment in murine collagen-induced arthritis (CIA) has been shown
to significantly improve the disease. Clinical trials using an anti-TNF- chimeric mono-
clonal antibody (cA2) in rheumatoid arthritis compared to a placebo group have shown
that this approach is very encouraging for this disease, although TNF- is not a promi-
nent cytokine in terms of OA.

Another interesting means to reduce pro-inflammatory cytokine production and/or
activity is through the use of certain cytokines having anti-inflammatory properties.
Three such cytokines, IL-4, IL-10, and IL-13, have been identified as able to modulate
various inflammatory processes. Their anti-inflammatory potential, however, appears
to depend greatly on the target cell. Their inhibitory effect on MMP is indirect and
occurs via the inhibition of pro-inflammatory cytokines such as IL-1 and TNF- and/
or by the elevation of TIMP in the articular tissue. Augmenting their production in situ
by gene therapy or supplementing it by injecting the recombinant protein could repre-
sent an attractive new form of treatment. A clinical trial is presently underway in which
the effect of human recombinant IL-10 is tested in rheumatoid arthritic patients. IL-10
inhibits the synthesis of IL-1 and TNF- , as well as gelatinase A and B expression.
Human recombinant interleukin-4 (rhIL-4) has been tested in vitro in OA tissues and
has been shown to suppress the synthesis of both TNF- and IL-1 in the same manner
as low-dose dexamethasone. Similarly, IL-13 significantly inhibits lipopolysaccharide
(LPS)-induced TNF- production by mononuclear cells from peripheral blood, but not
by cells from inflamed synovial fluid. Interleukin-13 has important biological activi-
ties such as inhibition of the production of a wide range of pro-inflammatory cytokines
in monocytes/macrophages, B cells, natural-killer cells and endothelial cells while
increasing IL-1Ra production. In OA synovial membranes treated with LPS, IL-13
inhibited the synthesis of IL-1 , TNF- , and stromelysin-1 while increasing IL-1Ra
production.

In addition to the suggested factors that promote cartilage catabolism in OA is nitric
oxide (NO) (21). Compared to normal, OA cartilage produces a larger amount of NO,
both under spontaneous and pro-inflammatory cytokine-stimulated conditions. This
results from an enhanced expression and protein synthesis of the inducible NO syn-
thase (iNOS) enzyme responsible for the production of NO. Among other effects, NO
inhibits the synthesis of cartilage matrix macromolecules and enhances MMP activity.
Moreover, the increase in NO production reduces the synthesis of IL-1Ra by
chondrocytes. Recently, a selective inhibitor of the iNOS has proven in vivo to exert
therapeutic effects on the progression of lesions in an experimental animal OA model,
and the inhibition of NO production correlated with a reduction in MMP activity in the
cartilage (22).

3.4. Gene Therapy

A number of biological agents such as pro-inflammatory cytokine inhibitors, cyto-
kine-soluble receptors, and anti-inflammatory cytokines have demonstrated potentially
beneficial therapeutic properties in in vitro and some in vivo models of arthritis. The
necessity of maintaining a sustained level of the agents over time is the major concern
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with this kind of therapy. In the last few years, much attention has been focused on the
use of gene-transfer techniques as a method of delivery. Many techniques have been
developed using various genes, and a great deal of work is currently devoted to these
techniques to facilitate the transfer of genes into joint cells and tissues both in vitro
and in vivo. The attractions of this treatment of arthritis are numerous and include the
identification of a very specific target, a consistently high local concentration in the
joint of the therapeutic protein, and the maintenance of a sustained delivery over time.

There is at this time no definitive information to indicate the best gene to use for the
treatment of arthritis. Currently, two main systems—viral and nonviral—are used for
gene transfer to cells (23), with the viral system favored. Moreover, a recent study has
demonstrated that a gene can successfully be transferred in vivo in rat articular carti-
lage by a combination of a virus (HVJ, Sendai virus) and liposomes. The selection of
gene(s) that would offer the best protection against OA has yet to be determined.

4. Conclusion

In summary, in OA, MMPs are intimately involved in the degradation of cartilage
matrix as well as in the structural changes occurring during the course of the disease.
This provides a strong incentive for testing the efficacy of MMP inhibitors as possible
structure-modifying agents. It is therefore no surprise that considerable attention has
been devoted to developing strategies to reduce their levels in diseased joints. Most
efforts have focused in inhibiting their activity, either by increasing the concentration
of natural inhibitors such as TIMP or by using compounds that will inhibit their synthe-
sis and/or inactivate them. Administration of the agents can be done orally or more
specifically by intra-articular injections.

It will be interesting to see if blocking a single MMP is sufficient to halt the progres-
sive and chronic destruction of connective tissue seen in the arthritides. If the release of
connective-tissue fragments leads to joint inflammation, leading to a chronic cycle of
damage with further destruction of connective tissue, then these compounds could be
effective on their own. It may be necessary to combine protease inhibitors, either in
sequence or with other agents that block specific steps in the disease process, before
the chronic cycle of joint destruction found in these diseases can be broken.

Collagenase and stromelysin have a premier role in the irreversible degradation of
the extracellular matrix seen in OA. As to which of the MMP should be targeted, at this
time collagenase-3 seems an attractive candidate. This enzyme is present in only a few
normal human cells; therefore, inhibiting it will not be harmful to normal tissues. Its
role appears to be related to the remodeling process of the cartilage in the early stages
of OA in addition to degradation. Moreover, it is the most potent peptidolytic enzyme
of three collagenases. It hydrolyses type II collagen more efficiently (at least 5 times
more) than collagenase-1 and collagenase-2, and gelatin 44 times more efficiently than
collagenase-1 and 8 times better than collagenase-2.

There are other issues in the development of drugs for therapeutic purposes that
include bioavailability, pharmacokinetics, and targeting the tissue of interest. How-
ever, as MMP are biologically (physiologically) important, one must also consider the
consequence of systematically inhibiting those enzymes. Moreover, toxicity must be
considered because of the possibility of long-term treatment for OA; therefore, moni-
toring the efficacy of the drug may introduce numerous challenges.
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We now have promising new developments in the area of natural (TIMP) and syn-
thetic MMP inhibitors and gene therapy. Furthermore, researchers are now beginning
to study MMP-binding sites to matrix components. This research may lead to new
ways to inhibit specific noncatabolic binding sites of MMP to prevent the interaction
between the enzyme and the matrix macromolecules.
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Gene Therapy

Robert P. Kimberly

1. Introduction

Just as systemic lupus erythematosus (SLE) is often considered a prototype for mul-
tisystem autoimmune disease that is characterized by antigen-specific T-cell activation
and autoantibody production, it can also serve as an analytical framework to consider
gene therapy for a range of autoimmune diseases. Autoantibodies in SLE form immune
complexes that lead to an immune-complex glomerulonephritis. Immune complexes
are also be involved in the clinical manifestations of skin rashes, arthritis, vasculitis,
and pleuropericarditis. Within the spectrum of autoantibodies found in lupus patients,
some may be targeted to cell-surface antigens, leading to hemolytic anemia, leukope-
nia, thrombocytopenia, and possibly to central nervous system injury. Other autoanti-
bodies, such as the antiphospholipid antibodies, are be targeted to cell and/or protein
constituents. These antibodies may interfere with the coagulation cascade, and some
evidence suggests that they may alter the uptake of apoptotic cells. In our current under-
standing, the development of pathogenic IgG autoantibodies depends on a break in
immunologic tolerance with the generation of antigen-specific, autoreactive T-cells
and B-cells. A more comprehensive understanding of the factors shaping that host
immune response—the contributions of innate immune mechanisms, the determinants
of Th1/Th2 balance, the development of Tr1 regulatory cells, and the characteristics of
the inflammatory response—will be fundamental to advances in the pathophysiology
of autoimmune disease and to opportunities for treatment based on gene transfer.
Indeed, in this context, consideration of gene therapy in SLE highlights issues and
challenges which apply to each of the rheumatic diseases.

2. Genetics and SLE

Family studies show that the risk for developing SLE in a sibling of a family mem-
ber affected by SLE (the s) is approximately 20 times that for the general population
(reviewed in refs. 1–3). Twin studies of monozygotic and dizygotic twins have shown
that the concordance for SLE ranges from 24% to 50% in monozygotic twins compared
to 2% to 5% for dizygotic twins and siblings. This evidence points to a strong genetic
contribution to the lupus diathesis and raises the possibility that once “lupus gene(s)”
have been identified, a gene therapy approach to lupus may be feasible.
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Early genetic studies in human SLE focused on the class I and class II polymor-
phisms in the major histocompatibility complex (MHC) and these studies revealed some
relationships between certain class II MHC alleles, autoantibody specificities, and dis-
ease manifestations. However, work in various murine models of autoimmune disease,
including lupus-like disease, has emphasized that the autoimmune diathesis is a com-
plex genetic trait reflecting contributions from MHC and from non-MHC background
genes that may be strain-specific. Conceptually, in a complex genetic trait, each gene
contributes a small amount to disease risk and no single gene is either necessary or
sufficient for disease expression. In this disease model, gene therapy to replace a single
defective gene product is unlikely to be effective.

The evidence in lupus favors a complex genetic trait derived from multiple contrib-
uting genes, many of which will have common polymorphisms, each with a subtle
clinical phenotype. In this context, however, the strong association between hereditary
complement C1q deficiency and lupus, and between C1r/C1s and complete C4 defi-
ciency and lupus, stands out. These experiments of nature strongly support the concept
that the complement system is important in pathogenesis, and experiments by man
with knockout technology in mouse models provide dramatic confirmation of this
inference (4). Nonetheless, the rarity of complete complement deficiencies in human
populations reminds all investigators that there must be more subtle genetic variations
in the complement system if complement system polymorphisms provide a genetic
contribution to any more than a very small proportion of SLE cases. From a gene
therapy perspective, these observations also indicate that for any given gene, its contri-
bution to the complex trait of SLE may vary with the specific functional properties of
the variant of that gene. These observations also temper our expectations for finding a
universal defect that can be corrected by a single approach using gene therapy.

Strategies for gene therapy in SLE, therefore, are integrally linked to the search for
lupus genes. Although it is possible that one or two genetic variants will play a domi-
nant role in the lupus diathesis, severe functional alterations are likely to be rare in
human SLE patients. Current experience suggests that it is more likely that the clinical
syndrome of SLE becomes apparent when an aggregate of susceptibility alleles at dif-
ferent genetic loci exceeds a certain threshold. Other important factors might include
environmental stimuli. Viewed in this light, understanding SLE and autoimmunity as a
model of a complex genetic trait with a threshold genetic liability emphasizes several
challenges in identifying contributing genes. From the perspective of gene therapy,
genetic heterogeneity, or the occurrence of the same clinical syndrome (disease pheno-
type) in the context of different combinations of susceptibility alleles, not only slows
the identification of susceptibility and/or severity alleles but also complicates the thera-
peutic gene transfer strategy. The occurrence of epistasis, or the interaction of different
susceptibility alleles to yield a disease phenotype, has been shown in some murine
models and will most likely occur in human lupus as well. These interactions will have
to be clearly understood before undertaking genetic alteration. Finally, if lupus
susceptibility alleles are common variants that might be functionally adaptive in some
situations, the concept of replacement therapy to correct “defective” protein prod-
ucts—which is tenable in cystic fibrosis and other dominant single-gene-defect mod-
els—will have to be carefully considered, especially in the context of long-term gene
expression.
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3. Autoimmunity and Gene Therapy
In addition to replacement of defective or deficient protein products, several addi-

tional strategies can harness the potential of gene transfer for therapeutic benefit (Table 1).
Although certainly applicable to SLE, these strategies may be even more important in
other autoimmune rheumatic diseases in which the genetic pathophysiology may be
less well established. Gene therapy can be used as a drug delivery system to modify
T-cell responsiveness, to alter the balance of Th1 and Th2 cells, and to modulate pro-
inflammatory cytokines. Gene therapy can also be used to target cells for destruction in
an antigen-specific, in a cell-type-specific, and in a tissue-specific fashion. Although
our current understanding suggests that these strategies may be important in rheuma-
toid arthritis and other inflammatory diseases, it is important to recognize that a num-
ber of disorders of the immune system do reflect dominant single-gene defects that
may be amenable to replacement therapy (Table 2). The recent descriptions of TNF
receptor autoinflammatory periodic syndrome (TRAPS) and autoimmune lymphopro-
liferative syndrome (ALPS) II serve as timely reminders that new discovery often holds
surprises for current conceptual frameworks (5,6).

CD4+ T-cells play an important role in the initiation and continuation of many
autoimmune diseases. In model systems, such as experimental allergic encephalitis
and collagen-induced arthritis, disease can be transferred to naive animals by antigen-
specific CD4+ T-cells with a Th1 phenotype. Although CD4+ T-cells seems unlikely
to change their phenotype once fully differentiated into Th1 or Th2 cells, the develop-
ment of Th0 cells into defined phenotypes and/or the balance of phenotypes among
incompletely differentiated CD4+ memory cells can most probably be influenced by
their cytokine milieu. Targeting cytokines such as interleukin (IL)-4, IL-10, and/or
IL-13 to such differentiating cells to facilitate the development of Th2 cells, which are
often associated with recovery from disease, provides a challenging but important
opportunity for drug delivery.

Of course, a critical issue in any therapeutic is one of specificity, and from an
immunologist’s perspective, specificity can be defined either in terms of antigen reac-

Table 1
Therapeutic Strategies in Gene Therapy

Single-Gene-Disease
Modify gene product or production capacity

Quality (defective host protein)
Quantity (insufficient host protein)

Complex, Multigenic Disease
Modify “pivotal” gene product or production

Quality (defective host protein)
Quantity (insufficient host protein)

Provide drug delivery system
“Pharmacologic” delivery of agonist or antagonist

Ablate specific cells or tissues
Antigen-specific cells
Effector cells (e.g., CD4+ T-cells)
Pathologic tissues (e.g., inflamed synovium)
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tivity or in terms of target cell or target tissue type. One can envision using antigen
specificity as a means of directing a gene therapy vector to antigen-specific T-cells and
B-cells. Currently, such targeting technologies are not available, but the development
of antigen/MHC tetramers to define antigen-specific T-cells by flow cytometry (7)
anticipates the modification of this approach to focus a gene therapy delivery system.
In the adenoviral system, one possible strategy might be modification of the adenovi-
rus knob protein to accommodate such antigen/MHC tetramers. A second possibility
could utilize antigen-presenting cells (APCs), such as macrophages or dendritic cells,
pulsed with antigen ex vivo. These cells could be transduced through gene transfer to
express specific cytokines to modulate Th1/Th2 balance and, after infusion into the
host, to cause immune deviation of antigen-specific cells that are uncommitted or plas-
tic with regard to Th phenotype. Alternatively, these cells could be transduced through
gene transfer to express Fas ligand and become antigen-specific killer cells designed to
arrest T-cell-mediated attacks and to induce antigen-specific tolerance. This approach
has already been used successfully in model systems (8,9).

Autoimmunity, however, represents the end result of the deviation of a immune-
complex system, and opportunities for therapeutic gene transfer that extend beyond
modulation or modification of the T-cell repertoire are clearly evident. Precedent
established with the C1q knockout and the SAP (serum amyloid protein) knockout
mice, in which aggressive immune-complex autoimmune disease develops (4,10), and
in the Fc receptor knockout mice, in which immune-complex glomerulonephritis is
abrogated (11), suggests that careful consideration should be given to components of
the innate immune system. The handling of immune reactants and cellular debris inter-
sects both innate and acquired immune mechanisms. In the context of lupus in which
the handling of nucleosomes and the development of antinucleosome antibodies appear
to be pivotal (12), this approach would most likely involve transient gene expression
during flares of disease activity or following provocative insults to the immune system.
In C1q or other complement-component-deficient individuals, one might envision gene

Table 2
Some Molecular Deficiencies
in the Immune System

Apoptosis-related genes
ALPS Ia, Ib, II, (?III)
TRAPS

Cell-signaling genes
 Chain

ZAP70, Btk, JAK3 deficiencies/mutations
Cytokines and receptors

TNF- , IL-1, IL-6, IL-10
Cytokine receptor c chain deficiency

Opsonins and opsonin receptors
Complement deficiencies
Mannose-binding lectin
Complement receptors (CR1)
Fc  receptors (Fc RIIA, Fc RIIIA)
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transfer and transient expression of the deficient component with effects on both innate
and acquired immune mechanisms (13,14). Because C-reactive protein (CRP) binds
nucleosomes and mediates their removal from the circulation, one might also envision
gene transfer of the newly recognized receptors for CRP (human Fc RIA and Fc RIIA),
with expression targeted to the fixed mononuclear phagocyte system in liver and spleen
and with transient expression being an intentional therapeutic strategy. This approach
is particularly appealing, given the role of genetic polymorphisms of these receptors in
determining the efficiency of both CRP binding (15,16) and IgG binding (17).

Because an actual clinical disease phenotype involves inflammation and tissue
injury, targeting of these pathways by gene therapy is also highly promising. Indeed,
the limitations of our current knowledge base regarding specific antigens in human
disease make genetic intervention with local expression of regulatory or immuno-
modulatory proteins and intervention with ablation of inflammed tissue compelling
therapeutic strategies. Currently, there is little basis for predicting which gene products
will have the most effective therapeutic properties, and both agonists [e.g., IL-4 (18,19)]
and antagonists [e.g., IL-1ra, IL-1 type I receptor, TNF receptor (20–23)] have been
tested. As an experimental model, antigen-induced arthritis in New Zealand White rab-
bits has been used for local gene therapy. In this model, Robbins and colleagues have
demonstrated a strong anti-inflammatory and chondroprotective effect when both IL-1
type I receptors and TNF type I receptors were coexpressed. Although antigen-induced
arthritis in unlikely to be the best experimental model for SLE, several important lessons
for rheumatic diseases in general do emerge from this experience (20). First, combinations
of genes may be more powerful than single genes in controlling inflammation and tissue
injury. Second, even locally introduced gene therapy may have effects at more distal sites.

4. Gene Therapy Vectors

Several different approaches are available as gene delivery systems (Table 3), and
they include both viral and nonviral systems (reviewed in ref. 24). Among the viral
vectors, all of which have been modified to reduce intrinsic pathogenicity, retroviruses
and adeno-associated viruses (AAV) have the capacity to mediate integration of their
genetic material into host cell genomic DNA. This capacity provides the theoretical
potential for long-term expression of the transgene, although in practice this has been
difficult to accomplish. Turnover and death of virally transduced cells contribute to
this phenomenon and have led to consideration of targeting stem cells for gene therapy.
Of course, in biology, anatomically restricted, tissue-specific, and appropriately regu-
lated expression of genes is the ideal goal. In the future, this may be accomplished by
using eukaryotic, tissue-specific promoters. This is an exciting prospect that will require
careful understanding of the pertinent promoters, as well as an appreciation for the
implications of the genetic variations that occur in such promoters.

The major limitation of retroviral vectors is their inability to transduce nondividing
cells. Strategies to overcome this limitation include stimulation of cell division in the
target cell population and the use of lentiviruses, which do not require division of the
target cell for successful transduction. A second theoretical limitation of retroviral vectors
is the random integration into the host cell genome with “insertional mutagenesis” leading
to an unanticipated pathologic state. Although never seen with replication incompetent
retroviruses, malignancies have been found in mice with replication competent murine
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retroviruses. Conceptually, this possibility could be circumvented by incorporation of a
conditional lethality gene in the vector that would allow for elimination on demand.

The appeal of adenoviral vectors is their ability to transduce both dividing and non-
dividing cells with high efficiency and the opportunity to modify the Knob protein on
adenovirus fibers to provide more specific targeting strategies. The major limitation of
adenoviral vectors is the host inflammatory response that they elicit to viral gene prod-
ucts and potentially to transgene products. While re-engineering of viral genes is being
pursued as a strategy around this problem, incorporation of anti-inflammatory
transgenes such as the soluble tumor necrosis factor- (TNF- ) receptor appears to be
an effective strategy to dampen the host immune response to the adenovirus and
accompanying transgenes (25). Of course, the impact of such anti-inflammatory genes
on the overall therapeutic strategy must be considered, but the ability to render adenoviral
vectors nonimmunogenic will be central to their use in chronic diseases, which may
require repeated administration.

Nonviral vectors avoid many of these problems but have inefficiency of gene transfer
and time-limited gene expression as their major limitations. Naked DNA can be incorpo-
rated into liposomes to facilitate uptake, coated on small inert particles, and injected by a
“gene gun,” or be included in a variety of DNA–carrier complexes. Typically these strat-
egies are amenable to repeated administration. Their suitability, however, for gene therapy
in the rheumatic diseases will depend on the adequacy of expression achieved and on the
ability to target this expression to the appropriate anatomic and tissue sites.

5. Human Trials of Gene Therapy

Primum non nocere is the guiding principle for all medical therapeutics, and safety
is always a concern in introducing novel therapies for human disease. No doubt many

Table 3
Approaches to Gene Delivery

Retrovirus Integrate into host cell genome
Good prospect for long-term expression
but Target cells must divide to allow integration
Possibility of insertional mutagenesis

Adenovirus High infectivity for dividing and nondividing cells
High titers and high levels of gene expression achievable
but Induce inflammatory host response

Lack of genome integration
Expression is self-limited

Adeno-associated virus Infectivity for dividing and nondividing cells
Nonpathogenic in humans
Broad cellular tropism
but Difficulty achieving high titers

Small packaging capacity
Nonviral systems Nonpathogenic in humans

Liposomes but Lack of genome integration
 DNA immunization Typically low levels of gene expression

Expression is self-limited
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of the technical issues with gene therapy will be explored in clinical situations that
have more life-threatening immediacy and more clear-cut strategies for gene therapy.
Lessons will be learned in oncology, in acquired immunodeficiency syndrome, in
single-gene disorders, including cystic fibrosis, glycogen and metabolic storage dis-
eases, and in other conditions. Nonetheless, several human trials of gene therapy in
rheumatoid arthritis as a model “autoimmune” or rheumatic disease have been initi-
ated. The first trial, which involves ex vivo transduction of synovial fibroblasts with
the IL-1ra gene and reintroduction into the metacarpophalangeal joints of the patient 1 wk
before joint replacement surgery, is designed primarily to assess the expression of the
transgene and secondarily to assess evidence for a local biological effect (24). Although
carefully circumscribed in scope, this approach is an important first step in defining the
role of gene therapy in autoimmune and inflammatory diseases.

6. Opportunities in Systemic Lupus Erythematosus
and Other Rheumatic Diseases

The extent to which gene therapy becomes an established part of the therapeutic arma-
mentarium will depend on the extent to which gene transfer provides a unique therapeu-
tic advantage relative to biologics and other competing therapies. This advantage, which
must have superior efficacy and comparable safety, must also be cost-effective.

With the technical feasibility of gene transfer in the rheumatic diseases now being
established, the opportunity will be open, but several critical questions will need to be
addressed. The number of potential candidate genes, the products of which could influ-

Table 4
Model Approaches in Rheumatic Diseases

Alter induction and maintenance of the T-cell response
Interrupt costimulatory molecules (e.g., soluble CTLA4, CD40)

Induce antigen-specific tolerance
Antigen-specific APC expressing Fas ligand or other apoptosis-inducing ligands (e.g., TRAIL)

Alter Th balance of the immune response (Th1/2, Tr1)
Interleukin 10
TGF-

Facilitate handling of immune reactants
Complement components
Fc  receptors (allele-specific)

Modify the inflammatory response
TNF-  antagonist (e.g., soluble TNF receptor)
IL-1 antagonist (e.g., IL-1ra, soluble IL-1 receptor)
Other cytokines (IL-6, IL-4, IL-10, IL-13)

Alter the tissue injury and repair programs
Herpes thymidine kinase/gancyclovir (ablative synovectomy)
Enzyme inhibitors (TIMPs, tissue inhibitors of metalloproteinases)
Growth factors:

Insulin-like growth factor-1 (IGF-1)
Bone morphogenetic proteins (BMPs)
Fibroblast growth factors (bFGF)
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ence the overall disease process, is large (Table 4). Much of the future of gene therapy,
therefore, rests with advances in our understanding of the pathophysiology of each
disease and with the selection of appropriate target genes. Some genes might confer
unique biologies on the host (26), and others may be unique drug delivery systems
(27). How and where to deliver these genes will be critical issues that will, no doubt,
vary with the target gene. Whether to strive for transient, regulated, or sustained
expression will, most probably, also vary with the target gene as well, and the tech-
nologies to achieve these goals will need to be developed. Whether one envisions a few
broadly applicable gene transfer strategies or an array of genes and vectors to be tai-
lored to the specific disease and genetic background, it is clear that the pursuit of these
goals will lead to a large increase in our fundamental understanding of disease, which
is certain to improve our care and management of all patients with rheumatic diseases.
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Cohort study, risk evaluation, 5, 6
Colchicine, neutrophil effects, 254
Collagen,

articular cartilage synthesis, 271
basement membrane collagens,

type IV, 184
type VII, 184, 185
type XVII, 185

biosynthesis of type I,
messenger RNA processing, 187, 188
overview, 187
posttranslational processing, 188–190
transcription, 187
translation, 188
triple helix formation, 190
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rheumatoid arthritis, 156
self tolerance, 156, 157
systemic lupus erythematosus, 152,
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sCR1 (desLHR-A), 469, 470
sCR1-SLex, 470
sDAF, 471
sMCP, 471
types, overview, 465, 466

membrane attack complex,
assembly, 148, 468
disease role, 152
functions, 151

overview of system, 145
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hyponatremia, 456, 457
infection, 455, 456
oncogenicity, 456

dosing for rheumatic disease, 454,
455, 457

management guidelines, 457
structure, 452
T-cell effects, 451, 452

Cyclosporine,
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CD8+ T-cells, 370

phenotype and activation state, 366
receptor repertoire of autoaggressive

cells, 366–368

Diacylglycerol (DAG), T-cell receptor
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Gene therapy,

autoimmunity strategies, 518, 519
clinical trials, 520
molecular deficiencies in immune

disease, 517, 518
osteoarthritis, 510, 511
specificity, 517, 518
systemic lupus erythematosus, 516,

521, 522
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scleroderma model,
302, 303

autologous bone marrow
transplantation, 489

CD40 blockade effects, 101
chronic graft-versus-host disease mouse,

lupus model, 300, 301
CTLA4 antibody effects, 100

GVHD, see Graft-versus-host disease
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arthritis role, 235, 236, 262
bone cell development and differentiation

role, 283, 284
inhibition therapy,

monoclonal antibody, 483, 484
receptor monoclonal antibody, 484

osteoporosis role, 415, 416
Interleukin-10 (IL-10),
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cytokine-modulating drugs, 509, 510
growth factors, 508
nitric oxide inhibition, 510
transcription factors, 508, 509

chemical inhibitors,
hydroxamate compounds, 508
specificity, 506
table, 507
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therapeutic targeting, 123, 479

Nur77
autoimmune disease role, 122
domains, 121
inflammation role, overview, 113, 114

O

OA, see Osteoarthritis
Oct-1, autoimmune disease role, 122
Oncostatin M (OSM), arthritis role, 235
Oral tolerance,

cytokine mediation, 491, 492
mechanisms, 491, 492
myelin basic protein in experimental

autoimmune encephalo-
myelitis, 492

rheumatoid arthritis trials, 493
OSM, see Oncostatin M
Osteoarthritis (OA),

bone changes, 401, 402
cartilage degeneration,

collagen expression, 405
cytokine regulation, 406, 407
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Rheumatoid vasculitis, see Vasculitis
Risk,

probability calculations, 3, 4, 8
relative risk, 5, 6
study design in evaluation, 5–7

RNA polymerase, transcriptional regulation,
111, 113

Rubella, arthritis induction and features, 15,
16, 18

S

Scleroderma,
animal models,

acute murine graft-versus-host disease,
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drug-induced lupus, 315, 316
estrogen abnormalities, 313, 314
gene mapping,

humans, 45, 46, 312
mouse models, 46

genetic susceptibility, 311–313, 515, 516
immune complexes in pathogenesis, 129,

132, 133–135, 137, 138,
140, 322

molecular mimicry, 23, 24
silica exposure, 314
smoking risks, 314
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ANCA-associated vasculitides, 393
polyarteritis nodosa, 393, 394
rheumatoid vasculitis, 393, 394
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