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Preface

Thermochemistry has been closely associated with techniques such as reaction-
solution and combustion calorimetry, although it has long been recognized that
thermochemical information can also be obtained fromnoncalorimetricmethods,
such as equilibrium and kinetics experiments.

Historically, some of those approaches have been developed with a consid-
erable degree of independence, leading to a proliferation of thermochemical
concepts and conventions that may be difficult to grasp. Moreover, the past
decades have witnessed the development of new experimental methods, in
solution and in the gas phase, that have allowed the thermochemical study of
neutral and ionic molecular species not amenable to the classic calorimetric and
noncalorimetric techniques. Thus, even the expert reader (e.g., someone who
works on thermochemistry or chemical kinetics) is often challenged by the variety
of new and sophisticated methods that have enriched the literature. For example,
it is not uncommon for a calorimetrist to have no idea about the reliability of
mass spectrometry data quoted from a paper; many gas-phase kineticists ignore
the impact that photoacoustic calorimetry results may have in their own field;
most experimentalists are notoriously unaware of the importance of computa-
tional chemistry; computational chemists often compare their results with less
reliable experimental values; and the “consistency” of thermochemical data is
a frequently ignored issue and responsible for many inaccuracies in literature
values.

For the nonexpert reader, the state of thermochemistry can even be more
confusing. A synthetic chemist, for instance, is often distressed when attempting
to assess the driving force of a reaction from the energies associatedwith breaking
and forming chemical bonds.Datamaybe available or predictable but are reported
in a variety of (sometimes ill-defined) formats: bond dissociation enthalpies or
energies (BDEs), bond enthalpy terms, intrinsic bond enthalpies or energies,
mean bond dissociation enthalpies or energies, and so on.

A book offering a comprehensive discussion of the thermodynamic stability
of molecules and bonds, together with a description of experimental and com-
putational methodologies that have been used to obtain that information, could
therefore be useful and timely. This was our reasoning when we proposed this
book toOxfordUniversity Press in 1997, together with our colleagues and friends
Drs. KarlK. Irikura andRussell D. Johnson III from theNational Institute of Stan-
dards and Technology (Gaithersburg, Maryland). However, after some years of
planning and writing, we concluded that to keep the book within a reasonable
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size and be able to discuss each one of the methods with appropriate detail (to be
truly useful for the reader), we could not cover all the gas-phase, solution-phase,
theoretical, and empirical methodologies. We have therefore decided to concen-
trate on condensed-phase methods, because in the meantime excellent works on
computational thermochemistry and the main gas-phase methods have appeared.
This option, however, did not affect our main goals: to provide a critical view of
the most important thermochemical concepts and methods and, above all, to con-
vey useful guidelines on how to choose the “best” data and use it to understand
chemistry.

The book assumes some basic knowledge of physical chemistry, and thus it
is recommended for advanced undergraduate or for graduate courses. On the
other hand, it contains examples drawn from many areas in chemistry, from
organometallic to food chemistry and a commented compilation of the main
databases. It may therefore appeal to a broad range of practicing chemists and
particularly to those interested in energetics-structure-reactivity relationships.

We finally acknowledge several colleagues who read parts of the manuscript
and made many valuable suggestions: Dr. Karl K. Irikura, Dr. Russell D.
Johnson III, and Dr. Patrick A. G. O’Hare, from the National Institute of Stan-
dards and Technology; Dr. Hermínio P. Diogo, from Instituto Superior Técnico,
Lisbon; Dr. Rui M. Borges dos Santos, from the University of Algarve; and
Dr. PauloM.Nunes, Dr. Rui C. Santos, Dr.Miroslav Leskiv, andDr.Ana L. Lagoa
from theUniversity ofLisbon.Andwewish to thankEdwardSears, JeremyLewis,
Dayne Poshusta, StephanieAttia, and the staff ofOxfordUniversity Press for their
assistance in producing this book.
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1

Thermochemistry and
Molecular Energetics

Thermochemistry has been defined in one of themost popular physical chemistry
textbooks as “the study of the heat produced or required by chemical reac-
tions” [1]. The use of heat, instead of the more general word energy, immediately
suggests a close association between thermochemistry and calorimetry—the old-
est experimental technique for investigating the thermodynamics of chemical
reactions. This view is, in fact, shared by many of our students and some of their
teachers, together with the belief that thermochemistry, founded in the eighteenth
century by Black, Lavoisier, and Laplace, has seen fewmajor developments since
the days of Berthelot and Thomsen, over 100 years ago [2].

The notion that calorimetric studies are almost the sole source of
thermochemical information prevails beyond the classroom. Also, the idea of
thermochemistry as a science of the past is even conveyed by distinguished sci-
entists and lecturers. Figure 1.1, taken from a delightful account by Herschbach,
depicts thermochemistry as a mountain that was necessary to climb to con-
quer the structure and dynamics summits [3] and reach the ultimate goal—the
understanding of chemical synthesis. The picture is enlightening, but the time-
line suggests that the climax of the thermochemical era dates back to the
early decades of the last century, coinciding with the publication of Lewis and
Randall’s Thermodynamics and the Free Energy of Chemical Substances [4].
However, the golden years of calorimetry started in the 1930s, thanks to the
work on organic compounds and key molecules, such as water and carbon diox-
ide, by Rossini and his colleagues at the National Bureau of Standards [5], and
continued in the 1960s and 1970s. Thermochemical studies of organometal-
lic compounds were pioneered by Skinner and his coworkers at Manchester
University [6,7].

Figure 1.1 can also be regarded from a different perspective, which is more
correct and probably in keeping with Herschbach’s thoughts: Thermochemistry
is not only the first mountain to climb but also the solid ground from which the
remaining heights can be reached. The heaven, or the perfect understanding of
chemical synthesis, rests on a detailed knowledge of thermochemistry, structure,
dynamics, and their relationships.

3
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Figure 1.1 The modern eras of physical chemistry, according to Herschbach [3]. Illustra-
tion by Shah Koshbin; courtesy of Professor Herschbach and the Nobel Foundation.

In our reading, figure 1.1 clearly shows the importance of thermochemistry
in chemical science. This conclusion has never really been in question. There
is no chemist or chemical engineer who denies it. Instead, the unresolved true
issue raised by figure 1.1 is whether the golden decades of calorimetry provided
enough ground to support our understanding of chemical reactivity. Should we
spend more time and effort in the measurement of new values, or can they be
predicted reliably from earlier results?
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This book will provide abundant evidence that the gaps in thermochemical
information are still immenselywider than the plateaus and that calorimetry is but
one amongmany experimental methods in modern thermochemistry.As we shall
see, “old” calorimetric methods cannot be used to investigate the thermochem-
istry of species like short-lived free radicals or gas-phase ions, which are essential
for our understanding of reaction dynamics. To address these and other issues,
a plethora of new experimental techniques (see figure 1.2) appeared throughout
the past two decades, yielding vast amounts of new data that could not have
been predicted from the early databases. Thanks to the wealth of results derived
from those techniques, and from increasingly powerful and accurate quantum
chemistry calculations, further golden years of thermochemistry lie also ahead.

The word energetics, rather than thermochemistry, was adopted in figure 1.2
and in the book title to emphasize that most of the methods displayed do
not involve the experimental determination of “heat.” Furthermore, the use of
energetics avoids the traditional link between thermochemistry and calorime-
try (which is semantically correct because thermo is the Greek designation for
“heat”). The word molecular, on the other hand, stresses that this book will be
mainly concerned with single molecules. Properties like enthalpies of phase tran-
sition, which depend on intermolecular interactions, are very important data in
their own right, but the methods used to derive them will not be comprehensively
covered.

The main purpose of molecular energetics is therefore to investigate the ther-
modynamic stability of individual molecules and their chemical bonds. Stability,
however, is a fairly ambiguous concept.A water molecule, which meets our intu-
itive criteria of endurance, is promptly destroyed in the presence of sodium atoms.
Methane, with its four strong carbon-hydrogen bonds, is easily consumed in a
flame by reaction with oxygen. The very reactive methyl radical may survive for-
ever under appropriate conditions. In short, when stating that a given molecule
is either thermodynamically “stable” or “unstable,” it is essential to specify its
physical and chemical environments.

As described in any elementary physical chemistry textbook [8], thermody-
namics provides a framework to discuss molecular stability. But to apply that
theoretical background we need reliable data, obtained either in the laboratory
or through quantum chemical calculations. Both the data and the methods to
determine them are the chief concerns of the present book. We will examine
all the physical parameters, together with some experimental condensed-phase
techniques that are useful to probe the thermodynamic stability of molecules.
The diversity of those parameters justifies, in part, what is perhaps the most
striking feature of figure 1.2—the large number of techniques that have sup-
plied molecular energetics data. Another, less obvious, reason for such variety
is that investigating the stability of a molecule often requires a careful selec-
tion of the tools to be used. As we shall see throughout the book, the choice
of a given technique is dictated not only by the type of information required
but also by the electrical charge and the lifetime of the molecule, the nature of
its atoms, the physical state of the substance, and even the amount of available
sample.
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Figure 1.2 Experimental and computational methods in molecular energetics. Illustra-
tion by Rui Alexandre.

To keep this volume within a reasonable size and, at the same time, ensure that
each one of the thermochemical methods coveredwould be describedwith appro-
priate detail, we have decided not to include gas-phase and quantum chemistry
methods. These have been extensively reviewed in recent publications [9–12].
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The Thermodynamic Background

The three laws of thermodynamics provide the theoretical basis required tomaster
nearly all the concepts that are relevant in discussions of molecular energetics.
We shall not dwell on those laws, because they are mandatory in any general
physical chemistry course [1,8], but we will ponder some of their outcomes. It is
also necessary to agree on basic matters, such as units, nomenclature, standard
states, thermochemical consistency, uncertainties, and the definition of the most
common thermochemical quantities.

2.1 UNITS

The International Union of Pure and Applied Chemistry (IUPAC) recommends
the use of the International System of Units (SI) in all scientific and technical
publications [13]. Appendix A list the names and symbols adopted for the seven
SI base units, togetherwith several SI derived units, which have special names and
are relevant in molecular energetics.Among the base units, the kelvin (symbol K)
and the mole (mol), representing thermodynamic temperature and amount of
substance, respectively, are of particular importance. Derived units include the
SI unit of energy, the joule (J), and the SI unit of pressure, the pascal (Pa).

It is generally acknowledged that the International System has brought order
out of the previous multisystem chaos. The IUPAC recommendations regarding
units will therefore be followed in the present book. In some countries, like the
United States, units like the calorie, the torr, and the atmosphere, for example,
are still common, but they have gradually been replaced by their SI equivalents
[14]. However, non-SI units, such as the electronvolt (eV) and the hartree (Eh)
are more convenient to use in many cases. These units, particularly the eV, are
prevalent in a large number of recent publications on molecular energetics.

A list of some non-SI units, togetherwith their SI values, and a table containing
the “best” values of some fundamental physical constants are given in appendixA.

2.2 NOMENCLATURE

The names and symbols of physical chemical quantities have also been recom-
mended by the IUPAC [13]. It would be tedious to list even aminor fraction of the

7



8 Part I: Introduction

suggestions on symbols, subscripts, and superscripts, in italic, Roman, or Greek
fonts. But these matters have importance, and a few common symbols will be
described here. Others will be mentioned whenever necessary.

The usual symbols U , H , G, S, and Cp will be adopted for internal energy,
enthalpy, Gibbs energy, entropy, and heat capacity at constant pressure, respec-
tively. A change in these thermodynamic quantities is indicated by using the
symbol � followed by a subscript (specifying the process to which the quantity
refers). For instance, a reaction Gibbs energy is represented by �rG, a com-
bustion enthalpy by �cH , a solution enthalpy by �slnH , a vaporization entropy
by �vapS, and so on. Standard states (see following discussion) will be denoted
by a superscript o, as in �fH o(H2O, l), the standard enthalpy of formation of
liquid water. Although a subscript m has been recommended to indicate a molar
quantity, as in �fH o

m(H2O, l), this subscript will be omitted here.
No symbol has been approved by the IUPAC for dissociation energy in the

chemical thermodynamics section [13]. Under “Atoms and Molecules,” either
Ed or D is indicated. The latter is more common, and IUPAC recommends D0
and De for the dissociation energy from the ground state and from the potential
minimum, respectively. Because the “bond energy” concept will be omnipresent
in this book and can be explored in a variety of ways, some extra names and
symbols are required. This matter will be handled whenever needed, but for now
we agree to use DU o

T for a standard bond dissociation internal energy and DH o
T

for a standard bond dissociation enthalpy, both at a temperature T . In cases
where it is clear that the temperature refers to 298.15 K, a subscript T will be
omitted.

2.3 STANDARD STATES

The values included in thermochemical databases (see appendix B) are normally
referred to the substances in their standard states. The standard state notion,
which is a consequence of the mathematical formalism used to describe the
thermodynamics of reaction and phase equilibria [1], greatly simplifies the cal-
culation of thermochemical quantities for the infinite variety of “real” processes,
that is, those where one or more substances are not in their standard states. This
situation will be exemplified in several chapters of the present book, but several
case studies are discussed here.

The standard state (and thus any standard thermodynamic property) of a pure
solid refers to the pure substance in the solid phase under the pressure p of 1 bar
(0.1 MPa). The standard state of a pure liquid refers to the pure substance in the
liquid phase at p = 1 bar. When the substance is a pure gas, its standard state
is that of an ideal gas at p = 1 bar (or, which is equivalent, that of a real gas at
p = 0).

It must be stressed that the temperature is not included in the definition of
standard state. Nevertheless, all modern thermochemical databases list the values
at 298.15 K, so this is now regarded as a “reference” temperature. As shown in
appendix B, very few data compilations give values at any other temperature.
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The case of liquid solutions ismore complicated because the conventions vary.
These are always stated in introductory chapters of the thermochemical databases
and deserve a careful reading. In most tables and in the present book, it is agreed
that the standard state for the solvent is the pure solvent under the pressure of
1 bar (which corresponds to unit activity). For the solute, the standard state may
refer to the substance in a hypothetical ideal solution at unit molality (the amount
of substance of solute per kilogram of solvent) or at mole fraction x = 1.

2.4 ENTHALPIES OF REACTION AND STANDARD ENTHALPIES
OF FORMATION

A few thousand years before the word biotechnology was coined, vinegar had
been obtained from the bacterial oxidation of the ethanol contained in natural
products like wine, cider, or malt. A pure dilute solution of acetic acid can also
be made by the same method when aqueous ethanol is the starting material. The
net reaction is represented by:

C2H5OH(sln) + O2(sln) → CH3COOH(sln) + H2O(sln) (2.1)

One of the issues of the industrial process design is related to the heat released
by this reaction. A temperature rise will decrease the acetic acid yield, not only
because the equilibrium constant becomes lower (the reaction is exothermic; see
section 2.9) but also because it will reduce the enzyme activity. It is therefore
important to keep the reaction temperature within a certain range, for instance,
by using a heat exchanger. However, to design this device we need to know the
reaction enthalpy under the experimental conditions, and this quantity cannot be
easily found in the chemical literature.

The problemcanbe tackled by considering reaction 2.2,where all reactants and
products are the pure species in their standard states at 298.15 K, and evaluating
�rH o(2.2) from data, which are easily found in thermochemical compilations.
These data are the standard enthalpies of formation of the substances involved.

C2H5OH(l) + O2(g) → CH3COOH(l) + H2O(l) (2.2)

The notion of standard enthalpy of formation of pure substances (�fH o)
as well as the use of these quantities to evaluate reaction enthalpies are cov-
ered in general physical chemistry courses [1]. Nevertheless, for sake of clarity,
let us review this matter by using the example under discussion. The standard
enthalpies of formation of C2H5OH(l), CH3COOH(l), and H2O(l) at 298.15 K
are, by definition, the enthalpies of reactions 2.3, 2.4, and 2.5, respectively, where
all reactants and products are in their standard states at 298.15 K and the elements
are in their most stable physical states at that “conventional” temperature—the
so-called reference states at 298.15 K.

2C(cr, graphite) + 3H2(g) + 0.5O2(g) → C2H5OH(l) (2.3)

2C(cr, graphite) + 2H2(g) + O2(g) → CH3COOH(l) (2.4)

H2(g) + 0.5O2(g) → H2O(l) (2.5)
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By subtracting reaction 2.3 from the sum of reactions 2.4 and 2.5, we obtain
the net reaction 2.2. Hence,

�rH
o(2.2) = �rH

o(2.4) + �rH
o(2.5) − �rH

o(2.3)

= �fH
o(CH3COOH, l) + �fH

o(H2O, l) − �fH
o(C2H5OH, l) (2.6)

In summary, the standard enthalpy of formation of a pure substance at 298.15K
is the enthalpy of the reaction where 1 mol of that substance in its standard state
is formed from its elements in their standard reference states, all at 298.15 K.
A standard reaction enthalpy can be calculated from the values of �fH o for
reactants and products by using equation 2.7 (Hess’s law):

�rH
o =

∑
i

νi�fH
o (2.7)

where νi are the stoichiometric coefficients, which are negative for the reactants
and positive for the products.

It is obvious from the definition of standard enthalpy of formation that these
quantities do not represent the “absolute” enthalpic stability of compounds. They
merely reflect their enthalpic stability relative to that of the chemical elements
in standard reference states (to which �fH o = 0 has been arbitrarily assigned).
It is thus unreasonable to state that a given substance is more stable than another
just because it has a lower standard enthalpy of formation. We can only use
�fH o values to make such direct comparisons when we are assessing the relative
stability of isomers.

Could we have avoided the convention of �fH o = 0 for the elements in their
standard reference states? Although this assumption brings no trouble, because
we always deal with energy or enthalpy changes, it is interesting to point out
that in principle we could use Einstein’s relationship E = mc2 to calculate the
absolute energy content of each molecule in reaction 2.2 and derive �rH o from
the obtained �E. However, this would mean that each molar mass would have
to be known with tremendous accuracy—well beyond what is available today.
In fact, the enthalpy of reaction 2.2, −492.5 kJ mol−1 (see following discussion)
leads to �m = �E/c2 of approximately −5.5 × 10−9 g mol−1. Hence, for
practical purposes, Lavoisier’s mass conservation law is still valid.

The first step toward the resolution of our initial question—the enthalpy of
reaction 2.1—has therefore been given by equation 2.6. The second step—
replacing the standard enthalpies of formation by their literature values—is often
not trivial. The reason has to do with the consistency of thermochemical data,
a subject that will be discussed in section 2.5. For now, we accept the follow-
ing “best” values: �fH o(CH3COOH, l) = −484.3 ± 0.2 kJ mol−1 [15] �fH o

(H2O, l)= −285.830±0.040kJmol−1 [16], and�fH o(C2H5OH, l)= −277.6±
0.3 kJ mol−1 [15], leading to �rH o(2.2) = −492.5 ± 0.4 kJ mol−1 (the
calculation of the uncertainty will be addressed in section 2.6).

To proceed, we need to relate the enthalpy of reaction 2.2 to that of reaction 2.1.
As shown by the cycle in figure 2.1 and by equation 2.8, which are based on the
fact that the enthalpy is a state function, this turns out to be a simple exercise.
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C2H5OH(sln) + O2(sln)

C2H5OH(l) +    O2(g) CH3COOH(l) +    H2O(l)

CH3COOH(sln) + H2O(sln) (2.1)

(2.2)

–∆slnH(1) –∆slnH(2) ∆slnH(3)

∆rH

∆rHo

∆slnH(4)

Figure 2.1 Thermochemical cycle, showing how to relate the enthalpy of the experimen-
tal reaction 2.1 with reaction 2.2, where reactants and products are in their standard
states.

All we need to know are the solution enthalpies �slnH (1), �slnH (2), �slnH (3),
and �slnH (4).

�rH (2.1) = �rH
o(2.2) + �slnH (3) + �slnH (4) − �slnH (1)

− �slnH (2) (2.8)

Let us suppose that the acetic acid content of the final aqueous solution is
5%, corresponding to a ratio of approximately 1 mol of CH3COOH to 60 mol
of H2O. As the yield of reaction 2.1 will be near 100% (recall that reaction 2.2
is rather exothermic, implying a very high equilibrium constant; see section
2.9), the same value will be used for the molar ratio n(H2O)/n(C2H5OH),
despite the increased total amount of substance of water in the reaction prod-
ucts. In the present case, the difference of 1 mol of water between the product
and the reactant mixtures has a negligible enthalpic effect. The enthalpies
associated with the solution of ethanol and acetic acid in 60 mol of water
are derived from literature data [17] as �slnH (1) = −10.0 ± 0.1 kJ mol−1

and �slnH (3) = −1.0 ± 0.1 kJ mol−1. This calculation will be detailed in
section 2.5.

The state function property of the enthalpy should be kept in mind for the
next move of our discussion. In figure 2.1 we have decomposed reaction 2.1
in a series of steps whose net effect must correspond to the overall reaction.
This means that the correct value for �slnH (2) is the solution enthalpy of 1
mol of oxygen in the (ethanol + water) mixture described—and not the solution
enthalpy of the gas in pure water. Unfortunately, solution enthalpy data in organic
liquid mixtures are not abundant in the chemical literature. So, either we are
lucky to find them, we have the equipment to measure them in the laboratory,
or we assume that the values will be identical to the ones in the pure solvent.
The validity of this assumption depends on the system under discussion and on
the accuracy needed for the final result, but in the present case it seems fair.
Leaving further discussion to section 2.5, we shall take �slnH (2) = −12 ± 4 kJ
mol−1 [17].

Finally, in the stepwisemethod of “constructing” the final state of reaction 2.1,
we can consider that the solution of 1 mol of water in pure water preceded the
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addition of the acetic acid, so that we have �slnH (4) = 0. Therefore, the final
outcome of our exercise is, from equation 2.8,

�rH (2.1) = (−492.5 ± 0.4) − (−10.0 ± 0.1) − (−12 ± 4) + (−1.0 ± 0.1)

= −471.5 ± 4.0 kJ mol−1

that is, the reaction enthalpy under experimental conditions is some 20 kJ mol−1

less negative than the reaction with all substances in their standard states.
We have assumed throughout the previous discussion that the temperature of

reaction 2.1 is 298.15 K.What if the reaction enthalpy at a different temperature
is required? Let us assume, for instance, that we need to evaluate �rH (2.1) at
310 K.As shown by the cycle in figure 2.2 or by equation 2.9, the first step in this
exercise is to evaluate the temperature effect on the standard state reaction 2.2.

�rH
o
310 = �rH

o
298 + �H (3) + �H (4) − �H (1) − �H (2) (2.9)

Note that �rH o
310 and �rH o

298 are both standard enthalpies of reaction, albeit
at different temperatures. Their difference is given in terms of the enthalpies
�H (1), �H (2), �H (3), and �H (4), which represent the heat required to raise
the temperature of each reactant and product from 298.15 K to 310 K and can be
calculated from the general equation 2.10.

�rH
o
310 − �rH

o
298 =

∫ 300

298.15
�rC

o
pdT (2.10)

As shown by equation 2.11, known as the Kirchhoff equation, the standard
reaction heat capacity (�rCo

p ) is the difference between the standard heat
capacities of the products and reactants (recall that νi are the stoichiometry
coefficients—negative for the reactants and positive for the products):

�rC
o
p =

∑
i

νiC
o
p,i (2.11)

C2H5OH(l) +         O2(g)

C2H5OH(l) +       O2(g)

CH3COOH(l) +        H2O(l)

CH3COOH(l) +        H2O(l)

–∆rH310

–∆H(1) –∆H(2) ∆H(3) ∆H(4)

o

∆rH298
o

Figure 2.2 Thermochemical cycle relating the enthalpies of reaction 2.2 at 298.15 K and
310 K.
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For our example, we have:

�rC
o
p = Co

p (CH3COOH, l) + Co
p (H2O, l) − Co

p (C2H5OH, l) − Co
p (O2, g) (2.12)

To use equation 2.10 correctly, we need to know how the heat capacities
vary in the experimental temperature range. However, these data are not always
available. A perusal of the chemical literature (see appendix B) will show that
information on the temperature dependence of heat capacities is much more
abundant for gases than for liquids and solids and can be easily obtained from
statistical mechanics calculations or from empirical methods [11]. For substances
in condensed states, the lack of experimental values, even at a single temperature,
is common. In such cases, either laboratorymeasurements, using techniques such
as differential scanning calorimetry (chapter 12) or empirical estimates may be
required.

We said “may be required” because the most correct use of equation 2.10 is
not always necessary. In our example involving formation of acetic acid, the tem-
perature range is very narrow. Hence, it is fair to assume that�rCo

p is temperature
independent and make �rH o

310 − �rH o
298 ≈ �rCo

p (310 − 298.15).
Another argument that supports the neglect of �rCo

p change with T in our
case study is that this quantity is not very large for reaction 2.2. By using Co

p data
(at 298.15 K) from the literature [17], one obtains �rCo

p = 58.78 J K−1 mol−1.
This leads to 0.70 kJ mol−1 for the difference �rH o

310 − �rH o
298, a value that is

smaller than the uncertainty in �rH o
298 (±4.0 kJ mol−1).

It is convenient that the temperature correction to the enthalpy of reaction 2.2
is rather small, because it suggests that the difference �rH310 − �rH298 for
reaction2.1will also benegligible. In fact,wewouldbe in some trouble to evaluate
the temperature correction for the process under the experimental conditions, as
some of the necessary data are not readily available. To calculate the solution
enthalpies shown in figure 2.1 at 310 K (from the values at 298.15 K), both the
(known) values of the heat capacities of the pure substances and the (unknown)
values of these quantities in solution are required.

Information on partial molar heat capacities [1,18] is indeed very scarce,
hindering the calculation of the temperature correction terms for reactions in
solution. In most practical situations, we can only hope that these temperature
corrections are similar to those derived for the standard state reactions. Fortu-
nately, due to the upper limits set by the normal boiling temperatures of the
solvents, the temperatures of reactions in solution are not substantially different
from 298.15 K, so large �rCp(T − 298.15) corrections are uncommon.

In contrast to the acetic acid case study, there are many important reactions
wherein the temperature has a significant effect on the enthalpies. Consider,
for example, reaction 2.13, which represents one of the industrial processes
for manufacturing acetylene using methane (from natural gas) as the starting
material.

2CH4(g) → C2H2(g) + 3H2(g) (2.13)

Reaction 2.13 is conducted at a temperature of ca. 1500 K. However, this high
temperature can only last a few milliseconds, otherwise the decomposition of



14 Part I: Introduction

acetylene itself will occur.The pyrolysis of methane is thus immediately followed
by water cooling. The thermodynamic analysis of the industrial process is a very
interesting exercise, but here we will concentrate on calculating the enthalpy of
reaction 2.13 at 1500K.We shall also suppose that the total pressure ismaintained
at 1 bar.

The strategy to evaluate �rH (2.13) is similar to that adopted for reaction
2.1. First, with equation 2.7, we calculate the standard enthalpy of reaction at
298.15 K as �rH o

298(2.13) = 377.0 ± 1.1 kJ mol−1, by using the “best” values
for the standard enthalpies of formation:�fH o(C2H2, g) = 228.2±0.7 kJmol−1

and�fH o(CH4, g)= −74.4± 0.4 kJ mol−1 [15]. Second, as shown in figure 2.3,
to derive�rH o

1500we need to calculate the enthalpies�H (1),�H (2), and�H (3),
which account for the temperature rise of reactants and products from 298.15 K
to 1500 K. This can be done with equations 2.10 and 2.11, using standard heat
capacity data in that temperature interval. In the present case, however, not only
are these data available, but it is also possible to avoid the numerical (or graphical)
integration of equation 2.10, because the quantities H o

1500 − H o
298 are tabulated

in the literature for the three substances involved in the reaction. For each com-
pound this difference represents the heat associated with the temperature change,
that is,

Ho
1500 − Ho

298 =
∫ 1500

298.15
Co
pdT (2.14)

The literature values for H o
1500 −H o

298 are 78.153 kJ mol−1 (for CH4), 77.572 kJ
mol−1 (C2H2), and 36.290 kJ mol−1 (H2) [19], leading to �rH o

1500 −�rH o
298 =

30.1 kJ mol−1 and �rH o
1500(2.13) = 407.1 kJ mol−1. The uncertainty in this

value is probably less than ± 2.0 kJ mol−1.
Should we regard 407.1 ± 2.0 kJ mol−1 as the final value for the enthalpy of

reaction 2.13 under the experimental conditions? Recall that the starting assump-
tion was p = 1 bar and the standard state conditions refer to the ideal gases at
that pressure or to the real gases at zero pressure. The ideal gas model (or the
ideal gas equation) describes very well the behavior of most gases at 1 bar, so it is

2CH4(g)

2CH4(g)

C2H2(g) +         3H2(g)

C2H2(g) +        3H2(g)

–2∆H(1) ∆H(2) 3∆H(3)

∆rH1500
o

∆rH298
o

Figure 2.3 Thermochemical cycle relating the enthalpies of reac-
tion 2.13 at 298.15 K and at 1500 K.
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expected that the pressure correction is negligible. Yet there are many important
reactions at higher pressures for which the correction turns out to be larger than
the uncertainty in the standard reaction enthalpy. Keeping these circumstances
in mind, we will illustrate the calculation procedure for the case of methane.

The pressure correction to the enthalpy of a substance, at constant temperature,
is given by (

∂H

∂p

)
T

= V − T

(
∂V

∂T

)
p

(2.15)

or

H ( p) − H ( p = 0) =
∫ p

0

[
V − T

(
∂V

∂T

)
p

]
dp (2.16)

where V is the molar volume. For an ideal gas, pV = RT and (∂H/∂p)T = 0.
However, let us assume that the p, V , T data for that substance are not consistent
with the ideal gas equation of state. We then have to find a suitable equation of
state from which we can derive the integral in equation 2.16 at the temperature of
interest. If the search is unsuccessful, then at least we can try to make estimates,
for example, by using either one of the virial equations [1,20]:

pV

RT
= 1 + B

V
+ C

V 2 + . . . (2.17)

pV

RT
= 1 + B′p+ C′p2 + . . . (2.18)

where B andC in equation 2.17, the so-called second and third virial coefficients,
respectively, are tabulated as a function of temperature for many gases [20,21].
Note that equation 2.18 ismore convenient than2.17, becausewewish to calculate
(∂V/∂T )p. The coefficients B′ and C ′ are related to the virial coefficients by
simple relationships. For instance, B′ = B/RT .

The higher the pressure, the larger the number of terms we have to consider
in equations 2.17 and 2.18. Let us assume that the pressure is such that only the
second term needs to be considered. Then because the virial coefficients depend
only on the temperature, we have:(

∂H

∂p

)
T

= −RT2 dB
′

dT
= B− T

dB

dT
(2.19)

Let us take the case of methane at p = 1 bar. The second virial coefficient
at 300 K is −42× 10−3 dm3 mol−1 [20] and a crude estimate of dB/dT around
this temperature is ca. −0.5 × 10−3 dm3 K−1 mol−1. Therefore, (∂H/∂p)T ≈
0.19 dm3 mol−1 and H ( p = 1bar) − H ( p = 0) = −19 × 10−3 kJ mol−1. This
is indeed an insignificant value and shows that we do not need to worry about
pressure corrections in reaction enthalpies for processes that occur at low enough
pressures. But it is always a good idea to check, even if only by using a crude
estimate.

We have illustrated how standard enthalpy of formation values can be handled
to yield data for practical conditions. The procedure always involves thermo-
chemical cycles, relating the standard state processes with those observed in
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the plant or in the laboratory. The cycles should be designed to use values
that either are available in databases or can be estimated. There are, how-
ever, a few additional issues that should be carefully considered. (1) It is
important to understand the meaning of the quantities tabulated in thermo-
chemical compilations and examine the assumptions regarding standard states.
As stated in section 2.3, this can usually be achieved by reading the introduc-
tory chapters of those publications. (2) The values selected from the literature
should be thermochemically “consistent.” (3) We should always try to assign
uncertainty intervals to the final results. These three issues will be addressed
next.

2.5 THE SELECTION OF THERMOCHEMICAL DATA AND MORE
ON STANDARD STATES

We have attempted to collect in appendix B a list of the most used thermochem-
ical databases. Each one has been built with a particular class of substances
and a specific set of properties in mind. We can find compilations of thermo-
chemical values for gas-phase ions, for condensed and gas-phase pure organic
compounds, for organometallic molecules, for gas-phase organic free radicals,
for inorganic substances, and so on. Most are available in printed form, some are
distributed in a software package, and a few can be used online, through theWorld
Wide Web.

A database is not usually amere collection of values quoted from the literature.
It commonly involves some critical assessment of those values and an effort
to present a consistent set of data. It is important to clarify what we mean by
consistency. Suppose that 40 years ago, somebody made a careful determination
of the standard enthalpy of combustion of anthracene (reaction 2.20) and obtained
�cH o(C14H10, cr) = X kJ mol−1.

C14H10(cr) + 16.5O2(g) → 14CO2(g) + 5H2O(l) (2.20)

To calculate the standard enthalpy of formation of the crystalline compound,
our imaginary author would have used the “best” available values at the time,
which were quoted from the widely adopted NBS Circular 500 [22]: �fH o

(CO2, g) = −394.907 kJ mol−1 and �fH o(H2O, l) = −286.131 kJ mol−1.
The final value reported in his publication was, therefore (see equation 2.7),
�fH o(C14H10, cr) = −6959.4 − X kJ mol−1.

Now suppose that a different group decided in 1995 to check the reliability
of the early experiments on the combustion enthalpy of anthracene and obtained
exactly the same value (X) for �cH o(C14H10, cr). The present recommended
values for �fH o(CO2, g) and �fH o(H2O, l), −393.51 ± 0.13 kJ mol−1 and
−285.830 ± 0.040 kJ mol−1 [16] respectively, were chosen by the authors,
leading to �fH o(C14H10, cr) = −6938.3 − X kJ mol−1.

Though the old and the new experiments led to exactly the same value of the
enthalpy of combustion (X) of anthracene, the reported standard enthalpies of
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formation differ by 21.1 kJ mol−1!With this fictitious example we wish to stress
that enthalpies of reaction, rather than standard enthalpies of formation, are the
true experimental quantities. The latter are anchored on standard enthalpies of
formation of other compounds. Therefore, two literature values for the standard
enthalpy of formation of a given compound may differ markedly only because
they were derived with different ancillary data. In a consistent database, all the
standard enthalpies of formation have been recalculated from the original values
reported for the reaction enthalpies, on the basis of a single set of auxiliary data
that, itself, is internally consistent (and should also be listed).This is the only way
to ensure that the errors illustrated above will not affect any reaction enthalpy
derived from the standard enthalpies of formation tabulated in the database.

The choice of a given database as source of auxiliary values may not be
straightforward, even for a thermochemist. Consistency is a very important cri-
terion, but factors such as the publication year, the assignment of an uncertainty
to each value, and even the scientific reputation of the authors or the origin of
the database matter. For instance, it would not be sensible to use the old NBS
Circular 500 [22] when the NBS Tables of Chemical Thermodynamic Properties
[17], published in 1982, is available. If we need a value for the standard enthalpy
of formation of an organic compound, such as ethanol, we will probably prefer
Pedley’sThermodynamic Data and Structures of Organic Compounds [15], pub-
lished in 1994, which reports the error bars. Finally, if we are looking for the
standard enthalpy of formation of any particular substance, we should first check
whether it is included in CODATA KeyValues for Thermodynamics [16] or in the
very recent Active Thermochemical Tables [23,24].

When we are calculating a reaction enthalpy from the standard enthalpies of
formation of reactants and products, we frequently need values from more than
one database.The selection is thereforemore complicated and requires additional
caution to ensure thermochemical consistency. Let us use the discussion after
reaction 2.1 to illustrate this point.

The guidelines have been followed to select the standard enthalpies of forma-
tion ofwater (quoted fromCODATA), ethanol, and acetic acid (both fromPedley’s
1994 compilation). These tables are mutually consistent, so the choice brings no
problem. However, we were interested in evaluating the enthalpy of reaction 2.1
under given experimental conditions, which involved aqueous solutions with
nearly identical mole ratios (ca. 60:1) ethanol:water and acetic acid:water. These
solutions can be represented asC2H5OH:nH2O andCH3COOH:mH2O.Reaction
2.1 can thus be rewritten as

(C2H5OH:60H2O)(sln) + O2(sln) → (CH3COOH:61H2O)(sln) + H2O(l) (2.21)

Note that this equation appears to be unbalanced, but this is just the result of
the regular notation. Each mole of acetic acid formed will be dissolved in 61
moles of water, because water is a reaction product. As such, this 1 mol of water
must also appear separately in the right-hand side of the equation.

The standard enthalpies of formation of all the reactants and products
of reaction 2.21 can be found in the NBS Tables of Chemical Thermo-
dynamic Properties [17]: �fH o(C2H5OH:60H2O, sln) = −287.72 kJ mol−1,
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�fH o(CH3COOH:61H2O, sln) = −485.46 kJ mol−1, �fH o(H2O, l) =
−285.83 kJ mol−1, and �fH o(O2, ao) = −12 kJ mol−1. The abbreviation “ao”
means “aqueous solution, unionized substance, standard state 1 mol kg−1” (unit
molality) [17], and we assume that the standard enthalpy of formation of O2
under the experimental conditions of reaction 2.21 is similar to �fH o(O2, ao).
The values lead to �rH (2.21) = −471.57 kJ mol−1, which is only less than 0.1
kJ mol−1 more exothermic than the result derived in section 2.4, where a much
more complicated procedure was used.

Why did we prefer to use the cycle in figure 2.1 instead of the easier method
after equation 2.21? Simply because we had considered that the best data for the
standard enthalpies of formation of pure ethanol and acetic acid are those rec-
ommended in Pedley’s tables [15]. The values (−277.6 kJ mol−1 and −484.3 kJ
mol−1, respectively) are both about 1 kJ mol−1 less negative than those in the
NBS Tables, and their difference nearly cancels when the reaction enthalpy is
calculated. But of course, we are seldom so lucky. Using data from different
databases may lead to much larger discrepancies.

Having thus settled on Pedley’s tables for the pure organic compounds,we have
then decided to use NBS Tables to derive the solution enthalpies in figure 2.1.
The values can be easily evaluated from the differences between the standard
enthalpies of formation of the compounds in solution and the standard enthalpies
of formation of pure substances, viz.

�slnH (1) = �fH
o(C2H5OH:60H2O, sln) − �f H

o(C2H5OH, l)

= −287.72 − (−277.69) = −10.0 kJ mol−1

and

�slnH (3) = �fH
o(CH3COOH:61H2O, sln) − �f H

o(CH3COOH, l)

= −485.46 − (−484.5) = −1.0 kJ mol−1

The important point to be noted here is that the calculation uses NBS data only.
Had we combined Pedley’s standard enthalpies of formation for the pure com-
pounds with the NBS values for the solutions, we would have obtained incorrect
results.

In summary, we selected one database (Pedley’s) to quote the standard
enthalpies of formation of the pure organic compounds and another database
(NBS) to derive the solution enthalpies. Although these databases are not mutu-
ally consistent, that did not affect our final result because the “experimental”
enthalpies of solutionwere calculatedwithNBSdata only.The exercise illustrates
the sort of caution one should keep in mind whenever two or more nonconsistent
databases are used.

In the foregoing calculation of �slnH (1) and �slnH (3), we have used
the tabulated values for the standard enthalpies of formation of ethanol and
acetic acid aqueous solutions. This looks sensible (after the definitions given
in section 2.3), because the standard states of ethanol and acetic acid solu-
tions in water correspond to 1 mol of C2H5OH or CH3COOH in about
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62.5 mol of water, which is rather close to the experimental ratios. How-
ever, a perusal of the NBS Tables [17] shows, for example, that standard
enthalpies of formation are also tabulated for (ethanol + water) mixtures
with a variety of compositions, for example, �fH o(C2H5OH:10H2O, sln) =
−284.78 kJ mol−1, �fH o(C2H5OH:100H2O, sln) = −288.01 kJ mol−1, and
�fH o(C2H5OH:1000H2O, sln) = −288.27 kJ mol−1. Strictly speaking, these
values do not refer to standard states, but they illustrate a common and convenient
practice in thermochemistry: Solution data are often given so that we can derive
solution (or dilution) enthalpies. For instance, �slnH (1) refers to the process:

C2H5OH(l) + 60H2O(l) → (C2H5OH : 60H2O)(sln) (2.22)

�fH o(C2H5OH:60H2O, sln) is, therefore, the apparent molar enthalpy [25] of
ethanol in a solution containing 60mol ofwater. In otherwords, the value relies on
identical enthalpy contents for thewatermolecules in solution and as a pure liquid.
A dilution enthalpy, for example, from C2H5OH:60H2O to C2H5OH:100H2O,
calculated as

�fH
o(C2H5OH:100H2O, sln) − �fH

o(C2H5OH:60H2O, sln)

= −288.01 − (−287.72) = −0.29 kJ mol−1

corresponds to

(C2H5OH:60H2O)(sln) + 40H2O(l) → (C2H5OH:100H2O)(sln) (2.23)

2.6 THE UNCERTAINTIES IN THERMOCHEMICAL DATA

The random uncertainties in thermochemical measurements have been dis-
cussed by several authors, notably Rossini and Deming [26], Rossini [27], and
Olofsson [28]. The accepted thermochemical convention [29], summarized next,
follows the procedure suggested in the first two of these publications.

Assuming that only random errors affect the laboratory determinations of a
given reaction enthalpy, the overall uncertainty interval associated with the mean
value 〈�rH 〉 of a set of n experiments is usually taken as twice the standard
deviation of the mean (σm):

〈�rH 〉 =
∑n

i=1 �rHi

n
(2.24)

σm =
[∑n

i=1 (�rHi − 〈�rH 〉)2
n(n− 1)

]1/2
(2.25)

where�rHi are the values from the individual experiments.Although the factor 2
that multiplies the standard deviation of the mean is a convention, we may note
that it is close to Student’s t-factors for n = 5, 6, and 7 (t = 2.132, 2.015, and
1.943, respectively) and for a probability of 90% [30]. Indeed, for many years
it was a common practice in thermochemical studies to consider that the result
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〈�rH 〉 ± 2σm referred to at least five independent experiments. Unfortunately,
this convention has often been forgotten in recent publications, particularly those
that do not involve calorimetry. Some authors simply consider the standard devi-
ation of the mean as the experimental uncertainty or multiply σm by Student’s
t-factor; others do not provide details about how the uncertainties were evaluated.

Equation 2.26 must be used to derive the overall uncertainty of the enthalpy
of any reaction, calculated from the standard enthalpies of formation of reactants
and products.

2σm =

∑

i

(2νiσi)
2



1/2

(2.26)

2σi are the uncertainties of the standard enthalpies of formation, and νi
are the reaction stoichiometric coefficients. We illustrate this simple calcu-
lation with reaction 2.2. The uncertainties assigned to �fH o(CH3COOH, l),
�fH o(C2H5OH, l), and �fH o(H2O, l) were 0.2 kJ mol−1, 0.3 kJ mol−1, and
0.040 kJ mol−1, respectively. Therefore, the overall uncertainty of the reaction
enthalpy is (0.22 + 0.32 + 0.0402)1/2 = 0.4 kJ mol−1.

Equation 2.26 is also used to evaluate the uncertainty of a standard enthalpy
of formation, calculated from a reaction enthalpy. Consider, for instance, a
selected value for the standard enthalpy of combustion of ferrocene,�cH o[Fe(η5-
C5H5)2, cr] = −5891.5± 4.2 kJ mol−1 [31].

Fe(η5-C5H5)2(cr) + 79/3O2(g) → 1/3Fe3O4(cr) + 10CO2(g)

+ 5H2O(l) (2.27)

�fH
o[Fe(η5-C5H5)2, cr] = −�cH

o[Fe(η5-C5H5)2, cr]
+ 1/3�f H

o(Fe3O4, cr) + 10�fH
o(CO2, g) + 5�fH

o(H2O, l) (2.28)

Using selected data for �fH o(Fe3O4, cr) = −1117.1 ± 2.1 kJ mol−1 [32],
�fH o(CO2, g) = −393.51 ± 0.13 kJ mol−1 [16], and �fH o(H2O, l) =
−285.830± 0.040 kJ mol−1 [16], we obtain 154.9 ± 4.5 kJ mol−1 for the stan-
dard enthalpy of formation of ferrocene, where the uncertainty was calculated
from {4.22 + [(1/3) × 2.1]2 + (10 × 0.13)2 + (5 × 0.040)2}1/2.

Assigning uncertainties to experimental (or even theoretical [33]) results is a
very important issue and deserves careful consideration. As already pointed out,
this is not observed in many recent publications, hindering (to some extent) a
reliable assessment of the data given there. If the accepted rules are followed,
we may draw useful conclusions from the error bars. For instance, when the
difference between two literature values for the enthalpy of the same reaction is
larger than the sum of the respective uncertainties, it is likely that at least one
of the results is affected by systematic errors. This is the case, for example, of
two literature values for �cH o[Fe(η5-C5H5)2, cr], −5891.5 ± 4.2 kJ mol−1 and
−5877.7± 5.0 kJ mol−1 [31]. On the other hand, if the difference between a pair
of values is smaller than the sum of the uncertainties, as in �fH o(LiOC2H5, cr),
−477.1± 4.0 kJ mol−1 and −473.1± 2.5 kJ mol−1 [25], we may conclude that
systematic errors are probably absent in both results.
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Acommon issue related to the previous example is how to calculate the average
of several results that are not affected by any systematic errors. The correct
procedure involves the calculation of the weighed mean, given by:

�rH =
∑

i �rHi/σ 2
i∑

i 1/σ
2
i

(2.29)

1

σ 2 =
∑
i

1

σ 2
i

(2.30)

For instance, the two values of the enthalpy of formation of LiOC2H5, quoted
before, lead to a weighed mean of −474.2 ± 2.1 kJ mol−1.

One of the best examples of the significance of errors in thermochemistry is
provided by methane. This substance is the principal constituent of natural gas,
having a mole fraction in the range of ca. 0.70–0.96, the remaining components
being nitrogen, ethane, propane, carbon dioxide, and so on.The commercial value
of natural gas, which is an important domestic and industrial fuel, is determined
by its calorific value, defined as the enthalpy of combustion in air of a speci-
fied quantity of gas, under given conditions (usually at 273.15 K and 1 atm).
If the water produced is referred to the liquid state, we talk about the superior
calorific value; if that water is in the vapor state, then the inferior calorific value
is considered. The two quantities are of course related through the enthalpy of
vaporization of water.

The calculation of the calorific value for a given composition of natural gas
relies on the standard enthalpies of combustion of their components. Among
these data, �cH o(CH4, g) is by far the most important. Let us suppose, for
sake of simplicity, that only methane is present in the natural gas to be exported
from the Republic of Easyprofit to the Hardwork Kingdom. In the course of the
negotiation, the parties agreed to pay 0.5 cents (US$) per megajoule of superior
calorific value. However, the Hardwork Kingdom representative declares that
the calculation of this latter quantity should rely on −74.81 kJ mol−1 for the
standard enthalpy of formation of CH4, as recommended in a publication by the
the formerNational Bureau of Standards [17], whereas theRepublic of Easyprofit
executive claims that the most accurate value for �fH o(CH4, g) = −74.4± 0.4
kJ mol−1 is given in Pedley’s compilation [15]. In other words, the seller claims
that the combustion enthalpy of the natural gas is −890.77 kJ mol−1, whereas
the buyer maintains that −890.36 kJ mol−1 is correct. Now, Hardwork wants to
import 50,000 million cubic meters per year. At 0◦C and 1 atm, this corresponds
to 2,230,749 million moles of methane and, according to their favorite value
for the combustion enthalpy, costs US$9,930,848,400. However, based on the
more negative value, Easyprofit asks US$9,935,421,435, that is, some US$4.6
million more.

The previous example (which incidentally is not entirely fictional) shows that
a discrepancy of 0.4 kJ mol−1 in the standard enthalpy of formation of methane
has some economic impact. To avoid disputes like this one, the International
Organization for Standardization (ISO) has issued an International Standard on
the subject [34]. The 46-page publication includes a detailed discussion of the
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procedures for evaluating the calorific value of natural gas from its composition,
togetherwith an assessment of the experimental results for the standard enhalpy of
combustion of methane. The recommended value, �cH o(CH4, g) = −890.63±
0.53 kJ mol−1, is consistent with �fH o(CH4, g) = −74.54± 0.55 kJ mol−1.
It can be argued that this selection is slightly unfavorable to Easyprofit.

2.7 STANDARD ENTHALPIES OF PHASE TRANSITION

The enthalpies of phase transition, such as fusion (�fusH ), vaporization
(�vapH ), sublimation (�subH ), and solution (�slnH ), are usually regarded as
thermophysical properties, because they refer to processeswhere no intramolecu-
lar bonds are cleaved or formed.As such, a detailed discussion of the experimental
methods (or the estimation procedures) to determine them is outside the scope
of the present book. Nevertheless, some of the techniques addressed in part II
can be used for that purpose. For instance, differential scanning calorimetry is
often applied to measure �fusH and, less frequently, �vapH and �subH . Many
of the reported �subH data have been determined with Calvet microcalorime-
ters (see chapter 9) and from vapor pressure against temperature data obtained
with Knudsen cells [35–38]. Reaction-solution calorimetry is the main source
of �slnH values. All these auxiliary values are very important because they are
frequently required to calculate gas-phase reaction enthalpies and to derive infor-
mation on the “strengths” of chemical bonds (see chapter 5)—one of the main
goals of molecular energetics. It is thus appropriate to make a brief review of the
subject in this introduction.

The standard enthalpy of transition of a substanceA from a phase α to a phase
β (�trsH o) is the enthalpy associated with the process:

A(α) → A(β) (2.31)

where A is in its standard state, in both phases. The way this definition is given
makes it rather useful because the standard enthalpy of transition is simply the
difference between the standard enthalpies of formation of A in the phases β

and α:

�trsH
o = �fH

o(A, β) − �fH
o(A, α) (2.32)

We have already illustrated equation 2.32 for a solution enthalpy (of liq-
uid ethanol; see section 2.5). We now apply it to another phase transition: the
vaporization of a pure substance.

Although calorimetricmethods are usually regarded as yielding themost accu-
rate enthalpies of vaporization [39], the measurement of the saturation vapor
pressures of a liquid as a function of temperature is also widely used for the same
purpose and may afford good quality data. Among these so-called vapor pres-
sure methods [35], differential ebulliometry is probably one of the most reliable.
Briefly, the ebulliometric method consists in measuring the boiling temperatures
of a liquid at different pressures. In the differential set-up, the pressure over the
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sample is determined by measuring the boiling temperature of a reference liquid
(for which the pressure-temperature curve is accurately known) contained in a
second ebulliometer.

One of the critical issues in vapor pressure methods is the choice of the pro-
cedure to calculate the vaporization enthalpy. For instance, consider the vapor
pressures of ethanol at several temperatures in the range 309–343 K, obtained
with a differential ebulliometer [40]. The simplest way of deriving an enthalpy
of vaporization from the curve shown in figure 2.4 is by fitting those data with
the integrated form of the Clausius-Clapeyron equation [1]:

ln p = A− �vapH

RT
(2.33)

where A is a constant. This equation assumes that (1) �vapH is constant in the
experimental temperature range and therefore refers to the mean temperature of
that interval (Tm = 326 K) and to the corresponding vapor pressure (7848 Pa);
(2) the molar volume of liquid ethanol is negligible compared with the molar
volume of the vapor; (3) the vapor obeys to the ideal gas model.

Using the data of figure 2.4, the plot of ln p against 1/T leads to a excellent
straight line (inset of figure 2.4; correlation coefficient 0.9999) and allows the
enthalpy of vaporization of ethanol to be derived as 41.8 kJ mol−1 from the slope
of that line (−5024.27).

As mentioned, �vapH refers to 326 K and to 7848 Pa, that is, the calculated
value is not the standard enthalpy of vaporization. The correction to the standard
states (at 326 K) could be estimated with equation 2.16, but there are more
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Figure 2.4 Vapor pressures of ethanol in the 309–343 K temperature
range, obtained by an ebulliometric technique [40].
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convenient alternatives. One of these makes use of equation 2.34, where Z is the
compressibility factor of the vapor (Z = pV/RT ):

ln p = A− �vapH

ZRT
(2.34)

The ideal gas hypothesis is avoided by equation 2.34. Moreover, to derive
this equation, it has been assumed that the quotient �vapH/Z is constant in the
experimental temperature range. Now this ratio divided by the gas constant (R) is
equal to the slope of the correlation, which implies that �vapH can be evaluated
at a given temperature if Z is known.

The calculation of compressibility factors of gaseous ethanol can be made
with equation 2.18, because the second virial coefficient (B) is available at differ-
ent temperatures [20] and the saturation vapor pressures can be interpolated or
extrapolated from the experimental data (figure 2.4). One obtains Z = 0.991 at
298.15 K ( p = 7848.0 Pa) and Z = 0.975 at 326 K ( p = 33778 Pa) [40], leading
to �vapH = 41.4 kJ mol−1 and 40.7 kJ mol−1, respectively. Note that none of
these values are standard enthalpies of vaporization. We can anticipate that the
corrections will be negligible, but let us make a quick check, using �vapH at
298.15 K.

The pressure effect on the enthalpy of liquid ethanol can be estimated from
equation 2.15, now written in terms of the coefficient of thermal expansion, α:(

∂H

∂p

)
T

= V (1 − αT ) (2.35)

where

α = 1

V

(
∂V

∂T

)
p

(2.36)

Therefore,

H ( p = 1 bar) − H ( psat) =
∫ 1

psat
V (1 − αT ) dp ≈ V (1 − αT ) (1 − psat) (2.37)

The molar volume (V ) is calculated as 58.4 cm3 mol−1 [30], α is taken as 11.2×
10−4 K−1 [1], and the saturation pressure at 298.15 K was given above ( psat =
78.48 × 10−3 bar). We do not need to worry about finding the “best” literature
values for these quantities, because the enthalpy correction will be very small
(actually, the values ofV and α refer to 273.15 K). In fact, making T = 298.15 K,
we obtain H (1 bar) − H ( psat) = 4.6 × 10−3 kJ mol−1 for liquid ethanol.

The pressure effect on the enthalpy of gaseous ethanol, on the other hand, can
be estimated from equation 2.19. We shall use B = −2.935 dm3 mol−1 [20]
and dB/dT = 0.0341 dm3 K−1 mol−1 [40]. Therefore, (∂H/∂p)T = −13.1 dm3

mol−1 and the correction for the standard state ( p = 0) amounts to −13.1 ×
10−3 × (0 − 7848) = 0.103 kJ mol−1.

In summary, the correction of the enthalpy of vaporization at 298.5 K
for the standard states of the liquid and the vapor is �vapH o − �vapH =



The Thermodynamic Background 25

(0.103 − 0.0046) = 0.098 kJ mol−1; this one-tenth of a kilojoule is only a
fraction of the experimental uncertainty in this case (∼ 0.5 kJ mol−1 [40]).

There are more sophisticated methods to evaluate �vapH (and thus, �vapH o)

than by using equation 2.34. They all assume nonlinear correlations between
ln p and 1/T . For instance, the vapor pressures in figure 2.4 can be fitted with
the Antoine equation, which has three adjustable parameters (A, B, and C;
equation 2.38), or even to expressions involving a larger number of parameters,
such as Riedel’s equation (equation 2.39) [41].

ln p = A− B

T + C
(2.38)

ln p = A+ B

T
+ C ln T + DTE (2.39)

In both cases, the variation of the vaporization enthalpy with temperature is
implicit. �vapH is now calculated, at any temperature, from equation 2.40, and
the correction to the standard states, if required, is made as already described.

�vapH = ZRT2
d ln p

dT
(2.40)

Equations 2.39 and 2.40 lead to �vapH o(C2H5OH) = 42.4± 0.5 kJ mol−1

[40], which agrees with the mean of the calorimetric results for the same liq-
uid, 42.30 ± 0.04 kJ mol−1 [39]. Note that the less sophisticated approach
(equation 2.33) apparently underestimates the vaporization enthalpy by 0.6 kJ
mol−1. However, this is not true because �vapH = 41.8 kJ mol−1 refers to
the mean temperature, 326 K. A temperature correction is possible in this case,
because the molar heat capacities of liquid and gaseous ethanol are available as
a function of T [40]. That correction can be obtained as:

�vapH
o
298 = �vapH

o
326 +

∫ 298

326

[
Co
p (g) − Co

p (l)
]
dT = 1.4 kJ mol−1 (2.41)

Therefore, the calculation with equation 2.33 actually overestimates by 0.8 kJ
mol−1 the value derived with the most accurate procedure.

Low cost is one of the main advantages of the vapor pressure methods, as
compared with calorimetric techniques. An apparatus to measure the vapor pres-
sures of low boiling temperature liquids can be built easily in an undergraduate
chemistry laboratory. However, the same is not quite true if we want to measure
the vapor pressures of low-volatility substances, such as most solids. In these
cases, Knudsen cells are usually the method of choice, but they require more
expensive high-vacuum equipment [36].

The vapor pressure against temperature data obtained with a Knudsen cell
set-up are handled as already described for a low boiling temperature liquid. The
main difference stems from the very low pressure of the vapor in equilibrium
with the solid, which justifies the adoption of the ideal gas model in this case.
�subH o at the mean temperature can then be derived from equation 2.40 (with
Z = 1) and the correction to 298.15 K can be made with an equation similar
to 2.41.
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This section is concludedbydiscussing another type of phase transition, known
as solvation, which refers to the dissolution of a gaseous substance in a liquid
solvent.We already met this concept when we were deriving the enthalpy of reac-
tion 2.1 (see figure 2.1 and sections 2.4 and 2.5): the solution enthalpy of gaseous
O2 in water, �slnH (2), can also be called the solvation enthalpy of O2 in water.
Note that when the solvent is water, the word solvation is often replaced by
hydration.

The standard enthalpy of solvation of any substance A, therefore, is the dif-
ference between its standard enthalpy of formation in solution and its standard
enthalpy of formation in the gas phase:

�solvH
o(A) = �slnH

o(A,g) = �fH
o(A,sln) − �fH

o(A,g) (2.42)

If A is a gas at ambient temperature and pressure, �solvH o can be determined
experimentally by calorimetric methods or from measurements of the solubility
change with temperature [42–44]. When A is a liquid or a solid, its solva-
tion enthalpy in a given solvent is usually calculated from its standard solution
enthalpy (�slnH o) and its standard vaporization or sublimation enthalpy:

�solvH
o(A) = �slnH

o(A,g) = �slnH
o(A,l) − �vapH

o(A) (2.43)

or

�solvH
o(A) = �slnH

o(A,g) = �slnH
o(A,cr) − �subH

o(A) (2.44)

Most of the methods for estimating reaction enthalpies are applicable only to
the gas phase. Solvation enthalpy data are thus particularly important because
they allow gas-phase estimates to be extended to reactions in solution—which is
the most common medium for reactions of practical interest. However, solvation
enthalpies are not very abundant and must often be estimated. Unfortunately,
this can be a difficult exercise, especially when A is a solid, because subli-
mation enthalpies are scarce and hard to estimate. Thus, �subH o(A) is usually
the unknown term in equation 2.44. The solution enthalpy term, �slnH o(A), is
generally small and can often be predicted—or determined with a calorimeter.

Solvation enthalpy data for neutral short-lived species, like radicals, are even
more scant than for long-lived “stable” molecules. They can only be experimen-
tally determined through indirect methods, namely, by comparing the enthalpies
of reactions of those species in solution and in the gas phase. The former are
obtained, for instance, by using the photoacoustic calorimetry technique (see
chapter 13), and the latter by several gas-phase methods.

2.8 LATTICE ENERGY AND ION SOLVATION ENTHALPY

Mass spectrometric measurements coupled with solution thermochemical results
are the sources of solvation enthalpy values for anions and cations.These data are
related to the lattice energy, which is a parameter used to assess the ionic character
of solids andpredict their standard enthalpies of formation.An introduction to that
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concept can be found in general chemistry textbooks, and more comprehensive
discussions are included in inorganic chemistry publications [45–47]. Here, we
approach the subject through another case study.

Consider figure 2.5, which is a thermochemical scheme involving crys-
talline lithium methoxide (LiOCH3) as the starting substance. The lattice energy,
�latU o(LiOCH3), is the internal energy associated to the following process, at
298.15 K:

LiOCH3(cr) → Li+(g) + CH3O
−(g) (2.45)

In other words,�latU o(LiOCH3) is the energy required to destroy the crystalline
network, yielding the gas-phase ions. As the cation and the anion are infinitely
separated, the gas phase can be described by the ideal gas model and the enthalpy
corresponding to the same process is given by

�latH
o(LiOCH3) = �latU

o(LiOCH3) + �( pV ) ≈ �latU
o(LiOCH3) + �νRT

(2.46)

where �ν = 2.
The enthalpy of reaction 2.45 cannot be determined directly. As shown in

figure 2.5, it is calculated by using several experimental quantities: the standard
enthalpy of formation of the solid alkoxide, the standard sublimation enthalpy
and the ionization energy of lithium, and the standard enthalpy of formation and
the adiabatic electron affinity of gaseous methoxy radical (equation 2.47).

�latH
o(LiOCH3) = −�fH

o(LiOCH3, cr) + �fH
o(CH3O, g) + �subH

o(Li)

+ Ei(Li) − Eea(CH3O) (2.47)

The last two terms in equation 2.47, the ionization energy of Li and the adi-
abatic electron affinity of CH3O, respectively, will be discussed in section 4.1.
For now, it is enough to note that both processes are referred to T = 0 and that
2.5RT in figure 2.5 is an approximate correction to 298.15 K. Notice also that
this correction cancels out in equation 2.47.

By using the data accepted in the original publication where this subject
was addressed [48], namely, �fH o(LiOCH3, cr) = −433.0 ± 2.4 kJ mol−1,
�fH o(CH3O, g) = 18 ± 4 kJ mol−1, �subH o(Li) = 159.4 kJ mol−1, Ei(Li) =
526.4 kJ mol−1, and Eea(CH3O) = 151.4 ± 2.1 kJ mol−1, �latH o(LiOCH3)

is derived as 985.4 ± 5.0 kJ mol−1. However, this value is not by itself very
informative. A large number suggests strong ionic bonding (or a strong coulom-
bic interaction) between lithium cation and the methoxy anion. But how high is
985 kJ mol−1? Consider the data for other lithium alkoxides and particularly for
lithium hydroxide.Table 2.1 shows that�latH o(LiOCH3) is only 5% smaller than
the lattice enthalpy of LiOH, which is a rather ionic compound. It is observed,
on the other hand, that �latH o decreases with the length of the n-alkyl chain and
the bulkier tert-butoxide has a lower lattice enthalpy than its linear analog.

Lattice enthalpies of ionic solids can be predicted from several equations,
which account for the coulombic interactions [45–47,49]. The estimates can then
be used to derive the standard enthalpies of formation, by equation 2.47.However,



Li+(g) + CH3O(g) + e–

Li(g) + CH3O(g)

Li(cr) + CH3O(g)

Li(cr) + 0.5O2(g) + C(cr, gr) + 1.5H2(g)

Li+(g) + CH3O–(g)

LiOCH3(cr)

Li+(aq) + CH3O–(aq)

–Eea(CH3O) – 2.5RTEi(Li) + 2.5RT

∆subHo(Li)

∆latU
o + 2RT ∆hydHo(Li+)

+ ∆hydHo(CH3O–)

∆slnHo(LiOCH3, cr)

∆fH
o(CH3O, g)

–∆fH
o(LiOCH3, cr)

Figure 2.5 The Born-Haber cycle for lithium methoxide and the hydration enthalpies of the ions.
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Table 2.1 Lattice enthalpies at 298.15 K.
Data from [48].

Solid �latH
o/(kJ mol−1)

LiOH 1033 ± 4
LiOCH3 985 ± 5
LiOC2H5 975 ± 6
LiO-i-C3H7 956 ± 5
LiOC4H9 964 ± 15
LiO-t-C4H9 919 ± 8

it is appropriate to mention here that those equations yield lattice enthalpies at
T = 0 (�latU o

0 ) and not at T = 298.15K.The calculation of�latH o from�latU o
0

is made with equations similar to 2.10 or 2.14 (section 2.4), that is, it relies on
heat capacity data. As this information is not always available, estimates may be
required, both for the solid and for the gas-phase ions. Fortunately, the difference
�latH o−�latU o

0 is often fairly small—comparable to the uncertainty that usually
affects experimental values of the lattice enthalpy. For instance, in the case of
LiOH, using data from the NBS Tables [17],

�latH
o(LiOH) − �latU

o
0 (LiOH) = (Ho

298 − Ho
0 )Li+ + (Ho

298 − Ho
0 )OH−

− (Ho
298 − Ho

0 )LiOH

= 6.2 + 8.61 − 7.41 = 7.4 kJ mol−1 (2.48)

Figure 2.5 shows yet another way of “destroying” the lattice: The ionic solid
can be dissolved in water and the ions become hydrated. This solution enthalpy,
�slnH o(LiOCH3, cr), which is related to the lattice enthalpy by

�slnH
o(LiOCH3, cr) = �latH

o(LiOCH3) + �hydH
o(Li+, g)

+ �hydH
o(CH3O

−, g) (2.49)

could yield the sum of the hydration entalpies of the ions. In reality, however,
the solution enthalpy term in equation 2.49 is not experimentally measurable;
lithium methoxide reacts promptly with water, yielding lithium hydroxide and
methanol.

“Reactive” ionic compounds are therefore useless to derive hydration
enthalpies (or more generally, solvation enthalpies). Fortunately, there are many
alternatives. Take lithium chloride, for example, and data from the NBS Tables
[17].The enthalpy of solution of this solid in water, at infinite dilution, is given by

�slnH
o(LiCl, cr) = �fH

o(LiCl, ai) − �fH
o(LiCl, cr)

= −445.6 − (−408.6) = −37.0 kJ mol−1 (2.50)
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where “ai” means “aqueous solution, ionized substance, m = 1 mol kg−1” [17].
By writing an equation similar to 2.49 for LiCl,

�slnH
o(LiCl, cr) = �latH

o(LiCl) + �hydH
o(Li+, g) + �hydH

o(Cl−, g) (2.51)

it is now possible to obtain the sum of the hydration enthalpies, because the value
for the lattice enthalpy is available. However, we aim to derive the hydration
enthalpy for the separate cation and anion, rather than their sum. But this goal
is unreachable by using the lattice energies combined with solution enthalpies:
When lithium chloride (or any other solid ionic compound) is dissolved in water,
the lattice is destroyed and both ions become hydrated. Solution enthalpies there-
fore refer to the overall processes and reflect the solvation of the cation and the
anion. How can we untangle these quantities?

Each hydration enthalpy is simply the difference between the standard
enthalpies of formation of the substance in water and in the gas phase. Because
�fH o(Li+, g) and �fH o(Cl−, g) are both experimentally known, the unknown
quantities are �fH o(Li+, ao) and �fH o(Cl−, ao). In other words, the central
issue is the determination of standard enthalpies of formation of aqueous ions.
The usual approach is simple to describe; it is agreed that the standard enthalpy
of formation of aqueous H+ is arbitrarily zero, �fH o(H+, ao) = 0.

Consider the dissolution of hydrochloric acid in water. The enthalpy
of formation of aqueous HCl at infinite dilution can be described as
�fH o(H+, ao) + �fH o(Cl−, ao). Accepting the convention �fH o(H+, ao) =
0, �fH o(HCl, ai) = �fH o(Cl−, ao) = −167.16 kJ mol−1. This value can then
be used to derive a relative number for �fH o(Li+, ao):

�fH
o(Li+, ao) = �fH

o(LiCl, ai) − �fH
o(Cl−, ao)

= −445.64 − (−167.16) = −287.5 kJ mol−1 (2.52)

A similar exercise can be made with other anions and cations, producing
a list of relative values of standard enthalpies of formation, anchored on
�fH o(H+, ao) = 0. This database is rather useful, because it allows the
enthalpies of formation (equation 2.53) and the lattice enthalpies (equation 2.47)
of many crystalline ionic salts to be predicted, since their solution enthalpies are
usually easy to measure.

�fH
o(LiCl, cr) = �fH

o(Li+, ao) + �fH
o(Cl−, ao) − �slnH

o(LiCl, cr) (2.53)

The inconvenience of the convention �fH o(H+, ao) = 0 is, of course, that it
does not provide absolute values of the ion hydration enthalpies—only relative
numbers can be evaluated. In other words, it tells nothing about the real size of
the difference between the energetics of gas-phase and solution ions. Yet given
the uncertainty that still affects the value of �fH o(H+, ao) [50], the convention
is a sensible option.
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2.9 THE GIBBS ENERGY: FIRST AND SECOND LAW METHODS

Our attention has so far been focused on the discussion of enthalpy and internal
energy changes. Both quantities are offsprings of the first law of thermodynamics
[1] and can be determined for many chemical processes by evaluating the heat
released by the system under study, either at constant volume or at constant pres-
sure. This “direct” procedure of determining the change of enthalpy or internal
energy, involving a calorimeter, is known as the first law method.

The introduction of the entropy concept through the second law of ther-
modynamics led to the understanding of the direction of spontaneous changes
and unveiled the basis of chemical equilibria [1]. Furthermore, it extended the
experimental tools of molecular energetics by providing new methodologies to
determine enthalpies or internal energies. The purpose of the present section is to
review the thermodynamic background of these so-called second law methods.

Perhaps the two most important outcomes of the first and the second laws of
thermodynamics for chemistry are represented by equation 2.54,which relates the
standard Gibbs energy (�rGo) with the equilibrium constant (K) of a chemical
reaction at a given temperature, and by equation 2.55, which relates �rGo with
the standard reaction enthalpy (�rH o) and the standard reaction entropy (�rSo).

�rG
o = −RT lnK (2.54)

�rG
o = �rH

o − T�rS
o (2.55)

Equations 2.54 and 2.55 are used to calculate the yields of chemical reactions
and how they vary with temperature and pressure. It is appropriate to recall that
reliable results for the equilibrium constant demand very accurate �rGo values.
This stems, of course, from the exponential dependence ofK on�rGo. Figure 2.6
offers a graphical view of how a typical error bar in �rGo (± 4 kJ mol−1) affects
K at 298.15 K. Curve b is a plot of K against the “accurate” �rGo values.
Curve a, which represents the upper limit of the uncertainty in K , was obtained
by plotting K against (�rGo − 4) kJ mol−1. Curve c, the lower limit, shows K
versus (�rGo + 4) kJmol−1.This exercise was restricted to Gibbs energies in the
range of 0 to –10 kJ mol−1 because for more exergonic (�rGo < 0) reactions
the values of K are such that the yields are close to 100%. Consider, for instance,
the isomerization reaction

A → B (2.56)

For �rGo = −12 kJ mol−1, K = 126.6, and 99.2% of A is converted into B. If
�rGo becomes −8 kJ mol−1, K = 25.21, and the yield is 96.2%; with �rGo =
−16 kJ mol−1, K =635.4, and the yield is 99.8%. Thus, although the errors in K
are enormous, the yields do not vary that much—they are all near 100%. In other
words, when�rGo becomes more negative, its inaccuracy leads to huge errors in
the equilibrium constants, but this is not important because the conversion of A
into B is almost complete. By contrast, for reactions that have�rGo values closer
to zero, the uncertainty has a dramatic influence on the yield. For�rGo = −4±4
kJ mol−1, K varies between 1 and 25.21, and the yield correspondingly ranges
from 50% to 96%.
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Figure 2.6 How does a ±4 kJ mol−1 error bar in the reaction Gibbs
energy affect the value of the equilibrium constant? Curve b represents
the “accurate” data; curves a and c show the upper and lower limits,
respectively.

It will be shown in several chapters of this book that equations 2.54 and 2.55
are also employed to derive �rH o and �rSo from equilibrium constant data
at several temperatures. The simplest procedure involves van’t Hoff equation
written as

lnK = −�rHo
T

RT
+ �rSoT

R
(2.57)

where the subscript T indicates that the reaction enthalpy and entropy may not
necessarily refer to 298.15 K. Equation 2.57 is strictly valid at a single temper-
ature. However, if a plot of lnK against 1/T leads to an acceptable straight line,
it is normally assumed that the reaction enthalpy and entropy remain approxi-
mately constant over the experimental temperature range (i.e., �rCo

p ≈ 0). Thus,
�rH o

T and �rSoT can be derived from the slope and the intercept of the line,
respectively, and both refer to the mean temperature of that range. The prob-
lem with this method is the unknown effect of the “straightness” of the line
on the accuracy of the derived values. Slight curvatures of statistically sound
straight lines are easy to overlook. Therefore, a safer approach in handling
the experimental data is to use the general form of the van’t Hoff equation,
which allows one to obtain �rH o

T at any given temperature from the plot of lnK
versus 1/T :

d lnK

d(1/T )
= −�rHo

T
R

(2.58)
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Equation 2.58 is applied to any suitable function fitted to the data. For instance,
the equation

lnK = A+ B

T
+ C ln T (2.59)

where A, B, and C are adjustable parameters, accounts for temperature changes
of the reaction enthalpy and entropy but assumes that the reaction heat capacity
(�rCo

p ) is constant in the experimental temperature range.Although this approxi-
mation is usually good, it can be avoided by using more complex fitting equations
(similar, e.g., to equation 2.39). Note, however, that because the determination
of a �rH o

T value requires a derivative of the curve, nonlinear fits often require
very accurate data to yield reliable results.

Once�rH o
T is determined at a given temperature, equations 2.54 and 2.55 can

be used to obtain�rSoT at the same temperature (but that is often found in practice
to be unreliable). To calculate the standard reaction enthalpy at 298.15 K, we can
use the procedures described after equations 2.10 or 2.14. On the other hand, the
standard reaction entropy at 298.15 K can be derived from

�rS
o = �rS

o
T +

∫ 298.15

T

�rCo
p

T
dT (2.60)

The possibility of evaluating both the reaction enthalpy and entropy is the
main—but not the only—advantage of the second law over the first law method.
Consider, for instance, the thermochemical study of a reaction that is part of
a complex, multireaction network of solution equilibria. In this case, first law
methods are inappropriate if that reaction cannot be isolated from the others, thus
hindering the determination of its enthalpy change with a calorimeter. However,
if the temperature change of the equilibrium constant of the reaction can be
obtained (and it often can), the second law method affords the required data.
Another frequent situation, easier to handle by a second law than a first law
method, is that of a low-yield reaction. “Batch” calorimetry results are always
more reliable for high-yield (near 100%) reactions. For a low-yield reaction, the
characterization of the final state (nature and amount of the species present) is
not always straightforward and may lead to a significant error in the reaction
enthalpy. A simple rule, which results from equation 2.54 and how K is related
to the reaction yield (see the discussion after reaction 2.56), is that most first law
methods are better suited to probe exergonic reactions (�rGo

T more negative than
ca.−12 kJmol−1), whereas second lawmethods can be usedwhen�rGo

T is closer
to zero.A final advantage of second lawmethods is that they do not demand rather
specific (thermochemical) instrumentation. Apart from temperature control and
measurement devices, the determination of an equilibrium constant generally
involves analytical equipment found in a chemical laboratory.

The previous comparison between first and second law methods may give the
false impression that the latter should always be preferred. Second law methods
can be unreliable, even if a sophisticated equation is used to fit the experimental
data.The problem lies in the evaluation of the equilibriumconstant,whichmust be
defined in termsof theactivities of reactants andproducts [1].The activity concept



34 Part I: Introduction

has been introduced to extend to “real” situations the chemical thermodynamics
formalism used to describe perfect gasmixtures and ideal solutions. For example,
the chemical potential (µi) of a solute i in an ideal solution can by expressed by
equation 2.61, where µo

i is the standard chemical potential of i at the solution
temperature (i.e., the chemical potential for mi = 1 mol per kg of solvent), mi is
the molality of the species in the solution, and mo = 1 mol kg−1.

µi = µo
i + RT ln

mi

mo (2.61)

The case of a real solution, shown by equation 2.62, is handled by introducing
a dimensionless correction, called the activity coefficient (γi). In the high dilution
limit (mi → 0), γi = 1, and equation 2.62 reduces to 2.61.The activity of species
i is simply ai = γimi/mo.

µi = µ∗
i + RT ln

γimi

mo (2.62)

Here µ∗
i represents the chemical potential of solute i at unit molality and γi = 1.

The equilibrium constant of a reaction is defined in terms of the standard
chemical potentials of reactants and products and thus can be expressed in terms
of activities:

K =
∏
i

aνii (2.63)

As mentioned before, νi are the stoichiometric coefficients of the reaction
(positive for products and negative for reactants).

Equation 2.63 is valid for any homogeneous or heterogeneous reaction. The
only difference is in the definition of activities. For a species in a perfect gas-
phase mixture ai = pi/po, where pi is the partial pressure of species i and po is
the standard pressure (1 bar). For a real gas-phase mixture ai = fi/po, where fi
is the fugacity of i. The fugacity concept was developed for the same reason as
the activity: to extend to real gases the formalism used to describe perfect gas
mixtures. In the low total pressure limit (p → 0), fi = pi.

The previous summary of activities and their relation to equilibrium constants
is not intended to replace lengthier discussions [1,18,25,51]. Yet it is important
to emphasize some points that unfortunately are often forgotten in the chemical
literature. One is that the equilibrium constants, defined by equation 2.63, are
dimensionless quantities.The second is thatmost of the reported equilibrium con-
stants are only approximations of the true quantities because they are calculated
by assuming the ideal solution model and are defined in terms of concentrations
instead of molalities or mole fractions. Consider, for example, the reaction in
solution:

A(sln) + 2B(sln) → 2C(sln) (2.64)

The prevalent method of obtaining a value of the equilibrium constant is by mea-
suring the molar equilibrium concentrations (in mol dm−3) and using equation
2.65. This equilibrium constant is designated by Kc:

Kc = [C]2

[A][B]2
(2.65)



The Thermodynamic Background 35

It is easily shown that equation 2.65 is a fair approximation only if the ideal
solution model is valid and A, B, and C are in very low concentrations. By
accepting unity activity coefficients for all the species, equation 2.63 leads one
to the equilibrium constant calculated from the molalities (Km):

Km =
(
mC/mo)2

(mA/mo) (mB/mo)2
(2.66)

For very dilute solutions the solute concentrations (ci) are proportional to
molalities: mi = ci/ρ, ρ being the density of the solution [18]. Therefore

Km = [C]2

[A][B]2
ρmo = Kcρm

o (2.67)

Because mo = 1 mol kg−1, Kc is numerically equal to Km divided by the density
of the solution. If the solvent is water, then ρ ≈ 1 kg dm−3 and Kc ≈ Km. For
other solvents, however, the difference between the two equilibrium constants is
larger.

Equation 2.67 indicates that the standard enthalpy and entropy of reaction
2.64 derived from Kc data may be close to the values obtained with molality
equilibrium constants. Because�rH o

T is calculated from the slope of lnKc versus
1/T , it will be similar to the value derived with Km data provided that the density
of the solution remains approximately constant in the experimental temperature
range. On the other hand, the “error” in �rSoT calculated with Kc data can be
roughly estimated as R ln ρ (from equations 2.57 and 2.67). In the case of water,
this is about zero; for most solvents, which have ρ in the range of 0.7–2 kg
dm−3, the corrections are smaller (from −3 to 6 J K−1 mol−1) than the usual
experimental uncertainties associated with the statistical analysis of the data.

The general relationship between Kc and Km is given by equation 2.68. Note
that Kc = Km when the sum of the stoichiometric coefficients is zero.

Km = Kc
(
ρmo)−∑

i
νi

(2.68)

Although there is no theoretical reason to consider the second law method a
less reliable way of evaluating thermochemical values in solution compared to
the first law method, in practice we are compelled to make a number of assump-
tions that may lead to significant errors. Unfortunately, we are seldom aware of
the uncertainties caused by accepting the ideal solution model. Because activ-
ity coefficient data are extremely scarce, nearly all literature studies reporting
applications of the second law method use Kc or, less frequently, Km, even if the
concentration or the nature of the substances involved makes it inadvisable to
do so. Bearing all this in mind, it is not surprising to find examples that show sig-
nificant discrepancies between solution data obtained by the first and the second
law methods [52].

The application of the second law method to gas-phase reactions is less prob-
lematic than for reactions in solution.As described, ai = pi/po can be used when
the perfect gas model is valid (at low enough pressures). For higher pressures,
the real gas model implies ai = fi/po. Either one of these relationships can be
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used to derive the equilibrium constant at several temperatures and obtain the
standard reaction enthalpy and entropy. The difficulty in the case of real mixtures
is knowing the fugacities of reactants and products. Fugacities are usually not
tabulated, and their accurate calculation at a given temperature requires informa-
tion on how the molar volume of each species in the mixture varies with the total
pressure [18]. These data are seldom available, and their measurement represents
a considerable experimental effort. Fortunately, in cases where the pressure is not
too high (lower than about 10 bar), we can apply Lewis and Randall’s rule, which
states that the fugacity of the species i in the mixture ( fi) is equal to the product
of its mole fraction ( yi), and the fugacity of the pure substance ( f ′

i ) at the same
temperature and total pressure as the mixture [4,18]:

fi = yi f
′
i (2.69)

The fugacity of the pure substance can be derived by means of equation 2.70,

ln
f

p′ =
∫ p′

0

Z − 1

p
dp (2.70)

where Z = pV/RT is the compressibility factor and p′ is the total pressure of
the mixture. The integral in this equation can be numerically evaluated with
experimental (p, V , T ) data or, more commonly, calculated by using virial
equation 2.18.

2.10 THE GIBBS ENERGY: THIRD LAW METHOD

Besides the second law method, there is another way of extracting reaction
enthalpies from gas-phase equilibrium constants. This alternative involves the
determination of a single value of an equilibrium constant at a given tempera-
ture and the calculation of the reaction entropy at the same temperature. From
equations 2.54 and 2.55, we obtain

�rH
o
T = −RT lnKp + T�rS

o
T (2.71)

Once again we use subscript T to indicate that the reaction enthalpy and entropy
may not refer to 298.15 K. The subscript p in the equilibrium constant indicates
that we are accepting the perfect gas model and therefore Kp is defined in terms
of partial pressures, not fugacities.

Statistical mechanics affords an accurate method to evaluate �rSoT , provided
that the necessary structural and spectroscopic parameters (moments of inertia,
vibrational frequencies, electronic levels, and degeneracies) are known [1]. As
this computation implicitly assumes that the entropy of a perfect crystal is
zero at the absolute zero, and this is one of the statements of the third law of
thermodynamics, the procedure is called the third law method.

Although equation 2.71 can be directly applied to derive a reaction enthalpy at
the temperature T , and the correction to 298.15 K (or to any other temperature)
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can be made by the usual method (see equations 2.10 or 2.14), it is convenient to
summarize these steps in a final equation:

�rH
o
298 = −RT lnKp − T�rΦ

o
T (2.72)

where �rΦ
o
T (sometimes called the standard Giauque function of the reaction),

is given by

�rΦ
o
T =

∑
i

νi

(
Go
T − Ho

298
T

)
i

(2.73)

H o
298 is the integrated heat capacity of species i (see equation 2.14) at 298.15 K,

and Go
T (= H o

T − TSoT ) is the corresponding Gibbs energy at temperature T .
The advantage of equation 2.72, compared with 2.71, is that Φo

T = (Go
T −

H o
298)/T is tabulated (or readily calculated) formanycommongaseous substances

as a function of temperature, thus saving some computational work [53,54]. The
only point to consider is that some of those compilations actually list the data
for another function, Φo

0 = (Go
T −H o

0 )/T , which is useful to derive the standard
reaction enthalpy at the absolute zero:

�rH
o
0 = −RT lnKp − T�rΦ

o
0 (2.74)

where

�rΦ
o
0 =

∑
i

νi

(
Go
T − Ho

0
T

)
i

(2.75)

the relationship between Φo
T and Φo

0 being

Φo
T = Φo

0 − Ho
298 − Ho

0
T

(2.76)

Therefore, Φo
T is easily derived from Φo

0 data.
It is generally agreed that the third lawmethodyieldsmore accurate values than

the second law method because it does not require any assumption regarding the
temperature variation of the reaction enthalpy and entropy. The usual procedure
to obtain third law data is to calculate the reaction enthalpy and entropy for each
experimental value ofKp and take the average of all the values derived for a given
temperature.
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The Kinetic Background

Kinetic studies in solution and in the gas phase have been playing an increasingly
important role as a source of thermochemical data (see examples in chapter 15).
Here we discuss how to relate thermochemical and kinetic information by
approaching the subject as we did in the previous chapter: by highlighting impor-
tant practical issues and reducing to a minimum the description of theoretical
models. In other words, the present chapter also relies on the material usually
covered at the undergraduate level [1]. Further details can be found in more
specialized books [55–59].

3.1 REACTIONS IN THE GAS PHASE

The transition-state theory (TST) provides the framework to derive accurate rela-
tionships between kinetic and thermochemical parameters. Consider the common
case of the gas-phase bimolecular reaction 3.1, where the transient activated
complexC‡ is considered to be in equilibriumwith the reactants and the products:

A(g) + B(g) � C‡(g) � D(g) + E(g) (3.1)

From the rate law of this reaction in the forward direction, defined in terms of
concentrations,

ν1 = k1[A][B] (3.2)

and the TST, it is possible to derive equation 3.3, which assumes the perfect gas
model, and relates the rate constant k1 with the standard enthalpy of activation
(�‡H o

1 ) and the standard entropy of activation (�‡So1 ) of the forward reaction at
a given temperature (T ):

k1 = kBT

h

RT

po
exp(�‡So1/R) exp(−�‡Ho

1 /RT ) (3.3)

Here kB and h are the Boltzmann and the Planck constants, respectively, and po is
the standard pressure (1 bar). Now consider reaction 3.1 in the reverse direction.
The rate law

ν−1 = k−1[D][E] (3.4)

38
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and the TST lead to

k−1 = kBT

h

RT

po
exp(�‡So−1/R) exp(−�‡Ho−1/RT ) (3.5)

At equilibrium, ν1 = ν−1 and, from 3.2 and 3.4,

k1
k−1

= [D] [E]

[A] [B]
= Kc (3.6)

That is, the ratio between the forward and the reverse rate constants is equal to
the equilibrium constant Kc. It can be easily shown that the perfect gas model
implies

Kc = Kp(p
o/RT )�ν (3.7)

where �ν is the difference between the stoichiometric coefficients of products
and reactants. In the case of reaction 3.1, �ν = 0 and Kc = Kp. Therefore, the
“thermochemical kinetics” relationships can be found by combining equations
2.57, 3.3, and 3.5 (see figure 3.1):

�rH
o
T = �‡Ho

1 − �‡Ho−1 (3.8)

�rS
o
T = �‡So1 − �‡So−1 (3.9)

We now consider a unimolecular reaction and its rate law in the forward
direction:

A(g) � C‡(g) � D(g) + E(g) (3.10)

ν1 = k1[A] (3.11)

In this case, the TST gives

k1 = kBT

h
exp(�‡So1/R) exp(−�‡Ho

1 /RT ) (3.12)

Products

Reactants

∆ X1
o∆

∆ X−1
o

∆rX
o

X

Figure 3.1 A reaction profile,
showing how the thermodynamic
and kinetic quantities are related.
X can be any state function
(enthalpy, Gibbs energy, entropy,
volume, etc.).
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For the reverse reaction, which involves the equilibrium between the species D, E,
and the activated complex, equation 3.5 remains valid. Consequently,

k1
k−1

= [D][E]
[A] = Kc = po

RT
exp

[
(�‡So1 − �‡So−1)/R)

]

× exp
[
−(�‡Ho

1 − �‡Ho−1)/RT
]

(3.13)

Kp = Kc(RT/po) = exp
[
(�‡So1 − �‡So−1)/R)

]
exp

[
−(�‡Ho

1 − �‡Ho−1)/RT
]

(3.14)

and by comparing equation 3.14 with equation 2.57, the relationships 3.8 and 3.9
are again obtained.

In summary, the foregoing examples show that for a given elementary reac-
tion, the standard reaction enthalpy is derived from the difference between the
enthalpies of activation of the forward and the reverse process. An identical
conclusion is drawn for the entropic terms. If, in the cases of reactions 3.1
and 3.10, the rate constants k1 and k−1 are known as a function of temperature,
those kinetic parameters may be determined by plotting ln(k/T 2) or ln(k/T )

versus 1/T (k = k1 or k−1). This analysis is known as an Eyring plot, and the
resulting activation enthalpies and entropies refer to the mean temperature of the
experimental range.

When the temperature ranges of k1 and k−1 data are not approximately coin-
cident, it may be necessary to correct the activation parameters to the same mean
temperature by using heat capacity data. This correction can be estimated by sta-
tistical mechanics, after finding (e.g., by quantum chemistry methods) a structure
for the activated complex.

An alternative and more common procedure for deriving energetic data from
rate constants involves an Arrhenius plot. It relies on the empirical Arrhenius
equation,

ln k = ln A− Ea/RT (3.15)

where A is the pre-exponential (or frequency) factor and Ea is the Arrhenius
activation energy. Equation 3.15 assumes that both A and Ea are constant in the
experimental temperature range for which k data are available.Although this is a
valid assumption for many reactions, equation 3.16 is a more general relationship
for defining the activation energy because it does not imply Arrhenius behavior
of the reaction kinetics, or temperature invariance of A and Ea [1]:

Ea = RT2 d ln k

dT
(3.16)

Equation 3.16 can be applied to equations 3.3 and 3.5 to relate the forward and
reverse standard activation enthalpies of reaction 3.1with theArrhenius activation
energies at a given temperature, yielding equations 3.17 and 3.18, respectively.

�‡Ho
1 = Ea,1 − 2RT (3.17)

�‡Ho−1 = Ea,−1 − 2RT (3.18)
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Note that these equations do not depend on any assumption regarding the temper-
ature dependence of the activation enthalpy and entropy. In fact, when calculating
each d ln k/dT value, the temperature dependences of �‡H o (�‡Co

p ) and �‡So

(�‡Co
p/T ) cancel. Hence, the reaction enthalpy at the temperature T is given by

�rH
o
T = Ea,1 − Ea,−1 (3.19)

The same exercise applied to reaction 3.10, which is unimolecular in the
forward direction and bimolecular in the reverse direction, leads to

�‡Ho
1 = Ea,1 − RT (3.20)

�‡Ho−1 = Ea,−1 − 2RT (3.21)

�rH
o
T = Ea,1 − Ea,−1 + RT (3.22)

The reaction enthalpies in equations 3.19 and 3.22 refer to the same tempera-
ture as Ea,1 and Ea,−1. If the activation energies are obtained by simpleArrhenius
plots (equation 3.15), then T in these equations will be the mean value of the
experimental temperature range.As stated, thismay not be coincident forEa,1 and
Ea,−1, and a heat capacity correction will be needed to refer �‡H o

1 and �‡H o−1
to a single temperature.

It is also possible to apply a nonlinear fit to ln k versus 1/T , which is known
as a modified Arrhenius plot. For instance, one can use an equation such as

ln k = A+ B

T
+ C ln T (3.23)

where A, B, and C are adjustable parameters. In this case, according to
the definition of Ea (equation 3.16), the activation energy is obtained as a
function of T :

Ea = −BR+ CRT (3.24)

The modified Arrhenius method yields more accurate results for Ea than the
linear plot because it does not include the assumption that this parameter is
constant with the temperature. Nevertheless, the linear plot is widely adopted
because for many reactions, the variation of Ea with T is small. Also, linear plots
aremore suitable than nonlinear plots to handle low-precision data. In either case,
the procedure to derive the activation enthalpies and the reaction enthalpies is as
described.

Once the activation enthalpies are known, the corresponding activation
entropies can be easily obtained from the (simple or modified) Arrhenius
plot by combining equations 3.15 or 3.23 with the appropriate TST equation
(3.3, 3.5, 3.12). The reaction entropy at temperature T is then calculated with
equation 3.9.

Before turning our attention to reaction kinetics in solution, a few general
comments are appropriate.

First, the perfect gas model has been accepted throughout the discussion.
It is possible (and simple) to work out the equations that refer to fugacities. Yet
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the results could seldom be applied in practice due to lack of auxiliary data. In
addition, most gas-phase studies of thermochemical kinetics involve pressure
ranges for which the perfect gas assumption is reasonable.

The second comment is that we have chosen the most prevalent elemen-
tary processes (unimolecular and bimolecular reactions) to illustrate how to
relate thermochemical with kinetic data. Different molecularities will naturally
change many equations just presented, but the basic relations 3.8 and 3.9 will not
be affected.

The third and final note is concerned with a rather common experimental situ-
ation; for a large number of reactions, it is not simple to determine both�‡H o

1 and
�‡H o−1. In these cases, it is sometimes appropriate to make some sort of assump-
tion regarding �‡H o−1. For instance, when D and E in reaction 3.10 are radicals
whose recombination is diffusion-controlled, it is expected that�‡H o−1 ≈ 0.This
hypothesis has, however, some subtleties that are important to mention. What is
really assumed in these cases is that the internal energy of activation is zero
at the absolute zero, that is, �‡U o−1(0) = 0 [60]. Starting with equation 3.20,
we can write the following series of equalities, where �‡n = 1 − m, m being
the molecularity of the forward reaction (m = 1 and �‡n = 0 in the case of
reaction 3.10):

Ea,1 = �‡Ho
1 + RT = �‡Uo

1 + �‡( pV ) + RT

= �‡Uo
1 + RT�‡n+ RT = �‡Uo

1 + RT (3.25)

All these quantities refer to the temperatureT , but they canbe adjusted to anyother
temperature.Thus,�‡U o

1 canbe expressed in termsof�‡U o
1 (0)byusing the aver-

age heat capacity difference between the activated complex and the reactant A,
〈�‡Co

V ,1〉, in the temperature range 0 K to T :

Ea,1 = �‡Uo
1 + RT = �‡Uo

1 (0) + T 〈�‡Co
V ,1〉 + RT (3.26)

On the other hand, �‡U o
1 (0) can be related with the same parameter for the

reverse reaction and with the standard reaction internal energy at 0 K:

�rU
o
0 = �‡Uo

1 (0) − �‡Uo−1(0) (3.27)

When this relationship is introduced in equation 3.26, we obtain

Ea,1 = �rU
o
0 + �‡Uo−1(0) + T 〈�‡Co

V ,1〉 + RT (3.28)

�rU o
0 can be related to �rU o

T , the reaction internal energy at the temperature T ,
by using the average reaction heat capacity, 〈�rCo

V 〉. This, in turn, can be given
as the difference:

〈�rC
o
V 〉 = 〈�‡Co

V ,1〉 − 〈�‡Co
V ,−1〉 (3.29)

Introducing these relationships in equation 3.28, and recalling that
�‡U o−1(0) = 0, we obtain, for reaction 3.10,

�rU
o
0 = �rU

o
T − T 〈�rC

o
V 〉 = �rH

o
T − RT − T 〈�rC

o
V 〉 (3.30)

Ea,1 = �rH
o
T + T 〈�‡Co

V ,−1〉 (3.31)
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In conclusion, under the hypothesis that the reaction has no barrier in excess of
its endoergicity, �‡U o−1(0) = 0, the enthalpy of reaction 3.10 is given by the
Arrhenius activation energy for the forward reaction minus a heat capacity term.
This termcanbe estimatedbyusing statisticalmechanics, provided that a structure
for the activated complex is available. It is often found that T 〈�‡Co

V ,−1〉 is fairly
small, ca.−1 kJmol−1 at 298.15K [60], and therefore, the alternative assumption
of Ea,1 ≈ �rH o

T is commonly accepted if T is not too high. Finally, note that
either Ea,1 ≈ �rH o

T or �‡U o−1(0) = 0 are not equivalent (see equation 3.22) to
another current (but probably less reliable) postulate, Ea,−1 = 0.

3.2 REACTIONS IN SOLUTION

Thermochemical quantities can also be related to kinetic data in solution, and the
bridges are still provided by the TST. We consider the same types of elementary
reactions addressed in the previous section, namely,

A(sln) + B(sln) � C‡ (sln) � D(sln) + E(sln) (3.32)

and

A(sln)�C‡ (sln) �D(sln) + E(sln) (3.33)

Let us start with the bimolecular reaction 3.32. Its rate law has the same form
as for the analogous gas-phase reaction and so has the TST equation, which
combines the rate constant with the equilibrium constant between the reactants
and the activated complex:

k1 = kBT

h
K‡ = kBT

h

[
C‡
]

[A] [B]
(3.34)

The differences between the gas-phase and solution algorithms appear from
this point on. To derive equation 3.3, the perfect gas mixture was assumed, and
K‡ related to an equilibrium constant given in terms of the partial pressures of
the reactants and the activated complex [1]. This Kp is then easily connected
with �‡H o

1 and �‡So1 . As stated, the perfect gas model is a good assumption for
handling the results of the large majority of gas-phase kinetic experiments.

In solution reactions,K‡ is also defined in terms of concentrations ofA, B, and
C‡, which means, of course, that the ideal solution model is adopted, no matter
the nature or the concentrations of the solutes and the nature of the solvent. There
is no way of assessing the validity of this assumption besides chemical intuition.
Even if the activity coefficients could be determined for the reactants, we would
still have to estimate the activity coefficient for the activated complex, which
is impossible at present. Another, less serious problem is that the appropriate
quantity to be related with the activation parameters should be the equilib-
rium constant defined in terms of the molalities of A, B, and C‡. As discussed
after equation 2.67, �‡So1 will be affected by this correction more than �‡H o

1
(see also the following discussion).
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In conclusion, the TST yields the following equation for the rate constant of
reaction 3.32 in the forward direction:

k1 = kBT

h
exp(�‡So1/R) exp(−�‡Ho

1 /RT ) (3.35)

The procedure then follows exactly what has been described for the gas phase.
An Eyring plot, that is, ln(k1/T ) versus 1/T , affords �‡H o

1 and �‡So1 . On the
other hand, for reaction 3.32 in the reverse direction, an equation identical to
3.35 is obtained, allowing us to derive �‡H o−1 and �‡So−1. The activation para-
meters refer to the mean temperatures of the experimental ranges. If these do
not coincide, then, as mentioned for the gas-phase process, it is necessary to
make a heat capacity correction to refer them both to the same temperature.
Fortunately, although this correction is difficult (or even impossible) to apply
accurately to species in solution, it is likely to be rather small in most cases. The
experimental temperature ranges cannot vary as dramatically as in the gas phase
because in solution, they are limited by the freezing and boiling temperatures
of the solvents. Hence, the reaction enthalpy and entropy can be calculated with
the general relationships 3.8 and 3.9 (see also figure 3.1), by using an average of
the temperatures assigned to the forward and the reverse activation parameters.
Finally, because reaction 3.32 is bimolecular in both directions, the error caused
by the use of concentrations (instead of molalities) to define the equilibrium
constant K‡, cancels out when equations 3.8 and 3.9 are applied.

The procedure and most of these comments apply also to the unimolecular
reaction 3.33. There is only one difference: TheTST equation for relating k1 with
the equilibrium between the reactant and the activated complex,

k1 = kBT

h
K‡ = kBT

h

[
C‡
]

[A]
(3.36)

indicates that in this case, K‡ has the same value on the concentration and the
molality scales, implying that no correction is needed.Yet as the reverse reaction
is bimolecular, the error is now transferred to the final thermochemical quantities,
obtained by equations 3.8 and 3.9.

We now deal with the Arrhenius plots. It is easy to show that when
equation 3.16 is combinedwith equation 3.35, which is valid for the unimolecular
and the bimolecular cases, we obtain

�‡Ho
1 = Ea,1 − RT (3.37)

�‡Ho−1 = Ea,−1 − RT (3.38)

�rH
o
T = Ea,1 − Ea,−1 (3.39)

The method is thus identical to the one described for gas-phase reactions. Thus,
the activation energies of the forward and reverse reactions can be obtained at a
temperature T from either simple or modified Arrhenius plots, and their differ-
ence is equal to the reaction enthalpy at the same temperature. Note, however, that
equation 3.39 is valid for any elementary reaction in solution,whatever themolec-
ularity, whereas in the case of gas-phase reactions, the equivalent expression
depends on the reaction molecularity (see equations 3.19 and 3.22).
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At the end of section 3.1 we addressed a common circumstance in gas-phase
thermochemical kinetics studies. For many reactions, there is not enough experi-
mental information to determine �‡H o−1, and a negligible barrier for the product
recombination reaction is often assumed.The same ideas can be applied for reac-
tions in solution: When D and E are radicals, it is frequently accepted that the
reverse of reaction 3.33 is diffusion controlled and that �‡H o−1 has a value of
∼8 kJmol−1.

Solution chemistry is considerably more complex than gas-phase chemistry.
The solvent often plays a crucial role in determining molecular reactivity, so it is
not surprising that the reaction mechanism and energetics are also affected. For
example,whenwe represent a unimolecular decomposition in solution as reaction
3.33, we may be ignoring at least one important step: the formation of a cage
pair [D—E], a pair of radicals D and E formed by cleavage of a chemical bond
in the reactantA that are trapped inside a cavity in the solvent for some period of
time. The species D and E in the cage pair can either move away from each other
as they escape from that cavity to yield the reaction products or recombine to
regenerate A. The relative efficiency of these two competitive processes depends
on the solvent properties, in particular the viscosity.

The concept of cage effects in reaction kinetics is over 60 years old, but the
attempts made to apply it to thermochemical kinetics are much more recent.
Here, we will briefly address the model reported by Koenig, Hay, and Finke [61].
According to these authors, a better representation of reaction 3.33 is

A(sln) � C‡(sln) � [D—E](sln) � C′‡(sln) � D(sln) + E(sln) (3.40)

where C′‡ is a second transition state in the reaction profile (see figure 3.2).
The main conclusion drawn from this model is that reaction 3.33 is no longer
an elementary process. Hence, the reaction enthalpy is not given simply by the
difference �‡H o

1 − �‡H o−1, but rather by

�rH
o
T = �‡Ho

1 − �‡Ho
c + �‡Ho

d − �‡Ho−1 (3.41)

o∆ H1

∆ H−1
o

∆rH
o

H

Products

Reactants

∆ Hc
o ∆ H

o∆ d

∆ Hobs
o

Radical
pair

Figure 3.2 An enthalpy
profile for a unimolecular
reaction in solution,
involving the formation of a
radical pair inside a solvent
cage. Adapted from [61].
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All these quantities are shown in figure 3.2, where �‡H o
c is the the activation

enthalpy for the cage radical pair recombination and �‡H o
d is the activation

enthalpy for diffusive cage escape.
The practical application of the model is not simple, for we must relate the

observed (net) activation enthalpywith the elementary quantities in equation 3.41
and these with the reaction enthalpy. However, at the very least, it stresses that
only a judicious use of experimental kinetic data in solution will afford reliable
thermochemical information.

A detailed analysis of Koenig, Hay, and Finke’s model is outside the scope of
this book. Only one of its main conclusions is quoted here. If, for a given solvent,
F is the recombination efficiency of D and E in the cage (0 ≤ F ≤ 1), then

�rH
o
T ≈ �‡Ho

obs − F�‡Ho−1 (3.42)

where �‡H o
obs is the experimental activation enthalpy (for practical purposes,

the same as our �‡H o
1 in the concerted mechanism). Because the second term

in equation 3.42 is proportional to F , and this parameter is expected to increase
with the solvent viscosity, we should not expect a constant “correction” for all
solvents (∼8 kJmol−1; see foregoing discussion).



4

Gas-Phase Ion Energetics

The experimental methods designed to investigate the energetics of gas-phase
ions have been another important source of thermochemical data, particularly
throughout the past two or three decades [9,10]. In this chapter, we discuss the
main quantities that are measured experimentally and lead to reaction enthalpy
values.

4.1 IONIZATION ENERGY AND ELECTRON AFFINITY

The adiabatic ionization energy of any moleculeAB (mono-, di-, or polyatomic),
represented by Ei (AB), is the minimum energy required to remove an electron
from the isolated molecule at 0 K:

AB(g) → AB+(g) + e−(g) (4.1)

The proviso T = 0 signifies thatAB is in its electronic, vibrational, and rotational
ground states and has no translational energy. The word isolated indicates the
perfect gas model. The “minimum energy” condition ensures that AB+ is also
in its electronic, vibrational, and rotational ground states and the translational
energies of AB+ and e− are both zero; it also indicates that the products in
reaction 4.1 do not interact, that is, they also conform with the perfect gas model.

In short, the adiabatic ionization energy is the standard internal energy or the
standard enthalpy of reaction 4.1, at 0 K:

Ei(AB) = �rU
o
0 = �rH

o
0 (4.2)

Suppose we wish to relate Ei(AB) with the standard enthalpies of formation
of the species involved at 298.15 K. First we have to correct the reaction enthalpy
from T = 0 to T = 298.15K, for example, by using the integrated heat capacities
(see equation 2.14) of reactants and products:

�rH
o
298 = �rH

o
0 + (Ho

298 − Ho
0 )AB+ + (Ho

298 − Ho
0 )e− − (Ho

298 − Ho
0 )AB (4.3)

Let us designate the difference (H o
298 − H o

0 )AB+ − (H o
298 − H o

0 )AB by � and
(H o

298 − H o
0 )e− by X . We can write:

�fH
o(AB+, g) + �fH

o(e−, g) − �fH
o(AB, g) = Ei(AB) + � + X (4.4)

47
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To apply this equation to calculate the difference between the standard
enthalpies of formation of AB and AB+, we need to know the values of
�fH o(e−, g), �, and X . The heat capacities of AB and AB+ are easily eval-
uated from statistical mechanics calculations, provided that their structures and
vibrational frequencies are available. Usually, � ≈ 0. However, with regard to
�fH o(e−, g) and X , the apparently simple task of assigning their values has been
a source of controversy involving two scientific communities: the calorimetrists
and the mass spectrometrists.

According to the calorimetrists’ view, if we consider an electron as a particle
that takes part in chemical reactions as any other chemical element, then it is
fair to agree on �fH o(e−, g) = 0, at any temperature. Moreover, because we
regard the electron as a regular “monoatomic” perfect gas, Boltzmann statis-
tics or the equipartition principle [1] imply that Co

p = Co
V + R = 5R/2 (three

translational degrees of freedom) or X = (H o
298 − H o

0 )e− = 298.15 × Co
p =

6.197 kJ mol−1. This value of X is the outcome of the so-called thermal elec-
tron convention or just electron convention, adopted in many textbooks and data
compilations (see, e.g., references 22, 29, and 40 in appendix B). Equation 4.4
becomes:

�fH
o(AB+, g) − �fH

o(AB, g) = Ei(AB) + � + 6.197 kJ mol−1 (4.5)

An alternative position, embraced by the mass spectrometry community (see,
e.g., references 32, 33, and 37 in appendix B), known as the stationary electron
convention or the ion convention, does not consider the electron as a chemical
element. Therefore, its standard enthalpy of formation is not zero at all temper-
atures; at T = 0, �fH o(e−, g) = 0, but at 298.15 K, �fH o(e−, g) = X . When
we apply these results in equation 4.4, we obtain

�fH
o(AB+, g) − �fH

o(AB, g) = Ei(AB) + � (4.6)

The reasoning we have just used to derive equation 4.6 was taken from the
introductory chapter of a popular data compilation [62]. However, as pointed out
by the authors of this database, the true historical origin of the ion convention
is less complicated: Although the mass spectrometrists were willing to accept
that �fH o(e−, g) = 0 at all temperatures, they justly (see following discussion)
felt uneasy about the value assigned to X . To avoid this uncertainty, they have
postulated X = 0 and obtained equation 4.6.

In conclusion, �fH o(AB+, g) calculated by the electron convention will be
6.197 kJmol−1 higher (at 298.15 K) than the value derived by the ion convention.
In practical terms, this indicates that we must be alert when using enthalpy of
formation data from several sources because they may have been derived by
accepting either one of those conventions.

A discussion of the electron and the ion conventions has been made by
Bartmess [63], who centered the attention in the key issue of the dispute: the value
of X . His main point was that because electrons are fermions, an electron gas
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should be described by Fermi-Dirac rather than by Boltzmann statistics. We des-
ignate this new proposal, which leads to X = 3.145 kJ mol−1, as electron FD
convention.

All of the previous discussion applies, with minor changes, to the second
important concept we wish to address: the adiabatic electron affinity, Eea. For
any molecule AB (mono-, di-, or polyatomic), Eea(AB) is the minimum energy
required to remove an electron from the isolated anion at 0 K. In other words,
Eea(AB) is the standard enthalpy of reaction 4.7 at T = 0.

AB−(g) → AB(g) + e−(g) (4.7)

This definition may appear somewhat counterintuitive, because the word affinity
suggests thatwe should be referring to the reverse process.That iswhyEea is often
given as the negative of the enthalpy of reaction 4.8 at T = 0 [62]. The definitions
are, of course, equivalent and ensure that in most cases, electron affinities will
have positive values.

AB(g) + e−(g) → AB−(g) (4.8)

By following the same steps as for the ionization energy, it is very simple to
conclude that

�fH
o(AB−, g) − �fH

o(e−, g) − �fH
o(AB, g)

= −Eea(AB) + �′ − X (4.9)

where �′ = (H o
298 − H o

0 )AB− − (H o
298 − H o

0 )AB. The application of the three
conventions just described implies that �fH o(AB−, g) calculated by the ion
convention (at 298.15 K) will now be 6.197 kJ mol−1 greater than the value
calculated by the electron convention and 3.145 kJ mol −1 greater than the value
obtained by the electron FD convention.

The potential energy curves of the species AB, AB+, and AB− are used in
figure 4.1 to summarize the definitions of the adiabatic ionization energy and
electron affinity of AB. Note that the arrows start and end at vibrational ground
states (vibrational quantum number v = 0).

The situation depicted by figure 4.1, where the minima of the three curves
occur at nearly identical values of r (the A–B bond length), indicates that the
electrons removed from AB− and from AB belong essentially to nonbonding
molecular orbitals. A different case is illustrated by figure 4.2, where the cation
curve minimum is shifted toward higher values of r, indicating that the elec-
tron is removed from a bonding molecular orbital in AB. According to the
Franck-Condon principle [1], the most probable transition in figure 4.2 corre-
sponds to AB(v = 0) → AB+(v = 2), and this energy difference is called the
vertical ionization energy. This quantity, an upper limit of the adiabatic
ionization energy, is experimentally easier to determine than Eea. Consequently,
many of the values tabulated as “ionization energies” are in fact for the less
thermodynamically important vertical ionization energies.
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Figure 4.2 Potential energy curves for the
molecules AB and AB+ showing the vertical
and the adiabatic ionization energies of AB.
r is the A–B bond length, and v represents
the vibrational quantum number.

4.2 APPEARANCE ENERGY

Consider a di- or a polyatomic moleculeAB in the gas phase, at T = 0. Bymeans
of an electron or a photon, this molecule can be ionized and excited to a state
AB+∗, which subsequently decomposes into the fragments A+ and B:

AB(g) → AB+∗(g) + e−(g) → A+(g) + B(g) + e−(g) (4.10)

If A+ and B are formed in their ground states and if these species and the
electron have zero translational energies, then the standard enthalpy of reac-
tion 4.10 at T = 0 is equal to the appearance energy of A+ at T = 0,
AE0(A+/AB). It becomes obvious from this definition that when reporting a
value for an appearance energy, it is essential to state the parent molecule (indi-
cated by /AB). Otherwise, we cannot identify the remaining species in the net
reaction 4.10.
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The appearance energy (formerly known as appearance potential) is a widely
used concept in thresholdmass spectrometry experiments,which involvemeasur-
ing the minimum energy required to cause a certain process. However, there are
a number of theoretical and practical problems associated with the determination
of reliable values of AE0(A+/AB). In the following paragraphs we summarize
the discussion of this subject made by the groups of Traeger for photoionization
[64,65] and Holmes for electron impact [66].

The first question regards the temperatures assigned to the reactant and the
products of reaction 4.10. The parent molecule AB will be at a given temper-
ature T , but the products result from a unimolecular decomposition so their
temperature, which we designate by T ∗, is hard to define (e.g., the decomposition
involves an unknown distribution of vibrational and rotational energy levels).
Therefore, in practice, the experimental appearance energy, AEexp(A+/AB) or
Ethr, is not an isothermal process (see figure 4.3). On the other hand, as noted
by Traeger and McLoughlin [64], we can identify the experimental appearance
energy with an enthalpy change, �rH∗, because at threshold the products are
formed with zero translational energy, which implies that the expansion work
is zero.

It can be shown that ifAEexp(A+/AB) is obtained by linear extrapolation of the
ionization efficiency curve [64], the products have only the translational energy
required to conserve momentum, and the relationship between AEexp(A+/AB)

(or �rH∗) and AE0(A+/AB) is

AE0(A
+/AB) = AEexp(A+/AB) + 〈Ei〉 (4.11)

where 〈Ei〉 is the average rotational and vibrational energy of AB at tempera-
ture T , effective in dissociation. According to Traeger and McLoughlin [64], all
the rotational and vibrational energy is effective in the decomposition. Hence,

AB(g) A+(g) + B(g) + e–(g)

A+(g) + B(g) + e–(g)

A+(g) + B(g) + e–(g)AB(g)

AET = ∆rH
o
T

AE0 = ∆rH
o
0

AEexp

∆H(1) ∆H(3)

T

T = 0

T*

–∆H(2)

Figure 4.3 Thermochemical cycle, showing how the experimental appearance energy
of A+(AEexp) is related to the appearance energies at 0 K and temperature T .
�H(1),�H(2), and T* are defined in the text. Adapted from [64].
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〈Ei〉 can be calculated from the rotational and vibrational heat capacities of
AB, Co

p,rot(AB) and Co
p,vib(AB):

〈Ei〉 =
∫ T

0
Co
p,rot(AB)dT +

∫ T

0
Co
p,vib(AB)dT (4.12)

Now figure 4.3 shows that another relation between AEexp(A+/AB) and
AE0(A+/AB) is

AE0(A
+/AB) = AEexp(A+/AB) + �H (1) − �H (2) (4.13)

where
�H (1) = (Ho

T − Ho
0 )AB =

∫ T

0
Co
p (AB)dT (4.14)

and −�H (2) is the enthalpy released by cooling the products from T ∗ to 0 K.
By comparing equations 4.11 and 4.12 with 4.13 and 4.14, we conclude that

�H (2) = �H (1) − 〈Ei〉 =
∫ T

0
Co
p (AB) dT −

∫ T

0
Co
p,rot (AB) dT

+
∫ T

0
Co
p,vib (AB) dT

=
∫ T

0
Co
p,trans (AB) dT = 2.5RT (4.15)

It is now simple to calculate the appearance energy at any temperature T :

AET (A+/AB) = AE0(A
+/AB) − �H (1) + �H (3)

= AE0(A
+/AB) − (Ho

T − Ho
0 )AB + (Ho

T − Ho
0 )A+

+ (Ho
T − Ho

0 )B + (Ho
T − Ho

0 )e−

= AEexp(A+/AB) − �H (2) + �H (3)

= AEexp(A+/AB) + (Ho
T − Ho

0 )A+ + (Ho
T − Ho

0 )B

+ (Ho
T − Ho

0 )e− − 2.5RT (4.16)

Finally, the standard enthalpy of formation of A+ at 298.15 K is given by

�fH
o(A+, g) = AE298(A

+/AB) + �fH
o(AB, g) − �fH

o(B, g) − �fH
o(e−, g)

= AEexp(A+/AB) + �fH
o(AB, g) − �fH

o(B, g) − �fH
o(e−, g)

+ X + (Ho
298 − Ho

0 )A+ + (Ho
298 − Ho

0 )B − 6.197 (4.17)

where �fH o(e−, g) = 0 and X = (H o
298 − H o

0 )e− . Recall that the final value of
�fH o(A+, g) depends on the conventions described in section 4.1: According to
the electron convention, the ion convention, and the electron FD convention, X
takes the values 6.197 kJ mol−1, 0, and 3.145 kJ mol−1, respectively.

The use of equation 4.17 to calculate the standard enthalpy of formation
of A+ raised some controversy in the mass spectrometry community. Holmes
[66] pointed out that in electron impact experiments (i.e., when reaction 4.10 is
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induced by an electron) an accurate linear extrapolation of the ionization effi-
ciency curve is usually impossible due to the energy spread of the electron beam.
This questions the validity of equation 4.11 for electron impact results. On the
other hand, as also noted by Holmes, it is doubtful that “all or even a major
fraction” of the internal energy of a polyatomic parent molecule is effective for
dissociation. In other words, 〈Ei〉 may be smaller than given by equation 4.12,
and the term 2.5RT (equation 4.16) may actually represent a lower limit of the
true correction.

The determination of accurate AE0(A+/AB) or �fH o(A+, g) data is also
complicatedbyother problems.Oneof them is related to the rate of decomposition
of the ion AB+ and how this rate varies with the internal energy of the ion.
Suppose that when the energy matches the true (threshold) appearance energy,
the decomposition is too slow for this ion to be observed in themass spectrometer.
To detect A+, the energy of AB+ has to be increased by raising the energy of the
photon or the electron beam. Therefore, the measured AEexp(A+/AB) will be an
upper limit of the true appearance energy (see figure 4.4).The difference between
the two values, appropriately called kinetic shift (Ekin), is more significant when
the decomposition rate is not strongly dependent on the energy of AB+. In this
case, the detection of A+ will require a larger excess energy than when the rate
has a steep variation with the internal energy of AB+.

A second likely error source in the experimental determination of the appear-
ance energy has also a kinetic origin. As shown in figure 4.4, recombination of
the products A+ and B may involve an activation barrier (Erec). Therefore, even
if Ekin = 0, when Erec is not negligible the measured appearance energy will be
an upper limit of the true (thermodynamic) value.

In summary, both the kinetic shift and the recombination barrier lead to ther-
modynamic values of the appearance energy that are too large and to upper limits
of�fH o(A+, g).We now illustrate the procedures and conventions just described

E
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rg
y

Reaction coordinate

AB +

A + B + e+ –

[AB ]+ Ekin

Erec

AE exp(A
+/ΑΒ)

– Ei(AB)

Figure 4.4 An energy profile
for the unimolecular
decomposition of AB+,
showing a reverse activation
barrier (Erec) and a kinetic
shift (Ekin). Adapted from [65].
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to calculate the standard enthalpies of formation of the ethyl cation and the ethyl
radical.

The appearance energy of C2H
+
5 has been measured by many groups using

a variety of precursors and experimental techniques [67]. One of the values
obtained for AEexp(C2H

+
5 /C2H5Br), 1067.1 ± 1.0 kJ mol−1(11.06 ± 0.01eV),

was reported by Traeger and McLoughlin [64] and refers to reaction 4.18:

C2H5Br(g) → C2H
+
5 (g) + Br(g) + e−(g) (4.18)

Assuming that the parent ethyl bromide sample was at a temperature of
298.15 K, we can apply equation 4.17 to evaluate the standard enthalpy of
formation of the ethyl cation:

�fH
o(C2H

+
5 , g) = AEexp(C2H

+
5 /C2H5Br) + �fH

o(C2H5Br, g) − �fH
o(Br, g)

− �fH
o(e−, g) + X + (Ho

298 − Ho
0 )C2H

+
5

+ (Ho
298 − Ho

0 )Br − 6.197 (4.19)

Using the relevant auxiliary data, namely, �fH o(C2H5Br, g) = −61.9± 1.6 kJ
mol−1[15],�fH o(Br, g) = −111.87 ± 0.12 kJ mol−1[16], (Ho

298 − H o
0 )C2H

+
5

= 11.3 kJ mol−1 [65], and (H o
298 −H o

0 )Br = 6.197 kJ mol−1 [17], we are led to
the three values of �fH o(C2H

+
5 , g) shown in table 4.1, which differ according to

the convention accepted for X = (H o
298 − H o

0 )e− .
The bridge to relate �fH o(C2H

+
5 , g) with �fH o(C2H5, g) is provided by

equation 4.4, which can be rewritten as

�fH
o(C2H

+
5 , g) + �fH

o(e−, g) − �fH
o(C2H5, g) = Ei(C2H5) + � + X (4.20)

This equation requires the adiabatic ionization energy of the ethyl radical, the
enthalpy correction �, and again, the value of X . Ei(C2H5) = 783.2 ± 0.8 kJ
mol−1(8.117 ± 0.008 eV) was selected from the NIST ChemistryWebBook [67]
and� = (H o

298−H o
0 )C2H

+
5
−(H o

298−H o
0 )C2H5 was taken as 11.3−13.0 = −1.7 kJ

mol−1 [65].
When each one of the three results for the difference �fH o(C2H

+
5 , g) −

�fH o(C2H5, g), displayed in table 4.1, is subtracted from the corresponding
�fH o(C2H

+
5 , g), we are led to same value for �fH o(C2H5, g). In other words,

Table 4.1 The standard enthalpy of formation of C2H
+
5 and C2H5 according to

the different conventions (T = 298.15 K). Data in kJ mol−1.

Convention �fH
o(C2H

+
5 , g)

�fH
o(C2H

+
5 , g)−�fH

o(C2H5, g) �fH
o(C2H5, g)

Electron 910.8 ± 1.9 787.7 ± 0.8 123.1 ± 2.1
Ion 904.6 ± 1.9 781.5 ± 0.8 123.1 ± 2.1
ElectronFD 907.7 ± 1.9 784.6 ± 0.8 123.1 ± 2.1
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the enthalpy of formation of the neutral species (the ethyl radical), calculated
from appearance energy and ionization energy data, is independent of the con-
vention. This stems from the cancellation of X when equations 4.19 and 4.20 are
combined.

As noted after equation 4.17, the procedure to evaluate standard enthalpies of
formation from appearance energies is somewhat controversial. When the thres-
hold energies are determined from electron impact experiments, it has been
argued that the correction terms (H o

298 − H o
0 )A+ + (H o

298 − H o
0 )B − 6.197

in equation 4.17 should not be included in the calculation [66]. Consider, for
instance, reactions 4.21, and 4.22 where the ion CH2OH+ was produced from
the decomposition of 1-propanol or methanol.

C3H7OH(g) → CH2OH
+(g) + C2H5(g) + e−(g) (4.21)

CH3OH(g) → CH2OH
+(g) + H(g) + e−(g) (4.22)

The experimental appearance energies of CH2OH+, 1080.6 kJ mol−1 (11.20 eV)
and 1127.9 kJ mol−1 (11.69 eV), respectively, were measured in both cases by
using a monoenergetic electron beam [68,69]. Because they have been directly
identified with the enthalpies of reactions 4.21 and 4.22 at 298.15 K, we can write

�fH
o(C2H5, g) = AEexp(CH2OH

+/C3H7OH) + �fH
o(C3H7OH, g)

− �fH
o(CH2OH

+, g) + X (4.23)

�fH
o(CH2OH

+, g) = AE′
exp(CH2OH

+/CH3OH) + �fH
o(CH3OH, g)

− �fH
o(H, g) + X (4.24)

The second equation, together with �fH o(H, g)=218.0 kJ mol−1[16],�fH o

(CH3OH, g) = −201.5 ± 0.2 kJ mol−1 [15], and X = 0 (the ion convention),
yields �fH o(CH2OH+, g) = 708.4 kJ mol−1. When this result is introduced in
equation 4.23, together with �fH o(C3H7OH, g) = −255.1± 0.4 kJ mol−1 [15]
and X = 0, we obtain �fH o(C2H5, g) = 117.1 kJ mol−1.

The value calculated from electron impact data is only 6 kJmol−1 smaller than
the one in table 4.1. Interestingly, when the correction terms (H o

298 − H o
0 )A+ +

(H o
298−H o

0 )B−6.197 are included in equations 4.23 and 4.24, the net correction
to �fH o(C2H5, g) adds up to (H o

298 −H o
0 )C2H5 − (H o

298 −H o
0 )H = 13.0−6.2 =

6.8 kJmol−1, bringing the two values to a closematch. Nevertheless, according to
Holmes, there are many other examples showing that electron impact enthalpies
of formation would be too low by as much as 21 kJ mol−1 if those corrections
were applied [66].

4.3 PROTON AFFINITY, BASICITY, AND ACIDITY

In addition to the concepts reviewed in the last two sections (appearance energy,
ionization energy, and electron affinity), three others are relevant in gas-phase
molecular energetics, namely, proton affinity, gas-phase basicity, and gas-phase
acidity.
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The proton affinity of any species A in the gas phase, abbreviated by PA(A),
is defined as the negative of the standard enthalpy of reaction 4.25 at 298.15 K.
The minus sign ensures that proton affinities always have positive values.

A(g) + H+(g) → AH+(g) (4.25)

The gas-phase basicity of A, which we represent by GB(A), is the standard
Gibbs energy of reaction 4.25. It is also usually defined at T = 298.15 K and it
is related to PA(A) by equation 4.26.

GB(A) = −PA(A) − T
[
So(AH+, g) − So(A, g) − So(H+, g)

]
(4.26)

Finally, the gas-phase acidity of the molecule AH, represented by
�acidGo(AH), is the standardGibbs energy of reaction 4.27 (usually at 298.15K).

AH(g) → A−(g) + H+(g) (4.27)

Note that the standard enthalpy of this reaction, �acidH o(AH), is equal to the
proton affinity of the anion, PA(A−). As shown in figure 4.5, this quantity can
be related to PA(A) by using the adiabatic ionization energy of AH and the adia-
batic electron affinity ofA.The result is also expressed by equation 4.28 (derived
from equations 4.4 and 4.9), where � = (H o

298 −H o
0 )AH+ − (H o

298 −H o
0 )AH and

�′ = (H o
298−H o

0 )A−−(H o
298−H o

0 )A.These thermal corrections are often smaller
than the usual experimental uncertainties of proton affinity data (ca. 4 kJ mol−1).

PA(A) = PA(A−) − Ei(AH) + Eea(A) − � − �′ (4.28)

It is important to stress that the energetics of reactions 4.25 and 4.27 are usu-
ally not amenable to direct experimental investigation. Indeed, proton affinities,
gas-phase basicities, and gas-phase acidities reported in the literature were not

AH+(g) + e–(g)

–Ei(AH) – ∆ – X Eea(A) – ∆′ + X

AH(g)

PA(A)

PA(A–)

A(g) + H+(g) + e–(g)

A–(g) + H+(g)

Figure 4.5 Thermochemical cycle (T = 298.15 K), showing how the proton affini-
ties of A and A− are related. Ei(AH) is the adiabatic ionization energy of AH, and
Eea(A) is the adiabatic electron affinity of A. �,�′, and X are thermal corrections
(see text).
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obtained frommeasurements performed on those reactions. For instance, the pro-
ton affinity of a moleculeA is derived in practice from the energetics of a reaction
such as

AH+(g) + B(g) → A(g) + BH+(g) (4.29)

The standard enthalpy of this reaction is equal to the difference PA(A) − PA(B).
Thus, the determination of PA(A) requires PA(B). The proton affinity of B will
rely, in turn, on the proton affinity of some other molecule and so on. A scale of
relative values of proton affinities is thus built. To derive absolute data, a reliable
anchor must be found. The one most frequently used is the proton affinity of
ammonia, PA(NH3), which is now accepted to be 853.6 kJ mol−1 [67]. This is
in excellent agreement with the result of a benchmark calculation by Martin and
Lee, PA(NH3) = 853.1 ± 1.3 kJ mol−1 [70].

When comparing literature data for the quantities addressed in this section,
it is therefore essential to check if those data are consistent, that is, if they are
based on the same value for the anchor. On the other hand, note that proton
affinity, basicity, and acidity values do not depend on whether we follow the
electron convention, the ion convention, or the electron FD convention. This is
clearly evidenced by reactions 4.25 and 4.27, which do not involve the electron
as a reactant or product species. However, it is also obvious that the values of
the standard enthalpies of formation of AH+ and A−, calculated from PA(A)
and �acidH o(AB), respectively, will vary with the convention used to derive the
standard enthalpy of formation of the proton.
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Bond Energies

Although standard enthalpies of formation provide information about the net
stability of molecules and their transformations, they do not always indicate sta-
bility of individual bonds. This analysis normally involves parameters, loosely
called “bond energies,” that reflect the amount of energy required to cleave
chemical bonds.

Bond energies are essential for understanding the nature of chemical bonds.
They can be used to assess the results from quantum chemistry calculations
(or from other, less sophisticated theoretical models) and thus support or oppose
the descriptions of those bonds. Moreover, bond energy values also enable us to
estimate the driving forces of chemical reactions by considering the strengths of
all the bonds that are cleaved and formed. In fact, there are many reactions for
which the standard enthalpies of formation of all reactants and products are not
available (and cannot be easily estimated) but whose energetics can be predicted
from the appropriate bond energies.

In the previous chapters, we attempted to review all the important parameters
in molecular energetics, but to avoid unnecessary distraction, we deliberately
omitted bond energies from the discussion. The literature is plagued with a vari-
ety of concepts that fall into that designation but are not always synonymous.
We can find names like bond strengths, bond enthalpies, bond energies, bond
dissociation enthalpies, bond dissociation energies, bond disruption enthalpies,
bond enthalpy terms, intrinsic bond energies, and symbols like D, D, 〈D〉, E,
BDE, and so on. The meaning of these concepts it not always obvious and,
unfortunately, some are occasionally misused. Now we look into each one of
them.

5.1 BOND DISSOCIATION ENTHALPIES AND ENERGIES

Consider a molecule AB, where A and B can be atoms or groups of atoms. The
A–B bond dissociation enthalpy, represented by DH o

T (A–B), is defined as the
standard enthalpy of the gas-phase reaction where the only event is the cleavage
of that bond at a given temperature:

AB(g) → A(g) + B(g) (5.1)

58
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TheA–B bond dissociation energy, on the other hand, is the standard internal
energy of reaction 5.1. It is abbreviated by DU o

T (A–B) and its relation with
DH o

T (A–B) is given by

DUo
T (A−B) = DHo

T (A−B) − RT (5.2)

As stated in section 2.2, the subscript T will be omitted whenever the
temperature refers to 298.15 K. In this case,

DUo(A−B) = DHo(A−B) − 2.48 kJ mol−1 (5.3)

and

DHo(A−B) = �fH
o(A,g) + �fH

o(B,g) − �fH
o(AB,g) (5.4)

There are numerous publicationswhere the standard enthalpy of reaction 5.1 is
called bond dissociation energy and abbreviated byBDEor byD(A–B).However,
this designation (as well as the abbreviations) can be misleading, and we favor
the nomenclature just indicated. It should also be recalled (see section 2.2) that
the International Union of Pure and Applied Chemistry (IUPAC) recommends
D0 for the dissociation energy at T = 0 (therefore, D0 = DU o

0 = DH o
0 ) and De

for the hypothetical dissociation energy from the potential minimum [13].
Bearing in mind that a bond dissociation enthalpy is simply the stan-

dard enthalpy of a particular reaction, the relationship between two values of
DH o

T (A–B) at different temperatures is easily obtained as

DHo
T (A−B) = DHo

0 (A−B) + (Ho
T − Ho

0 )A + (Ho
T − Ho

0 )B

− (Ho
T − Ho

0 )AB (5.5)

Note that at 298.15 K, DH o(A−B) > DH o
0 (A–B), because the sum of the

last three terms in equation 5.5 is positive. This is easily shown by using the
equipartition principle [1]. Consider, for example, A = B = CH3. When the
methyl radicals are produced (reaction 5.1), there is a net gain of three trans-
lational degrees of freedom and three rotational degrees of freedom and a net
loss of six normal vibration modes. The upper limit of DH o(CH3−CH3) –
DH o

0 (CH3−CH3) can be found by recalling that at 298.15 K, translational
and rotational degrees of freedom are fully excited (hence, the equipartition
principle is valid) and by assuming that the vibrational degrees of freedom
of C2H6 and CH3 are completely “frozen” at the same temperature. There-
fore, �rCo

V = 3R/2 + 3R/2 = 3R, �rCo
p = �rCo

V + R�rn = 4R, and
(H o

298 − H o
0 )CH3 + (H o

298 − H o
0 )CH3 − (H o

298 − H o
0 )C2H6

= 4RT = 9.9 kJ
mol−1. This theoretical upper limit is 1 kJ mol−1 higher than the correct value,
DH o(CH3−CH3)−DH o

0 (CH3−CH3)= 8.9 kJ mol−1 [17]. The discrepancy,
which can be accurately predicted by statistical mechanical calculations, is due
to the contribution of the hindered internal rotation of the methyl groups to Co

V
of ethane and also to the fact that the lost vibrational modes have a nonnegligible
contribution to �rCo

V at 298.15 K.
A similar analysis can be made to evaluate the upper limit of DH o(A–B) –

DH o
0 (A–B) for any other bond. This upper limit will vary according to the
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Table 5.1 Upper limits of DHo(A–B) – DHo
0(A–B) for some

molecules, estimated by the equipartition principle (EP),
compared with the correct values [17]. Data in kJ mol−1.

Molecule
DHo(A–B) – DHo

0 (A–B)
EP upper limit DHo(A–B) – DHo

0 (A–B)

H–Br 1.5RT = 3.72 3.7
H–OH 2RT = 4.96 5.1
H–CH3 2.5RT = 6.20 6.6
HO–OH 3RT = 7.44 6.8
OH–CH3 3.5RT = 8.68 7.8
CH3–CH3 4RT = 9.92 8.9

structural characteristics of AB, A, and B (linear or nonlinear; mono-, di-, or
polyatomic), as illustrated in table 5.1. In the simplest case of the dissociation of
a diatomic moleculeAB, there is a gain of three translational degrees of freedom
and a loss of two rotational degrees of freedom plus one vibration mode. Apply-
ing the foregoing method and assumptions, we obtain �rCo

V = 3R/2 − 2R/2 =
0.5R,�rCo

p = 1.5R, and (H o
298−H o

0 )A + (H o
298−H o

0 )B−(H o
298−H o

0 )AB = 1.5RT
= 3.7 kJ mol−1. At first sight, it may appear surprising that this upper limit is
at variance with the data for some molecules, such as HCl and H2, for which
DH o(H–H) − DH o

0 (H–H) = 3.9 kJ mol−1 and DH o(H–Cl) − DH o
0 (H–Cl) =

3.8 kJmol−1 [17].Yet both cases are explained by statistical mechanics [1,11,71].
Dihydrogen is a mixture of ortho- and para-H2, which differ in their nuclear spin
states and lead to a heat capacity that at 298.15 K is slightly lower than predicted
by the equipartition principle. The heat capacity of chlorine atoms, on the other
hand, is higher (Co

p = 21.840 J K−1 mol−1 [17]) than anticipated by its three
translational degrees of freedom (Co

p = 20.786 J K−1 mol−1), due to a small
electronic contribution.

Although the upper limits ofDH o(A–B) –DH o
0 (A–B), set by the equipartition

principle,must be regardedwith caution (see table 5.1), they are indeed applicable
to many molecules because, as stated, the vibrational degrees of freedom are not
totally frozen at 298.15 K. For instance, when A and B are heavy atoms, like
cesium, the vibration frequency is small enough to ensure that the vibration
mode is considerably excited, for example, DH o(Cs–Cs) – DH o

0 (Cs–Cs) is only
1.4 kJ mol−1 [17].

According to the definition of the A–B bond dissociation enthalpy, reactants
and products in reaction 5.1 must be in the gas phase under standard conditions.
That is to say that those species are in the ideal gas phase, implying that inter-
molecular interactions do not exist. DH o

T (A–B) refers, therefore, to the isolated
moleculeAB, and it does not contain any contribution from intermolecular forces.
Though this is obviously the correct way of defining the energetics of any bond,
there are many literature examples where “bond dissociation enthalpies” have
been reported in solution.
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In order to distinguish solution from gas-phase bond dissociation enthalpies,
we shall use the subscript sln. Thus, DH o

T ,sln(A–B) represents the standard
enthalpy of the reaction in solution, where the only event is the cleavage of
the A–B bond, at a given temperature:

AB(sln) → A(sln) + B(sln) (5.6)

The relationship between DH o(A–B) and DH o
sln (A–B) is shown in figure 5.1

and summarized by equation 5.7 (as usual, we dropped the subscript T to indicate
that the temperature is 298.15 K). Here, �solvH o are the standard enthalpies of
solvation of reactants and products (see section 2.7).

DHo(A−B) = DHo
sln(A−B) + �solvH

o(AB) − �solvH
o(A)

− �solvH
o(B) (5.7)

Equation 5.7 indicates that DH o(A–B) = DH o
sln(A–B) when the solvation

terms cancel out. This is seldom observed in practice, but there is some experi-
mental evidence that the net solvation effect on the enthalpy of reaction 5.6 may
be small. For instance, it has been shown that the solvation enthalpies of an alkyl
radical (R) and the parent hydrocarbon (RH) are similar both in polar and in non-
polar solvents [72]. Hence, the solvation terms in equation 5.7 are approximated
by �solvH o(RH) − �solvH o(R) − �solvH o(H) ≈ −�solvH o(H). Surprisingly,
the solvation enthalpy of the hydrogen atom is not readily available in the lit-
erature. Estimates based on the relationship �solvH o(H) ≈ �solvH o(H2) yield
�solvH o(H) ≈5 kJ mol−1 in most organic solvents and �solvH o(H) ≈ −4 kJ
mol−1 in water [73].

The scarcity of solvation enthalpy data for speciesA and B, which are usually
free radicals, is the main hindrance to relating DH o(A–B) with DH o

sln(A–B).Yet
if our goal is to just compare several solution phase bond dissociation enthalpies
in a series of molecules from the same family, it may be reasonable to assume that

AB(g)

AB(sln)

∆solvH
o(AB) –∆solvH

o(A) –∆solvH
o(B)

A(g)             +         B(g)

A(sln)          +         B(sln)

DH o(A–B)

DHsln(A–B)o

Figure 5.1 Thermochemical cycle (T = 298.15 K), showing how solution and gas-phase
bond dissociation enthalpies are related.�solvH

o are standard enthalpies of solvation.
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the observed trend will be the same in the gas phase. One of the best literature
examples involving this assumption concerns the energetics of the O–H bond in
phenol and substituted phenols.

Let us start with phenol itself. Although experimental values reported for the
PhO–H(Ph = C6H5) bonddissociation enthalpy in the gas phase span about 30kJ
mol−1 (figure 5.2), two different critical evaluations of the data led to the recom-
mended values DH o(PhO–H) = 371.3± 2.3 kJ mol−1 [73] and DH o(PhO–H)
= 362.8± 2.9 kJ mol−1 [74]. These values still differ by 9 kJ mol−1, but the
choice of either one does not affect the following discussion. Bond dissociation
enthalpies in solution, DH o

sln(PhO–H), in several solvents, are also available in
the literature, the most reliable being probably those obtained by photoacoustic
calorimetry (see chapter 13). These and gas-phase values are plotted in figure
5.2. It is noted that DH o

sln(PhO–H) is always higher than DH o(PhO–H), the
differences varying with the solvent.

The trend DH o
sln(PhO–H) > DH o(PhO–H), shown in figure 5.2, can be easily

explained by using the thermochemical cycle in figure 5.1 with AB = PhOH,
A = PhO, and B = H. Equation 5.7 becomes

DHo(PhO−H) = DHo
sln(PhO−H) + �solvH

o(PhOH) − �solvH
o(PhO)

− �solvH
o(H) (5.8)

There is no direct experimental information regarding the last two terms in
equation 5.8. However, if we accept the estimate mentioned for �solvH o(H)
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Figure 5.2 Experimental data for the PhO–Hbonddissociation enthalpy, in solution (only
photoacoustic calorimetry values) and in the gas phase. A recommended gas-phase value
is indicated by the solid line and its error limit by dashed lines. Adapted from [75].
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(∼ 5 kJ mol−1 in most organic solvents), then we conclude that the
difference DH o

sln(PhO–H) −DH o(PhO–H) is determined by the difference
�solvH o(PhOH) − �solvH o(PhO).

As discussed by Wayner et al. [76], acetonitrile and ethyl acetate are strong
Lewis bases, acting as proton acceptors from phenol.The hydrogen bond between
PhOHand the solventmakes�solvH o(PhOH)morenegative than�solvH o(PhO).
The remaining solvents included in figure 5.2 (benzene, carbon tetrachloride, and
isooctane) are weaker Lewis bases and their interactions with PhOH and PhO are
more similar.

Suppose that we want to investigate the effect of one or several ring sub-
stituent groups on the phenolic O–H bond dissociation enthalpy. As discussed,
this analysis should rely on gas-phase values only. However, a perusal of the
experimental information available in the literature reveals that DH o(O–H) in
phenolic compounds are known for just a few compounds [73]. Therefore,
to widen our database we have to consider solution values and assume that
DH o

sln(O–H) follows the same trend as DH o(O–H). This implies that for any
phenolic compound considered (which we can represent by ArOH), the dif-
ference between the solvation enthalpies of ArOH and ArO is identical to
�solvH o(PhOH) − �solvH o(PhO). This can be a reasonable hypothesis, parti-
cularly when the whole series of DH o

sln(ArO–H) values examined was derived
from experiments in weakly interacting solvents like benzene, isooctane, or
carbon tetrachloride. Yet the assumption would definitely be less reliable if
the data referred to a strong hydrogen acceptor solvent or if it had been
obtained in various solvents. In the case under discussion, there are val-
ues of DH o

sln(ArO–H) for several phenolic compounds in benzene, obtained
by photoacoustic calorimetry [73,77]. A few selected examples are shown in
table 5.2.

Note that the values in table 5.2 are not absolute solution phase bond dissoci-
ation enthalpies. Because the purpose of the exercise is to probe the substituent

Table 5.2 ArO–H bond dissociation enthalpies
of para-monosubstituted phenols in benzene
(T = 298.15 K) relative to DHo

sln(PhO–H) [73].

Data in kJ mol−1.

Substituent DHo
sln(ArO–H) – DH

o
sln(PhO–H)

OCH3 −24.9 ± 4
t-C4H9 −8.2 ± 4
H 0
Cl 1.7 ± 4
CF3 13.7 ± 4
CN 20.9 ± 4
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effect on the stability of the phenolicO–Hbond,DH o
sln(ArO–H) are given relative

to DH o
sln(PhO–H). This alternative way of reporting results, referred to a given

bond dissociation enthalpy (the so-called anchor), is rather common, not only for
solution but also for gas-phase data. Perhaps the main reason why relative bond
dissociation enthalpies are often preferred to the absolute values is that they may
have smaller error bars. Consider, for instance, a series of experiments involving
the determination of the enthalpies of reaction 5.9, where ArOH is, as before, a
substituted phenol.

ArOH(sln) + PhO(sln) → ArO(sln) + PhOH(sln) (5.9)

The enthalpies of reactions 5.9 are identified with DH o
sln(ArO–H)−

DH o
sln(PhO–H) for each ArOH. Suppose that the uncertainty assigned to these

relative values is ± 4kJ mol−1. To derive the absolute DH o
sln(ArO–H) data, we

need a value forDH o
sln(PhO–H).Assuming that this is knownwith an error of ± 8

kJ mol−1, then the uncertainty assigned to each absolute DH o
sln(ArO–H) value

will be (42 + 82)1/2 = 8.9 kJ mol−1—possibly too large to allow a discussion of
small substituent effects.

There is an additional advantage in using relative solution phase bond disso-
ciation enthalpies. In most cases, solution phase bond dissociation enthalpies do
not refer to standard states (see section 2.3), and the required corrections are hard
to predict. When we consider relative bond dissociation enthalpies in a series of
similar molecules in solution it is likely that the unknown corrections to standard
states are nearly constant.

Though some more traditional thermodynamicists will be dismayed by the
concept of solution phase bond dissociation enthalpy, the fact is that the database
involving these quantities is growing fast. When used judiciously, they may pro-
vide important chemical insights—as is indeed the case for the stability of the
O–H bond in phenolic compounds. Although solution phase bond dissociation
enthalpies are not true bond dissociation enthalpies, because they include some
contribution from intermolecular forces, a series of solution values like those in
table 5.2 may be (and often is) taken as a good approximation of the trend in the
gas-phase.

5.2 STEPWISE AND MEAN BOND DISSOCIATION ENTHALPIES

Experimental values of bond dissociation enthalpies are scarce compared with
the data available for standard enthalpies of formation. This is not surpris-
ing because most chemical reactions that have been studied thermochemically
involve the cleavage and the formation of several bonds. The measured stan-
dard reaction enthalpies are thus enthalpy balances of various bond dissociation
enthalpies, whose individual values are often unknown. Consider, for exam-
ple, reaction 5.10, where the arene ring in (η6-benzene)chromium tricarbonyl
is replaced by three carbonyl ligands. The enthalpy of this reaction at 298.15 K,
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calculated as −143.8 ± 9.6 kJ mol−1 by using selected literature data for stan-
dard enthalpies of formation [15,16,31], can be given by the bond dissociation
enthalpy balance in equation 5.11 (see figure 5.3).

Cr(CO)3(C6H6)(g) + 3CO(g) → Cr(CO)6(g) + C6H6(g) (5.10)

− 143.8 ± 9.6 kJ mol−1 = DHo[(CO)3Cr−C6H6] − DHo[(CO)5Cr−CO)]
− DHo[(CO)4Cr−CO)] − DHo[(CO)3Cr−CO)] (5.11)

To derive the chromium-benzene bond dissociation enthalpy, the values of
several stepwise bond dissociation enthalpies in chromium hexacarbonyl are

Cr(CO)3(C6H6)(g) + 3CO(g)

DHo[Cr(CO)3–C6H6]

Cr(CO)3(g) + 3CO(g) + C6H6(g)

Cr(CO)4(g) + 2CO(g) + C6H6(g)

Cr(CO)5(g) + CO(g) + C6H6(g)

Cr(CO)6(g) + C6H6(g)

–143.8±9.6 kJ mol–1

–DHo[Cr(CO)3–CO] = –DH3(Cr–CO)
o

–DH o[Cr(CO)4–CO] = –DH2(Cr–CO) o

–DHo[Cr(CO)5–CO] = –DH1(Cr–CO)
 o

Figure 5.3 Thermochemical cycle, illustrating how the enthalpy of reaction 5.10
can be given as a bond dissociation enthalpy balance.



66 Part I: Introduction

required. Taking Cr(CO)6 as the starting molecule, we need the first, the sec-
ond, and the third Cr–CO bond dissociation enthalpies. These can be denoted
DH o

1 (Cr–CO), DH o
2 (Cr–CO), and DH

o
3 (Cr–CO), respectively, referring to the

enthalpies of the following processes:

Cr(CO)6(g) → Cr(CO)5(g) + CO(g) (5.12)

Cr(CO)5(g) → Cr(CO)4(g) + CO(g) (5.13)

Cr(CO)4(g) → Cr(CO)3(g) + CO(g) (5.14)

There are several literature values for DH o
1 (Cr–CO), DH o

2 (Cr–CO), and
DH o

3 (Cr–CO), but the error bars are quite large [31]. Here we will select
DH o

1 (Cr−CO) = 154 ± 13 kJ mol−1, DH o
2 (Cr−CO) = 167 ± 63 kJ mol−1,

and DH o
3 (Cr–CO) = 84 ± 63 kJ mol−1, which lead to DH o[(CO)3Cr–C6H6]

= 261 ± 91 kJ mol−1. Although the uncertainty is large, it does not matter if,
for example, we are investigating the energetics of chromium-arene bonding in a
series of (η6-arene)chromium tricarbonyl complexes. In this case we would only
be interested in relative Cr–arene bond dissociation enthalpies and the constant
DH o

1 (Cr–CO)+DH o
2 (Cr–CO)+DH o

3 (Cr–CO) = 405 ± 90 kJ mol−1 would
cancel out. Incidentally, there is a more precise experimental value for the sum
of these stepwise bond dissociation enthalpies, viz. 393 ± 42 kJ mol−1 [31],
yielding DH o[(CO)3Cr–C6H6] = 249 ± 43 kJ mol−1.

Now suppose that no data were available for the stepwise Cr–CO bond dis-
sociation enthalpies and we wanted to estimate DH o[(CO)3Cr–C6H6]. A simple
approach starts by considering reaction 5.15, where all the Cr–CO bonds are
cleaved.

Cr(CO)6(g) → Cr(g) + 6CO(g) (5.15)

Although we ignore the values for some of the six stepwise Cr–CO bond disso-
ciation enthalpies in chromium hexacarbonyl, their sum is equal (equation 5.16)
to the enthalpy of reaction 5.15, which is calculated as 641.7 ± 4.8 kJ mol−1

(at 298.15 K) from the well-known standard enthalpies of formation of all the
species involved [16,17,31].∑6

n=1
DHo

n (Cr−CO) = 641.7 ± 4.8 kJ mol−1 (5.16)

If 641.7 kJ mol−1 is required to break the six Cr–CO bonds in Cr(CO)6, we
may consider that on average, the cleavage of one bond corresponds to (641.7±
4.8)/6 = 107.0 ± 0.8 kJ mol−1. Therefore, breaking three bonds will require
about 321± 2 kJ mol−1. If we now assume that this value applies to the cleavage
of the three Cr–CO bonds in Cr(CO)3(C6H6), we obtain DH o[(CO)3Cr–C6H6]
= 177 ± 11 kJ mol−1. Unfortunately, this result is some 72 kJ mol−1 lower than
the “best” value mentioned, 249 ± 43 kJ mol−1.

In the previous exercise (whose outcome was not very successful), we used a
new concept to assess the thermodynamic stability of chemical bonds: the mean
bond dissociation enthalpy (also known as mean bond disruption enthalpy). It
is represented by DH o or by 〈DH o〉 (the symbol we adopt). As indicated, for
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chromium hexacarbonyl the Cr–COmean bond enthalpy is given by one-sixth of
the enthalpy of reaction 5.15:

〈DH o〉(Cr−CO) = (641.7 ± 4.8)/6 = 107.0 ± 0.8 kJ mol−1

The ∼72 kJ mol−1 discrepancy observed for DH o[(CO)3Cr–C6H6] alerts
us to two important issues: (1) Stepwise bond dissociation enthalpies are
often very different from their mean; (2) bond dissociation enthalpy values
may not be transferable from one molecule to another. In other words, how
can we assess the assumption that 3〈DH o〉(Cr–CO) in Cr(CO)6 is similar to
DH o

1 (Cr–CO)+DH o
2 (Cr–CO)+DH o

3 (Cr–CO) in Cr(CO)3(C6H6)? This ques-
tion will be discussed in section 5.3. With regard to the former issue, the
data in figure 5.4 provide further illustration for some first-row hydrides.
The values shown in the plot are results from ab initio calculations for the
species involved, in excellent agreement with the most accurate experimental
data [78].

We conclude this section by giving, for the sake of clarity, the most general
definition of mean bond dissociation enthalpy. For any molecule AYmXn, where
A is a central atom and X and Y are any mono- or polyatomic groups, the A–X
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Figure 5.4 Stepwise bond dissociation enthalpies in several first-row hydrides. For each
compound, the light gray bars, starting on the left, represent DHo

1(A–H), DH
o
2(A–H), etc.

The dark gray bars represent the respective mean bond dissociation enthalpies, 〈DHo〉
(A–H). Data at T = 0 from [78].
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mean bond dissociation enthalpy is defined as 1/n times the enthalpy of reaction
5.17 at 298.15 K:

AYmXn(g) → AYm(g) + nX(g) (5.17)

That is,

〈DHo〉(A−X) = [
�fH

o(AYm,g) + n�fH
o(X,g) − �fH

o(AYmXn,g)
]
/n (5.18)

If A is bonded to a single type of ligand, as in AXn, then

〈DHo〉(A−X) = [
�fH

o(A,g) + n�fH
o(X,g) − �fH

o(AXn,g)
]
/n (5.19)

Finally, it is noted that the concepts of mean and stepwise bond dissociation
enthalpies can also be defined in solution (see discussion in section 5.1).

5.3 BOND ENTHALPY CONTRIBUTIONS AND BOND STRENGTHS

We have shown that the result of replacing stepwise bond dissociation enthalpies
by mean bond dissociation enthalpies and “transferring” bond dissociation
enthalpies from onemolecule to another can be deceptive:The assumption that in
Cr(CO)3(C6H6),DH o

1 (Cr–CO)+DH o
2 (Cr–CO)+DH o

3 (Cr–CO)≈ 3〈DH o〉(Cr–
CO) led to an error of ∼ 72 kJ mol−1 in DH o[(CO)3Cr–C6H6]. Yet this error
cancels out if the same procedure is applied to derive relative Cr–arene bond
dissociation enthalpies in a series of (η6-arene)chromium tricarbonyl complexes.

There are alternative ways of viewing the previous problem that are closer
to the idealized concept of chemical bond strength. Consider reaction 5.20,
where all the chromium-ligand bonds are cleaved simultaneously. The enthalpy
of this disruption reaction at 298.15 K, calculated as 497.9 ± 10.3 kJ mol−1 by
using enthalpy of formation data [15–17,31], can be given as a sum of three
chromium-carbonyl and one chromium-benzene bond enthalpy contributions
(equation 5.21).

Cr(CO)3(C6H6)(g) → Cr(g) + 3CO(g) + C6H6(g) (5.20)

497.9 ± 10.3 kJ mol−1 = 3E(Cr−CO) + E(Cr−C6H6) (5.21)

Bond enthalpy contributions, also named bond enthalpy terms, which we
represent by E, have been used to investigate the bonding energetics of many
molecules, including organometallic complexes. The case of metal-ligand bonds
in substituted metal-carbonyl complexes was first discussed by Skinner and
Pilcher [79] andConnor [80]. Becausemetal-carbonyl stepwise bond dissociation
enthalpy data were not available, these authors followed the procedure described
in section 5.2, that is, for the example under discussion they have assigned
3〈DH o〉(Cr–CO) in Cr(CO)6 to the enthalpy associated with the cleavage of the
three Cr–CO bonds in Cr(CO)3(C6H6). The authors were, however, aware that
3〈DH o〉(Cr–CO) could be significantly different fromDH o

1 (Cr–CO)+DH o
2 (Cr–

CO)+DH o
3 (Cr–CO). Therefore, to stress that the quantities involved in the
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discussion were not true bond dissociation enthalpies, they proposed the bond
enthalpy contribution concept. BymakingE(Cr–CO) = 〈DH o〉(Cr–CO)= 107.0
± 0.8 kJ mol−1, we obtain E(Cr–C6H6) = 177 ± 11 kJ mol−1.

Apparently, there is not much advantage in using bond enthalpy contri-
butions to discuss bonding energetics in a series of similar complexes. As
already stated, we could have selected any value for DH o

1 (Cr–CO)+DH o
2 (Cr–

CO)+DH o
3 (Cr–CO) and then derived chromium-arene bond dissociation

enthalpies in Cr(CO)3(arene) compounds, all based on the same anchor. The
trend would not be affected by our choice. Nevertheless, besides emphasiz-
ing that the absolute values so obtained should not be regarded as bond
dissociation enthalpies, the bond enthalpy contribution concept attempts to
consider a pertinent issue in molecular energetics: the transferability of bond
enthalpies.

The problem has been stated: What are the grounds for deciding whether a
bond dissociation enthalpy can be “transferred” from one molecule to another?
Themost obvious guideline would be based on bond lengths. For a chemical bond
involving the same atoms, its length and strength vary in opposite directions.This
has been known for many years, is taught in every freshman chemistry course,
and is illustrated in textbooks, for instance with single, double, and triple carbon-
carbon bonds [81]. But how is a bond strength evaluated? In the case of diatomic
molecules, it appears simple: The bond strength can be ascribed to the bond
dissociation enthalpy. In polyatomic molecules, however, this cannot be done.
Let us see why.

Consider the molecules phenol and ethanol and their O–H bond lengths in
the gas phase, 95.6 pm and 97.1 pm, respectively [82]. The distances are compa-
rable, so we could expect (if the bond strength–bond length relation holds) that
their bond strengths are similar or even that the O–H bond in phenol is a little
stronger than in ethanol. Nevertheless, it is observed that the bond dissociation
enthalpies are in the reverse order: DH o(PhO–H) = 371.3 ± 2.3 kJ mol−1 [73]
andDH o(EtO–H)= 439.6± 4.0 kJ mol−1 [83].We can attempt to reconcile this
trend with the expected bond length-bond strength relationship by considering
figure 5.5.

Figure 5.5 depicts hypothetical thermochemical cycles where the dissocia-
tion of the O–H bond in phenol and ethanol is the result of two independent
steps. In the first step the bond is cleaved, but the fragment retains the structural
and electronic configuration of the parent alcohol. The second step represents
the relaxation of the starred (unrelaxed) fragment to the ground state of the
phenoxyl or the ethoxyl radical. With this procedure, we are assuming that a
bond dissociation enthalpy (the net process) contains some contribution that
is extrinsic to the O–H bond strength, which is due to the reorganization of
the fragment species. The “intrinsic” bond strengths will therefore be given by
Es(PhO–H) and Es(EtO–H). We have added the subscript s to stress that these
bond enthalpy contributions are calculated through thermochemical cycles that
involve bond dissociation enthalpies and the reorganization energies ER(PhO*)
and ER(EtO*). Later we address other methods to evaluate bond enthalpy
contributions.
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PhOH(g)

EtOH(g)

DHo(PhO–H)

DHo(EtO–H)

ER(PhO*) ER(H) = 0

ER(EtO*) ER(H) = 0

PhO*(g)

PhO(g)

H(g)

H(g)

+

EtO*(g) H(g)+

+

EtO(g) H(g)+

Es(PhO–H)

Es(EtO–H)

Figure 5.5 Thermochemical cycles relating O–H bond enthalpy con-
tributions (Es) with bond dissociation enthalpies (DHo) in phenol and
ethanol. ER are reorganization energies (see text).

To calculate Es(PhO–H) and Es(EtO–H), sometimes called bond-snap
enthalpies, we need the values of ER(PhO*) and ER(EtO*), which are not
experimentally available. But can we estimate them (at 298.15 K) through
computational methods [11]? Let us use density functional theory (B3LYP/cc-
pVTZ) to derive those quantities. The procedure, illustrated for phenol, is as
follows. First the structure of PhOH is optimized through an energy minimiza-
tion; second, the hydroxylic hydrogen atom is removed while keeping the initial
structural parameters of phenol, and the energy of PhO∗,E(PhO∗, g), is computed;
finally, the structure of the fragment PhO is optimized and the correspond-
ing energy, E(PhO, g), obtained. Assuming that contributions due to zero point
energy and thermal corrections to 298.15 K are identical for PhO and PhO∗, the
reorganization energy is given by

ER(PhO∗, g) = E(PhO, g) − E(PhO∗, g) = �fH
o(PhO, g) − �fH

o(PhO∗, g) (5.22)
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The value obtained for the reorganization energy of PhO∗, −29.3 kJ mol−1,
together with the PhO–H bond dissociation enthalpy, lead to

Es(PhO−H) = DHo(PhO−H) − ER(PhO∗) = 401 kJ mol−1 (5.23)

For ethanol, the same procedure yields ER(EtO∗) = −9.2 kJ mol−1 and
Es(EtO–H) = 449 kJ mol−1. This value is still some 48 kJ mol−1 higher
than the value obtained for phenol, questioning our initial assumption that the
bond strengths should be similar in both compounds. Yet we have forgotten
two import issues: the resonance stabilization of the phenoxyl radical and the
hyperconjugation of the ethoxyl radical.

The problem is that relaxation energies ER(PhO∗) and ER(EtO∗) just cal-
culated do not contain the electronic stabilization of the radicals; they merely
account for the structural rearrangements of PhO∗ and EtO∗ when they relax
to their ground states. In fact, when the density functional theory is used to
compute the energies of the fragments PhO∗ and EtO∗ the molecular orbital
framework is the same as in the relaxed radicals PhO and EtO. Therefore, the
energies of PhO∗ and EtO∗ already include most of the electronic stabilization
of the radicals.

As computational chemistry provides no help in solving this problem, we
can use our initial assumption to estimate the total stabilization energies of the
phenoxyl and ethoxyl radicals. The O–H bond lengths in phenol and ethanol are
also very close to the O–H bond length in water (95.7 pm [82]), indicating that
in the absence of stabilization effects, the bond dissociation enthalpies should be
similar in the three molecules. In water DH o(HO–H) = 497.1 ± 0.3 kJ mol−1

[83], which is 126 kJ mol−1 higher than DH o(PhO–H) and 58 kJ mol−1 higher
thanDH o(EtO–H).Thenegatives of these values thusmeasure the total relaxation
energies of PhO* and EtO∗, respectively.

In summary, the previous example shows that bond dissociation enthalpies
should not be correlated with bond lengths unless the relaxation energies of the
fragments are comparable. On the other hand, when two bonds between the same
pairs of atoms have identical bond lengths, it is sensible to assume that they
have similar bond enthalpy contributions. Hence, in this case, a bond enthalpy
contribution can be transferred from one molecule to another.

There are many other examples in the literature where the concept of bond
enthalpy contribution (either E or Es) has been applied. Let us return to the case
of Cr(CO)3(C6H6) and examine the procedure to estimate Es(Cr–C6H6). This is
much more complex than the case of the O–H bond in phenol and ethanol, as
suggested by figure 5.6.

Let us concentrate on the thermochemical cycle of figure 5.6 that involves
the disruption of the complex Cr(CO)3(C6H6). The enthalpy of this reaction,
previously calculated as 497.9 ± 10.3 kJ mol−1 from standard enthalpy of for-
mation data, can be related (equation 5.24) to the bond enthalpy contributions
Es(Cr–CO) and Es(Cr–C6H6) through the reorganization energiesER(CO∗∗) and
ER(C6H∗∗

6 ). Two asterisks indicate that the fragment has the same structure as
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Cr(CO)3(C6H6)(g)

497.9 kJ mol–1

ER(Cr) = 0

Cr(g) + 3CO(g) + C6H6(g)

3ER(CO**) ER(C6H6**)

Cr(g) + 3CO**(g) + C6H6**(g)
3Es (Cr–CO) + Es(Cr–C6H6)

ER[Cr(CO)3*]
Cr(CO)3*(g)

Cr(g) + 3CO*(g) Cr(g) + 3CO**(g)

3ER(CO**)

Cr(g) + 3CO(g)

3ER(CO*)

Cr(CO)3**(g)

3Es(Cr–CO)3E ′s(Cr–CO)

6E ′s(Cr–CO)
Cr(g) + 6CO*(g)

Cr(g) + 6CO(g)

ER(Cr) = 0

Cr(CO)6(g)

6<DHo>(Cr–CO) 6ER(CO*)

Figure 5.6 Thermochemical cycles to estimate the Cr–C6H6 bond enthalpy contribution
(Es) in Cr(CO)3(C6H6). ER are reorganization energies. One asterisk indicates that the
fragment has the same structure as in Cr(CO)6, and two asterisks mean that the fragment
has the same structure as in Cr(CO)3(C6H6).

in Cr(CO)3(C6H6). Note that because we only consider the geometrical relax-
ation of the fragments, the reorganization energies of atoms are zero, that is,
ER(Cr) = 0.

497.9 ± 10.3 kJ mol−1 = 3Es(Cr−CO) + Es(Cr−C6H6) + 3ER(CO∗∗)

+ ER(C6H6
∗∗) (5.24)
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To deriveEs(Cr–C6H6), we need a value forEs(Cr–CO).This can be estimated
by using data for Cr(CO)6. However, the geometries of the Cr(CO)3 fragment
in this complex and in Cr(CO)3(C6H6) [84] are different, implying different
Cr–CO bond enthalpy contributions. The second cycle in figure 5.6, leading to
equation 5.25, allows us to estimate this difference. One asterisk indicates that the
fragment has the same structure as in Cr(CO)6, E′

s(Cr−CO) is the bond enthalpy
contribution in this complex, and ER[Cr(CO)3∗] is the energy difference between
the geometries of the Cr(CO)3 moiety in Cr(CO)3(C6H6) and Cr(CO)6.

Es(Cr−CO) = E′
s(Cr−CO) + ER(CO∗) − ER(CO∗∗) − ER

[
Cr(CO)3

∗] /3 (5.25)

We are now left with the evaluation of E′
s(Cr−CO), the Cr–CO bond enthalpy

contribution in Cr(CO)6. The third thermochemical cycle in figure 5.6 shows
how this bond enthalpy contribution can be evaluated from the Cr–CO mean
bond dissociation enthalpy (107.0 ± 0.8 kJ mol−1; see section 5.2) and the
reorganization energy ER(CO∗).

All these steps, based on the cycles in figure 5.6, can be summarized by
equation 5.26, where it is observed that most of the reorganization energies
cancel out.

Es(Cr−C6H6) = (176.9 ± 10.6 kJ mol−1) + ER[Cr(CO)3∗]
− ER(C6H6

∗∗) (5.26)

The choice of the computational method to estimate ER
[
Cr(CO)3

∗] and
ER(C6H6

∗∗) is, of course, a relevant issue. Here we accept the published results
of extended Hückel calculations, viz. ER[Cr(CO)3∗] ≈ −72 kJ mol−1 and
ER(C6H6

∗∗) ≈ −24 kJ mol−1 [84], leading to Es(Cr−C6H6) ≈ 129 kJ mol−1.
According to the extended Hückel method, Es(Cr−C6H6) is therefore some

48 kJ mol−1 lower than the even cruder calculation made at the beginning of
the present section, E(Cr−C6H6) = 177 kJ mol−1. This large discrepancy is
due to fact that Es bond enthalpy contributions rely on a procedure where the
“transfer” of bond enthalpies was carefully considered not only on the basis of
bond lengths but also on the basis of bond angles. For instance, the error of
assigning the Cr–CO bond enthalpy contribution in Cr(CO)6 to the Cr–CO bond
enthalpy contribution in Cr(CO)3(C6H6) can be estimated as 34 kJ mol−1 by
using equation 5.25 and ER(CO*) ≈ −8 kJ mol−1, ER(CO∗∗) ≈ −18 kJ mol−1,
and ER[Cr(CO)∗3]≈ −72 kJ mol−1 [84]. Incidentally, the fact that Es(Cr−CO) is
considerably larger than E′

s(Cr−CO) is in keeping with the Cr–CO bond lengths
in the complexes: 191.6 pm in Cr(CO)6 and 184.5 pm in Cr(CO)3(C6H6) [84].

Thermochemical cycles like those in figures 5.5 and 5.6 were proposed in
the early 1980s to calculate bond enthalpy contributions from bond dissociation
enthalpies and reorganization energies [85,86], but the idea of trying to “adjust”
bond enthalpy contributions with bond lengths and angles is older. For example,
it had been applied by Skinner in 1945 to discuss the energetics of several types of
bonds [87]. He found that plots of bond enthalpy contributions (E) versus bond
lengths (r) could be described by equation 5.27, where A and n are empirical
constants (e.g., for carbon-carbon bonds A = 1410 kJ mol−1 Ån and n = 3.14,
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with r in ångstrom [86]). Interestingly, Skinner’s analysis provided an estimated
value for the enthalpy of sublimation of carbon (quite uncertain at the time) as
711 kJ mol−1. The currently accepted value is 716.68 ± 0.45 kJ mol−1 [16].

E = Ar−n (5.27)

Early applications of thermochemical cycles involving reorganization energies
were hindered mainly by the lack of computer power. The computation of the
reorganization energies of large polyatomic fragments was beyond the reach
of most thermochemists or, at best, could be made only through a low-level
calculation (such as the extended Hückel method, used above). To avoid this
difficulty, an operational procedure has been developed [85,86,88] based on the
Laidler terms for organic compounds [89].

5.4 THE LAIDLER TERMS

The so-called Laidler scheme was developed as a tool to estimate standard
enthalpies of formation of organic compounds [90]. It relies on the bond-
additivity concept, that is, it assumes that the standard enthalpy of atomization
of a given molecule in the gas phase (�atH o, defined as the standard enthalpy
of the reaction where all the chemical bonds are cleaved, yielding the gaseous
ground-state atoms) can be evaluated by adding the relevant bond enthalpy terms.
For instance, in the case of phenol, its standard enthalpy of atomization, or simply
its enthalpy of atomization, refers to reaction 5.28 at 298.15 K:

PhOH(g) → 6C(g) + O(g) + 6H(g) (5.28)

The Laidler terms needed to estimate �atH o(PhOH, g) are given in the
equation:

�atH
o(PhOH,g) = 6EL(Cb−Cb) + 5EL(Cb−H) + EL(Cb−O)

+ EL(O−H) (5.29)

To “atomize” the phenol molecule, we have to cleave six carbon-carbon bonds
in the aromatic ring (Cb−Cb), five carbon-hydrogen bonds (Cb−H), one carbon-
oxygen bond (Cb−O), and one oxygen-hydrogen bond (O–H). The symbol EL
has been adopted is this equation (instead of the more used symbol E) to avoid
confusion with the quantities discussed in the previous section.

The most reliable values of Laidler terms that can applied to a wide variety of
compounds are those recommended by Cox and Pilcher [89]. They were derived
from a consistent database that includes experimentally determined standard
enthalpies of formation for hundreds of organic compounds. This lengthy but
simple exercise involves the choice of a set of bond enthalpy terms that affords
the best agreement between experimental and calculated standard enthalpies of
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atomization. Using the values for the terms in equation 5.29, we obtain

�atH
o(PhOH, g) = (6 × 498.6) + (5 × 420.6) + 395.8

+ 451.2 = 5941.6 kJ mol−1

The standard enthalpy of formation of phenol can be derived as
�fH o(PhOH, g) = −94.2 kJ mol−1 from �atH o(PhOH, g) and the standard
enthalpies of formation of the gaseous atoms, viz.�fH o(C, g)=715.05 kJmol−1,
�fH o(H, g) = 217.99 kJ mol−1, and �fH o(O, g) = 249.20 kJ mol−1 [89]. The
experimental �fH o(PhOH, g) is −96.4 ± 0.9 kJ mol−1 [15].

It is important to note that �fH o(PhOH, g) = −94.2 kJ mol−1 relies on the
values of the standard enthalpies of formation of the gaseous elements tabulated
by Cox and Pilcher [89], rather than on the currently accepted data, viz.�fH o(C,
g) = 716.68 kJ mol−1, �fH o(H, g) = 217.998 kJ mol−1, and �fH o(O, g) =
249.18 kJ mol−1 [16]. Without this precaution, the calculation would have been
another example of thermochemical inconsistency (see section 2.5); the Laidler
terms in Cox and Pilcher’s book were evaluated by using a given set of values
for the standard enthalpies of formation of the gaseous elements, hence the same
data must be used when estimating standard enthalpies of formation of organic
compounds. In the case of PhOH, if the values recommended by CODATA [16]
were used, we would have obtained �fH o(PhOH, g) = −84.4 kJ mol−1, almost
10 kJ mol−1 higher than the experimental result.

As mentioned, the Laidler scheme has an empirical origin, and it is not sim-
ple to ascribe a physical meaning to EL. To be an intrinsic bond strength, the
EL(R–H) value for anymoleculeRH should always be larger than the correspond-
ing bond dissociation enthalpy, DH o(R − H). Otherwise, as can be concluded
from a scheme similar to the ones in figure 5.5 (or from an equation like 5.23),
the reorganization energy of R∗ would be positive—which, of course, makes
no sense. The simple example of ethane, where EL(Et–H) = 410.8 kJ mol−1

[89] and DH o(Et−H) = 423.0 ± 1.7 kJ mol−1 [91], implying ER(Et∗) = 12 kJ
mol−1, demonstrates that in fact, Laidler terms are not intrinsic bond strengths.
As a comparison, the (structural) reorganization energy of Et* obtained with den-
sity functional theory (B3LYP/cc-pVTZ) is −29.8 kJ mol−1, yielding Es(Et–H)
= 453 kJ mol−1. As already discussed, the computed ER(Et∗) is a high limit
because it does not include the stabilization (by hyperconjugation) of the ethyl
radical.

Despite some lack of physical meaning, the empirical Laidler terms have
a rather successful predictive power. That justified their use in the past as
replacements for Es values [85,86,88], when computational methods were not
readily available. It also justifies recent efforts to develop the Laidler scheme
by using a larger number of parameters (accounting, e.g., for intramolecular
repulsions) [92].
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6

Overview of Condensed Phase Methods

This part includes a discussion of the main experimental methods that have been
used to study the energetics of chemical reactions and the thermodynamic sta-
bility of compounds in the condensed phase (solid, liquid, and solution). The
only exception is the reference to flame combustion calorimetry in section 7.3.
Although this method was designed to measure the enthalpies of combustion
of substances in the gaseous phase, it has very strong affinities with the other
combustion calorimetric methods presented in the same chapter.

Most published enthalpies of formation and reaction in the condensed phase
were determined by calorimetry (see databases indicated in appendix B). It is
therefore not surprising that the discussion of calorimetric methods occupies a
large fraction of part II.

The heart of a calorimeter is the calorimeter proper (also called measuring
system or sample cell), which contains the reaction vessel, where the chemi-
cal reaction or phase transition under study occurs. Sometimes the calorimeter
proper coincides with the reaction vessel. For example, in the setup shown in
figure 6.1a, which is typical of many combustion calorimeters, the reaction ves-
sel is placed inside the calorimeter proper. In the arrangement of figure 6.1b, used
in many reaction-solution calorimeters, the calorimeter proper is also the reac-
tion vessel. Normally, a controlled-temperature jacket surrounds the calorimeter
proper. Other parts besides thermometers, commonly found in calorimeters, are
stirring, heating, cooling, and ignition devices. Some of these devices are placed
inside the calorimeter proper or cross its boundaries and are also considered to
be part of it. In modern instruments, the data acquisition and many steps of the
calorimetric experiments are usually computer-controlled.

Calorimeters of many different designs have been constructed and operated.
However, these are all variations of a few basic categories [1–6]. For example,
based on the heat exchange mode between the calorimeter proper and the sur-
rounding jacket, it is convenient to distinguish three main classes of calorimeters:
adiabatic, heat conduction, and isoperibol. In a perfectly adiabatic calorimeter
(figure 6.2a) no heat is transferred between the calorimeter proper and the jacket
(the corresponding heat flow rate Φ = dQ/dt = 0, where Q represents the heat
exchanged and t is time). Because no perfect adiabatic calorimeter can be built,
the term adiabatic usually designates an instrument where the jacket tempera-
ture, Tj, is controlled to follow the temperature of the calorimeter proper, Tc.
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calorimeter proper 
and reaction vessel

calorimeter proper

reaction vessel

constant temperature jacket

thermometerthermometer

stirrer

stirrer

a b

Figure 6.1 Examples of calorimeters in which the calorimeter proper (a) contains the
reaction vessel and (b) coincides with the reaction vessel.

During an experiment, the difference between Tc and Tj is kept as small as pos-
sible (Tc ≈ Tj) to minimize the heat transfer between the calorimeter proper and
the jacket. In isoperibol instruments (figure 6.2b), a constant temperature jacket
surrounds the calorimeter proper and, in general, Tc 
= Tj during an experiment.
The heat transfer between the calorimeter proper and the jacket is small and cal-
culable by Newton’s cooling law. Isoperibol is a Greek word meaning “constant
environment”; the term was coined by Kubaschewski and Hultgren [1]. Finally,
in an ideal heat conduction (or heat flow) calorimeter, sketched in figure 6.2c,
heat is completely exchanged by conduction between the calorimeter proper and
the jacket. This condition is therefore opposite to the adiabatic case. In practice,
the thermal conductivity of the interspace is made large by placing a thermopile
between the calorimeter proper and the jacket. The jacket has a very high heat
capacity compared with that of the calorimeter proper and acts as a heat sink,
that is, Tj is not affected by the total amount of thermal energy being transferred.
In general, Tc = Tj in the initial and the final state of the calorimetric experiment.

The calorimetry lexicon also includes other frequently used designations of
calorimeters.When the calorimeter proper contains a stirred liquid, the calorime-
ter is called stirred-liquid. When the calorimeter proper is a solid block (usually
made of metal, such as copper), the calorimeter is said to be aneroid. For
example, both instruments represented in figure 6.1 are stirred-liquid isoperibol
calorimeters. The term scanning calorimeter is used to designate an instrument
where the temperatures of the calorimeter proper and/or the jacket vary at a
programmed rate.

The energy change associated with the process under study induces an energy
change of the calorimeter proper, which can be determined by monitoring a
corresponding temperature change or heat flux. In some calorimeters the reac-
tion occurs in a closed vessel whose volume does not vary in the course of
the experiment. This happens, for example, in bomb combustion calorimetry,
where the reaction takes place inside a pressure vessel called the “bomb,” and in
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a
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Tc
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Φ small

Tc

Tj

Φ large

Figure 6.2 Schematic representation of (a) an adiabatic
calorimeter, (b) an isoperibol calorimeter, and (c) a heat
conduction (or heat flow) calorimeter. Tc and Tj are the
temperatures of the calorimeter proper and the external
jacket, respectively, and Φ is the heat flow rate between
the calorimeter proper and the external jacket.

some differential scanning calorimetry experiments where the sample is inside
a sealed capsule. In these cases, the primarily derived quantity from an experi-
ment is the internal energy of reaction, �rU . On the other hand, when constant
pressure calorimeters are used, the experimental measurements primarily lead to
the enthalpy of reaction, �rH . The values of �rH and �rU are related by

�rH = �rU + p�rV (6.1)

where �rV is the difference in molar volume between products and reactants at
constant pressure, p. In the case of reactions where both reactants and products
are in the condensed phase, the p�rV term in equation 6.1 is quite small (usually
within the uncertainty of the calorimetric experiment) and can be neglected. For
example, typical values of p = 0.1 MPa and �rV = 1cm3mol−1 yield p�rV =
0.1 Jmol−1.This value is much smaller than the errors found in the determination



86 Part II: Condensed Phase Methods

of �rH and �rU that, depending on the reaction and the calorimeter used, are at
least in the range of 10 J mol−1 to 1 kJ mol−1. For reactions involving gaseous
reactants or products, however, the p�rV term may be significant. Assuming
ideal gas behavior, it can be concluded from equation 6.1 that

�rH = �rU + RT�rν (6.2)

were�rν is the difference between the stoichiometric number of gaseous products
and reactants. For example, in the combustion of methane according to reaction
6.3, �rν = −2 and RT�rν = − 4.96 kJ mol−1(T = 298.15 K).

CH4(g) + 2O2(g) → CO2(g) + 2H2O(l) (6.3)

The “classical” calorimetric methods addressed in chapters 7–9, 11, and
12 were designed to study thermally activated processes involving long-lived
species. As discussed in chapter 10, some of those calorimeters were modified
to allow the thermochemical study of radiation-activated reactions. However,
these photocalorimeters are not suitable when reactants or products are short-
lived molecules, such as most free radicals. To study the thermochemistry of
those species, the technique of photoacoustic calorimetry was developed (see
chapter 13). It may be labeled as a nonclassical calorimetric technique because
it relies on concepts that do not fit into the classification schemes just outlined.

The thermochemistry of both long- and short-livedmolecules can be examined
through the methods described in the last three chapters of part II, namely, equi-
librium, kinetic, and electrochemical methods. Equilibrium and kinetic studies in
solution are widely used in thermochemistry, and both rely on the determination
of molar concentrations by suitable analytical techniques. Electrochemical meth-
ods have a somewhat wider scope, providing information about the energetics of
both neutral and ionic species in solution.
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Combustion Calorimetry

Calorimetric studies of combustion reactions in oxygen and fluorine atmospheres
have been a major source of enthalpy of formation data, particularly for organic
and inorganic compounds.

As referred to in the previous chapter, in bomb combustion calorimetry the
reaction proceeds inside a pressure vessel—the bomb—at constant volume, and
in this case the derived quantity is�cU o. In flame calorimetry the reaction occurs
in a combustion chamber, which is in communication with the atmosphere, and
the measurements lead to �cH o. The methods of combustion calorimetry will be
described in the following paragraphs.

“Conventional” combustion calorimeters operate on a “macro” scale, that is,
they require samples of 0.5–1.0 g per experiment. Unfortunately, many inter-
esting compounds are available only in much smaller amounts. In the case
of oxygen combustion calorimetry, however, several combustion microcalori-
meters that only demand 2–50 mg samples have been developed in recent years.
The achievements and trends in this area through 1999 have been reviewed [7–
10], and interested readers are directed to these publications. Since then, a few
new apparatus have been reported [11–17]. Nevertheless, it should be pointed out
that the general principles and techniques used to study compounds at the micro
scale are not greatly different from those used in macro combustion calorimetry.

7.1 STATIC-BOMB COMBUSTION CALORIMETRY IN OXYGEN

Static-bomb combustion calorimetry is particularly suited to obtaining enthalpies
of combustion and formation of solid and liquid compounds containing only the
elements C, H, O, and N. The origins of the method can be traced back to the
work of Berthelot in the late nineteenth century [18,19].

Most static-bomb calorimeters used are of the isoperibol type, such as the
one in figure 7.1. Here, the bomb A is a pressure vessel of ∼300 cm3 internal
volume. Combustion bombs are usually made of stainless steel and frequently
have an internal platinum lining to prevent corrosion. In a typical high-precision
experiment, the platinum ignition wire B connects the two electrodes C, which
are affixed to the bomb head. A cotton thread fuse D (other materials such as
polyethene are also used), of known energy of combustion, is weighed to a preci-
sion of±10−5−10−6 g and tied to the platinumwire.A pellet E of the compound
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Figure 7.1 Scheme of a macro static-bomb isoperibol combustion calorimeter (see text).

(∼ 1.0 g) is placed inside the platinum crucible F, after being weighed to a
precision of ± 10−5 − 10−6 g. The crucible is supported by the ring G, and the
cotton thread fuse is placed in contact with the pellet of the compound without
touching the sides of the crucible. Deionized water is added to the bomb body
(typically 0.3 cm3 per 100 cm3 of internal bomb volume) to maintain an H2O
saturated vapor phase throughout the experiment, so that liquid water is formed
in the combustion reaction. The bomb is closed and purged by charging it with
very pure oxygen at a pressure of 1.01 MPa and then venting the overpressure
(this operation is done twice to remove nitrogen present as air, which also par-
ticipates in the combustion process). After purging, the bomb is finally charged
with oxygen, usually at a pressure of 3.04 MPa and T = 298.15 K, and a few
minutes are allowed for equilibration before closing the gas inlet valve H. The
bomb is transferred to the inside of the calorimeter proper I, the electrical con-
nections J of the firing circuit are attached to the bomb head, and the calorimeter
proper is filled with a weighed amount of distilled water. The calorimeter proper
is closed and placed inside the thermostated jacket K, where the temperature
is controlled, usually at T ≈ 298 K, to a precision of ± 10−3 K or better. The
stirrer L of the calorimeter proper is started, and the system is left to equili-
brate. The temperature of the calorimeter proper is monitored as a function of
time by means of a thermometer M, with a resolution of ±10−4 K or better
(usually a platinum resistance thermometer, a quartz-crystal thermometer, or a
thermistor). The reaction is initiated by the discharge of a capacitor through the
platinum wire B, which ignites the cotton thread fuse D and subsequently the
sample E. From the temperature-time data acquired during the experiment, it is
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possible to derive the adiabatic temperature rise �Tad, which corresponds to the
temperature change that would have been observed if the calorimeter proper were
an adiabatic system. This calculation affords the reaction initial, Ti, and final, Tf ,
temperatures, and a correction, �Tcorr, due to the nonadiabaticity of the process.
The reason for obtaining these parameters will be apparent shortly.

In the bomb process, reactants at the initial pressure pi and temperature Ti are
converted to products at the final pressure pf and temperature Tf . The primary
goal of a combustion calorimetric experiment, however, is to obtain the change
of internal energy, �cU o(TR), associated with the reaction under study, with
all reactants and products in their standard states ( pi = pf = 0.1MPa) and
under isothermal conditions at a reference temperature TR (usually 298.15 K).
Once �cU o(298.15K) is known, it is possible to derive the standard enthalpy of
combustion, �cH o(298.15K), and subsequently calculate the standard enthalpy
of formation of the compound of interest from the known standard enthalpies of
formation of the products and other reactants.

Note that in addition to themain reaction, the bomb process includes contribu-
tions from ignition and all side reactions.These contributions have to be included
in the calculation of the energy change associated with the main reaction. Two
side reactions normally considered are the combustion of the cotton fuse and
the formation of nitric acid from the oxidation of traces of atmospheric N2 that
remain inside the bomb even after purging.

As mentioned, the addition of a small amount of water to the bomb ensures
that the vapor phase remains saturated throughout the experiment, so that liquid
water is produced in the combustion reaction. It also ensures that the mixture of
nitric oxides formed by the oxidation of the N2 will be converted to NO−

3 (aq),
which is simple to determine.

The calculation of �cU o(298.15K) from the experimental data involves the
following steps: (1) determination of �Tad; (2) calculation of the internal energy
change associated with the bomb process under isothermal bomb conditions at
298.15 K (�UIBP, equation 7.1); (3) reduction of �UIBP to the standard state,
also known as the Washburn corrections after E. W. Washburn, who first pro-
posed them in 1933 [20]; (4) subtraction of the energy contributions from all
side reactions included in the bomb process from the standard state �U o

IBP
value.

�UIBP = U (products, 298.15K, pf ) − U (reactants, 298.15K, pi) (7.1)

Determination of �Tad

The basic output from a combustion experiment made with an isoperibol
calorimeter is a temperature-time curve, such as the one represented in figure 7.2.
In the initial or fore period (between ta and ti) and in the final or after period
(between tf and tb), the observed temperature change is governed by the heat
of stirring, the heat dissipated by the temperature sensor, and the heat trans-
fer between the calorimeter proper and the jacket. The reaction or main period
begins at ti, when, on ignition, a rapid temperature rise results from the exothermic
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Figure 7.2 A typical
temperature-time curve from a
combustion reaction studied
with an isoperibol combustion
calorimeter.

combustion reaction. In figure 7.2, Tj represents the temperature of the thermo-
stat jacket (which is a heat sink), and T∞ is the temperature that the calorimeter
proper would attain if the final period were extended indefinitely. Note that T∞ is
higher than Tj due to the heat of stirring and the heat dissipated by the temperature
sensor.

The observed temperature change of the calorimeter proper during the main
period, Tf −Ti, is not exclusively determined by the amount of heat released in the
bomb process. It is also due to the heat exchanged with the surroundings, the heat
of stirring, and the heat dissipated by the temperature sensor. The observed tem-
perature changemust therefore be corrected for these contributions by an amount
represented by �Tcorr in equation 7.2 to obtain the adiabatic temperature rise:

�Tad = Tf − Ti − �Tcorr (7.2)

A number of procedures have been developed to evaluate �Tad [21–34]. The
most widely used, which is discussed in this section, is known as the Regnault-
Pfaundler method.

In well-designed isoperibol calorimeters, the heat transfer between the
calorimeter proper and the jacket takes place according to Newton’s law, with
conduction being the dominant mechanism [3,21,35–38]. In this case, the rate of
temperature change during the initial and final periods, g, is given by

g = dT

dt
= u+ k(Tj − T ) (7.3)

where T is the temperature of the calorimeter proper at a given time t, Tj is the
jacket temperature, k is the cooling constant, and u represents the sum of all
constant secondary thermal effects due to the heat of stirring, Joule (resistive)
heating by the temperature sensor, and so on. When T = T∞, dT/dt = 0 and
equation 7.3 leads to

u = k(T∞ − Tj) (7.4)
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Introducing this result in equation 7.3 we obtain

g = dT

dt
= k(T∞ − T ) (7.5)

The value of�Tcorr in equation 7.2 can be calculated by integration of equation
7.5 over the reaction period:

�Tcorr = k
∫ tf

ti
(T∞ − T )dt = kT∞(tf − ti) − k

∫ tf

ti
Tdt = k(T∞ − Tm)(tf − ti)

(7.6)

where Tm is the average temperature of the calorimeter proper within this period,
which is given by

Tm = 1

tf − ti

∫ tf

ti
Tdt (7.7)

The value of Tm can be found by using any standard procedure for numerical
integration of equation 7.7. If n values of T are acquired at constant time intervals
�t during the reaction period, the trapezoidal equation 7.8 can be used:

Tm = �t

tf − ti

[∑n−1

r=2
T + Ti + Tf

2

]
= 1

n− 1

[∑n−1

r=2
T + Ti + Tf

2

]
(7.8)

The maximum permissible value of �t may vary for different calorimetric
experiments. Typically, �t ≤ 15 s.

To calculate�Tad from equations 7.2, 7.6, and 7.8, it is therefore necessary to
determine ti, tf , Ti, Tf , k , and T∞. The ignition time, ti, is defined by the operator.
The value of tf is empirically obtained, based on the criterion that �Tad becomes
constant for t > tf . The smallest tf value that gives the limiting �Tad should be
chosen.

The values of k , T∞, Ti, and Tf can be obtained from the temperature-time data
for the initial andfinal periods. Integration of equation 7.5 over these periods gives

T = T∞ − (T∞ − T0)e
−kt (7.9)

where T0 is the temperature reading for t = 0 (i.e., T0 = Ta in the initial period
and T0 = Tf in the final period). A power-series expansion of the exponential
function in equation 7.9 leads to

T = T∞ − (T∞ − T0)

[
1 − kt + k2t2

2
− k3t3

6
+ . . .

]
(7.10)

If kt � 1, the terms in k2t2 and higher can be neglected, yielding a linear relation
of slope g = k(T∞ − T0) (see also equation 7.5):

T = T0 + k(T∞ − T0)t = T0 + gt (7.11)

The hypothesis kt � 1 is frequently confirmed in practice, that is, the
temperature-time variations in the initial and final periods are well represented
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by equation 7.11. In these cases, it is common to calculate Ti, Tf , k , and T∞ as
follows. First, equations 7.12 and 7.13,

T = Ta + git (7.12)

T = Tf + gf t (7.13)

are fitted to the experimental data of the fore and after periods, respectively,
yielding the slopes gi and gf . The obtained correlations are then used to calculate
the values of Ti and Tf from the corresponding values of ti and tf , and also the
values of the temperatures Ti and Tf corresponding to the midpoints of the initial
and final periods, ti and tf , respectively. If k and T∞ are identical for the initial
and final periods, it can be concluded from equation 7.5 that

k = gi − gf
Tf − Ti

(7.14)

and

T∞ = Ti + gi
k

= Tf + gf
k

(7.15)

Equations 7.14 and 7.15 lead to the values of k and T∞, which are needed to
derive Tm, �Tcorr, and �Tad from equations 7.8, 7.6, and 7.2, respectively.

When significant curvature of the initial and final periods is observed,
k , T∞, Ti, and Tf should be determined by fitting equation 7.9 to the experimen-
tal data (see, e.g., [30–33]). The fitting can be made according to the following
iterative method. (1)An approximate value for the cooling constant k is obtained
based on equations 7.12–7.14. (2) This value is used to determine T∞ and Tf
from a least squares fit of the final period data to a plot of T versus exp(−kt).
(3) The value of k is refined by fitting the equation

ln(T − T∞) = ln(Ti − T∞) − kt (7.16)

to the initial period data, using the T∞ value obtained in step 2. (4) Steps 2 and 3
are repeated until a negligible difference between two successive values of T∞
is obtained. The values of Ti and Tf are derived from the accepted correlations,
and �Tad is finally calculated as described.

Calculation of �UIBP at 298.15 K: Calibration

The strategy used to derive�UIBP at 298.15 K from the internal energy change
of the actual bomb process, �Uexp, is summarized in the thermodynamic cycle
of figure 7.3. It is assumed that first the temperature of the calorimeter is changed
from 298.15 K to Ti, with a corresponding energy variation of �U1. The bomb
process is started at Ti, and the temperature of the system rises from Ti to Tf .
This step is accompanied by the internal energy change �Uexp. The system is
finally brought from Tf to 298.15 K, the corresponding internal energy change
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Reactants
(pi, 298.15 K)

Reactants
(pi, Ti)

Products
(pf, 298.15 K)

Products
(pf, Tf)Experimental bomb

process

∆UIBP(298.15 K)

∆U1 = (eo+eci)(Ti–298.15 K)

∆Uexp = (eo+ecf)∆Tcorr+∆Uign

∆U2 = (eo+ecf)(298.15 K–Tf)

Isothermal bomb
process

Figure 7.3 General scheme of the calculation of �UIBP at 298.15 K from the internal
energy change of the actual bomb process, �Uexp.

being �U2. The values of �U1,�Uexp, and �U2 are given by

�U1 = (εo + εci)(Ti − 298.15) (7.17)

�Uexp = (εo + εcf )�Tcorr + �Uign (7.18)

�U2 = (εo + εcf )(298.15 − Tf ) (7.19)

In these equations, �Uign is the energy supplied for ignition, which is given by

�Uign = C

2
(V 2

i − V 2
f ) (7.20)

where C is the capacitance of the condenser, Vi is the initial potential of the
condenser, and Vf is the potential of the condenser after discharge. The terms
(εo + εci) and (εo + εcf ) represent the energy equivalent of the calorimetric
system in the initial and final states, respectively. According to normal practice
they are given as a sum of two parts. The first, εo, corresponds to the bulk
calorimeter proper, which remains unchanged in all experiments (the calorimeter
can with a fixed amount of water plus the bomb with its permanent fittings, such
as the electrodes, the thermometer, heating and cooling devices, etc.) and must
be found by calibration. The second part, εci or εcf , corresponds to the sum
of heat capacities of the bomb contents (sample, gases, bomb solution, Pt fuse
wire, crucible, and other nonpermanent fittings) and can be calculated for each
experiment as described below. The heat capacities of the contents vary between
the initial (εci) and the final state (εcf ) as a result of the chemical changes taking
place inside the bomb.

It should be noted that if the process under study took place under perfect
adiabatic conditions and if no work of any type was done on the system by the
surroundings, then �Uexp = 0. Under isoperibol operation, however, the heat
exchanged with the surroundings, (εo + εcf )�Tcorr, and the energy supplied
for ignition, �Uign, have to be considered as indicated in equation 7.18. Other
contributions such as those due to heat dissipation in the temperature sensor or
stirring are kept as small and constant as possible by design and, as described in
the previous section, are accounted for in the calculation of �Tcorr.
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Because �UIBP = �U1 + �Uexp + �U2, equations 7.17–7.19 lead to

�UIBP = εo(Ti − Tf + �Tcorr) + εci(Ti − 298.15)

+ εcf (298.15 − Tf + �Tcorr) + �Uign (7.21)

The determination of Ti, Tf , and �Tcorr has been described in the previ-
ous section. As mentioned, the energy equivalent of the calorimeter εo can be
obtained by calibration. Each calibration experiment also requires the recording
of a temperature-time curve such as that in figure 7.2.

In the case of an electrical calibration, at the beginning of the main period
a potential V is applied to a resistance inside the calorimeter proper, causing
a current of intensity I to flow over a period t. As a result, an amount of heat
Q =VIt is dissipated in the calorimeter proper, causing the observed temperature
rise. If the calibration is carried out on the reference calorimeter proper (without
“contents”), then εci = εcf = 0 and the internal energy change of the calorimetric
system during the main period is

�Uexp = VIt + εo�Tcorr = εo(Tf − Ti) (7.22)

Rearranging equation (7.22) it can be concluded that

εo = VIt

Tf − Ti − �Tcorr
= VIt

�Tad
(7.23)

The energy equivalent of the calorimeter, εo, can therefore be calculated from
equation 7.23 after determination of the corresponding adiabatic temperature rise.

Alternatively, the combustion of a certified reference material can be used.
Since 1934, benzoic acid has been the internationally accepted primary standard
material for determination of the energy equivalent of oxygen-bomb calorimeters
[39,40]. In this case,

εo =
m(BA) [−�cu(BA)] −∑

i �cUi + �Uign + εci(Ti − 298.15)
+εcf (298.15 − Tf + �Tcorr)

�Tad
(7.24)

where m(BA) is the mass of benzoic acid burned; �cu(BA) is the massic energy
of combustion of benzoic acid at 298.15 K and under the conditions of the
actual bomb process;

∑
i �cUi is the energy associated with all side reactions at

298.15K; and�Uign is the energy of the ignition process. Equation 7.24 is readily
deduced from equation 7.21 by noting that in the calibration process �UIBP =
m(BA) [�cu(BA)] +∑

i �cUi.
The energy of combustion of benzoic acid determined by standardizing labo-

ratories normally refers to the following certification conditions [21,25,39–43]:
(1)The benzoic acid sample is burned in a bomb at constant volume, in pure oxy-
gen at an initial pressure of 3.04 MPa; (2) the mass of sample burned, expressed
in grams, is equal to three times the internal volume of the bomb in dm3; (3) the
amount of water inside the bomb, expressed in grams, is also equal to three
times the internal volume of the bomb in dm3; (4) the combustion reaction is
referred to 298.15 K. If calibrations are not made strictly under the certifica-
tion conditions, the value of �cu(BA) under the actual bomb conditions should
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be determined from �cu(BA, cert), the energy of combustion of benzoic acid
under standard certificate conditions. For relatively small departures from these
certificate conditions, the correction proposed by Jessup [41] can be used:

�cu(BA) = f�cu(BA, cert) (7.25)

where

f = 1 + 10−6
[
197.38465( p− 3.04) + 42

[
m(BA)

V
− 3

]

+ 30
(
m(H2O)

V
− 3

)
− 45(TR − 298.15)

]
(7.26)

In equation 7.26, p represents the initial pressure (expressed in MPa), V is the
bomb volume (in dm3),m(BA) is the mass of benzoic acid (in g), m(H2O) is the
mass of water initially placed inside the bomb (in g), and TR is the temperature
to which the combustion reaction is referred (in K).As mentioned, equation 7.26
is strictly applicable for relatively small departures from certification conditions.
The maximum error in f will not exceed 1.5 × 10−5 if p,m(BA)/V ,m(H2O)/V,
and TR are, respectively, in the following ranges: 2.03–4.05 MPa, 2–4 g dm −3,
2−4gdm−3, and 293.15–303.15 K [21,25,39,41–43].A better alternative, which
is also valid for larger departures from the certification conditions, consists in (1)
calculating the standard massic energy of combustion of the reference mate-
rial, �cuo(BA), by reduction to standard states of the certification condition
value, �cu(BA, cert); (2) deriving the corresponding massic energy of combus-
tion under the actual bomb conditions, �cu(BA), by applying the reduction to
standard states in reverse to �cuo(BA):

�cu(BA, cert)

correction to
standard states−−−−−−−−−−−→ �cu

o(BA)

correction to the actual
bomb conditions−−−−−−−−−−−−−−−−−→ �cu(BA)

For the certification conditions indicated, �cuo(BA) − �cu(BA,cert) =
20.4 Jg−1 [42].

Electrical calibration has the advantage of being more flexible. It can afford εo
through equation 7.23 if it is done on the reference calorimeter proper. However, it
can also be performed on the initial or final state of the actual experiment leading
to (εo + εci) or (εo + εcf ), respectively. Twenty or 30 years ago the electrical
calibration required very expensive instrumentation that was not readily available
except in very specialized places, such as the national standards laboratories.
Although the very accurate electronic instrumentation that is available today at
moderate prices may change the situation, most users of combustion calorimetry
still prefer to calibrate their apparatus with benzoic acid.
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Typically, for the combustion of benzoic acid the terms εci and εcf can be
derived from equations 7.27 and 7.28, respectively. Similar equations can be
employed for other types of combustion reactions.

εci = m(BA)cV (BA) + m(cot)cV (cot) + [m(crbl) + m(wr)] cV (Pt)

+ ni(O2)CV (O2) + εi(H2O) + �m(H2O)cV (H2O) (7.27)

εcf = [m(crbl) + m(wr)] cV (Pt) + nf (O2)CV (O2) + n(CO2)CV (CO2)

+ εf (sln) + �m(H2O)cV (H2O) (7.28)

In equations 7.27 and 7.28 m(BA),m(cot),m(crbl), and m(wr) are the masses of
benzoic acid sample, cotton thread fuse, platinumcrucible, andplatinumfusewire
initially placed inside the bomb, respectively; n(O2) is the amount of substance
of oxygen inside the bomb; n(CO2) is the amount of substance of carbon dioxide
formed in the reaction; �m(H2O) is the difference between the mass of water
initially present inside the calorimeter proper and that of the standard initial
calorimetric system; and cV (BA), cV (Pt), cV (cot),CV (O2), and CV (CO2)are the
heat capacities at constant volume of benzoic acid, platinum, cotton, oxygen, and
carbondioxide, respectively.The terms εi(H2O) and εf (sln) represent the effective
heat capacities of the two-phase systems present inside the bomb in the initial
state (liquidwater +water vapor) and in the final state (final bomb solution +water
vapor), respectively. In the case of the combustion of compounds containing the
elements C, H, O, and N, at 298.15 K, these terms are given by [44]

εi(H2O)/J K
−1 = Ami(H2O,tot) + Bni(H2O,g) (7.29)

εf (sln)/J K
−1 = A [mf (sln) + mf (H2O,g)] + Bnf (H2O,g) (7.30)

where B = 2301.2 J K−1mol−1 and A is expressed in J K−1g−1:

A = 4.1716 − 3.9039 × 10−2w(HNO3) + 4.312 × 10−4 [w(HNO3)]
2 (7.31)

In equations 7.29–7.31, mi(H2O,tot) and ni(H2O,g) are the total mass of water
and the amount of substance of gaseous water initially present inside the bomb,
respectively;mf (H2O,g) and nf (H2O,g) are the mass and amount of substance of
gaseous water in the final state; mf (sln) is the mass of the final bomb solution;
and w(HNO3) represents the mass fraction of HNO3 (in percentage) in solution.
As indicated, due to a secondary combustion reaction, aqueous HNO3 almost
always exists in the final state.

The calculation of εci and εcf may involve more or fewer terms than those
included in equations 7.27 and 7.28, depending on the particular calorimetric
system used and on the reaction studied.

The values of (εo + εci) and (εo + εcf ) are slightly temperature-dependent. To
ensure that they can be transferred from the calibration to the main experiment,
it is convenient for Ti and Tf (figure 7.2) to be as close as possible in both runs.
Aiming to keep the error due to differences in these values below 0.01%, it is
recommended that [42] ∣∣∣∣Ti,reaction − Ti,calibration

(Tf − Ti)reaction

∣∣∣∣ ≤ 0.25 (7.32)
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and ∣∣∣∣ (Tf − Ti)reaction − (Tf − Ti)calibration
(Tf − Ti)reaction

∣∣∣∣ ≤ 0.25 (7.33)

The Correction of �UIBP to the Standard State (Washburn Corrections)

The nature of theWashburn corrections is illustrated by the thermochemical cycle
in figure 7.4. It can be concluded from this cycle that

�Uo
IBP(298.15 K) = �UIBP(298.15 K) + �UW (7.34)

where �UW = �UWi + �UWf corresponds to the sum of all energy changes
associated with the Washburn corrections.

It should be noted that the reaction under consideration (to be reduced to
standard states) is the net process occurring inside the bomb. This includes the
main reaction and all secondary reactions. All these are brought to their standard
states at the reference temperature of 298.15 K. The standard state energy of
combustion of the main reaction at 298.15 K is obtained by subtracting the
standard state energies of all side reactions from �U o

IBP.
A detailed scheme for calculating the Washburn corrections in experiments

with organic compounds of general formula CaHbOcNd has been published
[45,46]. The scheme is shown in figures 7.5 and 7.6. It is immediately apparent
that it involves quite lengthy (and maybe confusing!) mass and energy balances.
A step-by-step analysis of the Washburn corrections for one of the combustion
experiments on 4-cyanopyridine N-oxide (C6H4ON2) carried out by Ribeiro da
Silva et al. [47] will be described next, to illustrate the calculation sequence
and the relative magnitude of the various internal energy changes indicated in
figures 7.5 and 7.6. The mass balance part of the Washburn corrections will
not be given here; interested readers are referred to the more specialized liter-
ature [45,46]. The calculated masses and amounts of substance of the species

Standard state reactants
(105 Pa, 298.15 K)

Reactants under
experimental conditions

(p i, 298.15 K)

Products under
experimental conditions

(pf, 298.15 K)Isothermal bomb
process

Standard state products
(105 Pa, 298.15 K)Standard state

process

∆Uo
IBP(298.15 K)

∆UIBP(298.15 K)

∆UWi(298.15 K) ∆UWf(298.15 K)

Figure 7.4 Reduction of combustion calorimetric results to standard states.
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REACTANTS STANDARD STATE
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0.1MPa; 298.15 K

H2O(l)
0.1MPa ; 298.15 K

O2(g)
0.1MPa ; 298.15 K

H2O(l)
psat ; 298.15 K

H2O(g)
psat ; 298.15 K

REACTANTS BOMB CONDITIONS

1

2

3

4

5

6

7

8

9

∆UWi

[H2O + O2] (g) 
p = 0 ; 298.15 K

Substance (s/l)
pi  ; 298.15 K

[H2O + O2] (g)
pi ; 298.15 K

[H2O + O2] (sln) 
pi ; 298.15 K

H2O(g)
p = 0; 298.15 K

O2(g)
p = 0; 298.15 K

H2O(I)
pi= ; 298.15 K

Figure 7.5 General scheme of the initial-state Washburn corrections for a combustion
reaction involving a CaHbOcNd compound.

relevant to this particular example are given in table 7.1, along with other auxil-
iary data [45,47–53]. The values of the internal energy changes associated with
each step of the Washburn corrections are discussed below and collected in
table 7.2.

The solid 4-cyanopyridine N-oxide was burned in pellet form. To avoid
incomplete combustion, it was necessary to burn the compound in conjunc-
tion with n-hexadecane. The bomb of 340 cm3 internal volume was charged
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PRODUCTS BOMB CONDITIONS

PRODUCTS STANDARD STATE

10
12 14

19

20

21

22

23

24

25
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13 15

16

17 18
26

UWf∆

[O2+ N2] (g,ideal)
0.1 MPa; 298.15 K

[O2+ N2+CO2+ HNO3](g)
p = 0 ; 298.15 K

[O2+ N2+CO2+ HNO3](g)
pf; 298.15 K

[O2+ N2+CO2+ HNO3](aq)
pf; 298.15 K

[O2+ N2] (g,real)
p = 0; 298.15 K

HNO3 (aq)
0.1 MPa ; 298.15 K

HNO3 (aq;0.1 M)
0.1 MPa; 298.15 K

[O2+ N2] (g,real)
p = 0; 298.15 K

CO2(g,real)
p = 0; 298.15 K

CO2(g,real)
p = 0; 298.15 K

[O2+ N2] (g)
0.1 MPa; 298.15 K

CO2 (g,ideal)
0.1 MPa; 298.15 K

H2O (I)
0.1 MPa; 298.15 K

H2O (I)
0.1 MPa; 298.15 K

H2O (I)
0.1 MPa; 298.15 K

H2O (g)
psat; 298.15 K

H2O (g)
p = 0; 298.15 K

H2O (I)
psat; 298.15 K

Figure 7.6 General scheme of the final-state Washburn corrections for a combustion
reaction involving a CaHbOcNd compound.

with 3.04 MPa of oxygen and contained 1 cm3 of water. The reaction was
started at 298.15 K by discharging a 700 µF capacitor through a platinum wire,
which ignited a cotton thread fuse and subsequently the sample (4-cyanopyridine
N-oxide plus n-hexadecane). In the experiment under discussion, the substance
in figure 7.5, which we denote by CaHbOcNd, consisted of 0.40611 g of
4-cyanopyridine-N-oxide, 0.21835 g of n-hexadecane (C16H34), and 0.00377
g of cotton thread (CH1.686O0.843). The standard massic energies of com-
bustion of the n-hexadecane and the cotton had been previously determined
(table 7.1).



Table 7.1 Auxiliary data for the Washburn corrections associated with the combustion
of 4-cyanopyridine N-oxide (see text and figures 7.5 and 7.6)

Results of the Mass Balance

Initial State

m′ = 0.40611 g m′′ = 0.21835 g m′′′ = 0.00377 g
ni(H2O,g) = 4.779 × 10−4 mol ni( H2O, l) = 5.492 × 10−2 mol
ni(gas) = 0.4227 mol ni(O2, sln) = 3.482 × 10−5 mol

Final State

nf (CO2, sln) = 1.102 × 10−4 mol nf (O2 + N2, sln) = 4.486 × 10−5 mol
nf (gas) = 0.4182 mol nf (HNO3, aq) = 7.136 × 10−4 mol
nf (H2O, g) = 4.876 × 10−4 mol mf (HNO3, aq) = 1.446 g
w(HNO3, aq) = 3.110 c(HNO3, aq) = 0.500 mol dm−3

x(O2, g) = 0.9073 x(CO2, g) = 8.547 × 10−2 x(N2, g) = 7.232 × 10−3

Pressure Terms

pi = 3.04 MPa pf = 2.99 MPa
psat(H2O, 298.15K) = 3.169 × 10−2 MPa [48]

Compression Terms

(
∂u
∂p

)′

T
= −0.2 J MPa−1g−1 (estimated [47])

(
∂u
∂p

)′′

T
= −0.347 J MPa−1g−1 [49]

(
∂u
∂p

)′′′

T
= −0.289 J MPa−1g−1 [45]

[
∂U (H2O,l)

∂p

]
T

= −1.383 J MPa−1mol−1 [45]

[
∂U (H2O,g)

∂p

]
T

= −5158 J MPa−1mol−1[50]

[
∂U (O2,g)

∂p

]
T

= −64.99 J MPa−1mol−1[51]

[
∂u(HNO3,aq)

∂p

]
T

/J MPa−1g−1 = − 7.6838 × 10−2− 3.8634 × 10−3w

+ 5.5712 × 10−5w2− 8.5646 × 10−7w3

(w = mass fraction of HNO3, in percentage) [52]

Internal Energy Changes at 298.15 K

�vapU (H2O) = 41511 J mol−1 [53]
�slnU (O2)/J mol−1 = −13388.8 + 2217.5[c(HNO3, aq)/(mol dm−3)] [45]
�slnU (CO2)/J mol−1 = −16945.2 + 836.8[c(HNO3, aq)/(mol dm−3)] [45]
�dilU (HNO3, aq) = 53.843 J mol−1 [45]
�decU (HNO3, aq) = 59700 J mol−1 [45]
�cuo(aux) = −47156.9 ± 1.2 J g−1 [47] �cuo(fuse) = −16250 J g−1 [47]
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Table 7.2 Washburn corrections for the combustion of
4-cyanopyridine N-oxide (see text and figures 7.5 and 7.6)

Initial State Final State

Step �U/J Step �U/J

1 −0.465 10 1.821
2 4.515 × 10−5 11 0
3 19.838 12 0.551
4 7.812 × 10−2 13 0
5 0 14 0.369
6 0 15 3.842 × 10−2

7 −83.513 16 42.602
8 −0.223 17 0
9 −0.466 18 0

19 93.959
20 0
21 0
22 0
23 −7.970 × 10−2

24 −20.241
25 −4.606 × 10−5

26 0

�UWi = −64.751 J �UWf = 119.020 J

Confirmation that complete combustion had been attained was made by gravi-
metric analysis of the CO2 formed in the reaction [54]. The final bomb gases
were discharged through a sequence of three tubes, the first containing magne-
sium perchlorate, for removing water, and two others containing ascarite (sodium
hydroxide on asbestos), which quantitatively absorbs carbon dioxide.Themass of
CO2 was evaluated from the increase inmass of the tubes containing ascarite [54].
In the present example, the ratio of the mass of CO2 produced by the combustion
of 4-cyanopyridine N-oxide, the cotton thread fuse, and n-hexadecane, to the
mass of CO2 expected on the basis of the masses of those substances burned was
1.0000.

For any C, H, O, N compound, the standard state combustion reaction is

CaHbOcNd(s) +
(
a + b

4
− c

2

)
O2(g) → aCO2(g) + b

2
H2O(l) + d

2
N2(g) (7.35)

The Washburn corrections for the initial state, �UWi (figure 7.5) correspond to
the energy changes for bringing the bomb contents from their standard state to the
initial bomb conditions. The traces of N2 inevitably present as an impurity in the
O2 are ignored in the computation.
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Step 1

The substance in its standard state at 298.15 K is compressed from the standard
state pressure po = 0.1 MPa to the initial pressure pi = 3.04 MPa. The change
of internal energy is given by

�U1 =
[
m′
(

∂u

∂p

)′

T
+ m′′

(
∂u

∂p

)′′

T
+ m′′′

(
∂u

∂p

)′′′

T

]
( pi − 0.1) (7.36)

where m represents the mass and ′, ′′, and ′′′ refer to 4-cyanopyridine N-oxide,
n-hexadecane, and cotton, respectively. From the data in table 7.1, it can be
calculated that �U1 = −0.465 J (table 7.2).

Steps 2–4

Part of the liquid water introduced into the bomb in its standard state at 298.15 K
is first isothermally decompressed from 0.1 MPa to its saturation pressure, psat,
vaporized, and finally decompressed from psat to a negligibly small pressure
( p = 0). The corresponding changes of internal energy are

�U2 = ni(H2O,g)
[

∂U (H2O,l)

∂p

]
T

( psat − 0.1) (7.37)

�U3 = ni(H2O, g)�vapU (H2O) (7.38)

�U4 = ni(H2O, g)
[

∂U (H2O,g)

∂p

]
T

(0 − psat) (7.39)

whereni(H2O, g) is the amount of substance ofwater that undergoes vaporization.
As indicated in table 7.2, in this case, �U2 = 4.515 × 10−5 J,�U3 = 19.838 J,
and �U4 = 7.812× 10−2 J. The two decompression terms are negligible and, in
practice, only �U3 needs to be considered in the calculation.

Step 5

The oxygen contained inside the bomb, in the ideal gas state at 298.15 K, is
decompressed from 0.1 MPa to a negligibly small pressure: �U5 = 0.

Step 6

Part of the O2 gas from step 5, ni(O2, g), is mixed with the gaseous water from
step 4, ni(H2O, g), at 298.15 K and at a negligibly small pressure: �U6 = 0.

Step 7

The mixture of step 6, ni(gas) = ni(O2, g) + ni(H2O, g), is compressed within
the bomb volume available for the gas phase from p = 0 to the pressure pi =
3.04 MPa. The effect of the small concentration of H2O vapor can be neglected,
and the corresponding change of internal energy is

�U7 = ni(gas)
[

∂U (O2,g)

∂p

]
T
pi (7.40)

In the current example, �U7 = −83.513 J.
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Step 8

ni(H2O, l) moles of liquid water are compressed from 0.1 MPa to the initial
pressure pi = 3.04 MPa. The corresponding energy change is given by

�U8 = ni(H2O,l)
[

∂U (H2O,l)

∂p

]
T

( pi − 0.1) (7.41)

In our example, �U8 = −0.223 J.

Step 9

ni(O2, sln) moles of gaseous oxygen are dissolved in the liquid water. The
corresponding energy change is

�U9 = ni(O2, sln)�slnU (O2) (7.42)

In the present example, �U9 = −0.466 J.
Step 9 completes the Washburn corrections for bringing the reactants to the

initial bomb conditions:

�UWi =
∑9

i=1
�Ui (7.43)

As shown in table 7.2, �UWi = −64.751 J is obtained.
The bomb process is then considered to occur isothermally at 298.15 K, with

a corresponding energy change �UIBP(298.15 K). In the final state the bomb
contents are a gaseousmixture of O2, N2, CO2, andH2O, and an aqueous solution
of O2, N2, CO2, and HNO3 (figure 7.6). The Washburn corrections for the final
state include the following steps.

Steps 10 and 11

The dissolved CO2 is allowed to escape from the aqueous phase and expand to a
negligibly small pressure and is subsequently compressed as an ideal gas to the
standard state pressure.

�U10 = −nf (CO2, sln)�slnU (CO2) (7.44)

In the present example �U10 = 1.821 J and �U11 = 0.

Steps 12 and 13

The dissolved O2 and N2 are allowed to escape from the liquid phase, decom-
pressed to a negligibly small pressure ( p = 0), and finally compressed as an ideal
gas mixture to the standard state pressure. The (O2 + N2) mixture is treated as
if it were pure O2 (the amount of N2 is very small and the internal energies of
solution of O2 and N2 are very similar [55]) and the energy changes associated
with steps 12 and 13 are

�U12 = −nf (O2 + N2, sln)�slnU (O2) (7.45)

In this case �U12 = 0.551 J and �U13 = 0.
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Step 14

The remaining aqueous HNO3 solution is decompressed from pf to 0.1MPa.The
corresponding energy change is given by

�U14 = mf (HNO3,aq)
[

∂u(HNO3,aq)

∂p

]
T

(0.1 − pf ) (7.46)

and in our example �U14 = 0.369 J.

Step 15

The aqueous HNO3 solution is diluted (or concentrated) to 0.1 mol dm−3:

�U15 = nf (HNO3,aq)�dilU (HNO3,aq) (7.47)

This yields �U15 = 3.842 × 10−2 J.

Step 16

The aqueous nitric acid at a concentration of 0.1 mol dm−3 is decomposed at 0.1
MPa and 298.15 K, according to the reaction

HNO3(aq) → 1

2
H2O(l) + 1

2
N2(g) + 5

4
O2(g) (7.48)

The internal energy of reaction 7.48 is given by

�U16 = nf (HNO3, aq)�decU (HNO3, aq) (7.49)

and �U16 = 42.602 J.

Steps 17 and 18

The (O2 + N2)(g) and H2O(l) of step 16 are added to the remaining standard
state (O2 +N2)(g) and H2O(l) inside the bomb. There are no changes of internal
energy in these steps: �U17 = �U18 = 0.

Step 19

The gaseous phase containing O2, N2, CO2, and H2O is expanded to a negligibly
small pressure. The change of internal energy is given by

�U19 = −pf nf (gas)
[

∂U (O2,g)

∂p

]
T

×
[
x(O2) + 0.908x(N2) + 2.691x(CO2)

+ 1.69x(CO2)
2
]

(7.50)

where x denotes mole fraction. In this case �U19 = 93.959 J.

Steps 20–22

The gaseous mixture is separated to CO2, (O2 +N2), and H2O, and each compo-
nent is brought to its standard state. There is no internal energy change in these
steps.
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Steps 23–26

The water vapor is compressed to its saturation pressure, condensed to liquid,
compressed to 0.1 MPa, and finally added to the remaining liquid water inside
the bomb.

�U23 = nf (H2O,g)
[

∂U (H2O,g)

∂p

]
( psat − 0) (7.51)

�U24 = −nf (H2O, g)�vapU (H2O) (7.52)

�U25 = nf (H2O,g)
[

∂U (H2O,l)

∂p

]
(0.1 − psat) (7.53)

where nf (H2O, g) is the amount of substance of water that undergoes condensa-
tion. As indicated in table 7.2, in this case �U23 = −7.970 × 10−2J,�U24 =
−20.241 J,�U25 = −4.606 ×10−5 J, and �U26 = 0. Note that the two com-
pression terms are always negligible, and in practice, only �U24 needs to be
considered in the calculation.

Step 26 completes the Washburn corrections that bring the products from the
final bomb conditions to their standard states. For our example,

�UWf =
∑26

i=10
�Ui (7.54)

As shown in table 7.2, �UWf = 119.019 J.
It is observed in table 7.2 that the most important terms in the reduction

to standard states are the decomposition of aqueous nitric acid (�U16), the
compression of the initial gaseous phase (O2+H2O) from a negligibly small pres-
sure to the initial pressure (�U7), the decompression of the final gaseous phase
(O2 + N2 + CO2 + H2O) from the final pressure to a negligibly small pressure
(�U19), and the evaporation of CO2 from the final aqueous phase (�U10). The
terms relative to the vaporization and condensation of liquidwater (�U3−�U24)
almost cancel out.

It is common practice to separate the term relative to the decomposition of
nitric acid from all other Washburn corrections, usually represented by �UW.
The net correction is denoted by �U� :

�U� = �UW − nf (HNO3, aq)�decU (HNO3, aq) (7.55)

In our example, �U� = 11.7 J.

Final Results and Assignment of Uncertainties

Once the values of �UIBP and �U� are known, the standard massic energy of
combustion of 4-cyanopyridine N-oxide can be derived from

�cu
o(4-CNPyNO) = 1

m′
[
�UIBP + �U� + nf (HNO3)�decU

o(HNO3)

− m′′�cu
o(aux) − m′′′�cu

o(fuse) + mf (C)�cu
o(C)

]
(7.56)

where �cuo(aux) and �cuo(fuse) are the standard massic energies of combus-
tion of n-hexadecane and the cotton fuse, respectively; �decU o(HNO3) is the
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standard molar energy of decomposition of HNO3(aq, 0.1 mol dm−3), accord-
ing to equation 7.48; and finally, mf (C) is the mass of carbon soot formed if
incomplete combustion occurs (which is not the case in the present example) and
�cuo(C) = −33000 J g−1 [21] is the corresponding standard massic energy of
combustion.

Table 7.3 shows a summary of the results of six independent combustion
calorimetry experiments with 4-cyanopyridine N-oxide [47]. Note that the value
of �Uign, which represents the energy change associated with ignition (equation
7.20), is included in the value of �UIBP.

The mean and standard deviation of the mean of the massic standard energy
of combustion from the results in table 7.3 is �cuo(4-CNPyNO) = −25781.3±
3.4 Jg−1. The corresponding standard molar energy of combustion is
�cU o(4-CNPyNO) = −3096.6± 1.1 kJ mol −1, where the error quoted is twice
the overall uncertainty (σoverall), which includes contributions from the calibra-
tion of the calorimeter with benzoic acid and the combustion of n-hexadecane.
The value of σoverall is derived from [56,57]:

σoverall = −�cu
o(4 -CNPyNO)

{[−�UIBP + �U (aux)

−�U (4 -CNPyNO)

]2

×
[(

σε

εo

)2
+
(

σBA

−�cu(BA, cert)

)2]
+
[ −�U (aux)

−�U (4-CNPyNO)

]2

×
(

σaux

−�cu(aux)

)2
+
(

σcpd

−�cuo(4-CNPyNO)

)2}1/2

(7.57)

where σε, σBA, σaux, and σcpd are the standard deviations of the mean of
εo,�cu(BA,cert),�cuo(aux), and �cuo(4-CNPyNO), respectively; �UIBP,
�U (aux), and �U (4-CNPyNO) are the means of the corresponding individ-
ual values in table 7.3. For our example, εo = 15911.2 ± 1.5 J K−1 [47],
−�cu(BA,cert) = 26431.8±1.5 Jg−1 [47],−�cuo(aux) = 47156.9± 1.2 J g−1

[47], −�cuo(4-CNPyNO) = 25781.3 ± 3.4 J g−1, −�UIBP = 19569.6 J,
−�U (aux) = 9149.0 J, and −�U (4-CNPyNO) = 10309.4 J. Therefore, from
equation 7.57, σoverall = 4.49 J g−1. The molar mass of 4-cyanopyridine N-oxide
is 120.11064 g mol−1, so the uncertainty associated with �cU o(4-CNPyNO) is
given by 2σoverall = 1.1 kJ mol−1.

The mean value of the standard molar energy of combustion of
4-cyanopyridine N-oxide indicated refers to reaction 7.58 at 298.15 K:

C6H4ON2(cr) + 13

2
O2(g) → 6CO2(g) + N2(g) + 2H2O(l). (7.58)

In this case �rν = 0.5 mol (equation 6.2) and therefore �rH o = �rU o +
0.5RT = −3095.4 ± 1.1 kJ mol−1. Using �fH o(CO2, g) = −393.51 ± 0.13 kJ
mol−1 [58] and �fH o(H2O, l) = −285.830 ± 0.040 kJ mol−1 [58], we finally
obtain �fH o(4-CNPyNO, cr) = 162.7 ± 1.4 kJ mol−1.

The standard enthalpy of sublimation of 4-cyanopyridine N-oxide was mea-
sured as �subH o(4-CNPyNO) = 104.4 ± 4.3 kJ mol−1 [47] by the drop



Table 7.3 Combustion of 4-cyanopyridine N-oxide (denoted by 4-CNPyNO) at T = 298.15 K and po = 0.1 MPa

Run #1 Run #2 Run #3 Run #4 Run #5 Run #6

m′(4-CNPyNO)/g 0.40611 0.40226 0.39969 0.34306 0.42907 0.41911
m′′(aux)/g 0.21835 0.07456 0.21762 0.25192 0.24295 0.15867
m′′′(fuse) 0.00377 0.00411 0.00367 0.00340 0.00343 0.00303
104.nf (HNO3)/mol 7.136 6.801 6.901 7.069 7.504 6.851
�m(H2O/)g 0.1 0.2 0.0 –0.1 0.0 0.0
εci/(J K

−1) 15.15 15.15 15.14 15.47 15.55 15.35
εcf /(JK

−1) 15.79 15.34 15.79 16.18 16.27 15.83
Ti/K 298.1516 298.1506 298.1516 298.1511 298.1513 298.1514
Tf/K 299.5500 299.1364 299.5442 299.5526 299.6563 299.4132
�Tad/K 1.31131 0.87910 1.29845 1.30816 1.42076 1.15434
�Uign/J 1.0 1.0 1.1 1.1 1.2 1.0
−�UIBP/J 20884.8 14000.8 20679.3 20833.9 22627.9 18384.2
�U�/J 11.7 9.6 11.5 10.6 12.5 11.1
�decU (HNO3)/J 42.6 40.6 41.2 42.2 44.8 40.9
−�U (C) 0.0 6.6 0.0 0.0 0.0 0.0
−�cU (aux)/J 10296.7 3516.0 10262.3 11879.8 11456.8 7482.4
−�cU (fuse)/J 61.3 66.8 59.6 55.3 55.7 49.2
−�cU (4-CNPyNO)/J 10472.5 10374.4 10304.7 8846.0 11058.1 10800.6
−�cuo(4-CNPyNO)/(J g−1) 25787.3 25790.3 25781.7 25785.6 25772.3 25770.3
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calorimetric method (see chapter 9), leading to�fH o(4-CNPyNO, g) = 267.1±
4.5 kJ mol−1 [47]. This result permitted the N+−O− bond dissociation enthalpy
in 4-cyanopyridine N-oxide to be determined; it corresponds to the enthalpy of
the following reaction:

CN-C5H4N
+− O−(g) → CN-C5H4N(g) + O(g) (7.59)

DH o(N+− O−) = 265.6 ± 4.6 kJ mol−1 was calculated from the result for the
standard enthalpy of formation of gaseous 4-cyanopyridine N-oxide, together
with �fH o(4-CNPy, g) = 283.5 ± 1.0 kJ mol−1 [59] and �fH o(O, g) = 249.18
± 0.10 kJ mol−1 [58]. The same approach was used by Ribeiro da Silva et al. to
determine DH o(N+− O−) in other pyridine N-oxide derivatives [47].

7.2 MOVING-BOMB COMBUSTION CALORIMETRY IN OXYGEN

The final products of the combustion in a static bomb are usually very diffi-
cult to characterize for organic compounds containing sulfur, halogens, metals,
and other elements different from C, H, O, and N. In the case of organosulfur
compounds, for example, a mixture of sulfur dioxide, sulfur trioxide, and aque-
ous sulfuric acid (whose concentration varies throughout the bomb) is formed
[60–62]. The composition of this mixture changes in each experiment and is vir-
tually impossible to determine with good accuracy. Analogous situations occur
in the combustion of fluorine-containing compounds, which may lead to HF and
CF4 [61–63], and in the combustion of organochlorine and organobromine com-
pounds, which produce mixtures of the free halogen and the halogen hydracid
[61,62,64–66]. Organoiodine compounds, however, may in principle be studied
by the static-bombmethod because their combustion leads exclusively to the for-
mation of I2 [61,62,67] (see following discussion). Table 7.4 shows typical mass
fractions of the halogenated products found in the combustion of organohalo-
gen compounds [42,64]. In static-bomb experiments involving organometallic
compounds there is frequently the additional difficulty of achieving complete
oxidation of the metal to a single well-defined oxide [68–72].

Table 7.4 Typical mass fractions, w, of the halogenated products found
in the combustion of organohalogen compounds [42,64]

w

X HX X2 CX4

F 0.20–1.00 0.00 0.80–0.00
Cl 0.80–0.85 0.20–0.15 0.00
Br 0.03–0.10 0.97–0.90 0.00
I 0.00 1.00 0.00
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The attempts to overcome these problems led to the development of moving-
bomb calorimeters [19], following the pioneering work by Popoff and Schirokich
in 1933 [73]. In most modern instruments of this type, such as the isoperibol
calorimeter represented in figure 7.7, water or an aqueous reagent is initially
placed inside the bomb.After extinction of the flame of the combustion reaction,
the bomb is simultaneously rotated about its axial and longitudinal axes. The
rotation causes efficient mixing of the bomb contents. In a well-designed exper-
iment, a homogeneous solution is obtained in the final state and can be analyzed
accurately.

The energy produced in the calorimeter proper as a result of friction in the
rotating mechanism and stirring of the calorimetric liquid by the rotation of the
bombmay be substantial.Yet provided that this effect is constant, its contribution
to the energy of the calorimetric process can be accurately subtracted. If the bomb
is rotated during the calibration and the sample runs, and if the rotation is started
and ended at the same instants of the respective main periods, then the energy

A

B

C

D

E

E

F

G

H

I

L

J K

Figure 7.7 Scheme of an isoperibol macro rotating-bomb combustion calorimeter.
A: calorimeter proper; B: bomb; C: thermostatic bath; D: motors for rotation of the
bomb; E: drive shaft; F: stirrer of the calorimeter proper; G: motor that drives the stirrer
F; H: motor that drives the stirrer of the thermostatic bath; I: miter gear; J: gas outlet valve; K:
gas inlet valve; L: crucible.
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of rotation will be included in the energy equivalent of the calorimeter and will
cancel out when both runs are compared. Alternatively, the experiment may be
conducted so that the effect of the bomb rotation is automatically included in the
calculation of the adiabatic temperature rise [23,25,28,74]. This can be achieved,
for example, if the rotation is started during the reaction period at a time ts defined
by [23,28,74] ∫ ts

ti
(T − Ti)dt =

∫ tf

ts
(Tf − T )dt (7.60)

and maintained until the end of the final period. Here, T denotes the temperature
of the calorimeter proper during the reaction period, which begins at time ti and
temperatureTi, and ends at time tf and temperatureTf (seefigure 7.2).Because the
bomb rotates during the final period, the temperature that the calorimeter proper
would attain if this period were extended indefinitely (T∞) will be different from
the value derived from the initial period. Thus,

gi =
(
dT

dt

)
i
= u+ k(Tj − T ) = k(T∞i − T ) (7.61)

gf =
(
dT

dt

)
f

= u+ v + k(Tj − T ) = k(T∞f − T ) (7.62)

where, as in section 7.1, the subscripts i and f refer to the initial and final periods,
respectively; T is the temperature of the calorimeter proper; Tj is the jacket tem-
perature; u is the sum of all constant secondary thermal effects due to the heat of
stirring, resistive heating at the temperature sensor, and so on; and v is the thermal
effect associated with the rotation of the bomb. In this case, the term �Tcorr in
equation 7.2, necessary to derive the adiabatic temperature rise, is given by

�Tcorr = k
[∫ ts
ti
(T∞i − T )dt + ∫ tf

ts (T∞f − T )dt
]

= k
[∫ ts
ti
(T∞i − Ti)dt −

∫ ts
ti
(T − Ti)dt+

∫ tf
ts (T∞f − Tf )dt +

∫ tf
ts (Tf − T )dt

]
(7.63)

where the temperature T refers to themain period. Combining equation 7.60 with
7.63 we obtain

�Tcorr = k(T∞i − Ti)(ts − ti) + k(T∞f − Tf )(tf − ts)

= gi(ts − ti) + gf (tf − ts) (7.64)

Therefore, by using equation 7.64 it is possible to automatically include the
energy of rotation in the calculation of �Tcorr. As indicated in section 7.1, it
is frequently observed that the temperature of the calorimeter proper during the
initial and final periods is, to a good approximation, a linear function of time.
In this case, the values of gi and gf in equation 7.64 are derived from a linear
least squares fit to the experimental temperature-time data obtained during those
periods. When significant departures from linearity are observed, T∞i and T∞f
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should be found by nonlinear fitting of equation 7.9 to the experimental data and
k should be determined from the equation

k = gi − gf
Ti − Tf + T∞i − T∞f

(7.65)

which can be derived by subtracting equation 7.62 from 7.61. The values of
Ti, gi,Tf , and gf are also calculated from those nonlinear fittings and correspond
to themidtimes of the initial and final periods, respectively.An approximate value
of ts is always used in practice. This can be selected according to the following
procedure [28]. Several preliminary experiments are done in which the substance
under study is burnedwithout bomb rotation, and the corresponding�Tcorr values
are calculated by the Regnault-Pfaundler method addressed in section 7.1. These
values are then used to derive ts from equation 7.64.

The advantage of rotating the bomb throughout the final period is that v in
equation 7.62 must be held constant only within each individual experiment.
If the bomb rotation is stopped during the reaction period, the energy of rotation
will be included as part of the energy equivalent of the calorimeter andmust there-
fore remain the same throughout a series of calibration and main experiments.
This requirement can, however, be avoided if the motor driving the rotation is
placed inside the calorimeter proper and the electrical energy supplied to the
motor is measured in each experiment. This strategy was adopted in the micro
rotating-bomb aneroid calorimeter sketched in figure 7.8 [75,76].

The corrections due to the bomb rotation can also be eliminated by using a
dynamic calorimeter, in which the whole calorimeter is rotated and the rotation
mechanism is outside the calorimeter proper. An example of such instrument is
the aneroid calorimeter developed by Adams, Carson, and Laye [77], shown in
figure 7.9.

In the case of compounds containing sulfur, the quantitative conversion of all
sulfur dioxide and sulfur trioxide formed in the combustion to aqueous sulfate
ion can be achieved by leaving some air inside the bomb before charging it
with oxygen (i.e., by not purging the bomb) [60–64]. During the bomb process,
sufficient amounts of nitrogen oxides are generated from the atmospheric nitrogen

Figure 7.8 Scheme of a micro
rotating-bomb aneroid com-
bustion calorimeter [75,76].
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Figure 7.9 Scheme of the aneroid dynamic combustion calorimeter designed by Adams,
Carson, and Laye [77]. A: jacket; B: jacket lid; C: motor that drives the rotation of
calorimetric system; D: rotation system; E: bomb (which is also the calorimeter proper);
F: channels to accommodate the temperature sensor, which is a copper wire resistance
wound around the bomb; G: crucible; H: electrode; I: gas valve. Adapted from [77].

present to catalyze the oxidation of sulfur to aqueous SO2−
4 , as in the industrial

production of sulfuric acid by nitrogen oxide methods (e.g., the lead chamber
and tower processes) [78]. Usually, 10 cm3 of water is initially placed in a bomb
of ∼ 300 cm3 volume. This volume of water is generally adequate to wash the
interior of the bomb and yield a homogeneous H2SO4 solution. The combustion
of compounds of the general formula CaHbOcSd in the standard state is normally
referred to the following reaction:

CaHbOcSd(cr/l) +
(
a + b

4
− c

2
+ 3

2
d
)
O2(g) +

(
nd + d − b

2

)
H2O(l) →

aCO2(g) + d[H2SO4:nH2O](l). (7.66)

The combustion of an organic fluorine compound in a bomb containing water
(typically 10 cm3 for a bomb of ∼300 cm3 total volume) can be represented by
the equation [61–63]

CaHbOcFd(cr/l) +
(
a + b

4
− c

2
− d

4

)
O2(g) +

[
d(1 − x)

(
n+ 1

2

)
− b

2

]

H2O(l) →
(
a − dx

4

)
CO2(g) + dx

4
CF4(g) + d(1 − x)[HF.nH2O](l) (7.67)
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where x is the fraction of fluorine that is converted to CF4. Unless the sample is
highly fluorinated, no CF4 is formed and all the fluorine present in the compound
under study appears as HF in the reaction products [63]. In the combustion of
fluorocarbons, however, as much as 80% of the fluorine initially present may
lead to CF4 (see table 7.4). The fraction x is roughly dependent on the ratio d/b
and, in general, if d/b < 1 only HF is produced [61]. The amount of CF4 formed
can be decreased if the compound is burned together with a hydrogen-containing
auxiliary material, such as hydrocarbon oil or polyester film. Although other
fluorinated products may in principle be generated (e.g., hexafluoroethane), HF
and CF4 were the only products found by mass spectrometric analysis of the
gaseous products from the combustion of several organofluorine compounds
[63,74,79].

Organochlorine or -bromine compounds are burned in the presence of aqueous
solutions of arsenious oxide (As2O3) or hydrazine hydrochloride (N2H4.2HCl).
These solutions are effective in reducing the elemental chlorine or bromine
formed to the chloride or bromide ions according to the reactions (X = Cl,
Br) [61,62,64–66]:

X2(g) + 1

2
As2O3(aq) + H2O(l) → 1

2
As2O5(aq) + 2HX(aq) (7.68)

X2(g) + 1

2
[N2H4.2HCl](aq) → 1

2
N2(g) + 2HX(aq) + HCl(aq) (7.69)

X2(g) + 2[N2H4.2HCl](aq) → N2(g) + 4HCl (aq) + 2NH4X(aq) (7.70)

Therefore, all chlorine and bromine present in the compound under study should
be converted to Cl−(aq) and Br−(aq) during the bomb process. The contribution
of reactions 7.68–7.70 to the internal energy change of the bomb process can be
taken into account, after their extent has been determined by chemical analysis
of the final bomb solution.

The combustion of organochlorine or -bromine compounds is commonly
referred to the following standard state reaction (normally n = 600):

CaHbOcXd(cr/l) +
(
a + b − d

4
− c

2

)
O2(g) +

(
dn− b − d

2

)
H2O(l) →

aCO2(g) + d[HX.nH2O](l) (7.71)

There is evidence that the platinum lining of the bomb can catalyze the decom-
position of reactions of As2O3(aq) and N2H4.2HCl(aq) prior to the ignition of
the sample [80,81].This problem can be overcome by initially enclosing the solu-
tion in a glass or plastic dish inside the platinum-lined bomb. Alternatively, the
bomb may be lined with tantalum, which shows no catalytic activity toward the
decomposition of As2O3 and N2H4.2HCl.

As indicated, only elemental iodine is found in the combustion products of
organoiodine compounds [61,62,67].The iodine formed in a static bomb ismostly
in the crystalline state, but some is present in the aqueous and in the gaseous
phases. The thermal corrections for dissolution and sublimation are very small
and, therefore, static-bomb calorimeters may be used to study organoiodine com-
pounds. However, to avoid the uncertainty in the final state due to the distribution
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of I2 among solid, aqueous, and gaseous phases, it has been recommended that
a moving bomb containing an aqueous solution of KI be used in the study of
organic iodine compounds [82]. The standard energy of combustion of organic
compounds of general formula CaHbOcId is generally reported in terms of the
following reaction:

CaHbOcId(cr/l) +
(
a + b

4
− c

2

)
O2(g) → aCO2(g) + b

2
H2O(l) + d

2
I2(cr) (7.72)

Rotating bomb combustion calorimetry has also been successfully applied
to organic compounds containing heteroatoms, such as boron, phosphorus,
and selenium [61,62,83–85]. The application of combustion calorimetry to
organometallic compounds was reviewed by Pilcher [71]. The critical analy-
sis made in this review indicates that reliable results have been obtained by the
moving-bomb method for organometallic compounds of Si, Ge, As, Bi, and Pb
and also for Mn2CO10 [86] andW(η5-C5H5)2Cl2 [87]. Static-bomb calorimetry
seems to have success only for organometallic compounds of Hg and Sn [71].

Detailed schemes for calculating the Washburn corrections in experiments
with organic compounds of general formulas CHOS and CHONX (X= halogen)
have been published [28,45,51,63,66,88,89]. However, for substances containing
more than one type of halogen or some other heteroatoms and for organometallic
compounds, the complete set of auxiliary data needed to calculate theWashburn
corrections is usually not known with sufficient accuracy. This problem may be
solved by so-called comparison experiments. In these experiments an effective
energy equivalent of the calorimeter is determined, usually by burning benzoic
acid and another substance of well-defined energy of combustion, so that the
composition of the final state is approximately the same as in the combustion
experiments of the compound under investigation.Any error in the calculation of
the Washburn corrections is largely eliminated if one uses this effective energy
equivalent to derive �UIBP in the main combustion experiments.

7.3 FLAME COMBUSTION CALORIMETRY IN OXYGEN

Flame combustion calorimetry in oxygen is used to measure the enthalpies of
combustion of gases and volatile liquids at constant pressure [54,90]. Somehighly
volatile liquids (e.g.,n-pentane [91]) have also been successfully studied by static-
bomb combustion calorimetry. In general, however, the latter technique is much
more difficult to apply to these substances than flame combustion calorimetry.
In bomb combustion calorimetry, the sample is burned in the liquid state andmust
be enclosed in a container prior to combustion. Encapsulation may be difficult,
because it is necessary tominimize the amount of vaporized compound inside the
container as much as possible. In addition, volatile liquids tend to burn violently
under a pressure of 3.04 MPa of oxygen, which leads to incomplete combustion.
These problems are avoided in flame combustion calorimetry, where the sample is
carried to the combustion zone as a vapor and burned under controlled conditions
at atmospheric pressure.
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Particularly important compounds have been studied by flame combustion
calorimetry. Methane [92–94], ethanol [95], diethyl ether [96], carbon monox-
ide [92,93,97], hydrochloric acid [98], and water [93,97,99] are representative
examples. With a few exceptions (HCl, H2O, D2O [100], SO2 [101], cyanogen
[102,103], and some lower chloroalkanes [104,105]), measurements by flame
combustion calorimetry have been limited to substances of general formula
CaHbOc.

Precursors of themodern oxygenflamecalorimeter had alreadybeendescribed
in the late nineteenth century byFavre andSilberman andbyThomsen [19]. Flame
combustion calorimetry in oxygenwas, however, developed into a high-precision
technique by Rossini around 1930. All accurate results reported since then were
obtained by using instrumentation and techniques based on those introduced
by Rossini [54,90]. Some major contributions to the field of flame combustion
calorimetry were also made by Pilcher and co-workers during the 1960s and
early 1970s, such as the development of an apparatus to study organochlorine
compounds [90,105].

Figure 7.10 shows the flame combustion calorimeter used by Rossini in 1931
to determine the enthalpy of formation of liquid water, from the direct reaction
of hydrogen with oxygen [54,99]:

H2(g) + 1

2
O2(g) → H2O(l) (7.73)

The study of reaction 7.73 is one of themost important thermochemical exper-
iments ever made, and it will be briefly analyzed here to illustrate the flame
combustion calorimetry method. The application of flame combustion calorime-
try to hydrocarbons and other organic compounds containing oxygen, nitrogen,
or chlorine is covered in detail in the review by Pilcher [90].

Rossini’s apparatus is similar to an isoperibol bomb combustion calorimeter
in which a burner vesselA inside the calorimeter proper B has replaced the bomb.
Some openings at the top of the calorimeter proper and of the thermostatic bath
C allow the connection of the burner to the gas supply lines D, E, F, and G,
and to the exit gas line H. Before admission into the calorimeter, the reactant
gases are purified by passing through a sequence of three tubes I, J, and K,
containing Ascarite (a sodium hydroxide–asbestos mixture used for removing
CO2),magnesiumperchlorate (for removingwater vapor), andP2O5 (to eliminate
the last traces of water vapor), respectively.The gas flows are determined by using
the flow meters L.

In flame calorimetry, it is not easy to measure directly with good accuracy
the mass of reactants consumed in the combustion. Therefore, the results are
always based on the quantitative analysis of the products and the stoichiometry
of the combustion process. In the case of reaction 7.73, the H2O produced was
determined from the increase in mass of absorption tubes such as M, contain-
ing anhydrous magnesium perchlorate and phosphorus pentoxide [54,99].When
organic compounds are studied by flame combustion calorimetry, the mass of
CO2 formed is also determined. As in bomb calorimetry, this is done by using
absorption tubes containing Ascarite [54,90].
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Figure 7.10 Scheme of the isoperibol flame combustion calorimeter used by Rossini to
determine the enthalpy of formation of water [54,97]. A: burner vessel; B: calorime-
ter proper; C: thermostatic bath; D, E, F, G: gas inlets; H: gas outlet; I: purifying tube
containing Ascarite (a sodium hydroxide-asbestos mixture), for removing CO2; J: purifying
tube containing Mg(ClO4)2.3H2O, for removing water vapor; K: purifying tube contain-
ing P2O5, to eliminate the last traces of water vapor; L: flow meter; M: tube contain-
ing Mg(ClO4)2.3H2O and P2O5, for absorption of water; N: guard tube containing P2O5;
O: calibration heater; P: thermometer; Q: stirrers. Adapted from [54,99].

For the combustion of hydrogen in an excess of oxygen the inlets D and F
were connected to a H2 and a O2 cylinder, respectively. Inlet G was connected
to a second O2 cylinder. This oxygen supply was used to flush the apparatus and
vaporize the liquid water present in the burner vessel at the end of the experiment,
so that it would be absorbed in the tube M and gravimetrically analyzed (see
following discussion). Inlet E was not used in these experiments.

The burner vessel (figure 7.11) is made of Pyrex glass, except for the tip of
the tube A that carries the flame, which is made of silica. The reaction is started
by discharging a high-voltage spark across the two platinum wire electrodes B
and C and a stable flame, about 5 mm long, burns at the tip of A and inside
the combustion chamber D. The gases exit the combustion chamber at E and
pass through a heat exchange spiral F. The major part of the water formed in
the reaction condenses and remains in the burner vessel as a liquid, particularly
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Figure 7.11 Details of the burner vessel used by Rossini
to determine the enthalpy of formation of water [54,99].
A: burner tube; B and C: platinum electrodes; D: reaction
chamber; E: exit tube; F: heat-exchange spiral;
G: condensing chamber; H and I: gas inlet tubes; J: gas
outlet. Adapted from [54,99].

inside the condensing chamber G. As mentioned, this water can be flushed out
of the apparatus at the end of the experiment by passing dry oxygen through the
burner and collected in an absorption tube for gravimetric analysis. The amount
of gaseous water present inside the burner vessel at the end of the experiment is
calculated from the volume of the vessel (51.5 cm3 in this case) and the vapor
pressure of water at the final temperature of the experiment. Any water vapor
carried out of the calorimeter by the excess gas during the reaction period is
quantitatively absorbed at the tubeM shown in figure 7.10 and also gravimetically
determined. Thus the total mass of water formed in the liquid and gaseous state
can be evaluated.

The experimental data and the calculations involved in the determination of a
reaction enthalpy by isoperibol flame combustion calorimetry are inmany aspects
similar to those described for bomb combustion calorimetry (see section 7.1):
It is necessary to obtain the adiabatic temperature rise,�Tad, from a temperature-
time curve such as that in figure 7.2, to determine the energy equivalent of the
calorimeter in an separate experiment and to compute the enthalpy of the isother-
mal calorimetric process, �HICP, by an analogous scheme to that used in the
case of equations 7.17–7.19 and �UIBP. The corrections to the standard state
are, however, much less important because the pressure inside the burner vessel
is very close to 0.1 MPa.

If, as chosen by Rossini, the reference temperature TR of the reaction is taken
as the average temperature of the main period, TR = (Tf +Ti)/2 (see figure 7.2),
then �HICP can be calculated from the enthalpy of the actual calorimetric pro-
cess, �Hexp as follows. It is assumed that first the reactant gases entering the
calorimeter at room temperature, Troom, are brought to TR with a corresponding
enthalpy variation of �H1. Then the temperature of the calorimeter is changed
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from TR to Ti, and the enthalpy changes by �H2. The bomb process is started at
Ti and the temperature of the system rises from Ti to Tf . This step is accompanied
by the enthalpy change �Hexp. The system is finally brought from Tf to TR, the
corresponding internal energy change being �H3. The values of �H1, �Hexp,
�H2 and �H3 are given by

�H1 = εci(TR − Troom) = εci

(
Ti + Tf

2
− Troom

)
(7.74)

�H2 = (εo + εci)(Ti − TR) = (εo + εci)
(
Ti + Tf

2

)
(7.75)

�Hexp = (εo + εcf )�Tcorr + �Hign (7.76)

�H3 = (εo + εcf )(TR − Tf ) = (εo + εcf )
(Ti − Tf )

2
(7.77)

and

�HICP = εo(Ti + �Tcorr) + εci(Tf + Ti − Troom)

+ εcf (0.5Ti − 0.5Tf + �Tcorr) + �Hign (7.78)

The ignition enthalpy, �Hign, is directly measured in independent experiments.
The term εo represents the energy equivalent of the standard calorimetric sys-
tem, which consists of the calorimeter proper with a fixed amount of water, and
the dry burner filled with oxygen. The contribution, εci, of the contents of the
calorimetric system in the initial state to the energy equivalent of the calorimeter
can be calculated from the amount of substance of inflowing hydrogen, n(H2),
and oxygen, n(O2), and the values of Cp(H2) and Cp(O2). It is reasonable for this
purpose to derive n(H2) and n(O2) from the ideal gas law by using the gas vol-
ume obtained from the readings given by the flow meters L (figure 7.10) and the
duration of the gas inflow. No thermal correction equivalent to �H1 is required
for the outflowing gases, because on average, they leave the calorimeter at the
temperature TR.The term εcf is the contribution of the final contents of the burner
to the energy equivalent of the calorimeter. In the case of reaction 7.73, the value
of εcf is calculated from the masses of liquid and gaseous water remaining inside
the burner at the end of the experiment and from the corresponding massic heat
capacities.

The enthalpy of reaction 7.73 at TR is given by

�cH (TR) = −1

n

[
�HICP + m(H2O,g)�vaph

o(H2O)
]

(7.79)

where n represents the total amount of substance of water generated in the exper-
iment. According to reaction 7.73 this water must be in the liquid state, and
the term m(H2O,g)�vapho(H2O) is the correction due to the condensation of the
quantity of water that is formed in the gaseous state during the calorimetric pro-
cess. The term �vapho(H2O) is the standard massic enthalpy of vaporization of
water and m(H2O,g) represents the total mass of the gaseous water that remains
in the burner vessel at the end of the experiment and of water vapor that escapes
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from the calorimeter during the main period. These masses are determined as
already indicated.

The calorimeter in figure 7.10 was electrically calibrated [54,99] by using
the heater O. Flame calorimeters are, however, most frequently calibrated on the
basis of the reaction of hydrogen with oxygen, which has been recommended for
this purpose by IUPAC [39].

To obtain the standard enthalpy of reaction 7.73 at 298.15 K,�cH o(298.15K),
from�cH (TR) it is necessary to account for the enthalpy changes�H4 and�H5:

�cH
o(TR) = �cH (TR) + �H4 (7.80)

�cH
o( 298.15 K) = �cH

o( TR) + �H5 (7.81)

where�H4 and�H5 are usually very small compared with�cH (TR), but never-
theless are taken into account in accurate work.�H4 corresponds to the standard
state correction and can be calculated by considering the enthalpy contributions
H o − H ( pR) associated with bringing the gaseous reagents from the pressure
pR inside the reaction chamber to p = 0, at the constant temperature TR. Those
contributions can be derived from equation 2.16 if the appropriate equations
of state are known. In Rossini’s experiments, the pressure inside the reaction
chamber varied between 0.977 and 0.995 bar and therefore pR was taken as
0.1 MPa. The corresponding standard state corrections are [H o −
H (0.1 MPa)]H2

= −0.48 J mol−1 [99] and [H o − H (0.1 MPa)]O2
= 8.06 J

mol−1 [99], leading to

�H4 = [Ho − H (0.1 MPa)]H2
+ 1

2
[Ho − H (0.1 MPa)]O2

= 3.6 J mol−1

The calculation of �H5 requires the heat capacities of the reactants and prod-
ucts. It is relatively simple, however, to design the experiment so that TR ≈
298.15Kand, under these conditions,�H5 is negligible. InRossini’s experiments,
for example, TR varied between 298.22 K and 298.30 K, and the corresponding
�H5 values varied between 3 and 5 J mol−1.

The standard enthalpy of formation of water originally proposed by Rossini,
�fH o(H2O, l) = −285.753 ± 0.036 kJ (int) mol−1 [93,99], is given in inter-
national joules and corresponds to a standard pressure of 1 atm and a molar
mass of water of 18.0156 g mol−1. The unit international joule was used until
about 1948 to report thermochemical data and is related to the SI joule by 1 J
= 0.999835 J (int) [106]. Rossini’s result for �fH o(H2O, l) has been adjusted
to account for changes in the auxiliary data (e.g., the molar mass of water)
and in the adopted standard state conditions. However, despite the changes in
�fH o(H2O, l), the enthalpy of reaction 7.73 reported by Rossini, �cH (TR),
has endured the test of time. The standard enthalpies of formation of liquid
water currently recommended in the CODATA and NIST-JANAF compilations
�fH o(H2O, l) = −285.830 ± 0.042 kJ mol−1 [58,107], and in the very recent
ATcT Tables �fH o(H2O, l) = −285.823 ± 0.033 kJ mol−1 [108], are based on
that value and on later results by King and Amstrong [109], which confirmed
Rossini’s data.
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Rossini’s paper on the enthalpy of formation of water [99] is a masterpiece in
terms of careful description of the experiment and presentation of data. It makes
us wonder if the publication of all those details, which have been essential for
updating the value of �fH o(H2O, l) over the years, would still be accepted by
most modern journals. If the current tendency to eliminate from publications the
reporting of primary results and basic experimental details had prevailed in the
1930s, Rossini’s work on water would probably have had to be repeated by later
investigators.

7.4 FLUORINE COMBUSTION CALORIMETRY

Combustion calorimetry in fluorine, chlorine, and bromine atmospheres was
developed essentially to study inorganic substances that are resistant to O2 oxi-
dation or lead to mixtures of products that are difficult to characterize on reaction
with O2 [110–116]. Other halogenating agents were also proposed for combus-
tion calorimetry and, for example, a method where fluorination was achieved by
using solid XeF2 inside a metal bomb has been described [112,114]. As referred
to in sections 7.1 and 7.2, the standard enthalpies of formation of most organic
compounds, including those containing halogens, can satisfactorily be obtained
by oxygen combustion calorimetry, and in only a few cases was their determina-
tion attempted by a different combustion method; for example, the measurement,
by Jessup, McCoskey, and Nelson [117], of the enthalpy of formation of CF4,
from the direct reaction of methane with fluorine in a flame calorimeter; the stud-
ies of CF4 by Domalski and Armstrong [118] and by Greenberg and Hubbard
[119] using fluorine bomb calorimeters; and the fluorine bomb calorimetric study
of polytetrafluoroethylene by Domalski and Armstrong [118].

There have been far more thermochemical experiments carried out in fluorine
than in any other halogen atmosphere, the large majority of them by fluorine
bomb calorimetry [110–116]. Thus, only fluorine combustion calorimetry will
be covered in this section with a strong emphasis on bomb calorimetry. Note,
however, that many technical details and safety precautions mentioned here for
fluorine combustion calorimetry also apply to combustion in other halogens.

The first reported attempt to use fluorine in calorimetric measurements is
probably Berthelot and Moissan’s study of the reaction between K2SO3(aq) and
F2(g), in 1891 [19,120]. Modern fluorine bomb calorimetry, however, was started
in the 1960s by Hubbard and co-workers [110,111,121], while in the same period
Jessup andArmstrong and their colleagues [109,115–117] developed the method
of fluorine flame calorimetry to a high degree of accuracy and precision.

Fluorine bomb calorimetry is in many aspects similar to oxygen bomb
calorimetry. The experiments are carried out in isoperibol instruments, which,
except for the bomb, are basically identical to those described in sections 7.1
and 7.2. The procedure used to calculate �cU o(298.15 K) from the experimen-
tal results is also analogous to that discussed for oxygen bomb calorimetry in
section 7.1. Thus, a temperature-time curve, such as the one in figure 7.2, is first
acquired, and the corresponding adiabatic temperature rise, �Tad, is derived.
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The obtained �Tad value and the energy equivalent of the calorimeter, ε, are
then used to calculate the energy change associated with the isothermal bomb
process, �UIBP. Conversion of �UIBP to the standard state, and subtraction
from �U o

IBP of the thermal corrections due to secondary reactions, finally yield
�cU o(298.15 K).The energy equivalent of the calorimeter, ε, is obtained by elec-
trical calibration or, most commonly, by combustion of benzoic acid in oxygen
[110,111,113]. The reduction of fluorine bomb calorimetric data to the standard
state was discussed by Hubbard and co-workers [110,111].

The major differences between the fluorine and oxygen combustion calori-
metry methods arise from the exceptional reactivity and toxicity of fluorine. The
substances studied by oxygen combustion calorimetry are normally stable when
kept inside a bomb at 298.15 K and under≈ 3MPa of O2. Oxygen- andmoisture-
sensitive compounds can also be studied because various types of containers are
available to prevent their reaction with O2 prior to ignition. Common examples
are glass ampules, which are inert toward the combustion process and, more
commonly, Melinex bags or polyethene ampules, which burn cleanly to CO2 and
H2O. As carbon dioxide and water are also generated in the combustion of the
sample, no extra complexity is introduced in the analysis of the final state of the
bomb process by the use of those plastic containers.

Most substances are attacked to some extent by F2. Therefore, combustion
calorimetric samples must be isolated from fluorine until the start of the reaction
period. However, it is virtually impossible to find protective materials that can
be easily sealed around the sample, that are inert to fluorine, or that do not lead
to complex mixtures of products on fluorination. The use of a two-compartment
bomb, such as the one represented in figure 7.12, enabled these problems to be
overcome and became the preferred option in most fluorine combustion calori-
metric studies [111,113,114,122,123]. Fluorine is contained in tank A, which
surrounds the bomb body B. The bomb head C is attached to the bomb body by
the cylindrical screw collar D. The bomb, in an inverted position (figure 7.12),

Figure 7.12 Scheme of a
two-chamber bomb used in
fluorine combustion
calorimetry.
A: fluorine tank; B: bomb
body; C: bomb head; D: screw
collar; E: valve;
F: connecting tube; G: sample;
H: crucible; I: tungsten saucer;
J: electrodes; K: holes. Adapted
from [111,113].
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is placed inside a water-filled calorimeter. Opening the valve E allows the fluo-
rine ( p ≈ 1 MPa) to expand through the connecting tube F and into the bomb
where, at p ≈ 0.6 MPa, it comes in contact with the sample G. Fluorine combus-
tion calorimetric bombs are made of Monel or nickel and are initially exposed
to F2 to coat the interior with a thin film of NiF2, which protects the surface
from further chemical attack. Gaskets are made of gold, lead, or Teflon, and O-
rings are made of Teflon. The most common sample container is a prefluorinated
nickel crucible [110,111,113]. In the case of figure 7.12, the crucible H rests on
the bomb lid. Solid substances such as sulfur, selenium, tellurium, phosphorus,
arsenic, and SiS2, which spontaneously and quantitatively react with F2, are sim-
ply burned inside a nickel crucible. These substances are said to be hypergolic
toward fluorine (“hypergolic” denotes a combination of fuel and oxidizer that
ignites spontaneously on contact with each other). If the sample does not spon-
taneously ignite on contact with F2, a hypergolic material is used as the fuse to
initiate the reaction. A small amount of sulfur sprinkled on top of the sample is
frequently employed for this purpose. Sulfur is a very convenient fuse because it
immediately and quantitatively reacts on contact with an excess of F2:

S(cr) + 3F2(g) → SF6(g) (7.82)

The gaseous product (SF6) does not interfere with the analysis of solids that
form in the main bomb process. Furthermore, the contribution of reaction 7.82
to �U o

IBP can be accurately calculated from the mass of sulfur and the value of
�rU o(7.82) at 298.15 K [124]. It may also be necessary, in some cases, to use
an auxiliary substance to promote complete combustion of the compound under
study [111,113]. Tungsten is a very common combustion aid; it reacts cleanly
with excess fluorine according to

W(cr) + 3F2(g) → WF6(g) (7.83)

Tungsten has been used to induce complete combustions, for example, in the stud-
ies ofWTe2 [123],Mo5Si3 [125], and Si3N4 [126]. In these cases, the sample was
typically arranged as shown in figure 7.12. The compound under study (G), with
the sulfur fuse sprinkled on top was placed in a thin tungsten saucer (I), supported
by a nickel crucible (H) with holes in the sides (K) to allow rapid circulation of
the fluorine around the combustible materials as the reaction proceeded.

The readermay bewondering by nowwhy there are electrodes J in the bomb of
figure 7.12, because spontaneous ignition of the sample usually occurs on contact
with fluorine. Calorimetric samples of tungsten,molybdenum, and zirconium, for
example, have been ignited using electrically heated wires of the same materials
[110]. The electrodes are also necessary for the calibration experiments where,
as indicated, the energy equivalent of the calorimeter is obtained from the com-
bustion of benzoic acid in oxygen. In this case, discharging a condenser through
a platinum wire connecting the two electrodes produces ignition of the calibrant
(see section 7.1).

The main auxiliary apparatus needed to perform fluorine combustion
calorimetry consists of a fluorine still, a bomb charging and discharging mani-
fold, and a glove box [110,111,113]. The fluorine still and the manifold should
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be installed in a well-ventilated hood. The bomb must be kept completely dry
to avoid the reaction of H2O with fluorine. Thus, it is always assembled inside a
glove box. In a typical experiment where the bomb in figure 7.12 was used [113],
the tankAwas attached to the chargingmanifold, pumped to a low pressure, filled
with F2 (pressures up to∼ 3MPa can be used), checked for leaks, and transferred
to a glove box containing a nitrogen atmosphere. The sample, crucible, and so on
were weighed and loaded in the bomb inside the glove box.The bombwas closed,
connected to the tank, and the assembly was removed from the glove box. It was
then attached to themanifold, evacuated to eliminate theN2 remaining inside, and
finally transferred to the calorimeter where it was immersed in a weighed amount
of water inside the calorimeter proper. The valve connecting the fluorine tank to
the bomb (E in figure 7.12) was attached to the remote opening mechanism, and
the experiment proceeded as usual with isoperibol calorimetry. As indicated, the
reactionwas started by admission of fluorine to the bomb.The bombwas removed
from the calorimeter at the end of the experiment and attached to the manifold.
The excess F2 and the product gases were discharged through the manifold and
condensed in a liquid nitrogen trap; a series of freezing, pumping, and thawing
cycles removed F2 so that only the gaseous fluorides formed in the combustion
remained in the trap. These were transferred to an infrared cell attached to the
manifold and spectroscopically analyzed. The vacuum pump of the manifold is
protected from fluorine by a large column containing activated Al2O3. Fluorine
is retained in the trap by reacting with the alumina

Al2O3 + 3F2 → 2AlF3 + 1.5O2 (7.84)

After removal of the gaseous products, the bomb is transferred to the glove box,
opened, and inspected for the presence of solid products. If a residue is found
it is weighed and analyzed. The crucible is also reweighed to determine if NiF2
was formed in the combustion, and a correction for this side reaction is applied,
if needed.

Much of the discussion of oxygen flame calorimetry presented in section
7.3 is directly applicable to fluorine flame calorimetry. As in the case of bomb
calorimetry, however, the special properties of fluorine combustion systems and
problems associated with handling fluorine require a somewhat different experi-
mental method [109,115,116]. Thus, for example, a metal burner should be used.
Also, the fact that the mixing of many gases with F2 may lead to spontaneous
ignition hinders the use of a premixed flame. Fluorine combustion calorimetry
has been used to study the thermochemistry of important reactions, such as

F2(g) + H2(g) → HF(g) (7.85)

1

2
F2(g) + 1

2
H2(g) + nH2O(l) → [HF.nH2O](aq) (7.86)

OF2(g) + 2H2(g) + (n− 1)H2(l) → [2HF.nH2O](aq) (7.87)

which lead to the enthalpies of formation ofHF(g) [115,116], HF(aq), andOF2(g)
[109]. Reactions 7.86 and 7.87were studied by using the two-stage reaction vessel
shown in figure 7.13. The flame reaction occurs in the upper chamber A, where
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Figure 7.13 Combustion chamber and primary
solution vessel of a fluorine flame calorimeter.
A: combustion chamber; B: electrode; C: solution
vessel; D: gas dispersion system; E: gas inlets; F: gas
outlet. Adapted from [115].

the reactant gases are mixed and ignited by a spark from the nickel electrode B.
The flow of excess hydrogen subsequently carries the products to the solution
chamber C, where the gas dispersion system D forces the gaseous mixture to
bubble through water, thus producing a homogeneous solution of hydrofluoric
acid.

As illustrated in this section, the problems associated with using fluorine in
combustion calorimetry seem to have been largely overcome. The fluorine bomb
and flame calorimetry methods have been perfected to such an extent that, pro-
vided the chemistry of the process under study is well characterized, results of
very good accuracy and precision can be obtained routinely.



8

Isoperibol Reaction-Solution Calorimetry

The determination of enthalpies of reaction in solution, using isoperibol reaction-
solution calorimetry, is often the easiest andmost accuratemethod of determining
enthalpies of formation of compounds that cannot be studied by combustion
calorimetry. The technique was pioneered by Thomsen who, between 1882 and
1886, performed thermochemicalmeasurements involving the solution of various
substances in liquids (e.g., diluted acids) [127].Many types of isoperibol reaction-
solution calorimeters have been developed since then [29,128]. The designs vary
according to the nature of the reactions of interest. One of the most widely
used consists of a vessel, such as the one shown in figure 8.1, immersed in a
thermostaticwater bath.The sample is sealed inside a thin-walled glass ampuleA,
fixed to an ampule breaking system B in the calorimeter head C. The calorimeter
head also supports the temperature sensor D, the stirrer E, and an electrical
resistance F, used for calibration of the apparatus.TheDewar vessel G, containing
the solution to be reacted with the sample, is adjusted to C. The assembled
calorimetric vessel is transferred to the thermostatic bath, and from then on, the
experimental procedure closely follows that already described in section 7.1 for
isoperibol static-bomb combustion calorimetry.

The reaction is initiated at the end of the fore period by pushing down the
plunger H and breaking the ampule against a pin situated at the bottom of
the ampule breaking system B. As a result of the calorimetric experiment, a
temperature-time curve such as the one in figure 7.2 is obtained. Note that
figure 7.2 is typical of an exothermic process. In the case of an endothermic
process, a decrease of the temperature of the calorimetric system is observed
during the reaction period.

The experiments are usually carried out at atmospheric pressure and the initial
goal is the determination of the enthalpy change associated with the calorimetric
process under isothermal conditions, �HICP, usually at the reference temper-
ature of 298.15 K. This involves (1) the determination of the corresponding
adiabatic temperature change, �Tad, from the temperature-time curve just men-
tioned, by using one of themethods discussed in section 7.1; (2) the determination
of the energy equivalent of the calorimeter in a separate experiment.The obtained
�HICP value in conjunction with tabulated data or auxiliary calorimetric results
is then used to calculate the enthalpy of an hypothetical reaction with all reactants
and products in their standard states, �rH o, at the chosen reference temperature.
This is the equivalent of the Washburn corrections in combustion calorimetry

125
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Figure 8.1 Scheme of a Dewar vessel isoperibol reaction-
solution calorimeter. A: ampule containing the sample; B:
ampule breaking system; C: calorimeter head; D: temperature
sensor; E: stirrer; F: electrical resistance; G: Dewar vessel; H:
plunger of the ampule breaking system; I, J: inlets; K: plug
connecting the calibration resistance to the calibration circuit.

(see section 7.1), but it generally involves a much simpler thermodynamic cycle.
In reaction-solution calorimetry, it is normally a very good approximation to
assume that the experiment occurs at pressure of 0.1MPa, and therefore the pres-
sure corrections are usually negligible.A detailed discussion of general strategies
for the reduction of reaction-solution calorimetric results to the standard state has
been presented byVanderzee [129,130]. Finally, the enthalpy of formation of the
compound of interest is derived from the obtained�rH o value and the enthalpies
of formation of all other species participating in the standard state reaction.

To obtain �HICP it can be assumed that the calorimetric system, with an
energy equivalent εi, is first brought from the reference temperature TR to the
initial temperature Ti with a corresponding enthalpy change of εi(Ti − TR). The
reaction is initiated at Ti, and the temperature of the system varies from Ti to
Tf . The enthalpy change associated with this step is εf�Tcorr +∑

i �Hi. Here,
εf represents the energy equivalent of the calorimetric system in the final state;
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�Tcorr is the correction due to the heat exchange with the surroundings, the
heat of stirring, and the heat dissipated by the temperature sensor (equation 7.2);
the term

∑
i �Hi represents the sum of several contributions, notably, in well-

designed experiments, the heat dissipated during the breaking of the ampule and
the heat associated with the evaporation of the solvent that occurs after breaking
the ampule (for example, an ampule containing a solid sample may also contain
dry air, and after breaking, solvent will be vaporized to saturate the corresponding
vapor space) [129].The system is finally brought fromTf toTR, the corresponding
internal energy change being εf (TR − Tf ). The enthalpy change associated with
the isothermal calorimetric process is the sum of the enthalpy changes of the
three steps:

�HICP = εi(Ti − TR) + εf (TR − Tf ) + εf�Tcorr +
∑
i

�Hi (8.1)

The value of ε (εi or εf ) is usually determined by electrical calibration (note
that contrary to combustion calorimetry, it is not common practice to separate
the initial and final energy equivalents of the calorimeter into the contribution of
the reference calorimeter, εo, and those of the contents present in the initial, εci,
and, final, εcf , states; see section 7.1). In the case of the calorimeter in figure 8.1,
a current I is passed trough the resistance F for a known period of time t and the
potential change V across F is measured. Then:

ε = VIt

�Tad
(8.2)

where VIt represents the energy dissipated as heat in the resistance F during the
calibration. Equation 8.2 yields εi if the calibration run ends strictly at TR and εf
if TR is the starting temperature.A scheme of the calibration circuit is represented
in figure 8.2, where R1 corresponds to the resistance F shown in figure 8.1; R2 is
a standard resistance of accurately known value R2, which is placed outside the
calorimetric vessel. The circuit also includes a power supply P, a timer used to set
the calibration time, a switch S, and a multimeter. Changing the switch between
positions 1 and 2 allows the potential drops across R1 or R2, respectively, to be
measured by the multimeter. The value of I in equation 8.2 is calculated from
I = V2/R2, where V2 is the potential change across R2. Details of several other
calibration circuits have been described elsewhere [128].

Ideally, the energy equivalents εi and εf should be measured over the same
temperature range of the reaction run, to avoid errors from their variation with
temperature and to achieve maximum compensation for errors in the calibration
of the temperature sensor [26,128,129]. These errors are, however, frequently
negligible in the temperature ranges involved, and the measurement of εi or εf
is normally performed outside the Ti → Tf interval. This procedure saves time
because there is no need to readjust the initial temperature of the calorimeter
between the calibration and main experiment runs. It is therefore a common
practice, even when an exothermic reaction is studied, to measure εi before the
reaction and εf after the reaction and adjust the experimental conditions so thatTR
is themidpoint betweenTi andTf . In this case, the temperature of the thermostatic
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multimeter

timer

P R1

R2

S

2

1

2
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Figure 8.2 Scheme of a typical
calibration circuit used in
isoperibol reaction-solution
calorimetry. P: power supply;
S: switch; R1: electrical
resistance inside the
calorimetric vessel (F in figure
8.1); R2: standard resistance.
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Figure 8.3 Typical temperature-time curves
obtained when two calibrations are made in
isoperibol reaction-solution calorimetric
studies of (a) an exothermic reaction and
(b) an endothermic reaction. A: fore period
of the first calibration experiment; B: main
period of the first calibration experiment;
C: after period of the first calibration
experiment and fore period of the
reaction experiment; D: main period of
the reaction experiment; E: after period
of the reaction experiment and fore period
of the second calibration experiment; F:
main period of the second calibration
experiment; G: after period of the second
calibration experiment.

jacket of the calorimeter is fixed at a value above TR and the experiments are set
so that the temperature variation in the calibrations and in the reaction runs are
as similar as possible (figure 8.3). This method is thought to minimize the errors
due to the temperature dependence of the energy equivalent of the calorimeter.
However, it is possible for εi to have different temperature dependence from εf
due to changes in the composition of the solution [129].
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In some cases �HICP is calculated from

�HICP = 〈ε〉(−�Tad) +
∑
i

�Hi (8.3)

where 〈ε〉 = (εi + εf )/2. Equation 8.3 results from equation 8.1 by replacing εi
and εf by 〈ε〉 and noting that �Tad = Tf − Ti − �Tcorr (equation 7.2).

The term
∑

i �Hi in equations 8.1 and 8.3 is frequently very small compared to
the uncertainty in the determination of�HICP and inmany instances can safely be
neglected.This should of course be tested by performing blank experiments under
normal operating conditions. For example, the enthalpy associated with breaking
an ampule (independently from the contribution from vaporization effects) can
be determined by breaking ampules partially filled with the calorimetric solvent
in the calorimetric solvent. For many systems this contribution is negligible,
provided that a well-designed breaker mechanism and ampules ensure that the
dissipation of heat is reduced to a minimum. The importance of vaporization
effects can be evaluated as described by Vanderzee [129].

It is also a very common procedure to make a single calibration immediately
before the reaction and set the experimental conditions so that the complete run
ends as close as possible to the reference temperature (figure 8.4). Recalling the
discussion of equations 7.17–7.19, it can be concluded that in this case, if the
term

∑
i �Hi is neglected one obtains

�HICP = −εi�Tad (8.4)

Although this method ignores the variation of the energy equivalent of the
calorimeter with temperature, it is a good approximation for many systems.

In general, reaction-solution calorimeters such as the one represented in
figure 8.1 are suitable to study reactions which are complete within 10 to 20
minutes [29,128,131].Typically, when “clean” reactions are investigated in aque-
ous solution, a precision of 0.2–0.5% can be attained [29,128,131]. It is possible
to achieve a better precision (0.01–0.1% [29,132]) by using the glass calori-
metric vessel shown in figure 8.5 inside an evacuated brass can surrounded
by a thermostatic water jacket. This set-up is the basis of the LKB reaction-
solution calorimeter [132], which was developed from early designs by Sunner
and Wadsö [131]. The thermistor A, used as the temperature sensor, and the
resistance B, used for calibration, are positioned at opposite sides of the vessel.
The stirrer C, which is also the ampule holder, can be pushed down, without
stopping the rotation, to break cylindrical glass ampule D against the sapphire
pin E.

Various substances and reactions have been used to test the accuracy of
reaction-solution calorimeters [39,40].The solution of tris(hydroxymethyl)amin-
omethane (THAM or TRIS) in 0.1 mol dm−3 HCl(aq), which was first proposed
byWadsö and Irving [133] in 1964 and recommended by the Standards Commit-
tee of the U.S. Calorimetry Conference in 1966 [134,135], is perhaps the most
widely usedmethod. Several problems encountered in the use of theTHAM+HCl
(aq) reaction to assess the accuracy of reaction-solution calorimeters have been
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Figure 8.4 Typical temperature-time curves
obtained in isoperibol reaction-solution
calorimetric studies when a single
calibration immediately precedes (a) an
exothermic reaction and (b) an endothermic
reaction. A: fore period of the calibration
experiment; B: main period of the
calibration experiment; C: after period
of the calibration experiment and fore
period of the reaction experiment; D: main
period of the reaction experiment;
E: after period of the reaction experiment.

A
E

B

D
C Figure 8.5 The vessel of the LKB 8700

reaction-solution calorimeter. A: thermistor; B: heater
used for calibration; C: stirrer/ampule holder; D: glass
ampule; E: sapphire pin. Adapted from [132].

pointed out [39,40,135–138]. The method seems to be reliable, however, pro-
vided that the procedure described by Prosen and Kilday [135] is strictly
followed [39,40]. An alternative system, which has been considered superior
to the THAM+HCl(aq) reaction by some authors, is the solution of 5-amino
pyridine in HClO4(aq) [139–141]. This reaction was recently recommended by
IUPAC and the ICTACThermochemistry Working Group to test the accuracy of
reaction-solution calorimeters [39,40].
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The reaction-solution calorimetric method will be illustrated with two exam-
ples: the determination of the enthalpy of formation of Mo(η5-C5H5)2(C2H4)

[142] and Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468H2O [143]. The first com-
pound belongs to the bis(cyclopentadienyl) family, M(η5-C5H5)Ln (M = Ti, Zr,
Hf, V, Nb, Ta, Mo, W; L=H, halogen, CO, alkyl, alkene, aryl, alkoxide, thio-
late, phosphine, etc.; n= 1–3), which has been extensively used as a model to
investigate the general trends of the M–L bond dissociation enthalpies in group
4–6 transition metals [72,144–150]. The second is the naturally occurring zeolite
mordenite.

Organotransition metal compounds are perhaps one of the best examples
of substances for which the success of combustion calorimetry has been very
limited up to now, due to a considerable number of experimental difficulties
[71,72]. The multiple structural combinations of metals and ligands found in this
type of molecules hinder the development of combustion methods that can be
systematically applied to a large number of compounds. Many organotransition
metal compounds, such as the one in our example, are extremely sensitive to
oxygen and require an efficient protection from the atmosphere inside the bomb
prior to combustion. Explosions or incomplete combustions frequently plague
attempts to burn these compounds in oxygen. More than one type of metal oxide
can sometimes be produced in the combustion, and the oxides are normally dif-
ficult to dissolve in the calorimetric solutions used in rotating bombs within the
duration of the main period. If fluorine combustion calorimetry is used, mixtures
of fluorocarbons are formed.Thus, complex final states, practically impossible to
analyze with good accuracy, are usually obtained when combustion calorimetry
is applied to organotransition metal compounds. By contrast, many organometal-
lic compounds have been successfully studied using isoperibol reaction-solution
calorimetry.

The determination of the enthalpy of formation of Mo(η5-C5H5)2(C2H4)was
based on the thermodynamic cycle shown in figure 8.6. First, reaction 8.5 was
studied in toluene, using a reaction-solution calorimeter and a calibration circuit
essentially identical to the ones in figures 8.1 and 8.2, respectively [142]. The
calorimetric vessel was immersed in a water bath maintained at 298.15 K with
a temperature stability better than ±10−4 K. The compound was sealed in glass
ampules under argon atmosphere [151]. The calorimetric vessel was filled with a
solution containing 0.2723 g of iodine in 125 cm3 of toluene, closed, and placed
in the thermostatic bath. The air inside the vessel was purged by introducing a
glass pipette connected to an argon line through inlet I (figure 8.1), and bubbling
argon through the solution for ∼ 40 minutes. The reaction was initiated after the
electrical calibration and a curve similar to the one in figure 8.4a was obtained.
At the end of the experiments samples of the liquid and gaseous phases were
taken with a syringe, through a septum existing in the inlet J, and injected in a
gas-liquid chromatograph. The GC analyses indicated that on average, the ratio
of the amounts of substance of ethylene present in the liquid and gaseous phases
at the end of the experiments was 8:2. It was assumed that the precipitation of
Mo(η5-C5H5)2I2(cr) was quantitative, because no enthalpy change was detected
by breaking ampules containing different amounts of this product in solutions of
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Figure 8.6 Thermochemical cycle used to derive the enthalpy of formation of Mo(η5-C5H5)2(C2H4) in the crystalline state.
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Table 8.1 Results of the calorimetric study of the reaction Mo(η5-C5H5)2 (C2H4)
(cr)+I2 (sln) in toluene, at 298.15 K. In the calculation of the enthalpy of reaction, the
molar mass of Mo(η5-C5H5)2 (C2H4) was taken as 254.17956 g mol−1. Data from [142].

Calibration Reaction

V /V I /A t/s �Tad/K ε/(J K−1) m/mg �Tad/K −�rHo(8.5)/(kJ mol−1)

2.7043 0.0571 250 0.15748 245.14 27.78 0.08181 183.50
2.7014 0.0571 250 0.15985 241.24 43.92 0.13542 189.06
2.7080 0.0572 250 0.16151 239.76 36.72 0.11312 187.74
2.7064 0.0572 250 0.16045 241.21 35.94 0.10822 184.61
2.7022 0.0571 250 0.15947 241.88 24.42 0.07358 185.25

various concentrations of I2 in toluene. The formation of the diiodide complex
had been previously confirmed by IR spectroscopy.

The results of the calibration and reaction experiments are shown in table 8.1
[142]. In this table, t is the time duringwhich a current of intensity Iflows through
the calibration resistance, V the measured potential drop across the resistance,
and m the mass of sample. The values of �Tad for the calibration and reaction
experiments were determined from the corresponding temperature-time data,
using the Regnault-Pfaundler method with Ti, Tf , k , and T∞ calculated from
equations 7.12–7.15 (section 7.1).

The energy equivalent of the calorimeter, ε, and the enthalpy of the isothermal
calorimetric process, �HICP, were derived from equations 8.2 and 8.4, respec-
tively. The standard enthalpy of reaction 8.5 was computed as �rH o(8.5) =
�HICP/n, where n is the amount of substance of Mo(η5-C5H5)2(C2H4) used
in the experiment. The data in table 8.1 lead to a mean value �rH o(8.5) =
−186.0± 2.1 kJ mol−1, where the uncertainty is twice the standard deviation of
the mean (section 2.6). This value was used to calculate the enthalpy of reaction
(8.6), where all reactants and products are in their standard reference states, at
298.15 K, from

�rH
o(8.6) = �rH

o(8.5) + �slnH
o
1 − 0.8�slnH

o
2 (8.7)

which results from the cycle represented in figure 8.6. By using �slnH o
1 =

15.92 ± 0.16 kJ mol−1 [152] and �slnH o
2 = −8.8 ± 0.5 kJ mol−1 [153], it is

concluded that�rH o(8.6) = −163.0±2.1 kJ mol−1. Note that because the mass
of Mo(η5-C5H5)2(C2H4) used in the calorimetric experiments listed in table 8.1
is not constant, the concentration of I2 in the final state varies, and the enthalpy
of the solution formed in each experiment is not strictly the same. No systematic
variation of�slnH o

1 was found, however,when themass of I2 dissolved in 100 cm3

of toluene in an LKB-8700 calorimeter changed from 0.09441 g to 0.28289 g
[152b], and the heat effect associated with these differences in concentration was
therefore neglected.
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The standard enthalpy of formation ofMo(η5-C5H5)2(C2H4) in the crystalline
state is given by

�fH
o[Mo(η5-C5H5)2(C2H4), cr] = −�rH

o(8.6) + �f H
o[Mo(η5

-C5H5)2I2, cr] + �fH
o(C2H4, g) (8.8)

Using �fH o[Mo(η5-C5H5)2I2, cr] = 69.8 ± 7.8 kJ mol−1 [142] and
�fH o(C2H4, g) = 52.5 ± 0.3 kJ mol−1 [59], �fH o[Mo(η5-C5H5)2(C2H4), cr]
= 285.3 ± 8.1 kJ mol−1 was obtained. From this result and an estimated
value of the enthalpy of sublimation of Mo(η5-C5H5)2(C2H4), �subH o[Mo
(η5-C5H5)2(C2H4)] = 77 ± 10 kJ mol−1 [142], it was possible to derive
�fH o[Mo(η5-C5H5)2(C2H4), g] = 362.3 ± 12.9 kJ mol−1 and DH o(Mo −
C2H4) = 59 ± 20 kJ mol−1 [142]. This value, in conjunction with bond
dissociation enthalpy data for other Mo(η5-C5H5)2Rn complexes (n = 1,
R = diphenylacetylene; n = 2, R = H, CH3, C2H5, n-C4H9), also obtained
from reaction-solution calorimetric experiments, was used by Calhorda et al.
[142] to discuss several aspects of the molybdenum-carbon bonding energetics.

The determination of the enthalpy of formation of mordenite illustrates a case
that involves more precise measurements and requires a more complicated ther-
modynamic cycle [143]. The experiments were made in an LKB-8700 calorime-
ter, with a reaction vessel and stirrer constructed of gold, and involved the reaction
of mordenite with 100 cm3 of an approximately 24.4 mass percentage HF aque-
ous solution. The obtained results are shown in table 8.2, where m is the mass of
sample, 〈ε〉 is the energy equivalent of the calorimeter,�Tad is the adiabatic tem-
perature change,

∑
i �Hi includes the contributions of opening the ampule and

vaporizing the solvent into the free volume of the ampule, and�rH o
1 = �HICP/n

is the enthalpy of reaction 1 in table 8.3. In this case �HICP was calculated
through equation 8.3.The energy equivalent of the calorimeter was obtained from
electrical calibrations performed before and after each reaction experiment. The
calibrations covered the same temperature range as the corresponding enthalpy

Table 8.2 Results of the calorimetric study of the reaction
Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468H2O(cr) + HF(aq). In the
calculation of the enthalpy of reaction the molar mass of
Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468H2O was taken as 441.827
g mol−1. Data from [143].

m/g 〈ε〉/(J K−1) �Tad/K
∑

i �Hi/J −�rHo
1 /(kJ mol−1)

0.14510 403.20 0.74815 0.09 918.26
0.14500 402.66 0.74852 0.09 918.11
0.14469 403.26 0.74570 0.09 917.98
0.14458 402.64 0.74541 0.09 916.91
0.14560 403.21 0.75045 0.09 917.94
0.14587 402.66 0.75359 0.09 918.82
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of reaction measurements, and the mean temperature of all such experiments was
298.15 ± 0.01 K.

Themass of sample usedwas, on average, 0.14514g (3.28500×10−4 mol) and
essentially constant in the six experiments made (0.14458 g < m < 0.14587 g).
The volume of HF solution inside the calorimetric vessel contained 26.3984 g of
HF and 81.7569 g of H2O. This corresponds to 4016.68 mol of HF and 13815.01
mol of H2O, respectively, or 4016.68 mol of (HF·3.439410 H2O)(aq) per mole
of Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468H2O.

The results shown in table 8.2 lead to a mean value �rH o
1 = −918.00 ±

0.50 kJmol−1.The uncertainty quoted is twice the standard deviation of themean.
It was assumed that CaF2(cr) was quantitatively obtained in the final state because
no enthalpy change was observed in a series of experiments where pure calcium
fluoride was dissolved in HF(aq) [143].

Also listed in table 8.3 are the enthalpy data for the auxiliary reactions, which,
in conjunction with the enthalpy of reaction 1, were used to calculate the enthalpy
of the standard state reaction:

Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468 H2O(cr)

+ 0.94(HF · 3.440845 H2O)(aq) → 0.289 CaF2(cr)

+ 0.361NaF(cr) + 0.940 Al(OH)3(cr, gibbsite)

+ 5.060 SiO2(cr, silicalite) + 5.764 H2O(l) (8.9)

�rH
o(8.9) = �rH

o
1 − �rH

o
2 − �rH

o
3 − �rH

o
4

− �rH
o
5 − �rH

o
6 = −25.65 ± 0.82 kJ mol−1 (8.10)

where subscripts 1–6 refer to the reactions in table 8.3.

Table 8.3 Thermochemical equations and data used for the derivation of the enthalpy
of reaction 8.9. Data from [143].

Reaction �rHo/(kJ mol−1)

1. Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468 H2O(cr)
+ 4016.68(HF·3.439410 H2O)(aq) = [A]

−918.00 ± 0.50

2. 5.060SiO2(cr, silicalite)
+ 4015.74(HF·3.440845H2O)(aq) = [B]

−732.69 ± 0.51

3. 0.940Al(OH)3(cr, gibbsite) + [B] = [C] −155.51 ± 0.29
4. 0.361NaF(cr) + [C] = [D] −1.75 ± 0.12
5. 0.289CaF2(cr) + [D] = [A] 0.00 ± 0.06
6. 4016.68(HF·3.439410H2O)(aq) + 5.764H2O(l) =

4016.68(HF·3.440845H2O)(aq)
−2.40 ± 0.24

[A] = 0.289CaF2(cr) + [0.361NaF·0.940AlF3·5.060H2SiF6·3982.56HF·13830.48H2O](aq).
[B] = [5.060H2SiF6·3985.38HF·13827.66H2O](aq).
[C] = [0.940AlF3·5.060H2SiF6·3982.56HF·13830.48H2O](aq).
[D] = [0.361NaF·0.940AlF3·5.060H2SiF6·3982.56HF·13830.48H2O](aq).
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The values of �rH o
2 to �rH o

6 were calorimetrically measured or taken from
the literature by the authors [143]. The enthalpy of formation of mordenite is
related with �rH o(8.9) by

�fH
o(Ca0.289Na0.361Al0.940Si5.060O12.000 · 3.468 H2O, cr) = −�rH

o(8.9)

+ 0.289�fH
o(CaF2, cr) + 0.361�fH

o(NaF, cr)

+ 0.940�fH
o[Al(OH)3, cr, gibbsite] + 5.060�fH

o(SiO2, cr, silicalite)

+ 2.530�fH
o(H2O, l) − 0.94�fH

o(HF · 3.440845H2O, aq) (8.11)

Using �fH o(CaF2, cr) = −1225.9 ± 6.3 kJ mol−1 [107], �fH o(NaF, cr)
= −575.4 ± 0.8 kJmol−1 [107],�fH o[Al(OH)3, cr, gibbsite] = −1294.9±1.2
kJ mol−1 [143], �fH o(SiO2, cr, silicalite) = −905.20± 0.84 kJ mol−1 [154],
�fH o(H2O, l) = −285.830 ± 0.040 kJ mol−1 [58], and �fH o(HF·3.440845
H2O, aq) = �fH o(HF·3.441H2O, aq) = −320.95 ± 0.67 kJ mol−1 [143,155]
it is possible to derive�fH o(Ca0.289Na0.361Al0.940Si5.060O12.000 ·3.468H2O, cr)
= −6755.3 ± 4.8 kJ mol−1.

Johnson et al. [143] also studied the dehydrated formofmordenite by reaction-
solution calorimetry. Their results and the foregoing enthalpy of formation
data lead to �fH o(Ca0.289Na0.361Al0.940Si5.060O12.000, cr) = −5661.7 ± 4.8 kJ
mol−1. From the enthalpies of formation of both forms of mordenite and the
enthalpy of formation of liquid water already quoted (−285.830 ± 0.040 kJ
mol−1), it is possible to conclude that at 298.15 K, the enthalpy of dehydration
of mordenite, which corresponds to the reaction

M·3.468H2O(cr) → M(cr) + 3.468H2O(l)

(M = Ca0.289Na0.361Al0.940Si5.060O12.000) (8.12)

is �rH o(8.12) = 29.5±2.0 kJ mol−1 per mole of water. This corresponds to the
average binding enthalpy of zeolitic H2O in mordenite.

Johnson et al. [143] used low-temperature adiabatic calorimetry and high-
temperature drop calorimetry to obtain the heat capacity of both forms of
mordenite as a function of the temperature. These results and the results of the
reaction-solution calorimetric studies discussed herein, enabled the tabulation of
the thermodynamic properties (Co

p , S
o,�fH o, and�fGo) of mordenite from 0K

to 500 K and dehydrated mordenite from 0 K to 900 K.
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Heat Flow Calorimetry

Heat flow calorimeters, also known as “heat flux,” “heat conduction,” or “heat
leakage” calorimeters, are instruments where the heat output or input associated
with a given phenomenon is transferred between a reaction vessel and a heat
sink (recall figure 6.2). This heat transfer can be monitored with high thermal
conductivity thermopiles containing large numbers of identical thermocouple
junctions regularly arranged around the reaction vessel (the cell) and connecting
its outside wall to the heat sink (the thermostat).

The determination of the heat flow relies on the so-called Seebeck effect.
An electric potential, known as thermoelectric force and represented by E, is
observed when two wires of different metals are joined at both ends and these
junctions are subjected to different temperatures, T1 and T2 (figure 9.1a). Several
thermocouples can be associated, forming a thermopile (figure 9.1b). For small
temperature differences, the thermoelectric force generated by the thermopile is
proportional to T1 − T2 and to the number of thermocouples of the pile (n):

E = nε′(T1 − T2) (9.1)

where ε′ is the thermoelectric power of a single thermocouple (ε′ = dE/dT ).
Assuming that the heat transfer is made by conduction through the ther-

mocouple wires, the heat flow rate (Φ = dQ/dt, where t is time) between the
systems at temperatures T1 and T2 is also directly related to the difference
T1 − T2:

Φ = dQ

dt
= λ(T1 − T2) (9.2)

λ being the average thermal conductivity of the metal wires. Therefore,

Φ = dQ

dt
= λ

nε′ E (9.3)

and

Q = λ

nε′
∫ t

0
Edt (9.4)

In conclusion, the area of a plot of E against time (the measuring curve or
thermogram) will be proportional to the net heat input or output (Q). In prac-
tice, the proportionality constant (λ/nε′) is determined in a separate calibration
experiment (see following discussion).
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Figure 9.1 A thermocouple (a)
and a thermopile (b) as devices
for measuring a temperature
difference or a heat flow. A and
B are wires of different metals.

The reverse of the Seebeck effect is called the Peltier effect and results from
flowing an electric current through the circuits of figure 9.1. If the junctions are
initially at the same temperature, a temperature gradient will be developed; for
instance, in the case of figure 9.1a, one of the junctionswill cool and the other will
warm. Associated with this electric current there will also be a Joule (resistive)
effect, so that the net power (P) produced at each junction is given by

P = ±Π i + Ri2 (9.5)

where i is the electric current, Π the Peltier coefficient, and R the electric resis-
tance. The Peltier effect can thus be used as a cooling device, by controlling i.
If i = i0 when P = 0 (the heating caused by the Joule effect is balanced by
the Peltier cooling in one of the junctions), then Π i0 = Ri20 and i0 = Π/R. For
i < i0, the Peltier effect will prevail, that is, P < 0 in the cooler junction.

The first heat flow calorimeter based on Seebeck, Peltier, and Joule effects was
built by Tian at Marseille, France, and reported in 1923 [156–158]. The set-up
included two thermopiles, one to detect the temperature difference T1 − T2 and
the other to compensate for that difference by using Peltier or Joule effects in the
case of exothermic or endothermic phenomena, respectively. This compensation
(aiming to keep T1 = T2 during an experiment) was required because, as the
thermopiles had a low heat conductivity, a significant fraction of the heat transfer
would otherwise not be made through the thermopile wires and hence would not
be detected.

Tian’s instrument had several important advantages over other types of
calorimeter available at the time, such as isoperibol or adiabatic instruments:
(1) It could monitor rather small temperature changes (less than 10−4 K) and
therefore minute samples could be used; (2) it could be applied to investigate the
thermochemistry of very slow phenomena (up to about 24 h); and (3) the use of
the compensating Peltier cooling or Joule heating allowed one to investigate the
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“thermokinetics” (change of heat input or output with time) of a process under
isothermal conditions.

Tian’s instrument was refined by Calvet and his co-workers (figure 9.2) at
the Marseille laboratory [156–159]. One of the most important improvements
resulted from a regular arrangement of a large number of identical thermocouples
connecting the cell to the heat sink,which allowed the heat flow to be related to the
measured thermoelectric force, independently of the temperature distribution at
the outsidewall of the cell and nomatterwhich fraction of the heatwas transferred
through the wires. This is easily shown by considering that a single thermocouple
element is responsible for conducting a fraction (x) of the total heat transferred

T

D

E

H

I

C

C

B

A

Figure 9.2 A schematic diagram of a Calvet’s calorimeter,
adapted from [157]. Only one of the twin calorimetric units
(A), with its thermopiles (T) is shown. These units fit into high-
conductivity metal blocks (B). C are cones for equipartition of
thermal fluctuations; D is a thick metal cylinder surrounded
by a series of canisters (E). H is an electric heater, and the
outer cylinder (I) is a thermal insulator.
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from an “elementary” area of the outside wall of the cell, where the temperature
(T1) is assumed to be uniform [156,157]. For each thermocouple (i):

xΦi = λ(T1 − T2) (9.6)

This equation, together with equation 9.1 for a single thermocouple,

Ei = ε′(T1 − T2) (9.7)

leads to

Ei = xε′
λ

Φi (9.8)

As all the thermocouples are identical, xε′/λ is constant. Therefore, the thermo-
electric force of the pile formed by the n thermocouples connected in series is
given by

E =
∑n

i=1
Ei = xε′

λ

∑n

i=1
Φi = xε′

λ
Φ (9.9)

which shows that the measured E is proportional to the total heat transferred
between the cell and the heat sink, no matter what the temperature distribution
may be at the cell wall. Actually, equation 9.9 is not strictly valid because the
thermocouples do not cover the whole area of the cell wall, but it holds as a good
approximation, particularly when the wall of the calorimeter has a high thermal
conductivity, thus avoiding cold and hot spots [2].

Another problem related to the validity of equation 9.9 is that equation 9.6
applies only to heat conduction. If T1 − T2 is large, some significant fraction of
heatwill be transferred by convection and radiation and thuswill not bemonitored
by the thermopile. Consequently, the use of partial compensating Peltier or Joule
effects was essential in the experiments involving Calvet’s calorimeter, whose
thermopiles had a fairly low thermal conductivity.

As a practical consequence of equation 9.9, the contents of the cell do not
need to be stirred to achieve a uniform temperature. This is a clear advantage
whenever the heat output or input and the heat of stirring are comparable.

A second improvement in Calvet’s calorimeter is that a differential set-up
was adopted that aimed to suppress temperature drifts and fluctuations of the
heat sink. This was achieved by coupling two calorimetric units in opposition to
each other, so the measured thermoelectric force was the difference between the
thermoelectric forces of the sample cell and the reference cell. The latter may
remain at the temperature of the thermostat while the heat output or input related
to the event under investigation occurs in the sample cell.

A much more detailed discussion of the advantages of Calvet’s design, as
well as the underlying theoretical background, were reported by Calvet himself
[157–159]. For instance, whereas in Tian’s calorimeter a water bath was used,
in Calvet’s this was replaced by a metal block, allowing thermochemical studies
at high temperatures (above 1000 ◦C). Longer experiments (over a month) were
also possible due to the improved stability of Calvet’s calorimeter. Finally, its
higher sensitivity (∼ 0.2 µW) allowed the use of even smaller samples.
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Very high sensitivity and the concomitant use of minute samples justify the
descriptor “microcalorimeter” for many heat flow instruments. In general, a
calorimeter can be labeled a microcalorimeter when its sensitivity is better than
∼ 10µW. Note, however, that some authors adopt a tighter definition, indicating
1 µWas the sensitivity upper limit [160]. The cell volume is usually in the range
of 0.5–25 cm3.

Building a heat flow microcalorimeter is not trivial. Fortunately, a variety
of modern commercial instruments are available. Some of these differ signif-
icantly from those just described, but the basic principles prevail. The main
difference concerns the thermopiles, which are now semiconducting thermocou-
ple plates instead of a series of wire thermocouples. This important modification
was introduced by Wadsö in 1968 [161]. The thermocouple plates have a high
thermal conductivity and a low electrical resistance and are sensitive to temper-
ature differences of about 10−6 K. Their high thermal conductivity ensures that
the heat transfer occurs fast enough to avoid the need for the Peltier or Joule
effects.

Modern heat flow microcalorimeters employ a diversity of heat sinks and
cells, depending on the applications for which they were designed. The heat
sinks can be water baths, kept at a constant temperature (±5 × 10−4 K) and
typically operating in the range of 20–80 ◦C, or metal blocks, allowing much
wider temperature ranges (e.g., −196 ◦C to 200 ◦C, 20 ◦C to 1000 ◦C). In some
cases it is possible to scan the temperature at a predetermined rate (see chapter 12).

All modern heat flow calorimeters have twin cells; thus, they operate in the
differential mode.As mentioned earlier, this means that the thermopiles from the
sample and the reference cell are connected in opposition, so that the measured
output is the difference between the respective thermoelectric forces. Because the
differential voltage is the only quantity to be measured, the auxiliary electron-
ics of a heat flux instrument are fairly simple, as shown in the block diagram
of figure 9.3. The main device is a nanovoltmeter interfaced to a computer
for instrument control and data acquisition and handling. The remaining elec-
tronics of a microcalorimeter (not shown in figure 9.3) are related to the very
accurate temperature control of the thermostat and, in some cases, with the

Temperature regulator

NanovoltmeterMicrocalorimeter

Figure 9.3 A simplified block
diagram of a heat flux
microcalorimeter.



142 Part II: Condensed Phase Methods

electrical calibration of the instrument. This calibration is made by using a sam-
ple cell containing a precision resistance (R), which releases a known amount
of heat (Q) when an electric current i flows during a given period of time t
(Q = Ri2t) [162].A very stable power supply and an accurate timer are therefore
required.

Bearing inmind the features of heat flowmicrocalorimeters, in particular their
high sensitivity and small sample requirements, it is not surprising that they have
been widely applied to investigate the energetics of chemical and biochemical
phenomena. Here we will illustrate the technique with the reactions involving the
organometallic complexesbis(butadiene) iron carbonyl, Fe(CO)(1,3-C4H6)2, and
chromium hexacarbonyl, Cr(CO)6.

The thermochemistry of thermal decomposition of Fe(CO)(1,3-C4H6)2, in the
temperature range of 418–439 K, was investigated by Brown et al. [163] with a
Calvet twin-cell microcalorimeter and an experimental procedure known as the
“drop calorimetric technique” [164]. In this procedure, a known mass of sample
contained in a small glass capillary at room temperature is dropped into the
sample cell of the calorimeter (Figure 9.4). To compensate for the heat effect of
dropping the glass capillary into the sample cell, an identical but empty capillary
is simultaneously dropped into the reference cell. This allows one to calculate
the heat effect associated solely with the process taking place in the sample cell.
As shown in Figure 9.4, the experiment can be done under an inert atmosphere
of nitrogen or argon.

A sketch of the thermogram obtained for the thermal decomposition of
Fe(CO)(1,3-C4H6)2 at 418 K is shown in figure 9.5 [163]. The endothermic
part reflects the heating (from 298 K to 418 K) and the melting of the sample and
probably also some thermal decomposition. The exothermic peak of the thermo-
gram was attributed to the polymerization of butadiene. Because area B is larger
than A, the overall process (equation 9.10) is exothermic.

nFe(CO)(1, 3-C4H6)2(cr, 298 K) → nFe(cr, 418 K)

+ nCO(g, 418 K) + polymer(g, 418 K) (9.10)

...

drop

N   or Ar inlet2

cell

stopper

Pt disk

Pyrex tube support

Pyrex reaction vessel

sample
inlet tube

Figure 9.4 Scheme of a reaction vessel used
for the drop technique. Adapted from [164].
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Figure 9.5 Thermogram (plot
of the measured
thermoelectric force versus
time) of the thermal
decomposition of
Fe(CO)(1,3-C4H6)2 at 418 K.
Adapted from [163].

To relate the difference between the areasA andBwith the enthalpy of reaction
9.10, a calibration had to be performed.As discussed, this calibration can bemade
by generating a known amount of heat in a resistor in the reaction vessel.Alterna-
tively, we can make a “chemical calibration,” involving a procedure that mimics
the main experiment. For instance, if a known mass of iodine is dropped through
the inlet system (and a similar empty capillary is dropped into the reference
cell), the thermogram of the following process can be recorded:

I2(cr, 298 K) → I2(g,T2) (9.11)

The enthalpy of this process can be accurately calculated from literature data.
The standard enthalpy of sublimation of iodine is known at 298.15 K (62.42 ±
0.08 kJ mol−1 [58]), so we have (see section 2.4):

�rH
o(9.11) = �subH

o(I2) + (Ho
T2 − Ho

298)I2,g (9.12)

where the enthalpy increment of gaseous iodine, the last term in the equation,
can be obtained, for instance, from the JANAF Tables [107].

It is observed in figure 9.6 that the calibration thermogram has two peaks
associated with endothermic effects. The first (C) reflects the heating and some
sublimation of I2. The second (D), recorded after connecting both the sample and
reference cells to an auxiliary vacuum line, accounts for the sublimation of the
remaining sample and its removal from the cell. The calibration constant, ε, is
simply the ratio between �rH o(9.11) and the total area (C + D).

Let us return to the thermal decomposition of Fe(CO)(1,3-C4H6)2. Once the
calibration constant is known, the enthalpy of the net process 9.10 can be calcu-
lated as the product of ε and the area (A + B). The next step is to correct this
value to 298.15 K by using heat capacity data. This exercise is, however, compli-
cated by the cyclobutadiene polymerization. Brown et al. analyzed the reaction
products by mass spectrometry and found several oligomers, in particular the
dimer (C4H6)2 and the trimer (C4H6)3 [163]. With such a mixture, it is difficult
to ascribe the observed enthalpy change to a well-defined chemical reaction.This
is discussed in the paper by Brown and colleagues, who were nevertheless able
to recommend a value for the standard enthalpy of formation of the iron-olefin
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Figure 9.6 A sketch of a
calibration thermogram
(sublimation of iodine).

complex.The discussion and the results do not concern us here.With this example
we just wish to illustrate one of the most serious problems encountered in ther-
mochemical studies involving thermal decompositions: These processes often
yield products that are difficult to quantify. Fortunately, many thermal decom-
positions are “clean” and afford accurate thermochemical data. In addition, the
drop method can be applied to other reactions besides thermal decompositions.
To illustrate this, we consider the example involving chromium hexacarbonyl.

Aheat flowcalorimeter and the drop calorimetricmethodwere usedbyConnor,
Skinner, and Virmani to investigate the thermal decomposition of Cr(CO)6 at
514 K (the calibration was made with iodine as described above) [164]. The only
peak observed corresponded to an endothermic process:

Cr(CO)6(cr, 298 K) → Cr(cr, 514 K) + 6CO(g, 514 K) (9.13)

The mean enthalpy observed for this reaction, based on six experiments, was
308.1 ± 4.7 kJ mol−1. To correct this result to 298.15 K, an equation similar to
9.12 can be derived:

�rH
o
298(9.13) = �rH

o(9.13) − (Ho
514 − Ho

298)Cr,cr − 6(Ho
514 − Ho

298)CO,g (9.14)

Using (H o
514 − H o

298)Cr,cr = 5.46 kJ mol−1 and (H o
514 − H o

298)CO,g = 6.35 kJ
mol−1 [107], we obtain �rH o

298(9.13) = 264.5 ± 4.7 kJ mol−1. Finally, taking
the standard enthalpy of formation of carbon monoxide, �fH o(CO, g) =
−110.53 ± 0.17 kJ mol−1 [58], we calculate �fH o[Cr(CO)6, cr)] = −(264.5
± 4.7) +6 × (−110.53 ± 0.17) = −927.7 ± 4.8 kJ mol−1.

The result obtained for �fH o[Cr(CO)6, cr)] is some 50 kJ mol−1 more pos-
itive than the recommended value, −980.0 ± 2.0 kJ mol−1 [149], a weighted
mean of experimental results determined with several types of calorimeter. The
large discrepancy is not due to an ill-assigned thermal decomposition reaction
but to a slow adsorption of carbon monoxide by the chromium mirror that cov-
ered the vessel wall. This is an exothermic process and lowered the measured
�rH o(9.13).

To avoid the formation of the metallic mirror and thus the adsorption pro-
cess, Connor, Skinner, and Virmani used the microcalorimeter to examine the
iodination of chromium hexacarbonyl at 514 K:

Cr(CO)6(cr, 298 K) + (n+ 1)I2(g, 514 K) → (1-2n)CrI2(cr, 514 K)

+ 2nCrI3(cr, 514 K) + 6CO(g, 514 K) (9.15)
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The experimental procedure was as described, the only difference being that
a capillary containing a suitable amount of I2 was dropped into the reaction
vessel (and the calorimeter allowed to stabilize) before the Cr(CO)6 sample was
dropped.After recording the thermogram corresponding to reaction 9.15, the cell
was removed and the contents analyzed to determine n (which varied from 0.30
to 0.38 in five separate experiments).

The enthalpy observed for each run involving reaction 9.15 can be adjusted
for n = 0. This can be done by considering reaction 9.16 for n = 1/2.

2nCrI3(cr) → 2nCrI2(cr) + nI2(g) (9.16)

The standard enthalpies of formation of CrI2 and CrI3 at 298.15 K are tabulated
in the NBS Tables of Chemical Thermodynamic Properties [165] as −156.9 ±
8.0 kJ mol−1 and −205.0 ± 8.0 kJ mol−1, respectively (the uncertainty intervals
are estimates). Using �fH o(I2, g) = 62.42 ± 0.08 kJ mol−1 [58], we obtain
�rH o(9.16) = 79.3 ± 11.3 kJ mol−1 (n = 1/2).

Connor, Skinner, andVirmani assumed that the�rH o(9.16) value at 298.15K
would be the same at 514 K. This assumption can be checked because the heat
capacities of all the species are now available [166]. The standard heat capacities
of the reaction (�rCo

p ) at 298.15 K and 514 K are 19.55 J mol−1 K−1 and 18.89 J
mol−1 K−1, respectively. Using the average value, 19.22 J mol−1 K−1, we obtain

�rH
o
514(9.16) − �rH

o
298(9.16) ≈ (514 − 298.15)〈�rC

o
p 〉 = 4.1kJ mol−1 (9.17)

which is small compared with the uncertainty interval in �rH o(9.16), ±
11.3 kJ mol−1. Nevertheless, we use this adjustment to evaluate the enthalpy
of reaction 9.18.

Cr(CO)6(cr, 298 K) +I2(g, 514 K) → CrI2(cr, 514 K) + 6CO(g, 514 K) (9.18)

The calculation was made by adding �rH o(9.15) to 2n�rH o
514(9.16) for each

experimental value of n given in the paper by Connor, Skinner, andVirmani, and
it leads to �rH o(9.18) = 142.4 ± 4.4 kJ mol−1, where the error bar does not
include the estimated uncertainty in �rH o

514(9.16).
We can now proceed to the final step before obtaining the standard enthalpy of

formation of chromium hexacarbonyl. The enthalpy of reaction 9.18 at 298.15 K
is related to �rH o(9.18) by

�rH
o
298(9.18) = �rH

o(9.18) + (Ho
514 − Ho

298)I2,g − (Ho
514 − Ho

298)CrI2,cr

− 6(Ho
514 − Ho

298)CO,g (9.19)

Using (H o
514 −H o

298)I2,g = 8.04 kJ mol−1, (H o
514 −H o

298)CO,g = 6.35 kJ mol−1

[107],and(H o
514−H o

298)CrI2,cr = 16.43kJmol−1 [166],weobtain�rH o
298(9.18) =

95.9 ± 4.4 kJ mol−1. Finally, taking the standard enthalpies of formation of CO,
I2(g), and CrI2 already quoted, we calculate �fH o[Cr(CO)6, cr)] = −978.4 ±
9.2 kJ mol−1, in good agreement with the recommended value, −980.0 ± 2.0 kJ
mol−1 [149].

The greatest advantage of the drop calorimetric technique developed by the
Manchester group is that it requires very little sample. Typically, less than 2 mg
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is needed for each run. This is particularly important for many organometallic
complexes, which are difficult to prepare and purify in large quantities. Never-
theless, as illustrated by the previous examples, the technique should be applied
with caution because side reactions or other phenomena (such as adsorption)
may occur. This is particularly true for thermal decompositions. The halogena-
tion reactions are less prone to errors, and indeed they were widely used by the
Manchester group to study the thermochemistry of a wealth of organometal-
lic complexes [144,149,167]. The halogenation included reactions with not only
iodine but also bromine. For instance, the standard enthalpy of formation of
Cr(CO)6 was also obtained through its reaction with Br2 [168], and the result
agrees with the one determined here.

A marginal but very important application of the drop calorimetric method
is that it also allows enthalpies of vaporization or sublimation [162,169] to be
determined with very small samples. The procedure is similar to that described
for the calibration with iodine—which indeed is a sublimation experiment. Other
methods to determine vaporization or sublimation enthalpies using heat flow
calorimeters have been described [170–172]. Although they may provide more
accurate data, the drop method is often preferred due to the simplicity of the
experimental procedure and to the inexpensive additional hardware required.
The drop method can also be used to measure heat capacities of solids or liquids
above ambient temperature [1,173].

The drop calorimetric method is by no means the only application of heat
flow microcalorimetry used to investigate the energetics of molecules. Other
microcalorimeter designs, also relying on the heat flow principle, have been used
to study the thermochemistry of reactions in solution [174,175] and oxygen-
combustion reactions [17,171,176–178]. Once again, their main advantages
relative to the more common isoperibol calorimeters (see chapters 7 and 8) are
the considerable reduction in the sample size and the possibility of examining
“slow” reactions (i.e., those reactions that take more than about 15 minutes to
reach equilibrium).
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Photocalorimetry

Most experimental techniques addressed in the present book are suitable for
investigating the thermochemistry of thermally activated reactions, that is, those
reactions whose activation barrier can be overcome by increasing the thermal
energy of the reactants. This thermal energy, which is the average sum of molec-
ular translational, rotational, and vibrational energies, can be changed by varying
the temperature of the reactants.

Some chemical reactions, however, do not occur by thermal activation. They
require larger energy inputs—big enough to raise the electronic energy of at
least one of the reactants and even induce the cleavage of a chemical bond. This
“surgical” energy promotion is only attainable by electromagnetic radiation with
a suitable wavelength. Visible light (420–700 nm) or ultraviolet radiation are
typically used because the energies involved are in the same range of electronic
excitation energies and of bond dissociation enthalpies, for example, a 700 nm
photon corresponds to an energy of 170.9 kJ mol−1 (see conversion factors in
appendix A).

The reactions initiated by electromagnetic radiation are said to be photochemi-
cally activated. Note that only the initiation stepmay require the absorption of one
or more photons (a photochemical reaction). Subsequent steps of the mechanism
may be “dark reactions,” proceeding by thermal activation.

The thermochemical study of photochemical or photochemically activated
processes is not amenable to most of the calorimeters described in this book,
simply because they do not include a suitable radiation source or the necessary
auxiliary equipment to monitor the electromagnetic energy absorbed by the reac-
tion mixture. However, it is not hard to conceive how a calorimeter from any of
the classes mentioned in chapter 6 (adiabatic, isoperibol, or heat flow) could
be modified to accommodate the necessary hardware and be transformed into a
photocalorimeter.

A general discussion of the basic principles of photocalorimetry, which we
closely follow in the ensuing discussion, was made byTeixeira andWadsö [179].
An amount of radiant energy E is supplied to the calorimetric cell and absorbed
by the reaction mixture, initiating a chemical reaction.Assuming that the process
occurs at constant pressure, and representing the enthalpy change of that reaction
by �obsH , the energy balance inside the cell is simply

E = �obsH + Q (10.1)
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whereQ is the heat measured by the calorimetric system. Note that the quantities
in this equation are those directly involved in the experiment and therefore are
not given in molar units.

It is possible that only a fraction of the radiant energy supplied to the calorime-
ter would be absorbed by the reaction mixture. Part of that radiation can be
reflected (Er) and, if the reaction vessel is transparent, another fraction can be
transmitted to the surroundings (Et). Furthermore, the electronically excited
states of the reactants may decay by luminescence, so more energy (El) may
be lost to the surroundings. If these three contributions are taken into account,
equation 10.1 becomes

E = �obsH + Q + Er + Et + El. (10.2)

To obtain �obsH we need to evaluate E and the last three terms in equation
10.2.This can be done in a separate experiment (where the same radiant energy E
is supplied), by measuringQ for a process whose�obsH is accurately known, or,
more commonly, bymeasuringQwhen a nonphotoreactive substance is contained
in the reaction cell. In this case �obsH = 0 and we have

E = Q′ + E′
r + E′

t + E′
l (10.3)

where the prime indicates the quantities for the reference experiment. Subtracting
this equation from equation 10.2 we arrive at

�obsH = (Q′ − Q) + (E′
r − Er) + (E′

t − Et) + (E′
l − El) (10.4)

For a well-designed set-up, and if the main and reference experiments are
performed under the same conditions, it is fair to assume that the reflected ener-
gies will be small and that E′

r ≈ Er . With regard to the transmittance and the
luminescence energies, we have to consider two possibilities. If the calorimetric
cell is opaque, then these terms will all be zero, that is,

�obsH = Q′ − Q (10.5)

On the other hand, if the calorimetric cell is transparent, then Et, E′
t , El, and

E′
l have to be determined for example by using data for the transmittance of

the media and fluorescence and phosphorescence quantum yields (see following
discussion).

Once �obsH is known, then the molar enthalpy of the reaction under study is
given by

�rH = �obsH/n (10.6)

n being the amount of substance of the limiting reactant converted into products.
This conversion efficiency can be directly obtained by chemical analysis of the
final state of the reaction mixture or calculated from the overall quantum yield of
the reaction (number of reactant molecules that react for each photon absorbed
[180]), Φ:

n = N

NA
Φ (10.7)
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where N is the number of photons absorbed and NA is Avogadro’s number.
Because the quantum yield refers to radiation with a single wavelength λ, we
can apply equation 10.7 to determine n only when monochromatic radiation with
the same wavelength is used in the calorimetric experiment.

A value of N can be obtained from the reference experiment. Assume that the
radiant energies (E) supplied during the main and the reference experiments are
identical. Now recall equation 10.3, and suppose that E′

r is negligible, and that the
nonphotoreactive substance does not decay by fluorescence or phosphorescence
(E′

l = 0). Because its transmittance (T ) is easily measurable and E′
t = TE,

equation 10.3 becomes

E = Q′/(1 − T ) (10.8)

The radiation energy supplied to the reference cell (E) can be computed using
this equation. As

E = Nhc/λ (10.9)

where h is Planck’s constant and c the speed of light, N can be calculated. Note
that if the cell is opaque, then E′

t = 0 and equation 10.8 simplifies to E = Q′.
The theory just described was the basis of photocalorimetric experiments

reported in the literature, involving several types of instruments and addressing a
variety of problems [179].To the best of our knowledge, the first photocalorimeter
was built byMagee et al. in the late 1930s and applied to the determination of the
quantum yield of photosynthesis by green algae [181]. Here we have chosen to
illustrate the principles of photocalorimetry with two examples, one involving an
isoperibol photocalorimeter developed byAdamson et al. [182–184] and another
based on a heat flow calorimeter built by Teixeira and Wadsö [185].

The instrument described byAdamson and colleagues is shown in figure 10.1.
The latest reported version consisted of a 10 cm3 glass reaction vessel that
contained a bar for magnetic stirring and was separated from a thermostated
jacket by an evacuated shell. The jacket temperature could be maintained at
25.000 ±0.001◦C. Monochromatic radiation entered the reaction vessel through

metal cover

resistance thermistor

quartz
windows

stirring bar reaction vessel

water

water

vacuum Figure 10.1
A reaction-solution isoperibol
photocalorimeter, built by
Adamson et al. Adapted
from [182].
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two quartz windows. The remaining calorimetric components (a thermistor to
measure temperature and an electrical resistance to determine the calibration con-
stant) are common in many other isoperibol calorimeters (see chapters 7 and 8).
The main optical hardware of the calorimeter was a 1 kW mercury-xenon lamp
with stabilized output (± 1%), a collimator, filters (e.g., a filter containing water
to absorb infrared radiation and a glass filter to block short-wavelength ultravi-
olet radiation), a shutter, and a monochromator. The bandwith at half-maximum
intensity, for example, for a 4 mm slit, was 15 nm at 366 nm.

The thermochemistry of the ligand replacement reaction 10.10, where “pip”
indicates piperidine, was investigated by Adamson’s group, using cyclohexane
as solvent [183].

Cr(CO)6(sln) + pip(sln) → Cr(CO)5(pip)(sln) + CO(g/sln) (10.10)

The procedure may start with the reference experiment, which, in the case
under analysis, involved a solution of ferrocene in cyclohexane (ferrocene is a
nonphotoreactive substance that converts all the absorbed 366 nm radiation into
heat). With the shutter closed, the calorimeter was calibrated using the Joule
effect, as described in chapter 8, yielding the calibration constant ε′. The same
solution was then irradiated for a given period of time t′ (typically, 2–3 min),
by opening the shutter. The heat released during this period (Q′), determined
from the temperature against time plot and from the calibration constant (see
chapter 8), leads to the radiant power (radiant energy per second) absorbed by
the solution, P = Q′/t′.

Note that according to equation 10.8,

Q′ = Pt′ = E(1 − T ) (10.11)

the transmittance should also be accurately measured. However, the authors used
solutions with optical densities in the range of 1–1.5 cm−1. Because the optical
path length of the 10 cm3 cell was 3.5 cm, practically 100% of the radiation was
absorbed (T = 0). Hence, Q′ = Pt′ = E.

The main experiment followed a similar procedure. The Joule calibration
yields ε. The cyclohexane solution of Cr(CO)6 and piperidine was irradiated
for a period t. The heat released (Q) provided �obsH via equation 10.5. If t′ 
= t,
then Q′ derived from the reference experiment needs to be multiplied by t/t′.
Alternatively, we can simply derive the rate of temperature increase during the
irradiation. This rate multiplied by ε is equal to rate of heat production (Q/t),
which Adamson and co-workers called F . The difference between the radiant
power (P) and F gives �obsH/t.

To calculate �rH (10.10), it is necessary to know n, the amount of substance
of Cr(CO)6 consumed during period t. This is best done by analyzing the final
reaction mixture, but as mentioned, it can also rely on the reaction quantum yield,
Φ. From equations 10.6, 10.7, and 10.9 we obtain

�rH = �obsH

ΦE

NAhc

λ
(10.12)
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Because �obsH = Q′ − Q and E = Q′ this becomes

�rH = Q′ − Q

Q′
1

Φ

NAhc

λ
(10.13)

whereNAhc/λ for 366nmphotons corresponds to 326.8 kJmol−1.The alternative
equation to 10.13 (using the quantities P and F) is

�rH = f

Φ

NAhc

λ
(10.14)

where f = (P − F)/P represents the coefficient of conversion of light into
chemical energy [182].

The data obtained by Nakashima and Adamson for reaction 10.10 were f =
0.0174 and Φ = 0.58 ± 0.01 [186]. This reaction quantum yield was actually
derived from the analytical determination of n (n = PΦ), and therefore the final
value �rH (10.10) = 9.8± 4.2 kJ mol−1 is probably more accurate than if it had
relied on a literature value for the quantum yield. The uncertainty recommended
by the authors includes the experimental errors in P and F values.

The isoperibol reaction-solution photocalorimeter shown in figure 10.1 has
been applied to study the thermochemistry of a number of reactions involv-
ing coordination and organometallic complexes and also organic compounds
[182–184,186–188]. Although, as stated by Harel and Adamson, a typical error
bar in f is± 0.01 [184], implying, for example, an uncertainty of only 6 kJ mol−1

in �rH when λ = 366 nm and Φ = 0.58, several larger disagreements with lit-
erature values were noted. In other cases, the agreement is good. As recognized
by Adamson and co-workers, the method suffers from several error sources. For
instance, a low precision is expected when the reaction quantum yield is also low,
even if n is very accurately determined by chemical analysis (see equation 10.14
and bear in mind that the experimental error in f will be divided by a small value
of Φ). On the other hand, the radiation wavelength will affect both the precision
and the accuracy of the final �rH result. Shorter wavelength photons not only
multiply the error in f but also affect the accuracy of f itself (a variation of the
radiation intensity from the reference to the main experiment will lead to more
serious errors in the case of high-energy photons). Another (probably minor)
error source intrinsic to the photocalorimeter of figure 10.1 results from the use
of magnetic stirring. A speed-controlled mechanical stirrer would ensure a more
constant heat of stirring.

Some of these problems can be overcome with a different calorimetric design
(see later discussion). Other problems, which are more dependent on the chem-
istry and physics of the process under study than on the instrumentation, require
careful attention. Unnoticed side reactions or secondary photolysis are examples,
but one of the most serious error sources in photocalorimetry is caused by the
quantum yield values, particularly, as explained, when they are small. Unfortu-
nately, many literature quantum yields are unreliable, and it is a good practice
to determine n for each photocalorimetric run. Errors in Φ are often caused by
“inner filter effects,” that is, photon absorption by reaction products.

Because the instrument sketched in figure 10.1 is an isoperibol calorimeter,
it only allows the study of fairly rapid processes (less than about 15 min). This
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handicap disappears with the heat flow photocalorimeter built by Teixeira and
Wadsö, shown in figure 10.2 [185].The instrument relies on a commercial version
of a microcalorimeter developed by Wadsö’s group [189,190]. It consists of two
twin calorimetric units immersed in a thermostatic bath controlled to ± 10−4 K,
each one containing a radiation-absorbing cell and a reference cell. One of the
units (P) is used to determine the heat flow associated with the photochemical
process under study and the other (R) monitors the radiant power supplied to
the system. As in other heat flow calorimeters (see chapter 9), the thermopiles
of the two cells in each unit are connected in opposition, so that the measured
output represents the difference between the respective thermoelectric forces.
This differential signal from each unit is amplified, recorded, and integrated by a
computer.

The radiation source for the twin calorimeter of figure 10.2 is a 100W tungsten
lamp. The wavelength is selected by a monochromator, and the light is split in
two parts and led into the radiation-absorbing cells of each unit by three light
cables. With a 2 mm slit, the band pass is about 13 nm, and for radiation with
λ = 436 nm the power delivered to each cell is about 60 µW.The reference cells
are simply steel rods and receive no light.

monochromator

light source

light cables

steel can

reference cell

thermostatic bath

photoinert cell
unit R unit P

aluminum
heat sink

photochemical
reactor

reference cell

Figure 10.2 The twin unit version of a heat flow photocalorimeter, built by
Teixeira and Wadsö. Adapted from [185].
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The radiation-absorbing cell of the main unit (P) is the photochemical reactor,
that is, it contains the solution to be examined. It is a Teflon-coated steel ves-
sel with a volume of only 3 cm3, provided with mechanical stirring. The other
radiation-absorbing cell, in the reference unit (R), is a steel rod with three holes
for the optical fibers.

The calibration of the calorimetric unit P, leading to the calibration constant ε
(see chapter 9), can be made by the Joule effect, with a resistor inserted into the
photochemical reactor cell. As justified shortly (equation 10.16), no calibration
is required for the photoinert cell in unit R.

Before the experiment, the photochemical reactor is filled, for example, with
the solvent of the sample solution, and both radiation-absorbing cells are irradi-
ated typically for a period of less than 1 h. Because the cells are not transparent, all
the radiation supplied is quantitatively converted to heat. The thermograms (see
chapter 9) of units P and R are recorded and integated. The ratio of their areas,
respectively AP0 and AR0, yields the so-called constant of the instrument, Cλ:

Cλ = AP0/AR0 (10.15)

For the photochemical experiment reactor P is charged with the solution of
interest, and again both radiation-absorbing cells are irradiated. The area of the
thermogram from the reference unit R (AR1) multiplied by Cλ is proportional to
the radiant energy (E) supplied to the photochemical reactor. On the other hand,
the area of the thermogram from unit P (AP1) will reflect not only that radiant
energy but also the enthalpy change of the photochemically activated process
(�obsH ). Therefore,

�obsH = (AR1Cλ − AP1)ε (10.16)

Finally, the molar enthalpy of the reaction can be calculated as described,
dividing �obsH by the amount of substance of the limiting reactant converted to
products (n; see equation 10.6).Alternatively, the value of the quantum yield and
equation 10.13 can be used (Q′ = AR1Cλε and Q = AP1ε).

As shown by equation 10.15, Cλ measures the ratio of the radiant energies
supplied to the units P and R. To ensure that this ratio remains constant, so Cλ

can be used in equation 10.16, the geometry of the optical hardware, particularly
the connections of the light cables to the monochromator, should not be changed.
With this condition in mind, another advantage of the twin unit arrangement
as compared with the calorimeter in figure 10.1 is now obvious: Light source
intensity fluctuations will cancel out.

Other error sources discussed for the isoperibol instrument are not a problem
in Teixeira and Wadsö’s microcalorimeter. For instance, as shown by equations
10.15 and 10.16, the radiation wavelength does not influence the precision or the
accuracy of the final�rH result. However, the precision is still affected when the
reaction quantum yield is low, because the experimental error will be divided by
a small value of n. On the other hand, problems like side reactions or secondary
photolysis, alreadymentioned, that are not related to the instrumental design may
also lead to large errors.
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The number of chemical reactions that have been examined with the heat flow
microcalorimeter of figure 10.2 is still fairly small. We have selected reaction
10.17, the photochemical isomerization of trans- to cis-azobenzene, to illustrate
the method.

trans-PhN=NPh(sln)
hν−→ cis-PhN=NPh(sln) (10.17)

Although the instrumentation used by Dias et al. [191] to study the thermo-
chemistry was inmost respects similar to the one just described, the authors made
a significant change in the experimental procedure. Instead of the two calorimet-
ric units P and R, they used only one unit. In this single unit, one of the cells
was the photocalorimetric reactor and the other was the photoinert cell. The main
disadvantage of the new arrangement is that the experimental results may be
affected by intensity variations in the light source because equation 10.15 no
longer applies. In addition, the new set-up requires that the amount of light enter-
ing the two cells remain constant over the whole irradiation period. As stated by
the authors, this condition was achieved by adjusting the lamp position (with sol-
vent in the photochemical reactor), so that the net signal was zero. In a heat flow
calorimeter, where the thermopiles are connected in opposition (see foregoing
discussion and also chapter 9), this means that the heat power produced in each
cell is the same. If the balanced geometry is maintained, it should also take care
of slight intensity fluctuations because these will not affect the fraction of the
beam supplied to each cell.

It is pertinent to ask why Dias et al. decided to use one unit instead of two
(we add that their microcalorimeter has not two but four of those units!). The
cost was obviously not an issue in their case. However, by testing this new
approach they have shown that it is possible to use other types of heat flow
microcalorimeters—containing only two cells (or one unit)—in photocalorimet-
ric studies.

The experimental procedure adopted in the thermochemical study of reaction
10.17 was fairly simple. First, an electrical calibration was made. Then, after
balancing the light input to the cells, 2.7 cm3 of a 7 × 10−3 mol dm−3 solution
of trans-azobenzene in heptane was added to the photochemical reactor. This
solution was irradiated for a certain period (1.5–3.8 h) with 436 nm light, and
the thermogram was recorded. The area of this thermogram multiplied by the
calibration constant (ε) gives �obsH .

The calculation of the molar enthalpy of reaction 10.17,�rH (10.17), requires
the amount of substance of trans-azobenzene consumed. In seven independent
experiments, nwas determined spectroscopically and varied between∼ 4×10−7

mol and 15×10−7 mol [191]. Note that it was not possible to use equation 10.13,
even if the quantumyieldwere known, because the the radiant energy (E) supplied
to the photochemical reactor was not measured.

The mean value obtained for �rH (10.17) was 48.9 ± 2.3 kJ mol−1 [191],
which is in excellent agreement with another photocalorimetric result, 49.0 ±
5.4 kJ mol−1, reported by Adamson et al. [182], who used the calorimeter of
figure 10.1 and cyclohexane as solvent.
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The enthalpy of the reverse of reaction 10.17, the cis → trans isomerization
reaction is thermally activated and thus can be determined by isoperibol reaction-
solution calorimetry (however, because the reaction is slow, a catalyst must be
used). These experiments were also made by Dias et al. and led to −49.1 ± 1.0
kJ mol−1 for reaction 10.18.

cis-PhN=NPh(cr) → trans-PhN=NPh(cr) (10.18)

The enthalpies of solution of cis- and trans-azobenzene in heptane (29.1 ± 0.7kJ
mol−1 and 25.4 ± 0.4 kJ mol−1, respectively) were also determined by reaction
solution calorimetry and can be coupledwith�rH (10.17) = 48.9±2.3 kJmol−1

to yield �rH (10.18) = −45.2 ± 2.4 kJ mol−1. This value differs by some 4 kJ
mol−1 from the photocalorimetric results.

Although the difference between the photocalorimetric and the reaction-
solution results is small (the values agree within the combined uncertainties),
it would be useful to compare data from other sources. Unfortunately, as noted
by Dias and colleagues, combustion calorimetry does not seem to provide a good
alternative because the available results are themselves in disagreement. Com-
bustion studies by Cole and Gilbert [192] lead to �fH o(cis-PhNNPh, cr) =
362.8 ± 3.0 kJ mol−1 and �fH o(trans-PhNNPh, cr) = 320.5 ± 2.3 kJ mol−1,
yielding �rH (10.18) = −42.3 ± 3.8 kJ mol−1. Schulze et al. [193], on the
other hand, obtained �fH o(cis-PhNNPh, cr) = 367.2 ± 2.2 kJ mol−1 and
�fH o(trans-PhNNPh, cr) = 311.3±3.0 kJ mol−1, which afford�rH (10.18) =
−55.9±3.7 kJmol−1.The standard enthalpy of formation of the crystalline trans-
isomer was also redetermined by combustion calorimetry by Dias et al. and the
result (308.6± 1.9 kJ mol−1) is in better agreement with the value recommended
by Schulze et al.

What canwe conclude fromall these data?Although the two photocalorimetric
values are in excellent agreement with each other, these values are problably
less accurate than the reaction-solution calorimetric result. In any case, the 4 kJ
mol−1 discrepancy is not a cause of concern regarding the general usefulness
and reliability of carefully made photocalorimetry experiments.
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Titration Calorimetry

Titration calorimetry is a method in which one reactant inside a calorimetric
vessel is titrated with another delivered from a burette at a controlled rate. This
technique has been adapted to a variety of calorimeters, notably of the isoperibol
and heat flow types [194–198]. The output of a titration calorimetric experiment
is usually a plot of the temperature change or the heat flow associated with the
reaction or physical interaction under study as a function of time or the amount
of titrant added.

A primary use of titration calorimetry is the determination of enthalpies of
reaction in solution. The obtained results may of course lead to enthalpies of
formation of compounds in the standard state by using appropriate thermody-
namic cycles and auxiliary data, as described in chapter 8 for reaction-solution
calorimetry. Moreover, when reactions are not quantitative, both the equilibrium
constant and the enthalpy of reaction can often be determined from a single titra-
tion run [197–206]. This also yields the corresponding �rGo and �rSo through
equations 2.54 and 2.55.

Extensive use has been made of titration calorimetry as an analytical tool.
These applications, which are outside the scope of this book, have been covered
in various reviews [194,197,198,203,204,207].

The historical development of titration calorimetry has been addressed by
Grime [197]. The technique is credited to have been born in 1913, when Bell
and Cowell used an apparatus consisting of a 200 cm3 Dewar vessel, a platinum
stirrer, a thermometer graduated to tenths of degrees, and a volumetric burette
to determine the end point of the titration of citric acid with ammonia from a
plot of the observed temperature change against the volume of ammonia added
[208]. The capabilities of titration calorimetry have enormously evolved since
then, and the accuracy limits of modern titration calorimeters are comparable to
those obtained in conventional isoperibol (chapter 8) or heat-flow instruments
(chapter 9) [195,198].

The titration procedures described in the literature can be classified as contin-
uous or incremental, depending on the mode of titrant addition. In the first case
the titrant is continuously introduced in the reaction vessel at a programmed (not
necessarily constant) rate during a run. The application of this method requires
apparatus with quick response to temperature changes and can be used only to
study fast reactions. Slow reactions (i.e., those with a reaction time longer than
the equilibrium time of the reaction vessel) may be accurately studied by the
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incremental method. In this case, the titrant is added in steps to the titrate, and
the reaction is left to equilibrate between two consecutive additions. The incre-
mental method is frequently used in conjunction with heat flow calorimeters,
which, as discussed in chapter 9, are particularly suited for the study of slow
reactions.

Computer-controlled motorized syringe-type precision burettes are generally
employed nowadays for addition of titrant. The burettes are calibrated by weigh-
ing the amounts of distilled water they deliver over various time intervals. The
delivery rate in units of volume per unit time is determined from the mass rate
delivery using the density of water at the calibration temperature.

The accuracy of a titration calorimeter is normally assessed using the reac-
tions of NaOH(aq) with HCl(aq) or HClO4(aq) [209,210]. The dissolution of
crystalline tris(hydroxymethyl)aminomethane (THAM) in HCl(aq) has also been
employed when the apparatus is equipped with a system for the introduction
of solid samples (e.g., an ampule breaking device) [210]. As mentioned in
chapter 8, the latter method is commonly recommended for testing conventional
reaction-solution calorimeters [39,40].

Figure 11.1a shows a scheme of a widely used reaction vessel for isoperibol
titration calorimetry [211]. It consists of a silvered glass Dewar A, which can
be adjusted to a lid B supporting a stirrer C, a resistance D for electrical cal-
ibration, a thermistor E for temperature measurement, and a Teflon tube F for
titrant delivery. The assembled Dewar and lid set-up is immersed in a constant
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Figure 11.1 (a) Scheme of an isoperibol titration calorimetry
apparatus: A: Dewar vessel; B: lid; C: stirrer; D: electrical resis-
tance; E: thermistor; F: titrant delivery tube; G: O-ring seal.
(b) Vessel for isothermal operation: A: stainless-steel, platinum,
or tantalum cup; B: water-tight stainless steel container; C:
heater; D: Peltier thermoelectric cooler; E: O-ring seal; F: heater
and cooler leads. Adapted from [211].
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temperature bath and the titrant delivery is controlled by means of a motorized
buret. The lid B can also be adapted to a metal vessel suitable for heat flow
isothermal calorimetry (figure 11.1b). This consists of a stainless-steel, platinum
or tantalum cup A inside a watertight stainless steel container B. Under the cup
and inside the container are a heater C and a Peltier thermoelectric cooler D
(for a discussion of the Peltier effect see chapter 9), which are used to main-
tain a constant temperature inside A. The Peltier cooler removes heat from the
system at constant rate, and the heat flux from the heater required to ensure a
constant temperature inside the cup throughout a run is measured as a function
of time.

The principles of titration calorimetry will now be introduced using isoperibol
continuous titration calorimetry as an example. These principles, with slight
modifications, can be adapted to the incremental method and to techniques based
on other types of calorimeters, such as heat flow isothermal titration calorimetry.
This method, which has gained increasing importance, is covered in section 11.2.

11.1 ISOPERIBOL CONTINUOUS TITRATION CALORIMETRY

Figure 11.2 shows a typical temperature-time curve for a continuous isoperibol
titration calorimetry experiment involving an exothermic process. In the initial
and final periods (between points a and b, and c and d, respectively), the observed
temperature change is determined by the heat of stirring, the heat dissipated
by the temperature sensor, and the difference between the temperature of the
calorimetric vessel and the temperature of the thermostatic bath. The titration
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takes place between points b and c. The reaction, however, is complete between
points b and q. The region between points q and c corresponds to the addition of
excess titrant.

Determination of �HICP

As discussed in chapters 7 and 8, the initial step of the data analysis of a isoperibol
calorimetry experiment is the determination of the enthalpy of the isothermal
calorimetric process, �HICP, usually at the reference temperature of 298.15 K.
The value of �HICP corresponding to any point p along the titration period is
given by (recall the discussion of equation 8.1)

�HICP = εi(Tb − TR) + εp(TR − Tp) + �Hexch + �Htr (11.1)

where εi is the initial energy equivalent of the calorimeter, εp is the energy equi-
valent of the calorimeter at point p, TR is the reference temperature, and �Hexch
is the enthalpic contribution due to the heat exchanged with the surroundings
between points b and p. The term �Htr results from the titrant being introduced
into the reaction vessel at a temperature Ts 
= TR and can be computed from

�Htr = VAρAcp(A)(Ts − TR), (11.2)

where VA denotes volume of titrant solution of mass density ρA and massic
heat capacity cp(A), added to the titrate up to the instant tp. An appropriate
strategy to eliminate �Htr and the need for the values of ρA and cp(A) is to
set the temperature of the thermostatic bath, Tj, at the reference temperature
(i.e., Tj = TR) and maintain the titrant immersed in the bath throughout the
titration, thereby making Ts = Tj = TR.

As usual, the energy equivalent of the calorimetric system, ε, must be obtained
by calibration. The most common procedure to calibrate a titration calorimeter
is supplying a known amount of electrical energy through a resistance heater, as
described in chapter 8 for reaction-solution calorimetry. In titration calorimetry
experiments, however, ε varies with the amount of titrant added during a run.Two
methods have been used to determine ε as a function of the volume of calorimetric
solution, thus enabling the evaluation of εi and εp in equation 11.1 [197,200].
Method 1 consists in the direct measurement of ε after various additions of titrant
have been made. Method 2 is based on the separation of the energy equivalent of
the calorimeter in two terms: εo, which refers to the empty calorimetric vessel,
and εc, which corresponds to the sum of the heat capacities of the contents of
the reaction vessel for a particular amount of titrant added. The latter approach is
similar to that traditionally used in isoperibol combustion calorimetry (chapter 7).
The value of εc is generally computed from

εc = VAρAcp(A) + VBρBcp(B) (11.3)

where VA, ρA, and cp(A) are the volume, mass density, and massic heat capacity
at constant pressure of the titrant, respectively, and VB, ρB, and cp(B) are the
corresponding quantities for the titrate. Equation 11.3 relies on the assumption
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that εc can be obtained by adding up the heat capacities of the titrate and the
titrant. This is normally a good approximation because dilute solutions are fre-
quently used in the experiments. Otherwise, to evaluate εc, the heat capacity of
the calorimetric solution as a function of the composition must be known.

The value of εo is only constant for a fixed volume V of solution inside the
calorimetric vessel. The change of εo with V is primarily due to an increase of
the reaction vessel wall in contact with the liquid as the liquid volume increases
[197,200].This change,dεo/dV ,which is constant forwell-designed calorimeters
[197,200], can be determined by measuring εo as a function of V . Because it has
been found that as expected, εo and dεo/dV are independent of the nature of
the liquid used in the calorimeter, they are normally determined by performing
electrical calibrations with the calorimeter filled with different volumes of water
[200]. The energy equivalent of the calorimeter at any point during a titration can
therefore be calculated from

ε = εo + εc + dεo

dV
V

= εo + VAρAcp(A) + VBρBcp(B) + dεo

dV
V (11.4)

Equation11.4 is usually applied under the assumption that idealmixingoccurs,
that is, V = VA + VB. As mentioned, this is a good approximation provided that
diluted solutions of titrant and titrate are used.

Method 1 is the more accurate from the two methods because the energy equi-
valent of the calorimeter is directly measured as a function of V for each system
under study. Method 2 is less time-consuming because once εo and dεo/dV have
been determined, no further calibrations are necessary as long as the data needed
to evaluate εc are available.

The term �Hexch in equation 11.1 is given by

�Hexch =
∫ tp

tb

(
dQ

dt

)
r
dt =

∫ tp

tb
εrgrdt (11.5)

where (dQ/dt) represents the heat flow rate to or from the surroundings, ε is
the energy equivalent, g = (dT/dt) is the rate of temperature change of the
calorimeter proper, and the subscript r refers to the titration period. As seen in
chapter 7, for isoperibol calorimeters that obey Newton’s law of cooling, g is
given by (equation 7.3)

g = dT

dt
= u+ k(Tj − T ) (11.6)

where k is the cooling constant, and u represents the contribution of all secondary
thermal effects, such as the heat of stirring, resistive heating by the temperature
sensor, etc. In titration calorimetry ε, k , and u continuously change along the
titration period, as a result of the variation of the volume of solution inside the
reaction vessel. Consequently, a different strategy from the one used in chapters 7
and 8 (where k and uwere generally assumed to be constant) is required to account
for�Hexch. Here, we closely follow the method described by Hansen et al. [212].
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The rate of temperature change of the calorimeter proper during the initial
and final periods and at any point during the titration period (denoted by the
subscripts i, f, and r, respectively) are given by

gi = ui + ki(Tj − Ti) (11.7)

gf = uf + kf (Tj − Tf ) (11.8)

gr = ur + kr(Tj − Tr) (11.9)

The dependence of k on the volume of liquid inside the calorimetric vessel
can be determined by making electrical calibrations for different values of V . For
each calibration, ki = kf and ui = uf , and equation

k = gi − gf
Tf − Ti

(11.10)

may, for example, be used to obtain the correspondingvalue of k (recall the discus-
sion of equation 7.14 and alternative equations in chapter 7). In equation 11.10,
gi and gf represent the slopes of the temperature versus time curve at midpoints
of the initial and final periods, respectively, which correspond to the tempera-
tures Ti and Tf (figure 11.2). It is usually possible to set the experiments so that k
varies linearly with V . Figure 11.3 shows results obtained by Hansen et al. [212]
for a small calorimetric vessel filled with water. In this example, it is a good
approximation to express k as

k = ki + αV , (11.11)

provided the volume of water in the vessel stays in the range 2.5–3.0 cm3.
The variation of uwith V can be found by plotting gi as a function of (Tj −Ti)

for different volumes of liquid inside the vessel.The intercepts at (Tj−Ti) = 0 for
the various plots give the corresponding values of u. In the case of the calorimeter
used by Hansen et al. [212] it was found that

u = ui + βV (11.12)

where β is a constant.
An equation giving gr in terms of experimentally measurable quantities can

be derived as follows. Introducing equations 11.11 and 11.12 in 11.8 yields

gf = ui + βV + (ki + αV )(Tj − Tf ) (11.13)
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Figure 11.3 Variation of the
cooling constant, k, with the
volume of water, V , inside a small
isoperibol calorimetric
vessel [212].



162 Part II: Condensed Phase Methods

Elimination of ui between equations 11.7 and 11.13 leads to

ki = gf − gi − βV − αV (Tj − Tf )

Ti − Tf
(11.14)

From equations 11.9, 11.11, 11.12, and 11.14 it is finally possible to conclude
that

gr = gi + βV + αV (Tj − Tr) + [
gf − gi − βV − αV (Tj − Tf )

] Ti − Tr
Ti − Tf

(11.15)

To calculate gr from equation 11.15, it is necessary to know α, β, V , gi, gf ,
Ti, Tf , and Tj. The values of α and β are obtained as described. The volume of
liquid inside the vessel can be calculated from the initial volume of titrate and
the volume of titrant added. The temperature of the thermostatic jacket Tj must
be independently measured. The values of gi and Ti, gf and Tf are usually taken
at the midpoints of the fore and after periods, respectively, although εi refers to
point b in the curve of figure 11.2.

Equation 11.5 can be solved once an analytical expression relating εrgr with
time has been fitted to the εrgr values obtained for all data points of the curve
in figure 11.2, collected up to point p. A simpler and usually adequate method
consists in applying the trapezoidal rule:

�Hexch =
p−1∑
r=0

�tr
2

(
εrgr + εr+1gr+1

)
(11.16)

as in the case of the Regnault-Pfaundler method described in chapter 7. Note that
for r = 0, εr = εi and gr = gi.

Hansen and colleagues found that the variation of k and uwith the volumewas
particularly significant for vessels with volumes smaller than 25 cm3 [212].When
these variations are negligible it can be concluded from equations 11.7–11.9 that

gr = gi − (gf − gi)
Ti − Tr
Ti − Tf

(11.17)

because ki = kf = kr and ui = uf = ur . The use of equation 11.17 involves a
simpler experimental procedure than equation 11.15, because it does not require
monitoring Tj and the determination of α and β. However, even for large vessels
(V > 25 cm3), its validity depends on experimental conditions such as the total
increase ofV in the titration and, of course, on the accuracy desired for the results.
Hence, when we cannot rely on previous experience, it is prudent to check the
validity of equation 11.17.

It is normally a very good approximation to assume that the titration process
under study occurs under a pressure of 0.1 MPa. Therefore, the pressure cor-
rections involved in the conversion of �HICP to the standard state are usually
negligible, and in many cases, it is licit to make �HICP = �H o

ICP. When appro-
priate, other corrections, such as those related to solution standard states, can be
applied as described by Vanderzee [129,130].
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Determination of Enthalpies of Reaction
and Equilibrium Constants

Once �H o
ICP is known, the enthalpy of the reaction of interest in the standard

state can be obtained from

�rH
o = 1

n


�Ho

ICP − �dilH
o −

∑
i

ni�rH
o
i


 (11.18)

where n is the amount of substance of the reference compound consumed or
formed from the start of titration to point p (figure 11.2), �dilH o is the enthalpy
contribution to �H o

ICP due to the change in the concentrations of the species
present as the titration proceeds, and the term

∑
i ni�rH o

i refers to the contri-
butions of all side reactions where amounts of substance ni of compounds i are
involved. The values of �dilH o and

∑
i ni�rH o

i must be measured in separate
experiments or calculated from literature data. For a quantitative reaction, n can
be derived from the amounts of titrate and titrant reacted up to point p. For reac-
tions that do not go to completion, n must be determined from a mass balance
involving all species present in the reaction vessel at point p. This in turn requires
knowledge of the equilibrium constant of the reaction, which usually also needs
to be determined.

The methods for simultaneous determination of �rH oand K in a titration
calorimetry experiment have been reviewed [199–202,206]. One of the simplest
cases corresponds to the association reaction

A(aq) + B(aq) = AB(aq) (11.19)

Let us assume that n refers to the speciesAB and that no side reactions are present.
In this case, equation 11.18 can be rewritten as

Q = V [AB]�rH
o (11.20)

where V is the total volume of solution present in the system at a given point p,
[AB] is the corresponding concentration of the species AB, and Q = �H o

ICP −
�dilH o. The concentration of AB throughout a run can be computed from the
equations

Kc = [AB]

[A] [B]
(11.21)

[A]t = [A] + [AB] (11.22)

[B]t = [B] + [AB] (11.23)

where [A] and [B] are the molar concentrations of the species A and B, and the
subscript t denotes a total concentration. Equations 11.21–11.23 lead to

Kc [AB]2 − (Kc [A]t + Kc [B]t + 1) [AB] + Kc [A]t [B]t = 0 (11.24)

from which it can be concluded that

[AB] = ([A]t + [B]t + 1/(Kc)) −
√

([A]t + [B]t + 1/(Kc))2 − 4 [A]t [B]t
2

(11.25)
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(the other root of equation 11.24 cannot be accepted). Several trial-and-error
methods have been proposed to obtain both �rH o and Kc for reaction 11.19
[199,202]. In themethod described byChristensen et al. [199], for example, a first
guess of Kc is made and the corresponding [AB] calculated by equation 11.25.
Equation 11.20 is then used to obtain �rH o for every point p along the titration
period. If the correct value of Kc was selected, all the obtained �rH o results
should be approximately identical. This is to be expected because �rH o and Kc
are constant for a given temperature T and ionic strength I and, in general, T
and I do not vary considerably during a run. If significant variations of �rH o

are observed from point to point, new values of Kc are chosen and the trial-
and-error process is repeated until the correct values of Kc and �rH o are found.
The corresponding �rGo and �rSo are then determined through equations 2.54
and 2.55.

The method just described can only be applied in the simplest cases, where a
single reaction is present. The equivalent of equation 11.20 for the general case
of i equilibrium reactions inside the calorimetric vessel is

Q = V
∑
i

[Xi]�rH
o
i (11.26)

where [Xi] represents the concentration of a given species Xi involved in a reac-
tion whose standard enthalpy is �rH o

i . In this case, the “best” values of Kc,i and
�rH o

i are determined by a least squares fit of equation 11.26 to the experimental
data, as described elsewhere [200,202].

It should be pointed out that to obtain the equilibriumconstant and the enthalpy
of a given reaction by isoperibol titration calorimetry, the values of Kc and�rH o

must be within a certain range. Figure 11.4 shows the effect of the magnitudes
of Kc and �rH o on the shape of a plot of Q versus the volume of titrant added
for reaction 11.19. The curves were obtained using equations 11.20 and 11.25,
and assuming that a titrant A(aq) of concentration 0.1 mol dm−3 was progres-
sively added to 100 cm3 of a titrate B(aq) with a concentration of 0.01 mol
dm−3. At constant �rH o (figure 11.4a) the shape of the curves becomes less
and less different as Kc increases. In this example, for Kc � 103 the differences
may be small enough to make the accurate determination of the equilibrium
constant difficult. On the other hand, for Kc � 5 very little heat is evolved,
and the observed temperature change may not be large enough to ensure results
of good precision (an overall temperature change of at least 0.01 K is usually
required to obtain a reproducibility of 0.2% in the experiments [199]). Note,
however, that the current sensitivity levels of some heat flow isothermal titration
microcalorimeters (see section 11.2) allows, in some cases, the determination of
equilibrium constants in the range 108–109 [195]. The observed value of Q is
directly proportional to �rH o (equation 11.20). Hence, as Kc decreases, �rH o

must increase, so reliable values of these two quantities can be calculated from
the measured Q results. The effect of changes in �rH o on Q is illustrated in
figure 11.4b.

The simultaneous determination of Kc and �rH o becomes increasingly dif-
ficult as the number of competing reactions increases. The analysis of multiple
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of the curve shape on the values (a)
of the equilibrium constant for
�rHo = 100 kJ mol−1, and (b) of
the enthalpy of reaction, for
Kc = 100 (see text).

equilibria systems is often ambiguous, and the correct interpretation of the data
may usually be helped by results of noncalorimetric techniques (e.g., previous
knowledge of the equilibrium constants of some of the reactions, obtained by
potenciometry or spectrophotometry). In addition, several carefully planned titra-
tion experiments at different concentrations of titrant and titrate and different
temperatures are usually required. A number of experimental strategies for deal-
ing with complex systems have been discussed by Oscarson et al. [198]. Detailed
worked examples of data analysis in isoperibol titration calorimetry have been
described in the literature [197,199,201,203].

The applications of isoperibol titration calorimetry to molecular thermo-
chemistry studies are numerous and diverse [194,207]. A few examples are
presented next.

The concepts of acidity and basicity are routinely used to discuss the reactivity
of chemical compounds. Angelici and colleagues [213,214] probed the basicity
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of organometallic complexes by determining the enthalpies of the protonation
reaction,

MLn(sln) + CF3SO3H(sln) � H − ML+
n CF3SO

−
3 (sln) (11.27)

at 298.15 K in 1,2-dichloroethane. In equation 11.27, MLn represents an
organometallic species where M = Cr, Mo, W, Re Fe, Ru, Os, and Ir, and Ln is a
combination of n ligands such as CO, phosphine, phosphite, halogen, cyclopen-
tadienyl, cyclooctadiene, indenyl, and so on. Analysis of �rH o(11.27) trends
for various series of complexes lead, for example, to the conclusion that within
a group, the basicity increases with the atomic number of the metal. This is
expected, because the basicity is likely to correlate with the electron richness of
the metal. The dependence of the basicity on the electronic and steric properties
of the ligands was also investigated by Angelici and colleagues.

Isoperibol titration calorimetry was also extensively used by Drago’s group
[215] to determine enthalpies and equilibrium constants of a variety of reactions
where acid-base adducts are formed.These results are the source of Drago’s ECW
model, which has been widely used to rationalize chemical reactivity [216–218].

Arnett and colleagues [219,220] measured the enthalpies of a considerable
number of processes where a resonance-stabilized carbenium ion R+

1 was reacted
with a resonance stabilized carbanion, oxanion, thioanion, or nitroanion, R−

2 , in
mixtures of sulfolane (95%) and 3-methylsulfolane (5%), at 298.15 K:

R+
1 BF

−
4 (sln) + R−

2 K
+(sln) � R1 − R2(sln) + KBF4(sln) (11.28)

The enthalpies of the reverse of reaction 11.28 were used by these authors as
a measure of the enthalpies of the R1 − R2 bond heterolysis. By combining
the obtained −�rH o(11.28) values with data for the reduction potentials of the
carbenium ions and the oxidation potentials of the anions, it was also possible
to derive the corresponding enthalpies for the R1 − R2 bond homolysis [219–
221]. The approximations involved in this approach are discussed in [221] and
also in chapter 16. The work of Arnett’s group led to an extensive tabulation
of enthalpies of bond heterolysis and homolysis, which was used to analyze
how the energetics of R1 − R2 bonds vary with the nature of R1 and R2. An
identical methodology was followed by Cheng and co-workers to establish rel-
ative scales of homolytic and heterolytic O–NO and N–NO bond dissociation
enthalpies in solution [222,223]. The authors hoped that their results could be
used to discuss the biological activity of NO. Nitric oxide, the simplest intra-
and intercellular signaling molecule currently known, is a radical and there-
fore cannot exist freely in large quantities in the human body. Hence, its role
in regulating physiological functions, probably depends on its ability to be
“stored” in certain carrier molecules and be released, in a suitable environment,
to another site of the same molecule or to a different receptor molecule. The
driving force of NO to migrate should therefore strongly depend on its bonding
energetics.
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11.2 HEAT FLOW TITRATION CALORIMETRY

As mentioned above, titration methods have also been adapted to calorimeters
whose working principle relies on the detection of a heat flow to or from the
calorimetric vessel, as a result of the phenomenon under study [195–196,206].
Heat flow calorimetry was discussed in chapter 9, where two general modes of
operation were presented. In some instruments, the heat flow rate between the
calorimetric vessel and a heat sink ismeasured by use of thermopiles.Others, such
as the calorimeter in figure 11.1, are based on a power compensation mechanism
that enables operation under isothermal conditions.

Figure 11.5 shows a typical curve obtained for a continuous titration calo-
rimetry experiment involving a quantitative exothermic reaction, using the
calorimeter in figure 11.1, operating under isothermalmode. In the initial andfinal
periods (between points a and b, and c and d, respectively), the heat generated
by stirring and self-heating of the thermistor used to monitor and control the
temperature is removed from the system at constant rate (dQ/dt)c using a Peltier
thermoelectrical cooler (the Peltier effect was discussed in chapter 9). The off-
set of the cooling and heat production rates is balanced by heat input (dQ/dt)h
from a variable heater, so a constant temperature is maintained in the reaction
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Figure 11.5 Typical curve for a continuous titration calorimetry
study of an exothermic reaction, using the calorimeter of Figure 11.1
in the heat flow isothermalmode ofmeasurement. f is the frequency
of the constant energy pulses supplied to the heater C in Figure 11.1b.
Adapted from [196,197].
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vessel. The heat is supplied with constant energy pulses and the pulse frequency
f , in terms of counts per second, is recorded as a function of time. As titrant is
added (between points b and c), f is adjusted to keep the temperature constant
inside the vessel. The region between points q and c corresponds to the addition
of excess titrant. The form of the curve in this region reflects the heat effects
already present in the initial period (stirring, self-heating of the thermistor) plus
any other due to continuous addition of titrant. The constant rate increase in the
volume of solution inside the calorimetric vessel along the titration period, leads
to a progressive change of the heat effect due to stirring. This causes a linear
change of the baseline during the titration period and a baseline shift between
the initial and final periods.

The reactions are usually carried out at a constant pressure and the value of
�HICP corresponding to a given point p of the titration period is given by

�HICP = ε

∫ tp

tb
f dt (11.29)

where ε is a calibration constant that is used to convert the f values from counts
per second to J s−1. The value of ε is usually independent of the volume or
type of liquid in the reaction vessel [199]. It can be determined in a calibration
experiment where a constant current I is supplied to the calibration heater (D in
figure 11.1a) for a given period of time t, and the corresponding voltage V is
determined. Then

ε = VIt∫ tc
tb
f dt

(11.30)

The calibration experiments are performedwith a constant amount of liquid inside
the calorimetric vessel and, in this case, no baseline shift is observed between the
initial and final periods.

If the calorimeter could respond instantaneously to the heat effects associated
with the addition of titrant, then the measured curve would coincide with the
dashed lines in figure 11.5. The deviation of the data from this ideal behavior
corresponds to periods in which the isothermal condition is not observed. When
necessary, however, it is possible to use deconvolution techniques to generate the
input function represented by the dashed line from the observed experimental
curve.

The enthalpy of the reaction under study in the standard state can be obtained
from

�rH
o = 1

n


�Ho

ICP − �Htr − �dilH
o −

∑
i

ni�rH
o
i


 (11.31)

where n is the amount of substance of the reference compound consumed or
formed up to point p, and the terms �Htr , �dilH o, and

∑
i ni�rH o

i , represent
the contributions to �H o

ICP due to the temperature difference between titrant and
titrate, the change in the concentrations of the species present as the titration pro-
ceeds, and the enthalpic effects of all side reactions where amounts of substance
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ni of compounds i are involved. The methods used to handle these terms have
been discussed in section 11.1.

Many isoperibol titration calorimetry measurements can also be performed
using heat flow instruments. The choice of the “best” method—isoperibol or
heat flow—largely depends on the nature of the systems to be studied. For exam-
ple, if the products of a reaction slowly decompose with time, it may be necessary
to use a calorimeter with a fast response. In this case, an isoperibol instrument
may be preferable. However, if a very slow reaction is to be studied, then isoperi-
bol calorimetry will not be adequate, because accurate computation of heat-loss
corrections over long periods of time is virtually impossible. Slow reactions are
best studied using heat flow calorimeters and an incremental titration method.
The sensitivity of heat flow instruments is alsomuch greater that that of isoperibol
apparatus.As mentioned in section 11.1, there are titration heat flow calorimeters
sufficiently sensitive tomeasure heat effects associated with reactions where only
nanomoles of reactants are involved and that can be applied to determine equi-
librium constants, Kc, as high as 108–109 [195]. The high sensitivity of heat flow
instruments has made them particularly useful to investigate molecular interac-
tions of biological interest. These studies frequently have to be made with very
limited quantities of sample and often correspond to processes with large equi-
librium constants. Heat flow titration calorimetry has, for example, been used by
Jansson and co-workers [224] to probe the interaction of insulin growth factor-I
receptor (IGF-IR) with insulin growth factor-I (IGF-I). IGF-IR is a transmem-
brane glycoprotein; IGF-I is also a protein that functions as a major regulator of
both cellular growth and metabolism through interaction with IGF-IR. Experi-
ments were performed at three different temperatures and led to the values of
�rH o, �rSo, �rGo, and �rCo

p for the binding process. The analysis of the ther-
modynamic data indicated that the interaction of the two proteins involves a 1:1
complex and the signal transduction across the cell membrane may be associated
with conformational changes experienced by IGF-IR on binding to IGF-I.

Another area where titration calorimetry has found intensive application, and
where the importance of heat flow versus isoperibol calorimetry has been grow-
ing, is the energetics of metal-ligand complexation. Morss, Nash, and Ensor
[225], for example, used potenciometric titrations and heat flow isothermal titra-
tion calorimetry to study the complexation of UO2+

2 and trivalent lanthanide
cations by tetrahydrofuran-2,3,4,5-tetracarboxylic acid (THFTCA), in aque-
ous solution. Their general goal was to investigate the potential application of
THFTCA for actinide and lanthanide separation, and nuclear fuels processing.
The obtained results (table 11.1) indicated that the 1:1 complexes formed in the
reaction (M = La, Nd, Eu, Dy, and Tm)

M3+(aq) +THFTCA2−(aq) � M(THFTCA)+(aq) (11.32)

had a considerably higher stability (more negative �rGo) than the complex
obtained in the process:

UO2+
2 (aq) +THFTCA2−(aq) � UO2(THFTCA)(aq) (11.33)
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Table 11.1 Results of the titration calorimetry study of reactions 11.32
and 11.33 at 298.15 K and ionic strength I = 0.1 M (NaClO4). Data
from [225].

Mn+ �rHo/(kJ mol−1) T�rSo/(kJ mol−1)a −�rGo/(kJ mol−1)

La3+ 0.16 ± 0.59 23.9 ± 0.7 23.7 ± 0.4
Nd3+ −4.14 ± 1.44 24.5 ± 1.7 28.6 ± 0.9
Eu3+ −2.52 ± 1.16 29.4 ± 1.3 31.9 ± 0.5
Dy3+ 2.71 ± 0.48 39.4 ± 0.5 36.7 ± 0.2
Tm3+ 5.42 ± 0.72 40.9 ± 0.7 35.5 ± 0.2
UO2+

2 18.2 ± 0.1 36.0 ± 0.2 17.8 ± 0.2

aCalculated from T�rSo = �rHo − �rGo.

As noted in table 11.1, the ability of THFTCA to separate UO2+
2 from trivalent

lanthanide ions is mainly of enthalpic origin. Reaction 11.33 has a considerably
more unfavorable enthalpic contribution than reaction 11.32. The complexation
is, however, predominantly entropy driven because theT�rSo term dominates the
�rH o contribution for all systems. The large positive entropy changes observed
for reactions 11.32 and 11.33 result from the release of water molecules coordi-
nated to the metal on complexation with the tridentate THFTCA2− ligand. Note
that a negative entropy contribution would be expected if these reactions were
truly 2 particle = 1 particle reactions [226].
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Differential Scanning Calorimetry (DSC)

Physical and chemical changes may often be induced by raising or lowering
the temperature of a substance. Typical examples are phase transitions, such as
fusion, or chemical reactions, such as the solid state polymerization of sodium
chloroacetate, which has an onset at 471 K [227]:

ClCH2COONa (cr) � NaCl (cr) + 1

n
− (CH2COO)n − (pol) (12.1)

Differential scanning calorimetry (DSC) was designed to obtain the enthalpy or
the internal energy of those processes and also tomeasure temperature-dependent
properties of substances, such as the heat capacity. This is done by monitoring
the change of the difference between the heat flow rate or power to a sample (S)
and to a reference material (R), �Φ = ΦS − ΦR = (dQ/dt)S − (dQ/dt)R, as
a function of time or temperature, while both S and R are subjected to a con-
trolled temperature program [5,228–230]. The temperature is usually increased
or decreased linearly at a predetermined rate, but the apparatus can also be used
isothermally. In some cases DSC experiments may provide kinetic data [231].

According to Wunderlich [232], differential scanning calorimeters evolved
from the differential thermal analysis (DTA) instruments built by Kurnakov at
the beginning of the twentieth century. In these early DTA apparatus, the temper-
ature difference between a sample and a reference, simultaneously heated by a
single heat source, wasmeasured as a function of time.No calorimetric data could
be derived, and the instruments were used, for example, to determine the tempera-
tures of phase transitions and to identifymetals, oxides,minerals, soils, and foods.
The attempts to obtain calorimetric data from DTA instruments eventually led to
the development of DSC [229,230]. The term differential scanning calorimetry
and the acronymDSCwere coined in 1963 when the first commercial instrument
of this type became available [233,234]. This apparatus was easy to operate,
enabled fast experiments, and required only small samples (typically 5–10 mg).
Its importance for materials characterization was immediately demonstrated and
the DSC technique soon experienced a boom. New user-friendly commercial
instruments were developed, and new applications were explored. It is, however,
somewhat ironic that the method ows its still growing popularity to analytical
rather than calorimetric uses. In most current applications, DSC is still employed
as a thermometer (a quite expensive one!), for example, to detect the onset of
phase transitions or reactions or in quality control checks. As will be discussed,
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reliable calorimetric data can nevertheless be obtained by DSC, provided that
adequate experimental procedures and data analysis methods are followed.

The prospects ofDSC, have been reviewed in a special issue ofThermochimica
Acta, which includes a collection of articles on advances of thermal analysis
in the twentieth century and expected future developments [232,235,236]. This
journal and the Journal of Thermal Analysis and Calorimetry, where research
articles about DSC and its applications are often published, are very useful
sources of information on the technique. Although relatively old, the reviews
by McNaughton and Mortimer [237] and by Mortimer [238] contain excellent
examples of applications of DSC to molecular thermochemistry studies. The
analytical uses of DSC, which are outside the scope of this book, can be sur-
veyed, for example, in biannual reviews that appear in the journal Analytical
Chemistry [239].

Two general types of DSC apparatus, which differ on the operation princi-
ple, are available [5]: heat flux DSC, with two main variants, viz. disk-type and
cylinder-type measuring system; and power compensation DSC. In a heat flux
DSC, the temperature difference between the sample S and the reference R is
recorded and converted to a difference in heat flow rate to the sample and to
the reference, using a suitable calibration factor. In disk-type heat flux DSC
(figure 12.1), the crucibles containing S and R are placed on a disk A (nor-
mally made of a metallic or ceramic material) inside a block furnace, B, whose
temperature can be programmed. The temperature difference between the two
specimens, �T , is measured with sensors, C, embedded in the disk or contact-
ing the disk surface. In a cylinder-type heat flux DSC (figure 12.2), the sample
and the reference are located inside tubular cells,A, surrounded by the block fur-
nace B.The temperature difference between the cells and the furnace is measured
by thermopiles or thermoelectrical semi-conducting sensors, C, and �T is also
monitored through a differential connection, D, of the thermopiles.

In a power compensation DSC (figure 12.3), the sample and the reference
crucible holders consist of two small furnaces, AS and AR, each one equipped
with a temperature sensor, BS or BR, and a heat source, CS or CR. The furnaces

S R

  ∆Φ 

time or
temperature

time or
temperature

B

A

CC

T(t) control

Figure 12.1 Scheme of a disk-type heat flux differential scanning
calorimeter. A: cell; B: furnace; C: temperature sensors; S: sample;
R: reference.
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Figure 12.2 Scheme of a cylinder-type heat flux differential scan-
ning calorimeter. A: cell; B: furnace; C: thermopile; D: differential
connection of the thermopiles; S: sample; R: reference.
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TS(t )–TR(t ) control

Figure 12.3 Scheme of a power compensation differential scanning
calorimeter. AS: sample furnace; AR: reference furnace; BS: tem-
perature sensor of the sample furnace; BR: temperature sensor of
the reference furnace; CS: resistance heater of the sample furnace;
CR: resistance heater of the reference furnace; D: cell; S: sample;
R: reference.

are located inside a cell D whose temperature is not monitored. It is convenient to
consider that the system of furnaces is controlled by two separate loops, one for
average temperature control and the other for differential temperature control.
The average temperature control loop ensures that the average of the sample and
reference temperatures is increased at a programmed rate β. If the sample under-
goes an endothermic or exothermic transformation or a heat capacity change,
a temperature difference, �T , will tend to develop betweenAS andAR. The dif-
ferential control loop automatically adjusts the power supplied to each furnace,
so that �T is maintained as small as possible during an experiment (the value
of �T is actually never zero because the working principle of the control system
is based on the existence of a small error signal). The recorded output signal of
the calorimeter is proportional to the difference �Φ between the heat flow rates
supplied to the sample and the reference.
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Modern heat flow or power compensation DSC instruments are invariably
connected to a computer for programming of the experiments, data acquisition,
and data analysis. As mentioned, the results are usually displayed as a plot of
�Φ against time or temperature (figures 12.1–12.3). Positive heat flow rates
are assigned to endothermic effects and the corresponding peaks point to the
positive direction of the�Φ axis. Conversely, exothermic processes are assigned
to negative heat flow rates and the resulting peaks point to the negative direction
of the �Φ axis.

In addition to conventional DSC, several other related techniques that will not
be covered here have been developed. Perhaps themost important is temperature-
modulateddifferential scanning calorimetry (TMDSC) [229,230,232],whichwas
introduced in the early 1990s [240–242]. InTMDSC an oscillating (usually sinu-
soidal) temperature change profile is overlaid on the customary linear temperature
program to yield a curve in which the average sample temperature continuously
changes with time but not in a linear fashion. The net effect of this more com-
plex heating or cooling program can be regarded as if two experiments were
simultaneously run on the sample: one using the linear (average) temperature
change and the other employing a periodic (instantaneous) temperature varia-
tion. This method, whose full potential is still to be explored [232,235], has been
intensively used, for example, to investigate complex phase transitions, such as
the crystallization of metastable crystalline structures prior or during melting
[230,232].Also worth mentioning is the coupling of DSC with several analytical
techniques that help in the assignment of the transformations experienced by the
sample. Examples are DSC–microscopy, DSC–X-ray diffraction, andDSC–mass
spectrometry [230].

The operational temperature ranges of DSC instruments typically lie in
the interval 100–1000 K. The available heating rates frequently vary between
0.1 K min−1 and 50 K min−1, with 5 K min−1 and 10 K min−1 perhaps the most
common. The slower heating rates are normally needed when large samples are
used, so that the thermal lag within the sample is small (i.e., the temperature of
the sample closely follows the programmed temperature; see ensuing discussion).
Sample masses usually vary between 1 mg and 100 mg. The smaller masses are
normally sufficient to measure “large” heat effects, such as those associated with
fusion and many chemical reactions. The larger masses may be necessary for the
measurement of smaller heat effects, such as those involved in the determination
of heat capacities. The samples are enclosed in crucibles, which may or may not
be hermetically sealed, and exist in a variety of shapes, depending on the type of
apparatus and application. Crucibles are usually made of high thermal conduc-
tivity materials, and aluminum is by far the most widely used. As illustrated in
figures 12.1–12.3, the reference normally consists of an empty crucible identi-
cal to the sample crucible. During the experiments, a purging gas (e.g., helium,
argon, nitrogen) is flowed through the cell at a constant rate to ensure that the
atmospheric conditions are as uniform as possible in all experiments. Changing
the nature or flow of the gas will change the thermal conductivity of the spaces
between the crucibles and the furnace walls, thus affecting the measured heat
flow rate difference.
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12.1 THERMODYNAMIC DATA FROM DSC EXPERIMENTS

Two general strategies have been used to obtain enthalpies and internal energies
of phase transitions or reactions, and heat capacities, by DSC [243–249]: (i) the
dynamic or nonisothermal method, in which the apparatus is run in a continuous
temperature scanningmode, and (ii) the isothermalmethod, which involves a slow
stepwise temperature scanning procedure. The dynamic method is more widely
used because it corresponds to the traditional mode of operation of the instrument
and the experiments are generally faster. Most of the following discussion will
therefore be concentrated on this method. It should be noted that at the scan rates
normally selected for dynamic operation (5–10 K min−1), the conditions of a
run are far from reversible. As mentioned before, lower rates are possible, but
most users tend to avoid them because they usually lead to noisier signals and the
duration of the experiment increases. The reliability of the thermodynamic data
obtained from DSC measurements at these high scan rates critically depends on
the use of appropriate calibration and data analysis procedures. The isothermal
method also requires a careful calibration of the apparatus, but the conditions
of the experiments are much closer to equilibrium than in case of the dynamic
method.

DSC studies are often carried out using hermetically sealed crucibles and
therefore occur at constant volume (neglecting the expansion of the crucible with
the temperature). This is overlooked by most users, who invariably express their
results asCp,�trsH , or�rH , whereas constant volume studies strictly lead toCV ,
�trsU , or �rU (see chapter 6). However, taking Cp = CV , �trsH = �trsU , or
�rH = �rU is, in general, an excellent approximation becausemostDSCstudies
refer to processes involving only condensed phases. It should nevertheless be kept
in mind that if, for example, gaseous products are formed in the decomposition
of a solid sample at constant volume, the error of making �rH = �rU may
not be negligible. The primarily derived quantity in this case is �rU , and the
corresponding �rH can be calculated by using equations 6.1 or 6.2.

The versatility of the DSCmethod and the high speed of the experiments have
costs in terms of accuracy. For example, the best accuracy in the determination
of heat capacities of solids by DSC is typically 1% [3,248–250], at least one
order of magnitude worse than the accuracy of the corresponding measurements
by adiabatic calorimetry [251]. This accuracy loss may, however, be acceptable
for many purposes, because DSC experiments are much faster and require much
smaller samples than adiabatic calorimetry experiments. In addition, they can
be performed at temperatures significantly above ambient, which are outside the
normal operating range of most adiabatic calorimeters.

The Dynamic Method

Figure 12.4 shows a typical DSC curve for the study of an endothermic process
by the dynamic method. The heating program is started at the time tst, after an
isothermal baseline has been recorded, and ends at the time tend. The reaction or
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Figure 12.4 Scheme of an ideal DSC curve for the study of an endothermic pro-
cess by the dynamic method. Also shown are the programmed temperature (Tp)
line and the zero line. The zero line is obtained in a separate experiment, where
the sample and the reference crucibles are empty and the heating program used
in the main experiment is maintained.

phase transition undergone by the sample originates the peak with onset at t2 and
offset at t4. In this case, the initial and final baselines are not collinear. As it will
soon be apparent, this is due to a significant change in the heat capacity of the
sample during the transformation.Also shown in figure 12.4 are the programmed
temperature line and the zero line. The zero line corresponds to a curve obtained
in a separate experiment, with the sample and reference crucibles empty, and
using a temperature program identical to that of the main experiment.

Twomain problems need to be considered in the determination of the enthalpy
or the internal energy of a given process from a DSC curve such as that in
figure 12.4: (i) the assignment of a reference temperature to the process and
(ii) the definition of the peak area that best represents the heat associated with the
process.Addressing these problems requires a careful calibration of the apparatus
in terms of temperature and in terms of heat flow (ordinate calibration) or of heat
(peak area calibration). It also implies the definition of a suitable interpolated
baseline, that is, a baseline connecting the peak onset and offset. Routine DSC
procedures use a straight line joining two arbitrarily selected peak onset and
outset points (e.g., k and d in figure 12.4). However, as can be inferred from the
following discussion, this is only strictly valid if the heat capacity change during
the transformation is negligible (i.e., the initial and final baselines are collinear)
and not in a case like the one illustrated in figure 12.4.

Let us first address the question of the accurate measurement of the tempera-
ture of the sample in DSC experiments [252–255]. As illustrated in figure 12.4,
the programmed temperature, Tp, usually varies linearly with the time t, and can
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easily be obtained from

Tp = Tst + βt (12.2)

whereTst is the starting temperature andβ the scan rate.However, the temperature
of the sample,Ts, and notTp, needs to be known to assign a correct value for�trsH
or �rH . The temperature sensors, which are used to monitor the temperature of
the sample cell and ensure thatTs followsTp as closely as possible during a run, are
situated relatively remote from the sample. As a result, a temperature difference,
Ts − Tp, between the sample and the sensor location will tend to develop, even
under isothermal conditions. The magnitude of Ts − Tp will change during a
scan, due to an additional dynamic thermal lag, which increases with β, and is
negative on heating (Ts < Tp) and positive on cooling (Ts > Tp). Moreover,
if the thickness of the sample is large in relation to its thermal conductivity,
a temperature gradient within the sample itself will also exist, because in most
DSC instruments the sample is heated through the basis of the crucible in contact
with the sample cell. A simplified diagram of the temperature gradient along a
DSC cell, on heating, under steady state conditions, is illustrated in figure 12.5.

In practice, the temperature of the transformation is normally given in terms
of the extrapolated onset temperature, T3, corresponding to point h in figure 12.4
[254,256–260]. This temperature is taken to represent the temperature of the
sample surface in contact with the crucible at the beginning of the transformation
[249,254]. However, because of the unknown difference Ts −Tp just discussed, a
careful calibration of the temperature scale of the apparatus is needed before the
obtained T3 represents to a good approximation the true equilibrium temperature
of the sample at the onset of the transformation. The choice of T3 as reference
temperature is particularly convenient for exothermic events. In this case, due to
the heat released, the sample temperature will, during the transformation, become
higher by an unknown amount than the programmed temperature indicated by
the instrument.

The most widely recommended calibration method for dynamic DSC oper-
ation involves the determination of the extrapolated onset temperature for the
fusion of several standard substances, using various heating rates [255,256].

TA

TC

TS

Distance

A B C S

D

T
em

pe
ra

tu
re

Figure 12.5 Simplified scheme of the
temperature gradient along the sample
cell of a DSC instrument, on heating and
under steady state conditions. A: heating
element; B: heat conduction path;
C: crucible; D: temperature sensor;
S: sample.
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Recommended calibration substances cover the temperature range 120–1800 K
[254,257,261]. Various runs should be carried out at each heating rate, using
different masses of sample (in the range typically employed in the experiments),
to ensure that the measurements are not significantly affected by factors other
than the scan rate, such as the mass of sample and the sample position. For
each standard substance the obtained T3 values are plotted as a function of β

and extrapolated to zero heating rate. For many standards a linear relationship
between T3 and β is observed, making the extrapolation straightforward. The
obtained Tβ=0

3 is compared with the equilibrium temperature of the transition,
Teq, given by the supplier of the reference material, and the difference

δT = Teq − Tβ=0
3 (12.3)

is computed. The δT versus T3 data obtained for the various standards can be
used to construct a calibration table or fitted to an equation such as

δT = a+ bT + cT2 + dT3 + · · · (12.4)

where T is the temperature reading given by the instrument. The form and com-
plexity of the equation needed for the fitting depends on several factors, such as
the nature of the apparatus, the number of calibrant points used, the magnitude
of the temperature range covered by the calibration, and the required accuracy. In
some cases, a linear relation may be sufficient if the temperature range of interest
is not too large. In modern instruments, the results of the calibration can be stored
in a computer and the necessary temperature corrections automatically taken into
account by the software.After calibration, the experiments with the sample under
study are performed at different heating rates, and the corresponding Tβ=0

3 is
found. The true equilibrium onset temperature is then estimated from

Teq = Tβ=0
3 + δT (12.5)

with δT computed fromequation12.4or obtainedby interpolation from thedata in
a calibration table. If carefully applied thismethod is expected to give equilibrium
onset temperatures with a precision and accuracy of ± 0.1 K [249,254,256].
Alternative methods of estimating T3 have been discussed, for example, by
Sarge [255], Poeβnecker [262,263], and Schawe [264]. It should be stressed that
regardless of the method chosen, each temperature calibration is strictly valid
for a given set of experimental conditions. For accurate work, a new temperature
calibrationwill be required if, for example, the type of crucible or the nature of the
purge gas are changed. It is also generally accepted that when conducting DSC
experiments in the cooling mode, for reaching the best possible measurement
uncertainty it is advisable to perform the calibration of the instrument also in
the cooling mode [265].

As mentioned, the calorimetric applications of DSC involve the conversion of
a peak area into the energy associated with a chemical reaction or with a physical
process (e.g., fusion, vaporization). Because the trace of the peak does not by
itself define an area, an appropriate baseline must be found. The complexities
of the baseline construction and their influence on the measurement of heat by
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DSChave been thoroughly discussed by several authors [244–247,249,266–268].
Here we closely follow the method proposed by Flynn and Guttman [244–247],
to illustrate the determination of heat from a curve such as the one depicted in
figure 12.4. It will be assumed that the experiment occurs at constant pressure, so
that the measured heat corresponds to an enthalpy change. This method has the
advantage of avoiding a curve analysis in terms of a hypothetical thermokinetic
mechanism for the transformation under study,which is difficult to handlewithout
considerable simplifications [230]. It also leads in a straightforwardmanner to the
enthalpy of the transformation under isothermal conditions at a given reference
temperature, which is usually the desired quantity in thermochemical studies.
This point is often overlooked by DSC users. As mentioned in chapters 7 and 8,
when a chemical reaction is studied calorimetrically, the enthalpy change of
interest normally refers to a process where all reactants and products are in their
standard states ( preactants = pproducts = 0.1MPa), and at the same reference
temperature, for example, T3 in figure 12.4.Analogously, the reported enthalpies
of phase transitions in pure substances correspond to an isothermic process and
should refer to a standard state. Note that the apparent extension of the DSC
peak corresponding to the fusion of a very pure substance over a temperature
range (several degrees) is merely an artifact, due to the time needed to transfer
the necessary heat into the sample and the fact that the instrument does not
record the true temperature of the sample during the transition. This is indicated
by the decrease of the peak width when the heating rate is decreased. Thus, in
conclusion, when a chemical or physical event is observed in a DSC experiment
at constant pressure, between two temperatures Ti and Tf , the corresponding
enthalpy change at the selected reference temperature must be extracted from the
overall enthalpy change Hf − Hi.

To our knowledge, the question of the standard state corrections in DSC exper-
iments has never been addressed. These corrections may in general be negligible,
because most studies only involve condensed phases and are performed at pres-
sures not too far from atmospheric. This may not be the case if, for example,
a decomposition reaction of a solid compound that generates a gas is studied in
a hermetically closed crucible, or high pressures are applied to the sample and
reference cells. The strategies for the calculation of standard state corrections
in calorimetric experiments have been illustrated in chapter 7 for combustion
calorimetry.

The general features of the curve in figure 12.4 and the underlying principles
of the method of curve analysis proposed by Flynn and Guttman [244–247] will
be discussed by using a simple model of the DSC apparatus.

Under ideal conditions, the true overall heat flow rate into the sample cell
Φa = (dQ/dt)a can be divided in three terms: (i) the heat flow rate into the
crucible, Φca = (dQ/dt)ca; (ii) the heat flow rate into the sample itself, Φs =
(dQ/dt)s; and (iii) the remaining heat flow rate into the cell, Φra:

Φa = Φca + Φs + Φra (12.6)

= mcacc

(
dT

dt

)
ca

+ mscs

(
dT

dt

)
s
+ Φra (12.7)
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where ms and mca are the masses of the sample and of the sample crucible,
respectively, and cs and cca are the corresponding massic heat capacities. Simi-
larly, if the reference cell is assumed to contain an empty crucible of mass mcb
and of the same material as the sample crucible:

Φb = Φcb + Φrb (12.8)

= mcbcc

(
dT

dt

)
cb

+ Φrb (12.9)

The heat flow rate difference corresponding to a run where both the sample
and the reference crucibles are empty (zero line) is given by

(Φa − Φb)0 = (Φca − Φcb) + (Φra − Φrb) (12.10)

= mcacc

(
dT

dt

)
ca

− mcbcc

(
dT

dt

)
cb

+ Φra − Φrb (12.11)

In practice, the true heating rates (dT/dt)ca and (dT/dt)cb are assumed to be equal
to the programmed scan rate β, and the true heat flow rate difference (Φa − Φb)0
is proportional to the recorded zero line heat flow rate difference, �Φ0, which
reflects the intrinsic thermal asymmetry of the differential measuring system:

(Φa − Φb)0 = kΦ�Φ0 (12.12)

Here kΦ represents a proportionality factor, which can be found by calibration
(heat flow calibration, see following discussion).

It can be concluded from equations 12.11 and 12.12 that the small deviation
of the zero line relative to the isothermal baseline under the same scanning con-
ditions is proportional to the heating rate and the difference in heat capacities
of the two empty crucibles. This deviation can be positive (as in figure 12.4) or
negative, depending on the magnitude of the intrinsic thermal asymmetry of the
system under scanning conditions and the relative masses of the two crucibles.

When the sample is introduced in the sample crucible,

Φa − Φb = Φs + (Φca − Φcb) + (Φra − Φrb) (12.13)

= mscs

(
dT

dt

)
s
+ mcacc

(
dT

dt

)
ca

− mcbcc

(
dT

dt

)
cb

+ Φra − Φrb (12.14)

= kΦ�Φ (12.15)

Therefore, considering equations 12.10 and 12.12, the heat supplied to the sample
between the times t1 and t4 is given by

Q =
∫ t4

t1
Φsdt =

∫ t4

t1
kΦ(�Φ − �Φ0)dt = kQA (12.16)

where A represents the area [abcde] in figure 12.4 and kQ is the energy equivalent
of the calorimeter, which must be obtained by calibration.

The factor kΦ in equations 12.12, 12.15, and12.16 is not a constant, because the
true heat flow rate differences (Φa − Φb)0 and (Φa − Φb) are not linearly related
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to the measured �Φ0 and �Φ, respectively [269]. Thus in DSC experiments
different proportionality factors exist for the ordinate to heat flow (kΦ) and the
area to energy (kQ) conversions; consequently, there are twoways of determining
Q from equation 12.16. Either kΦ , �Φ, and �Φ0 are explicitly measured as a
function of t and the product kΦ(�Φ − �Φ0) integrated in the interval t4 − t1,
or the area A is evaluated and the product kQA computed.

The heat flux and energy calibrations are usually performed using electri-
cally generated heat or reference substances with well-established heat capacities
(in the case of kΦ) or enthalpies of phase transition (in the case of kQ). Because
kΦ and kQ are complex and generally unknown functions of various parame-
ters, such as the heating rate, the calibration experiment should be as similar as
possible to the main experiment. Very detailed recommendations for a correct
calibration of differential scanning calorimeters in terms of heat flow and energy
have been published in the literature [254,258–260,269].

It was assumed that the experiment occurred at constant pressure. Hence,
equation 12.16 can also be written as

Q = HT4 − HT1 = kQA (12.17)

where HT4 − HT1 represents the enthalpy change of the sample between the
temperatures T1 and T4, which correspond to times t1 and t4. Equation 12.17
yields HT4 − HT1 once kQ and A are known. Recall, however, that as stated,
the main goal of the experiment is not the determination of HT4 − HT1 but the
enthalpy, �HT3 , of a hypothetical transformation experienced by the sample
under isothermal conditions at a given reference temperature, which is usually
taken as T3 in figure 12.4. Both quantities are related by

�HT3 = HT4 − HT1 −
∫ T4

T3
Cp,f dT −

∫ T3

T1
Cp,idT (12.18)

where Cp,i and Cp,f are the overall heat capacities (Cp = mscp) of the sample in
the initial and final states, respectively. Assuming that the true heating rate of the
sample can be replaced by the programmed rate,

�HT3 = HTf − HT1 −
∫ t4

t3
βCp,f dt −

∫ t3

t1
βCp,idt (12.19)

Equation 12.19 requires the determination of the heat capacity of the initial and
final states of the transformation as a function of the temperature. The general
method used in the determination of Cp or CV by DSC will be outlined next.
Now, we note that according to equations 12.10–12.15, between t1 and t2:

βCp,i = [kΦ(�Φ − �Φ0)]i (12.20)

and between t4 and tend:

βCp,f = [kΦ(�Φ − �Φ0)]f (12.21)

If stable initial and final baselines are observed, it is expected that they can both be
extrapolated to t3 (lines bh and dg, respectively, in figure 12.4), thus defining the
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variation of the heat capacities of the initial and final states with the temperature
in the ranges t1 → t3 and t3 → t4, respectively. In this case, the two integrals in
equation 12.19 will be given by∫ t3

t1
βCp,idt =

∫ t3

t1
[kΦ(�Φ − �Φ0)]idt = kQB (12.22)

∫ t4

t3
βCp,f dt =

∫ t4

t3
[kΦ(�Φ − �Φ0)]f dt = kQC (12.23)

where B and C represent the areas [abhf ] and [ fgde] in figure 12.4, respectively.
Hence,

�HT3 = kQ(A− B− C) (12.24)

In the case of figure 12.4, the baseline corresponds to the stepped line khgd, and
the method gives the desired enthalpy of the process under study by multiplying
the resulting area (A−B−C) by the energy equivalent kQ. If the zero line is not
recorded, a reasonable approximation of the enthalpy of the transformation can
usually be obtained simply by considering the area [icd] in figure 12.4. The error
of this approximation decreases as the areas [kjh] and [ jgi] become identical.
Once �HT3 has been determined, the enthalpy of the transformation at any other
temperature can be calculated by using the generalized form of equation 2.14.

As illustrated in figure 12.6, the determination of the heat capacity as a function
of the temperature usually involves three consecutive measurements [229,270].
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Figure 12.6 Themeasurement of heat capacity by DSC, under dynamic operating
conditions.
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First, the zero line is recorded using two empty crucibles. Next, a calibrant sub-
stance (usually alumina, i.e., synthetic sapphire) is placed in the sample crucible
and the temperature program is repeated. Finally, the calibrant is replaced by
the sample under study (keeping the crucible) and the temperature program run
a third time. Based on equations 12.20 and 12.21, it can be concluded that the
ordinate difference between the traces of the calibrant curve and of the zero line
obtained for a given time t leads to the corresponding value of kΦ :

kΦ = βCp(cal)

�Φcal − �Φ0
(12.25)

where Cp(cal) represents the heat capacity of the calibrant. Once the variation
of kΦ with the time and consequently with the temperature is known, the heat
capacity of the sample, Cp(S), can be derived from the difference between the
traces of the sample curve and the zero line:

Cp(S) = kΦ(�Φs − �Φ0)

β
(12.26)

If, as illustrated in figure 12.6, the isothermal starting lines of the various curves
do not coincide, then �Φ0, �Φcal, and �Φs are measured from the interpolated
dotted lines. These displacements occur if the conditions of heat transfer change
between runs, for example, due to a variation in the purge gas flow or the fact that
it is virtually impossible to relocate the crucible containing the sample exactly in
the position used for the calibrant run (normally the reference crucible remains
in place throughout a series of runs). Note that a similar correction should have
been used in the computation of heat flow or area quantities if, in the example
of figure 12.4, the isothermal baselines of the main experiment and the zero line
were not coincident.

The determination of the heat capacity of a substance as a function of the
temperature is by itself a very important application of DSC, because it may
lead to values of the thermodynamic functions SoT ,H

o
T −H o

0 , andG
o
T , mentioned

in chapter 2. An example is the study of C60 carried out by Wunderlich and
co-workers [271]. The application of DSC in the area of molecular thermo-
chemistry has been particularly important to investigate trends in transition
metal-ligand bond dissociation enthalpies. The typical approach used in these
studies, and its limitations, can be illustrated through the analysis of the reaction
12.27, carried out by Mortimer and co-workers [272]:

Co(α-pic)2Cl2(cr) → CoCl2(cr) + 2α-pic(g) (12.27)

where α-pic is α-picoline (see figure 12.7). In this case, full details of the criteria
for the selection of the peak baseline and the computation of the enthalpy of the
isothermal calorimetric process were given by the authors, which, by the way, is
seldom the case when DSC results are reported. The method used by Mortimer
and co-workers in the analysis of the results is similar to that of Flynn andGuttman
already discussed.The experiments were carried out under a dynamic flow of dry
nitrogen (30 mL min−1) using a scan speed of 16 K min−1. The samples, with
masses in the range 2–6 mg, were contained in aluminum pans whose lids did



184 Part II: Condensed Phase Methods

A

Temperature

Tst Ta Tb Tend

H
ea

t f
lo

w
 r

at
e 

di
ffe

re
nc

e

B
C

D

a

b

z

y

x

Tm

CH3N

α-picoline

Figure 12.7 Typical DSC curves
obtained in the study of
reaction 12.27 (see text).

not provide a hermetic seal. Hence, the gaseous ligand escaped from the cell
during the reaction, leading to a decrease of the heat capacity of the system in
the final state, which was apparent in the lowering of the final baseline relative to
the initial baseline.A typical result is illustrated in figure 12.7 where x represents
the zero line, y is the final baseline, and z the initial baseline. The experiment
was started at Tst and ended at Tend. The decomposition reaction 12.27 had an
onset at Ta = 480 K and an offset at Tb = 560 K. The enthalpy of reaction was
computed from the area of the peak defined by the linear interpolated baseline
connecting the points a and b in figure 12.7 and, as will be explained, refers
to the temperature Tm = (Ta + Tb)/2 corresponding to the midpoint of the
peak interval. The calculation was based on the following premises: (i) In the
initial state a mass m of Co(α-pic)2Cl2(cr) was present in the system at Ta. (ii)
In the final state the cell contained a mass m′ of CoCl2(cr) at the temperature Tb.
(iii) The determination of the mass change of the DSC pans before and after
the experiments indicated that the ligand α-pic(g) was totally removed from the
cell between Ta and Tb. The authors assumed that the mass loss occurred at a
constant rate. (iv) The heat capacities of reactant and products were temperature-
independent over the temperature range of the experiment. (v) The area B ≈ C
in figure 12.7. It can be concluded from these assumptions that if the initial
temperature Ta is selected as the reference temperature, the enthalpy of reaction
corresponding to the decomposition of a mass m of Co(α-pic)2Cl2(cr) will be
given by

�rHTa = Q − m′cp(CoCl2, cr)(Tb − Ta) − 1

2
m′′cp(α-pic, g)(Tb − Ta) (12.28)

where cp represents the massic heat capacity and Q is the heat associated with
the calorimetric process given by

Q = kQ(A+ B+ C + D) (12.29)
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In equation (12.29) A, B, C, and D represent the areas indicated in figure 12.7,
and kQ is the energy equivalent of the calorimeter, which was determined by
using the fusion of indium.

Alternatively, if Tm is chosen as the reference temperature, and recalling that
Tm = (Ta + Tb)/2, hence (Tm − Ta) = (Tb − Ta)/2, the enthalpy of reaction
will be written as

�rHTm = �rHTa + m′cp(CoCl2, cr)(Tm − Ta) + m′′cp(α-pic, g)(Tm − Ta)

− mcp
[
Co(α-pic)2Cl2, cr

]
(Tm − Ta) (12.30)

Introducing �rHTa , given by equation 12.28 in equation 12.30, one obtains

�rHTm = Q − m′cp(CoCl2, cr)(Tb − Ta) − m′′cp(α-pic, g)(Tm − Ta)

+ m′cp(CoCl2, cr)(Tm − Ta) + m′′cp(α-pic, g)(Tm − Ta)

− mcp [Co(α-pic)2Cl2, cr] (Tm − Ta)

= Q − m′cp(CoCl2, cr)(Tb − Tm) − mcp
[
Co(α-pic)2Cl2, cr

]
(Tm − Ta)

(12.31)

Using

m′cp(CoCl2, cr)(Tb − Tm) = 1

2
kQD (12.32)

mcp
[
Co(α-pic)2Cl2, cr

]
(Tm − Ta) = 1

2
kQ(B+ C + D)

= 1

2
kQ(2B+ D) (12.33)

(recall that B ≈ C was assumed), it can finally be derived that

�rHTm = kQ(A+ B) (12.34)

The enthalpy of reaction per mole of Co(α-pic)2Cl2(cr) is then given by:

�rHTm = kQ(A+ B)
M

m
(12.35)

whereM is the molar mass of the complex. Hence, provided that the assumptions
made by the authors are valid,whenTm is selected as the reference temperature the
enthalpy of the isothermal reaction corresponds to the area of the peak defined by
the baseline connecting points a and b, which is easy to delimit. The uncertainty
caused by the approximation B ≈ C is difficult to assess because it depends on
the importance of the difference between the areas B and C compared to the
total peak area. That difference depends on the peak shape and may vary from
one experiment to another. Instead of a linear interpolated baseline, a sigmoid
baseline (which accounts better for the variation of the heat capacity of the sample
during the reaction) can be defined [266–268].

Mortimer and co-workers extended these studies to many other CoL2X2 com-
pounds and, using estimated or measured enthalpies of sublimation and heat
capacities of the complexes and the ligands, were able to derive the corresponding
Co–L mean bond dissociation enthalpies [238].
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There are several interesting application examples of DSC to molecular ther-
mochemistry of organic molecules. One of them involves the energetics of the
interconversion of the benzene valence isomers having the composition (CCF3)6,
namely, the prismane (1), Dewar benzene (2), benzene (3), and benzvalene (4),
derivatives shown in figure 12.8 [273]. Although very few details of the data
analysis procedure are given by the authors, this study led to thermochemical
and kinetic data from which the energy profile indicated in figure 12.8 could
be drawn. Another example is the thermochemical and kinetic investigation of
themolecular rearrangements in esters of (hydroxymethyl)hydridosilanes (X=C,
S, or P; R, R′=H, CH3, C6H5, or (CH3)3SiCH2; R′′=Cl, CH3, CF3, or C6H5)

[274,275].

R� R�

XR�

O

(l)

(A) (B)

Si Si CH3 (l)

H O

O

R RCH2XR�

(12.36)

In this case, although the reported enthalpy of reaction refers to the difference
HTb(B)−HTa (A), whereTa andTb represent the selected temperatures of the peak
onset and offset, respectively, an approach based on the thermokinetic analysis of
the measured curve was used to compute the peak baseline, and a very detailed
description of the method used to derive the thermodynamic and kinetic data
is given by the authors. Finally, a general and very important application of
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DSC in biochemistry is the study of the energetics of thermally induced protein
unfolding [276].

The Isothermal Method

The essence of the isothermal method is illustrated in figure 12.9 [245,246,
249,254]. When studying a phase transition or a chemical reaction, it is pos-
sible to begin the experiment slightly below the expected onset (e.g., 0.5 K) and
increase the temperature in very small steps (typically 0.1 K) over an interval
large enough to include the event under investigation. A peak will be originated
by each temperature change, and the corresponding tracewill be allowed to return
to the baseline before each new increment. The transformation undergone by the
sample (which, in the case of figure 12.9, corresponds to an endothermic pro-
cess) is represented by the large peak observed between (Te − 0.1K) and Te in
figure 12.9a.

The overall enthalpy change of the sample in an arbitrary temperature interval,
Tb − Ta, comprising the transformation, is given by

HTb − HTa = kQ(A− B) (12.37)

where A represents the sum of the areas of all peaks recorded in the main exper-
iment between Ta and Tb, and B is the analogous sum for the zero line. The
corresponding enthalpy change under isothermal conditions, at the reference
temperature Te, can be derived from

�HTe = HTb − HTa −
∫ Tb

Te
mcp,f dT −

∫ Te

Ta
mcp,idT (12.38)

where m is the mass of sample, and cp,i and cp,f the corresponding massic heat
capacities in the initial and final states of the transformation, respectively. These
heat capacities may be obtained as a function of the temperature by comparing
the areas of series of peaks recorded before and after the transformation, with
the areas of the corresponding peaks in the zero line:

cp,Ti (S) = kQ(Ai − Bi)

m(Tb,i − Ta,i)
(12.39)

where Ai is the area of the ith peak in the sample curve; Bi is the corresponding
peak in the zero line; Ta,i and Tb,i are the initial and final temperatures of the peak,
respectively; and cp,Ti (S) is the heat capacity of the sample at Ti, the midpoint of
the Tb,i − Ta,i interval. Note that this procedure can be applied as an alternative
to the determination of heat capacities of substances by the dynamic method
already described.

If, as shown in figure 12.9a, the whole transformation strictly occurs in the
interval (Te−0.1K) → Te, then the corresponding enthalpy changeHTe−HTe−0.1
can be calculated from equation 12.37 by using the areas of two peaks only: (i) the
large peak recorded in themain experiment between Te−0.1K and Te, and (ii) the
corresponding peak for the zero line. In this case, the process is quasi-isothermic
because the initial and final temperatures differ by only 0.1 K. Therefore, unless
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the transformation is accompanied by a very large heat capacity change, the heat
capacity corrections required to obtain the enthalpy of the transformation at Te
can safely be neglected and �HTe ≈ HTe − HTe−0.1.

Analogously to the dynamic method, the energy equivalent of the calorimeter,
kQ, can be obtained byperforming calibration experiments in the isothermalmode
of operation, using electrically generated heat or the fusion of substances with
well-known�fusH . Recommendations for the calibration of the temperature scale
of DSC instruments for isothermal operation have also been published [254,270].

In principle, any system studied by the dynamic method can also be studied by
the isothermal method, provided that the kinetics of the process is not too slow at
the onset temperature.Very slow events result in shallow and broad peaks, which
may be difficult to integrate accurately.



13

Photoacoustic Calorimetry

“Any chemical species, which under ambient conditions (i.e., a temperature
around 25 ◦C, and a pressure close to 1 atm) will, for a combination of kinetic
and thermodynamic reasons, decay on a timescale ranging from microseconds,
or even nanoseconds, to a few minutes” can be classified as a short-lived com-
pound. According to this definition, suggested by Almond [277], it is clear that
the experimental methods described in previous chapters can only be used to
study the thermochemistry of long-lived substances.

The technique thatwe address here, knownas photoacoustic calorimetry (PAC)
or laser-induced optoacoustic calorimetry (LIOAC), is suitable for investigating
the energetics of molecules with lifetimes smaller than about 1µs. It relies on the
photoacoustic effect, whichwas discovered byBellmore than 100 years ago.With
the assistance ofTainter, he was able to “devise a method of producing sounds by
the action of an intermittent beam of light” and conclude that the method “can
be adapted to solids, liquids, and gases” [278]. Figure 13.1 shows a photophone,
“an apparatus for the production of sound by light,” used by Bell to investigate
the photoacoustic effect. The controversy around the origin of this phenomenon
was settled by Bell himself and by Lord Rayleigh; their views were rather close
to our present understanding: When a light pulse is absorbed by a substance,
a given amount of heat is deposited, producing a local thermal expansion; this
thermal expansion propagates through the medium, generating sound waves (see
figure 13.2).

The basic theory of the photoacoustic effect was described by Tam and Patel
[279,280] and some of its applications were presented in a review by Braslavsky
and Heibel [281]. The first use of PAC to determine enthalpies of chemical reac-
tions was reported by the groups of Peters and Braslavsky [282,283]. The same
groups have also played an important role in developing the methodologies to
extract those thermodynamic data from the experimentally measured quantities
[282–284]. In the ensuing discussion, we closely follow a publication where the
use of the photoacoustic calorimety technique as a thermochemical tool was
examined [285].

Consider the elementary design of a photoacoustic calorimeter, shown in
figure 13.3.The cell contains the sample,which is, for instance, a dilute solution of
a photoreactive species. When the laser pulse travels throughout the cell, part of
its energy is absorbed by the photoreactive compound and initiates the process
of interest, while the remaining excess laser energy is deposited in the solution

190
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Figure 13.1 Bell’s photophone. Two similarly perforated disks (B), one stationary and the other subject to rapid rotation (note another good application
of a sewing machine) were used to produce the pulsed light beam. This beam was aimed at a parabolic reflector. A glass vessel containing “lampblack or
other sensitive substance” was placed at the reflector’s focus and connected to a hearing tube. “In operating the instrument, musical signals like the dots
and dashes of the Morse alphabet are produced from the sensitive receiver (A) by slight motions of the mirror (C) about its axis (D).” Adapted from [278].
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hν

Figure 13.2 The photon is the
maestro of the photoacoustic
effect. It produces a local
heating and therefore a local
thermal expansion. The
propagation of this expansion
through the medium is a
sound wave.
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Figure 13.3 A simplified diagram of a photoacoustic
calorimeter. Adapted from [285].

as heat. As stated, this abrupt and localized heating causes the solution to expand
locally, thus producing a wave that propagates through the fluid at the speed
of sound. Being an acoustic wave, it can be detected by a simple microphone-
oscilloscope arrangement. Moreover, because the photoacoustic phenomenon
is very fast (typically in the microsecond range), the microphone is an ultra-
sonic piezoelectric transducer, and the oscilloscope is a very fast digital one. The
amplitude S of the acoustic wave thusmeasured (figure 13.4) is, in a first analysis,
proportional to the volume increase (�v) of the irradiated region of the sample,
as shown by equation 13.1.

S = Kd�v (13.1)

Here, the proportionality constant Kd is a function of the geometry of the
calorimeter and other instrument parameters (e.g., laser beam shape and its
position relative to the transducer).

The volume increase is in turn due to the thermal expansion mechanism
referred to above. It can be quantified by equation 13.2,

�v = χφnr(1 − T )E (13.2)

which states that �v is proportional to the laser energy absorbed by the solu-
tion, given by (1 − T )E, where T is the sample transmittance and E the laser
pulse energy. The yield of this conversion from radiant to thermal energy is the
interesting experimental quantity. It is represented by φnr and indicates the frac-
tion of the laser energy released nonradiatively in thermal relaxation processes.
The adiabatic expansion coefficient of the solvent (χ ) is related to some of its
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Figure 13.4 A typical photoacoustic signal. S is the ampli-
tude of the first sound wave to be observed. The other
(smaller) waves are reflections of the main sound wave
in the cell walls and so reach the detector later. Adapted
from [285].

thermophysical properties: the density (ρ), the heat capacity (Cp), and the thermal
expansion coefficient (α):

χ = α

ρCp
(13.3)

Note that the parameter χ should refer to the solution and not the sol-
vent. However, the use of dilute solutions in most PAC experiments makes that
approximation acceptable. This subject is further discussed next.

Theworking equation for photoacoustic calorimetry is simply the combination
of equations 13.1 and 13.2:

S = Kφnr(1 − T )E (13.4)

with

K = Kdχ (13.5)

The calibration constant K strongly depends on the instrumental specifica-
tions, geometry of the calorimeter (Kd), and the solvent thermoelastic properties
(χ ). It can be determined through a comparative assay made under the same
conditions as the main experiment but using a photoacoustic calibrant instead
of the sample compound. The calibrants are substances that have known values
of φnr from independent measurements, or more conveniently, substances that
dissipate all of the absorbed energy as heat (φnr = 1), like ferrocene [286] or
ortho-hydroxybenzophenone [287]. Note that the computation of K is not really
needed, because a direct comparison of the signals obtained with sample and
calibration compounds allows it to be eliminated from the calculations.
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The desired enthalpic information for the phenomenon under investigation is
obtained through a simple energy balance, whose terms obviously depend on the
processes that occur in each specific system. The general form of that balance is
given by equation 13.6,

Em = �obsH + ΦfEf + ΦuEu (13.6)

where Em is the molar energy input, corresponding to the laser photon energy
NAhν (e.g., Em = 354.87 kJ mol−1 for λ = 337.1 nm, the wavelength of a
nitrogen laser), ΦfEf corresponds to the energy loss by fluorescence, and ΦuEu
designates the “useful” energy, the one used to drive the process of interest. For
instance, in the simplest example of a single photochemical reaction, ΦuEu is
equal to Φr�rH , Φr being the reaction quantum yield. In this case, and in the
absence of fluorescence, the energy balance is therefore given by equation 13.7:

Em = �obsH + Φr�rH (13.7)

If the reaction quantum yield is known, its enthalpy (�rH ) can be determined
after the amount of heat dissipated in solution (�obsH ) is obtained from the
photoacoustic experiment by equation 13.8,

�obsH = φnrEm (13.8)

Recall that the calculation of φnr relies on equation 13.4. It is important to
emphasize that the validity of this equation rests on two assumptions.The first is a
direct consequence of the way the microphone responds to the rate of the process,
as it originates the photoacoustic wave.All the “fast” processes yield a measured
waveform with the same time profile; all the “slow” processes produce virtually
no signal. Between these two extremes an intermediate regime exists, in which
the time profile of the measured waveform varies to reflect the rate of the process.
The fast and slow process rates are defined in relation to the intrinsic response of
the microphone, determined by its characteristic oscillation frequency ν.

Consider figure 13.5, which displays simulated waveforms for a process that
occurs at different rates (i.e., with different lifetimes). If τ represents the lifetime
of the reactive intermediate, for processes with τ � 1/ν (fast processes, usually
classified as “prompt”), the wave amplitude will depend only on the amount
of heat deposited during the process (see curves for 1 ns and 200 ns). As long
as both experiment and calibration meet this time constraint, allowing a direct
comparison between the two signals, equation 13.4 can be used. If, on the other
hand, the process being measured is not fast enough (e.g., τ ≈ 1/ν; see curve
for 1 µs), the measured waveform will broaden to track its time profile, and
its amplitude will decrease because of that (and not because of less heat being
deposited), thus invalidating equation 13.4. Finally, slow processes (τ  1/ν)

that may happen after the process of interest can be dismissed from the energy
balance (see curve for 200 µs), which is one of the main advantages of this
technique. For instance, recall the case of a photochemical reaction and consider
that the products are transient species, for example, radicals. The process of
interest (the reaction) is the only prompt one, the only one that takes place during
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Figure 13.5 Simulated responses of a 0.5MHz transducer
for a process that occurs at different rates. The simula-
tion was made with a simplified mathematical model.
Adapted from [285].

the experimental time window, and can be quantified by the equations already
presented.Although the radicals formedwill be involved in subsequent chemistry,
those processes will often be too slow to contribute to the signal, so they do not
need to be considered in the energy balance.

In practice, the time constraint condition may be met by a careful choice of
appropriate experimental conditions for a given transducer. Kinetic data for the
process of interest is of great help in choosing those conditions. The validity
of τ � 1/ν can easily be verified experimentally for the system of interest, by
comparing the time profile of the calibration and samplewaveforms or by varying
conditions (e.g., sample concentration) until the experimental waveform reaches
a maximum in amplitude.

The second assumption of equation 13.4 is that the photoacoustic wave is
generated exclusively by thermal expansion of the irradiated region. The first
assumption, just discussed, may often be met by carefully chosen experimen-
tal conditions, whereas this second one is usually more difficult to handle and
was overlooked in the early applications of PAC, as pointed out by Hung and
Grabowski [288] and by Clark et al. [289]. In addition to the thermal expansion
mechanism for photoacoustic wave generation, the processes studied by PAC are
frequently accompanied by “intrinsic volume changes,” a phenomenon that also
results in sound wave emission. Examples of such processes include the produc-
tion of excited states with large changes in polarity and chemical reactions such
as photodissociations. The production of sound waves through this mechanism
is analogous to that caused by thermal expansion, but now the expansion of the
material is chemically induced when the solvent molecules rearrange themselves
around the space occupied by the new chemical species. Although both mecha-
nisms are responsible for the photoacoustic signal, only the thermal contribution
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is related to the enthalpy of the process, and application of equation 13.4 with-
out explicitly separating the intrinsic volume contribution can lead to significant
errors. Equation 13.4 must be modified to allow for both contributions. This can
simply be made by replacing the “true” nonradiative yield (φnr) with φobs, the
“apparent” (or “observed”) fraction of photon energy released as heat:

S = Kφobs(1 − T )E (13.9)

The correct derivation of the remaining working equations involves replacing
equation 13.1, which only takes into account the thermal volume increase, with
equation 13.10, where both contributions are considered. The thermal volume
change in equations 13.1 and 13.2 was renamed �thv to distinguish it from the
intrinsic (or “chemical”) volume change �chemv.

S = Kd(�thv + �chemv) (13.10)

Similarly to equation 13.2, the intrinsic volume change can be expressed in
terms of measurable quantities, according to equation 13.11:

�chemv = (1 − T )E

Em
�chemV (13.11)

where�chemV is themolar intrinsic volume change and the quotient is the amount
of substance of photoexcited molecules (assuming single-photon excitation).
Both volume contributions (equations 13.2 and 13.11) can now be introduced
in equation 13.10, yielding equation 13.12:

S = Kd

[
χφnr(1 − T )E + (1 − T )E

Em
�chemV

]
(13.12)

Finally, combining equations 13.5, 13.9, and 13.12, the experimentally accessible
quantity (φobs) is related to the fraction actually converted into heat (φnr):

φobs = φnr + �chemV

Emχ
(13.13)

Equation 13.13 shows that the enthalpic contribution can be distinguished
from the reaction volume by measuring φobs as a function of the adiabatic
expansion coefficient (χ ). A number of experimental methodologies have been
developed to exploit this relationship. In the case of aqueous solutions, there
are several examples in the literature where both contributions have been deter-
minedby studying the photoacoustic signal as a function of temperature [290,291]
because the χ of water has a large temperature dependence. For organic solvents,
where χ varies only slightly with temperature, Hung and Grabowski have shown
that the same information can be obtained by using a series of solvents (with
different values of χ ), for which it is expected that �chemV and �rH (or φnr)

remain constant (e.g., a series of alkanes) [288]. Alternatively, it is possible to
vary χ of a solvent by changing the pressure. This has been done by Farrell
and Burkey, who used a photoacoustic calorimeter with a hydrostatic apparatus
capable of achieving high pressures [292].
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In some instances the volume contribution can be estimated or indirectly
derived by separate experiments using auxiliary reactions [293]. In either case,
the experimentally accessible quantity is φobs and not φnr. The observed fraction
of photon energy is then related by equation 13.14 to the observed heat deposited
in solution (�obsH ). For the simple case of the single photochemical reaction
(equation 13.7), the reaction enthalpy is calculated from �obsH through the
energy balance in equation 13.15, where the correction for the reaction volume
termwas carried over from equation 13.13 and related to the true reaction volume
change, �rV , defined in equation 13.16.

�obsH = φobsEm (13.14)

�rH = Em − �obsH

Φr
+ �rV

χ
(13.15)

�rV = �chemV

Φr
(13.16)

Note that Φr is the total quantum yield for the formation of freely diffusing
products (in contrast with the primary quantum yield for the extremely fast for-
mation inside the solvent cage), because that is the process that takes place during
the experimental time window.

It should also be pointed out that the approximations of equation 13.4 hold for
the special group of substances that are chosen as photoacoustic calibrants. As
already mentioned, these are substances that dissipate all of the absorbed energy
as heat, but they do so entirely via a thermal mechanism (no net volume change)
that is also very fast (prompt).

Let us now describe in more detail the main components of a photoacoustic
calorimeter and later use this account to illustrate how an experiment can be done.
There are several designs of photoacoustic calorimeter, but the most important
variations concern the cell. For instance, the cells built by Lynch and Endicott
[294] and by Arnault et al. [295] are quite different from the rather simple (and
commercially available) flow-through quartz cell used by Griller and co-workers
[296].This type of cell was also adopted in the instrument outlined in figure 13.6.

The photoacoustic calorimeter of figure 13.6 can be divided into three sub-
sets of instruments converging on the sample cell. The first set is used to initiate
the photophysical process in the cell; the second allows the detection and mea-
surement of the photoacoustic signal produced; the third is used to measure the
solution transmittance. A flow line conducts the solution throughout the sys-
tem. The calorimeter can operate under inert atmosphere conditions, and the
temperature variation during an experiment is less than 0.5 K.

The initiation system consists of a nitrogen laser and the necessary optics to
lead the beam to the sample cell. The laser emits pulses at 337.1 nm with 800 ps
duration, with a typical repetition rate of less than 5 Hz. The optical components,
aligned between the laser and the calorimetric cell, consist of an iris (I), a support
for neutral density filters (F), and a collimating lens (L). The iris is used to cut
out most of the laser output and allow only a thin cylinder of light to pass through
its aperture, set to ∼ 2 mm. The laser energy that reaches the cell is further
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Figure 13.6 Diagram of a photoacoustic calorimeter. The components are
described in the text. Adapted from [285].

controlled by means of one or more neutral-density filters. The collimating lens
focuses the beam just before the calorimetric cell, where it arrives with a width
of ∼ 1 mm. This focusing operation is critical in obtaining a good photoacoustic
wave. The sample cell is a standard quartz flow-through cuvette with 10 mm path
length and is placed atop a piezoelectric transducer (PZT).

One important aspect of any PAC set-up concerns the width of the beam as it
arrives at the cell. The extremely high photon density at the beam focus can cause
multiphotonic processes that invalidate equation 13.4 (and hence 13.9). On the
other hand, a beam too wide can lead to more than one photoacoustic generation
site, also invalidating the assumptions made in deriving equation 13.4. The laser
energy reaching the cell is measured with a pyroelectric probe (see following
discussion) when the cell is filled with a transparent solvent. In the calorimeter
of figure 13.6, that energy is ∼ 30µJ.

Thephotoacousticmeasuring systemconsists simply of the piezoelectric trans-
ducer connected to a digitizing oscilloscope through a preamplifier. The oscillo-
scope, together with the remaining main measuring devices of the calorimeter, is
interfacedwith a personal computer (PC) that controls the data acquisition during
the photoacoustic experiments. The transducer has a characteristic frequency of
0.5 or 1 MHz, which, as explained before, determines the time window of the
calorimeter. The photoacoustic signals detected by the transducer are first ampli-
fied and then digitized and stored in the oscilloscope. Usually at least 32 laser
shots are used to produce one waveform like the one displayed in figure 13.4, and
five of these waveforms are averaged to produce a single data point for analysis—
the amplitude of the photoacoustic signal S. This amplitude is arbitrarily defined
as the first peak-to-peak distance (instead of, for instance, the height of the first
peak), which avoids the need to define the position of the baseline.
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In the calorimeter depicted in figure 13.6 there are two independent systems
to measure the sample transmittance. Both have advantages and disadvantages,
and both have been adopted in other photoacoustic calorimeters described in
the literature. When used simultaneously, they provide a straightforward way
to test whether the assumptions of equation 13.1 are being met (e.g., testing for
multiphoton effects) and generally allow for more confidence in the experimental
results.

The first system for measuring transmittance uses a pyroelectric probe that
monitors the laser beam intensity just after the calorimetric cell.The signal is then
amplified and stored in an energy meter. This is then connected to the computer
for data acquisition and control. The same number of laser shots as before are
used for each reading of laser energy, and the results of five readings are averaged
to produce a single data point for analysis, according to the calculation methods
described. The detection limit of this system is 1µJ.

The second system formeasuring the transmittance incorporates a spectropho-
tometer tuned at the laser wavelength, whose sample cell is also a standard
flow-through quartz cuvette, identical to the calorimetric cell from which the
solution flows. This option needs a reference system to allow the normaliza-
tion of the photoacoustic signal, because the laser energy varies slightly from
pulse to pulse. It should be recalled that what is measured with the photoa-
coustic calorimeter is the relation between the photoacoustic signal and the
solution transmittance (equation 13.9). In the first system, involving the pyro-
electric probe, the normalization is unnecessary as both measurements are made
simultaneously at the same site, and the beam for the transmittance measure-
ment is the same one that drives the photoacoustic signal. Therefore, variations
in the beam energy will affect both measurements to the same extent and will
cancel. When the spectrophotometer is used, the two measurements are made
independently, so a system that compensates for laser energy fluctuations in the
photoacoustic signal generation is required. This reference system is basically
a laser energy measuring device. The normalization consists simply of dividing
the photoacoustic signal by the laser energy of the pulse that originated it, mea-
sured with the reference system. In the calorimeter sketched in figure 13.6, the
laser energy is monitored by means of the photoacoustic effect itself. Part of the
laser energy is deflected with a beam splitter (BS) to a duplicate of the principal
photoacoustic measuring system, which includes a reference cell, a piezoelec-
tric transducer, and a preamplifier, all identical to their principal counterparts,
and connected in the same way to the oscilloscope. The reference cell con-
tains a solution of a photoacoustic calibrant (e.g., ortho-hydroxybenzophenone in
iso-octane).

It should be pointed out that a certain amount of reference solution must be
kept flowing through the reference cell, otherwise the signal amplitude dimin-
ishes gradually with time. This effect should correspond to a local depletion of
ortho-hydroxybenzophenone at the laser illuminated region in the cell. In the
calorimeter of figure 13.6 , the solution is circulated by a peristaltic pump and
flows from a glass reservoir through the cell and again to the reservoir in a
closed loop.
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The sample flow line is the last part of the calorimeter of figure 13.6 worth
mentioning here. The reason that the sample solution must be kept flowing is to
avoid local sample depletion.The flow line starts at a specially designed Schlenk-
type glass reservoir and includes a number of valves (V1, V2) and a syringe (S).
The solution is pushed through the calorimeter by means of a small positive pres-
sure of argon in the reservoir. The samples are prepared in this container, usually
by dilution of stock solutions, and have absorbance values typically between 0.01
and 0.13. Further details of the photoacoustic calorimeter shown in figure 13.6
were described by Borges dos Santos et al. [285]. Now let us see how a typical
experiment is done.

As mentioned previously, a photoacoustic calorimetry experiment consists
of two consecutive runs, the calibration and the experiment. In the first one,
a photoacoustic calibrant is used to determine the proportionality constant K
in equation 13.9. Then the procedure is repeated with the sample of interest,
ensuring that the time constraint referred to is met and also that the experimental
conditions are as close as possible to the calibration (maintaining constant the
factors that affect K). Because the procedure is identical for both calibration
and experiment, it will be illustrated here for the simpler case of the calibration
(φnr = φobs = 1) for which equation 13.9 reduces to equation 13.17:

S = K(1 − T )E (13.17)

This equation shows that to determine K , one can either plot the photoacoustic
signal amplitude S against the transmittance factor (1 − T ), keeping the laser
energy E constant, or against E if (1 − T ) is kept constant. These two calcula-
tion methods correspond to two possible experimental procedures: varying the
solution transmittance and varying the laser energy. Both have been described in
detail in the literature [285], and here we only briefly discuss the latter.

The laser energy can be changed by the interposition of different neutral den-
sity filters and measured using the pyroelectric probe, despite being positioned
after the cell, because the solution is the same throughout the experiment (T is
constant). To keep the experimental conditions identical between calibration and
experiment, the measurements have to be normalized by the transmittance factor,
according to equation 13.18.

S

(1 − T )
= KE (13.18)

Ideally, the solutions used in the experiment and calibration should be optically
matched (i.e., their transmittances should differ by less than ∼ 2%).

The experimental procedure starts by acquiring the data for the blank condi-
tions, and so the calorimeter cells are filled with argon-purged blank solution.
The corresponding average values of photoacoustic signal S0, laser energy E0,
and reference signal SR0 are recorded. An argon-purged sample solution with
the appropriate concentration (usually with an absorbance near 0.100) is flowed
through the calorimeter cell, and S1, E1, and SR1 are recorded. Other data
points (Si, Ei, and SRi) are obtained by interposition of the appropriate neutral
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density filter. Analysis of these values is made with equations 13.19 and 13.20,
corresponding to calibration (C) and experiment (E) respectively.

SC
(1 − T )C

= KE (13.19)

SE
(1 − T )E

= KφobsE (13.20)

The transmittance values for the calibration and experiment solutions can be
measured either with the spectrophotometer or with the pyroelectric probe. In
the first case, this reading can obviously be done at any time after the calorimeter
is filled with the solution. In the latter case, the value is computed by using
equation 13.21.

T = E1
/
SR1

E0
/
SR0

(13.21)

Note that in this equation the laser energy is normalized with the reference signal
(R), thus canceling eventual laser fluctuations between measurements for the
blank and first data point measurements.

Figure 13.7 shows the application of this method for a typical calibration
and experiment, respectively. A value of φobs = 1.060 is obtained by the ratio
between the slopes of the lines (b) and (a), which refer to equations 13.20 and
13.19, respectively.

The procedure described, involving the variation of the laser energy, has some
advantages relative to the alternative method of using several solutions with
different transmittances. First, it provides a check for multiphoton effects simply
by analyzing the quality of the linear correlations obtained. It should be stressed
that the excellent correlations in figure 13.7 are typical, that is, correlation factors
are usually better than 0.9995. Second, the method requires considerably less
sample (only one solution is needed). Third, the analysis of experimental data is
also conceptually simpler, because no normalization is required.

What are the main error sources in PAC experiments? One of them may result
from the calibration procedure. As happens with any comparative technique, the
conditions of the calibration and experiment must be exactly the same or, more
realistically, as similar as possible. As mentioned before, the calibration con-
stant depends on the design of the calorimeter (its geometry and the operational
parameters of its instruments) and on the thermoelastic properties of the solu-
tion, as shown by equation 13.5. The design of the calorimeter will normally
remain constant between experiments. Regarding the adiabatic expansion coef-
ficient (χ ), in most cases the solutions used are very dilute, so the thermoelastic
properties of the solution will barely be affected by the small amount of solute
present in both the calibration and experiment. The relevant thermoelastic prop-
erties will thus be those of the solvent.There are, however, a number of important
applications where higher concentrations of one or more solutes have to be used.
This happens, for instance, in studies of substituted phenol compounds, where
one solute is a photoreactive radical precursor and the other is the phenolic sub-
strate [297]. To meet the time constraint imposed by the transducer, the phenolic
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Figure 13.7 (a) Results of calibration using a solution of fer-
rocene in benzene (correlation coefficient 0.9998). (b) Results
of an experiment involving the abstraction of the hydrox-
ylic hydrogen in phenol by tert-butoxyl radicals, in benzene
(correlation coefficient 0.99998). Adapted from [285].

substrate must sometimes be used in relatively high concentrations. For these
experimentally more complex applications, it is important to stress the assump-
tions on which the calculations presented are based:The thermoelastic properties
are those of the solvent, and the optical properties are those of the photoreac-
tive solute. Any deviation from these conditions (strong influence of the solute
on the thermoelastic properties of the solution or considerable absorption of the
substrate) will lead to errors in the final result.

Further complications may arise when more concentrated solutions are used,
even before reaching the limiting conditions that invalidate equations 13.4 or
13.9. The most noticeable problem is the appearance of multiphoton effects,
for which the relation between photoacoustic signal and energy absorbed is no
longer linear. As mentioned, this phenomenon is easily detected by a deviation
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from linearity in the plots illustrated in figure 13.7, and can be avoided either by
diluting the photoreactive compound or by decreasing the laser energy supplied
to the solution. Absorption by the photoproducts may also lead to nonlinear
plots [295]. Other problems usually associated with the use of more concentrated
solutions include auto-quenching processes, oxygen quenching (if the purging
of the solution was inefficient), and reabsorption processes (if the substance is
strongly fluorescent) [281]. For the specific case of the photoacoustic study of
reactions involving radical species, the use of high concentrations not only of
the photoreactive compound but also of the substrate will strongly influence the
decay kinetics of the metastable species, complicating the analysis of the results.

To illustrate an application of PAC, we chose reaction 13.22, which has been
suggested as a “test reaction” for photoacoustic calorimetry, that is, as a procedure
to assess the reliability of the instrument [285]. Wayner et al. [293] made a very
careful PAC study of this reaction in several solvents.

t-BuOOBu-t(sln) + 2PhOH(sln) → 2PhO(sln) + 2t-BuOH(sln) (13.22)

Reaction 13.22 is the net result of two steps, the first being the photochemical
cleavage of the O–O bond in di-tert-butylperoxide (reaction 13.23), followed by
the abstraction of the hydroxylic hydrogen in phenol by the tert-butoxyl radical
(reaction 13.24).

t-BuOOBu-t(sln)
hν→ 2t-BuO(sln) (13.23)

2PhOH(sln) + 2t-BuO(sln) → 2PhO(sln) + 2t-BuOH(sln) (13.24)

In a typical experiment, the sample is a solution (e.g., in benzene) of both the
tert-butoxyl radical precursor (di-tert-butylperoxide) and the substrate (phenol).
The phenol concentration is defined by the time constraint referred to before. The
net reaction must be complete much faster than the intrinsic response of the
microphone. Because reaction 13.23 is, in practical terms, instantaneous, that
requirement will fall only on reaction 13.24. The time scale of this reaction can
be quantified by its lifetime τr , which is related to its pseudo–first-order rate
constant k [PhOH] and can be set by choosing an adequate concentration of
phenol, according to equation 13.25:

τr = {k [PhOH]}−1 (13.25)

The actual limit value of τr , below which the time constraint is met for a given
transducer, is somewhat ambiguous. For a 0.5 MHz transducer (response time
2 µs), Mulder et al. [297] set this limit at 60 ns, based on the observation of
a maximum of amplitude of the photoacoustic wave with the concentration of
phenol and calculating τr from the rate constant of reaction 13.24, k = 3.3×108

mol−1 dm3 s−1 [298]. Later, Wayner et al. [293] empirically choose 100 ns as
that limit and used laser flash photolysis results to adjust the phenol concentration
until the lifetime of reaction 13.24 was less than that limit. In any case, the safest
way of ensuring that the time constraint is being met is to verify it experimentally
by varying the concentration of substrate until the observed waveform reaches a
maximum (or, equivalently, until the final �obsH value reaches a maximum).
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It is important to stress that the experiment must be preceded by a calibration
made with the calibrant dissolved in the same phenol solution used in the exper-
iment, to ensure that the thermoelastic properties of the fluid will be as close as
possible in the two runs.

The results derived from the PAC study of the reaction between phenol and
di-tert-butylperoxide are shown in figure 13.7 and lead to φobs = 1.060, as
mentioned before. Using equation 13.14, we obtain �obsH = 376.2 kJ mol−1.
The final value of �obsH (average of five independent experiments) was 374.7±
4.7 kJ mol−1 [285].

The enthalpy of reaction 13.22 can then be calculated as−7.4±10.0 kJ mol−1

by using equation 13.15 and selected values of Φr (0.83 ± 0.03), �rV (13.4 ± 4
cm3 mol−1), and χ (0.813 cm3 kJ−1) [285]. That reaction enthalpy may now be
used to derive information on the phenolic O–H bond dissociation enthalpy and
on the solvation energetics of the phenoxy radical, according to the procedures
discussed in section 5.1.

One may be somewhat disappointed by the error bars in �obsH and �rH ,
which are larger then most obtained by “classical” calorimetric methods, such as
reaction-solution or combustion calorimetry. However, the comparison is unfair
because PAC deals with species that have lifetimes smaller than a microsecond,
not amenable to those classical methods. Although the quality of the photo-
acoustic measurements is rather good, as shown by the correlations obtained (see
figure 13.7), a realistic error in the ratio of the slopes (φobs) is ∼ 1–2%, which
implies an uncertainty in �obsH of 4 to 8 kJ mol−1. This error bar is particularly
serious when the reaction quantum yield is low (recall equation 13.15).

One of the main limitations of the experimental methodology described above
is related to the time constraint. It hinders the study of many interesting reac-
tions that are too slow to ensure that the amplitude of the photoacoustic wave
is independent of the kinetics of the process. This is the case, for instance, of
transient lifetimes in the range of 100 ns to 0.1 ms for a 0.5 MHz transducer.
Fortunately, there is an alternative procedure to deal with those cases where the
condition τ � 1/ν does not hold. The procedure, known as time-resolved PAC
(TR-PAC), was developed by Peters and co-workers [282,284,299] and considers
that the observed wave, Sexp(t), reflects the kinetics of the true heat deposition,
S(t), as well as the detector response wave, T (t). In other words, Sexp(t) is the
convolution of S(t) with the transducer function, T (t)

Sexp(t) = S(t)∗T (t) =
∫ t

0
S(u)T (t − u)du (13.26)

To derive S(t), a deconvolution procedure is required.The transducer function
is easily obtained by running an experiment where the photoactive species decays
with τ � 1/ν, which is the case of the photoacoustic calibrantsmentioned.Recall
that when this condition applies, the photoacoustic wave does not depend on the
decay kinetics of the transient.

The deconvolution algorithms were developed by Rudzki et al. [284,300] and
are now commercially available as computer software [301]. For instance, in the
case of two sequential reactions (equation 13.27) producing two heat decays,
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the first being very fast, S(t) is the sum of S1(t) and S2(t), which are given by
equations 13.28 and 13.29, respectively.

A
k1−→ B

k2−→ C (13.27)

S1(t) = φ1k1 exp(−tk1) (13.28)

S2(t) = φ2k1k2
k2 − k1

[exp(−tk1) − exp(−tk2)] (13.29)

An example of the deconvolution process applied to reactions 13.23 and 13.24
is shown in figure 13.8. The method consists of finding the best set of the para-
meters φ1,φ2, k1, and k2 that fit Sexp(t). Note that the nonradiative yields for
the first and the second processes (φ1 and φ2, respectively) are φobs and not φnr.
Onceφ1 andφ2 are known, the respective enthalpies are calculated fromequations
13.14 and 13.15. Equation 13.15 can be written as

Em = Φr(�rH1 + �rH2) + (�obsH1 + �obsH2) − Φr(�rV1 + �rV2)

χ
(13.30)

where the subscripts 1 and 2 refer to the first and second reactions. Equation
13.30 can also be given as the sum of equations 13.31 and 13.32. Note that the
latter represents the energy balance for the second (nonphotochemical) process.
Therefore, the molar photon energy is not included in the balance (Em = 0).
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Figure 13.8 Deconvolution process applied to reactions
13.23 and 13.24. a is the experimental waveform, Sexp(t);
b is the calculated waveform for t-BuOOBu-t photolysis; and
c is the calculated waveform for the hydrogen abstraction
from PhOH. Note that c is phase shifted to a longer time
because it refers to a “slow” process.
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It should also be pointed out that equation 13.32 assumes that the yield of the
second reaction is 100%, that is, all the reactive species B decays into C.

Em = Φr�rH1 + �obsH1 − Φr�rV1
χ

(13.31)

0 = Φr�rH2 + �obsH2 − Φr�rV2
χ

(13.32)

�obsH1 and �obsH2 are calculated with two equations similar to 13.14 (making
φobs equal to φ1 and φ2, respectively).

Let us look at an example involving the ligand exchange reactions 13.33 and
13.34 [149,302,303]:

Cr(CO)6(sln) + S(sln)
hν−→ Cr(CO)5S(sln) + CO(sln) (13.33)

Cr(CO)5S(sln) + L(sln) → Cr(CO)5L(sln) + S(sln) (13.34)

The first of these reactions is the photochemical cleavage of one Cr–CO bond,
which is followed by the coordination of a solvent molecule (S) to Cr(CO)5.
This coordination process is extremely fast (it takes less than 25 ps). The second
(slower) step is the replacement of the solvent molecule by ligand L (reaction
13.34). �rV was assumed to be negligible for both reactions.

As the enthalpy of reaction 13.34 can be given as a solution phase bond
dissociation enthalpy difference,

�rH (13.34) = DHsln
[
Cr(CO)5 − S

]− DHsln
[
Cr(CO)5 − L

]
(13.35)

results for a series of L, in the same solvent S, afford DHsln
[
Cr(CO)5 − L

]
data

relative to a constant DHsln
[
Cr(CO)5 − S

]
value. By applying the deconvolu-

tion procedure, Yang, Peters, and Vaida were able to derive the values of φ1, φ2,
and k2 for several ligands, such as tetrahydrofuran, ethanol, and acetone. For
S = n-heptane and L = acetonitrile, and assuming a quantum yield of 0.67, the
experimental values ofφ1 andφ2 lead to�rH (13.33) = 112.1±4.5 kJmol−1 and
�rH (13.34) = −76.1±4.5 kJmol−1, respectively [302]. However, these quanti-
ties were subsequently recalculated using a revised value of 0.74 for the quantum
yield of Cr(CO)5−CO dissociation in n-heptane [149], leading to significantly
different results: �rH (13.33) = 101.5 ± 4.5 kJ mol−1 and �rH (13.34) =
−68.9 ± 4.5 kJ mol−1. These discrepancies illustrate the importance of Φr in
obtaining accurate reaction enthalpies from PAC experiments.

Time-resolved PAC has also been applied to investigate the thermochem-
istry of reactions involving the cleavage of C–H, O–H, and S–H bonds by a
method similar to the one described by equations 13.23 and 13.24 [304–310]. In
these cases, the hydrogen abstraction reactions were too slow to be examined by
non-time-resolved PAC. Other advantages of using TR-PAC were described by
Correia et al. [308]. Finally, it is noted that TR-PAC can also be used to derive
rate constants of hydrogen abstraction reactions [311].
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Equilibrium in Solution

A general discussion of the second and third law methods, including their advan-
tages and limitations relative to first law techniques, was presented in sections 2.9
and 2.10. Now, after a summary of that introduction, we examine some examples
that apply the second law method to the thermochemical study of reactions in
solution. Recall that the third law method is only practical for reactions in the
gas phase.

Both the second and third lawmethods rely on the experimental determination
of equilibrium constants. As shown in section 2.9, the equilibrium constant (K)

of a reaction is defined in terms of the activities (ai) of reactants and products:

K =
∏
i

aνii (14.1)

where νi are the stoichiometric coefficients of the reaction. Inmost real situations,
the activity values are difficult to obtain, so they are replaced by other quantities.
In the case of reactions in solution, if the ideal model is assumed, we have seen
that K is identified with Km, the equilibrium constant defined in terms of the
molalities (mi) of reactants and products:

Km =
∏
i

( mi

mo

)νi
(14.2)

mo being the standard molality, equal to 1 mol kg−1.
Althoughmolalities are simple experimental quantities (recall that themolality

of a solute is given by the amount of substance dissolved in 1 kg of solvent) and
have the additional advantageof being temperature-independent,most second law
thermochemical data reported in the literature rely on equilibrium concentrations.
This often stems from the fact that many analytical methods use laws that relate
the measured physical parameters with concentrations, rather than molalities, as
for example the Lambert-Beer law (see following discussion). As explained in
section 2.9, the equilibrium constant defined in terms of concentrations (Kc) is
related toKm by equation 14.3, which assumes that the solutes are present in very
small amounts, so their concentrations (ci) are proportional to their molalities:
mi = ci/ρ (ρ is the density of the solution).

Km = Kc(ρm
o)

−∑
i

νi
(14.3)
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Therefore, Km is numerically equal to Kc when the sum of stoichiometric coef-
ficients is zero or when ρ = 1.

When a simple van’t Hoff plot is applied (i.e., when lnKm is plotted against
1/T ), the reaction enthalpy and entropy at the mean temperature T of the exper-
imental temperature interval are calculated from the slope and the intercept of
equation 14.4:

lnKm = −�rGo
T

RT
= −�rHo

T
RT

+ �rSoT
R

(14.4)

If Km is replaced by Kc, then this equation becomes (mo = 1 mol kg−1)

lnKc = −�rHo
T

RT
+ �rSoT

R
+

∑

i

νi


 ln ρ (14.5)

Even if we assume a negligible temperature effect on the density, when
∑
i

νi 
= 0

a plot of lnKc versus 1/T and the use of equation 14.5 without the last term
lead to an error of several J K−1 mol−1 in the reaction entropy calculated from
the intercept. This was illustrated in section 2.9 for

∑
i

νi = −1 and ρ in the

range of 0.7–2 kg dm−3 (typical of many organic solvents). In this case, the
last term of equation 14.5, −R ln ρ, is in the range of −3 to 6 J K−1 mol−1. As
pointed out before, although this value is usually smaller than most experimental
uncertainty intervals associated with the reaction entropy, the correction should
not be neglected when the van’t Hoff plots rely on Kc data.

Any analytical method [312] suitable for determining equilibrium composi-
tions of a reaction mixture at several temperatures can be used to obtain the
enthalpy and the entropy of that reaction. The first example we describe involves
a common analytical technique (infrared absorption spectroscopy) and addresses
the energetics of the hydrogen bond between phenol and acetonitrile.This careful
study on the equilibrium 14.6 was made by Sousa Lopes and Thompson more
than 30 years ago [313].

PhOH(sln) + CH3CN(sln) � PhOH—NCCH3(sln) (14.6)

The solvent was tetrachloroethylene, and the equilibrium concentrations of
reactants and products were determined in the temperature range of 23–79 ◦C.

At each temperature, the equilibrium concentration of the product was
obtained as the difference between the initial and the equilibrium concentra-
tions of phenol, respectively, [PhOH]o and [PhOH]. The latter was determined
from themaximumabsorbance of the freeO–H stretching band.A similarmethod
was used to evaluate the equilibrium concentration of the acceptor acetonitrile,
[CH3CN], which is given by the difference between the initial concentration of
this acceptor, [CH3CN]o, and the concentration of the product, obtained before.
In summary, the equilibrium constant can be represented by equation 14.7:

Kc = [PhOH—NCCH3]

[PhOH] [CH3CN]
= [PhOH]o−[PhOH]

[PhOH]
(
[CH3CN]o−[PhOH]o + [PhOH]

) (14.7)
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It is important to note that the calculation of the initial concentrations of phenol
(∼ 10−2 mol dm−3) and acetonitrile (possibly ∼ 1 mol dm−3) were corrected
for the density of the solvent at each temperature. The temperature effect on the
molar absorption coefficient (ε) was also considered when relating [PhOH] to the
absorbance of the O–H free band. This was empirically made by measuring the
absorbances (A) of a phenol solution (in the same solvent andwith a concentration
similar to that used in the equilibrium study) over the experimental temperature
range. For each temperature, the Lambert-Beer law [312],

A = εlc (14.8)

afforded the product εl, where l is the absorbing path length. Each εl value so
obtained could then be used at the respective temperature to derive c = [PhOH]
in the equilibrium experiments from equation 14.8.

To check that phenol was not self-associated at the concentration used, Sousa
Lopes andThompson repeated the “calibration” experiments (i.e., the study of the
temperature variation of εl) for several phenol concentrations. Good linear plots
of A against c at each temperature were observed, indicating that the Lambert-
Beer law is valid and that the self-association is negligible.

One set of Kc values at several temperatures, obtained by Sousa Lopes and
Thompson, is shown in table 14.1 and plotted in figure 14.1. This van’t Hoff plot
leads to equation 14.9.

lnKc = 2696.6 ± 142.6

T
− (7.246 ± 0.441) (14.9)

Here, the uncertainty intervals are standard deviations multiplied by Student’s
t factor for 95% probability and 5 degrees of freedom (t = 2.571) [48].

Values of �rH o
T and �rSoT at the mean temperature T = 323 K can now be

calculated by comparing equations 14.5 and 14.9. If we neglect the last term
in equation 14.5, we obtain �rH o

323 = −22.4 ± 1.2 kJ mol−1 and �rSo323 =
−60.2 ± 3.7 J K−1 mol−1.

Table 14.1 Equilibrium
constants (Kc) of reaction
14.6 at several temperatures.
Data from [313].

t/◦C Kc

23 6.25
33 4.93
43 3.65
53 2.80
63 2.11
73 1.70
77 1.61
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Figure 14.1 A van’t Hoff plot for reaction 14.6. Data
from [313].

Althoughwe are not dealing with very dilute solutions, wemay use the density
term in equation 14.5 to estimate a correction to these values.However,we need to
bear in mind that this estimate can be considered at several approximation levels.
Themost simple is to assume that ln ρ is constant in the experimental temperature
range, and thus only the reaction entropy is affected. Using the value for the pure
solvent, ρ = 1.6227 kg dm−3 (at 20 ◦C) [48], we obtain �rSo323 = −56.2 J K−1

mol−1. A more accurate calculation would include the variation of ln ρ with the
temperature, which, in the absence of experimental data, can be estimated from
the coefficient of thermal expansion of the solvent, α:

α = 1

V

(
∂V

∂T

)
p

(14.10)

where V is the molar volume of the solvent. It is easily seen that

α = −
(

∂ ln ρ

∂T

)
p

(14.11)

Because α is quite small for liquid solvents (ca. 10−3 to 10−4 K−1) [180,314],
the change of ln ρ with T will have a negligible effect on the calculated �rH o

323
and �rSo323 values.

The second example concerns the equilibrium study of reaction 14.12 in ben-
zene over the temperature range of 6–80 ◦C, which was reported by Bercaw and
co-workers [315].

Sc(Cp*)2H(sln) + C6H6(sln) � Sc(Cp*)2Ph(sln) + H2(sln) (14.12)

In this equilibrium (a “σ bond metathesis reaction”), the scandium-hydrogen
bond in bis(pentamethylcyclopentadienyl)scandium hydride is replaced by
a scandium-carbon bond in phenylbis(pentamethylcyclopendienyl) scandium
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L = H or C6H5

Sc L

Figure 14.2 Structure of a bis(pentamethylcyclopendienyl)
scandium complex.

(figure 14.2). Therefore, the reaction enthalpy reflects the difference between
solution phase Sc–H and Sc–Ph bond dissociation enthalpies, and Kc is given by

Kc =
[
Sc(Cp∗)2Ph

]
[H2][

Sc(Cp∗)2H
]
[C6H6]

(14.13)

The ratio
[
Sc(Cp∗)2Ph

]
/
[
Sc(Cp∗)2H

]
was obtained from relative heights of

1H nuclear magnetic resonance (NMR) peaks, and [C6H6] was calculated from
the density of benzene.The determination of [H2] wasmore complicated because
this substance is also involved in a gas-liquid equilibrium. The procedure used
by the authors is as follows.

If the volumes of the vapor and the liquid phase in the (sealed) NMR tube
where the equilibrium was achieved are v1 and v2, respectively, and it is assumed
that the vapor obeys the ideal model, the total amount of substance of H2 in the
tube is given by

ntotal = pH2v1
RT

+ [H2] v2 (14.14)

where pH2 is the hydrogen pressure. The amounts of H2 in the two phases are
related by Henry’s law [180,316],

pH2 = KxH2 (14.15)

K being Henry’s constant of hydrogen in benzene and xH2the H2 mole fraction in
the liquid phase. Now let us assume that Henry’s constant for the reactionmixture
has the same value as for pure benzene at the same temperature. As the amount
of H2 in the solvent will be very small, [H2] is proportional to its molar fraction
[316], that is,

[H2] ≈ xH2ρ

M
(14.16)

where M is the molar mass of the solvent (benzene) and ρ the density of the
solution. Equations 14.15 and14.16 show that [H2] is proportional to the pressure,
the proportionality constant being equal to ρ/(KM ). Because the solubility of
H2 in benzene is known as a function of temperature for pH2 = 1 atm [153], the
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equilibrium hydrogen concentration can be derived from equation 14.17 (with
pH2 in atmospheres):

[H2] = [H2]p=1 pH2 (14.17)

Replacing pH2 by the value given by equation 14.14, we obtain, after some
rearrangement,

[H2] = ntotal [H2]p=1 RT

v1 + v2 [H2]p=1 RT
(14.18)

which was the working equation reported by Bercaw and co-workers to calcu-
late [H2]. To understand how ntotal was determined, we need to consider some
technical details. The experiment started by introducing about 5.4 × 10−5 mol
of Sc(Cp*)2CH3 in 0.5 cm3 of benzene. The solution was then cooled to –196 ◦C
and H2 at a pressure of 700 Torr was introduced. The tube was allowed to warm
to 25 ◦C and the solution stirred, so that the hydride complex, Sc(Cp*)2H, was
nearly quantitatively produced, according to reaction 14.19.

Sc(Cp*)2CH3(sln) + H2(sln) → Sc(Cp*)2H(sln) + CH4(g/sln) (14.19)

The next step involved cooling the reaction mixture to –196 ◦C, removing the
H2 at low pressure, and sealing the tube. This sealed tube was then used in the
equilibrium measurements. When it warmed up, a fraction of the hydride com-
plex reacted with benzene, yielding H2 and the phenyl complex, according to
equilibrium 14.12. Therefore, the total amount of substance of H2 in equation
14.18 is given by the sum of the initial amount of substance of H2 (n0) and the
amount of substance of Sc(Cp*)2Ph in equilibrium.The latter is easily calculated
from the relative concentrations of Sc(Cp*)2Ph and Sc(Cp*)2H determined by
1H NMR, and the known initial concentration of Sc(Cp*)2H (5.4 × 10−5×
1000/0.5 = 0.108 mol dm−3). To evaluate the initial amount of substance of H2,
consider the experimental procedure before and after reaction 14.19 takes place.
When this reaction occurs (at 25 ◦C) a certain amount of H2 remains in solution,
and it can be calculated by an equation similar to 14.17. This amount will be
equal to n0, by assuming that (1) there is no further H2 solubilization when the
tube is rapidly cooled to −196 ◦C, and (2) only the H2 dissolved in the frozen
reaction mixture is not removed by the evacuation procedure.

The previous description illustrates well the complications that may arise in
second law studies when phase and reaction equilibria occur simultaneously.
A number of assumptions are usually made, some of which may influence the
final thermochemical results. For instance, it is possible that the equilibrium
concentration of hydrogen obtained in the study by Bercaw and co-workers is
not very accurate, because n0 may be underestimated (the cooling to −196 ◦C
will increase the amount of H2 in the condensed phase). Nevertheless, this error,
which is constant for all the measurements at different temperatures (average
T = 316 K), will probably have a negligible effect on the calculated �rH o

316 and
�rSo316 values, 28.3 ± 1.9 kJ mol−1 and −5.3 ± 6.1 J K−1 mol−1, respectively.
These values were obtained from equation 14.20, which is a linear fit of the
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Figure 14.3 A van’t Hoff plot for reaction 14.12. Data from
[315].

van’t Hoff plot shown in figure 14.3 (note that the value for�rSo316 does not need
to be corrected with the last term of equation 14.5 because

∑
i

νi = 0 for reaction

14.12). The uncertainty intervals are standard deviations multiplied by Student’s
t factor for 95% probability and 3 degrees of freedom (t = 3.182) [48].

lnKc = −3402.2 ± 229.6

T
− (0.63 ± 0.73) (14.20)

The equilibrium pressure of hydrogen in the experiments by Bercaw and
co-workers was rather small, allowing the use of the ideal gas model in
equation 14.14. Although that pressure was not reported by the authors, the
conclusion is obvious from the very low values of Kc shown in figure 14.3.
Higher hydrogen pressures, even as low as 1 bar, would lead to the formation
of Sc(Cp*)2H with nearly 100% yield, and thus equilibrium 14.12 could not be
examined.

The ideal gas model cannot be used at high pressures. Under these conditions,
as pointed out in section 2.9, we have to deal with fugacities. Neglecting this and
other correction parameters may lead to large errors. The point can be illustrated
with results obtained byOldani andBor, who studied equilibrium 14.21 in hexane
over the temperature range of −21.5 to 19.6 ◦C and under a CO pressure of 198
bar [317].

2Rh2(CO)8(sln) � Rh4(CO)12(sln) + 4CO(sln) (14.21)

The equilibrium concentrations of Rh2(CO)8 and Rh4(CO)12 were deter-
mined by infrared spectroscopy by monitoring the absorbance of the band at
1886.8 cm−1, which corresponds to the stretching of the bridging carbonyls of
the tetrarhodium complex. More details of the experimental procedure can be
found in the original papers. For our purpose, it is enough to say that the equi-
librium concentrations of the rhodium complexes were quite low (< 10−3 mol
dm−3), but the same was not true for the CO concentration (∼ 2 mol dm−3; see
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following discussion). In the absence of activity data, let us assume that the ideal
solution model is valid, that is, that Km will be a good approximation of the true
equilibrium constant:

Km =
mRh4(CO)12

m4
CO

m2
Rh2(CO)8

(14.22)

Because the concentration of CO is not negligible, we can no longer apply the
simple relationship between molality and concentration (mi = ci/ρ) to write the
equilibrium constant in terms of concentrations.The correct relationship between
these two quantities is now given by equation 14.23, whereM and n are the molar
mass and the amount of substance of the solvent, respectively, andMi and ni are
the corresponding quantities for the three solutes.

mi = ci
ρ


1 +

∑
i
niMi

nM


 (14.23)

This equation can be simplified because as indicated, the contribution of the terms
for the rhodium complexes will be negligible:

mi ≈ ci
ρ

(
1 + nCOMCO

nM

)
(14.24)

Therefore, the relationship between Km and Kc is given by

Km = Kc
1

ρ3

(
1 + nCOMCO

nM

)3
(14.25)

To determine the amount of substance and the concentration of carbonmonox-
ide in solution, we have to relate these quantities to the CO pressure. That can be
done as described by using Henry’s law. The only (important) difference is that
now the CO pressure is too high to justify use of the ideal gas model. Hence, for
the present case, equation 14.15 becomes [316]

fCO = KxCO (14.26)

where fCO is the fugacity of carbonmonoxide at the experimental temperature and
pressure. Once again, the relationship between [CO] and xCO is not as simple
as equation 14.16 because the amount of carbon monoxide in solution is not
small [316]:

[CO] =
ρ

(
n+∑

i
ni

)

nM +∑
i
niMi

xCO ≈ ρ (n+ nCO)

nM + nCOMCO
xCO (14.27)

When this result and equation 14.26 are introduced in equation 14.25, we obtain

Km =
[
Rh4(CO)12

]
[
Rh2(CO)8

]2 ρ (n+ nCO)4 f 4CO
(nM + nCOMCO) (nM )3 K4

(14.28)
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or

Kc =
[
Rh4(CO)12

]
[
Rh2(CO)8

]2 ρ4 (n+ nCO)4 f 4CO
(nM + nCOMCO)4 K4

(14.29)

Equation 14.28 would be the correct one to evaluate the equilibrium constant
of reaction 14.21 at each temperature. However, instead of using this equation,
Oldani and Bor calculated the equilibrium constant at each temperature from

Kc =
[
Rh4(CO)12

]
[
Rh2(CO)8

]2 s4f 4CO
(1 + 0.001pCO)4

(14.30)

where s is the “solubility factor” of CO in hexane under the experimental con-
ditions, and (1 + 0.001pCO) is a “correction due to the increase of the solution
volume with the CO pressure” [317]. It is easily seen that this equation is equiva-
lent to equation 14.29, because (nM + nCOMCO) / [ρ (n+ nCO)] is the solution
molar volume at the experimental temperature and pressure.

The problem of using any of the previous equations is that the solubility data of
CO in hexane are scarce [318]. Oldani and Bor estimated values for the solubility
factors of CO in hexane based on literature data for other alkanes, for example,
s = 0.012 mol dm−3 bar−1 at 20 ◦C [319]. Note that this value implies that
[CO] in hexane is about 2 mol dm−3 under the experimental conditions ( pCO
= 198 bar).

Based on these estimates and literature values for the fugacity, Oldani and
Bor obtained equation 14.31, from which they derived the reaction enthalpy
and entropy at the mean temperature of the experimental temperature range
(T = 272 K): �rH o

272 = 58.6 ± 2.6 kJ mol−1 and �rSo272 = 304 ± 10 J K−1

mol−1. The uncertainty intervals are standard deviations multiplied by Student’s
t factor for 95% probability and 18 degrees of freedom (t = 2.101) [48].

lnKc = −7050 ± 315

T
+ (36.6 ± 1.2) (14.31)

It is instructive to compare the thermochemical values with those obtained by
the same authors when they assumed the ideal gas model (i.e., fCO = pCO) and
neglected the CO solubility change with temperature: �rH o

272 = 45.5 kJ mol−1

and �rSo272 = 267 J K−1 mol−1.
It is difficult to discuss the accuracy of the thermochemical results reported by

Oldani and Bor, because they rely on some estimated data of unknown reliability.
Based on a simple model that is used to predict reaction entropy changes, we
anticipate that the entropy of reaction 14.21 would be considerably larger than
300 J K−1 mol−1, possibly even higher than 400 J K−1 mol−1 [226].

What main conclusions can we draw from the three examples discussed here?
First, although van’t Hoff plots should involve Km rather than Kc data, the use
of the latter may afford sensible and possibly accurate thermochemical values
(always under the assumption of ideal solutions!), particularly if the density
term of equation 14.5 is considered in the calculation of the reaction entropy.
Second, due to the lack of gas solubility data, the second law method is much
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more difficult to apply when phase and reaction equilibria occur simultaneously,
particularly if high pressures are involved. Third, it is stressed that although the
results of van’t Hoff plots should always be referred to the mean temperature
of the experimental range, they are usually reported at 298.15 K without any
correction. This correction should not be ignored if a high-accuracy result is
desired. For example, a small reaction heat capacity, for example, �rCo

p = 20 J
K−1 mol−1, and a 30 K temperature difference lead to a 0.6 kJ mol−1 change in
the reaction enthalpy.

Single-temperature equilibrium constant values may also yield quantitative
information about reaction enthalpies, provided that the entropy term can be
estimated. Take, for example, reaction 14.32, which involves hydrogen transfer
between two substituted phenols (ArOHandAr’OH; see examples in figure 14.4).
Note that Kc = Km in this case.

ArOH(sln) + Ar′O(sln) � ArO(sln) + Ar′OH(sln) (14.32)

Second law studies by Lucarini, Pedulli, and Cipollone, using electron para-
magnetic resonance spectroscopy, have shown that the entropy of this reaction in

Ar�OH

1

2 3 4

5

HO

HO

OH OH OH

CH

O

O

O

ArOH

Figure 14.4 Four examples of
the phenolic compounds
(ArOH) involved in the
equilibrium studies of reaction
14.32. Compound 5 is
α-tocopherol, a very important
antioxidant. The reactant
(Ar′O) is the galvinoxyl radical,
produced from 1.
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toluene, at 298.15 K, for the phenols ArOH = 2 and 3 (figure 14.4) is very
close to zero, namely �rSo = −6.9 ± 1.5 J K−1 mol−1 and −3.0 ± 2.6 J
K−1 mol−1, respectively [320]. Therefore, by measuring at a single temperature
(298.15 K) equilibrium constants for other reactions in benzene or toluene and
assuming �rSo = 0, the same group was able to report the reaction enthalpies
for a series of substituted phenols [320,321]. Because each reaction enthalpy is
equal to the difference between the solution phase bond dissociation enthalpies
DHsln(ArO−H) and DHsln(Ar′O−H), the authors were able to study the effect
of the nature and the position of the substituent(s) on the phenolic O–H bond
dissociation enthalpy (see also section 5.1).

It should be stressed that the condition �rSoT ≈ 0 is not required to derive a
series of relative values of reaction enthalpies from single-temperature equilib-
rium constants. We only need to ensure that �rSoT remains constant. Consider,
for example, the case of reaction 14.33 (see figure 14.5):

Ru(Cp*)(PMe3)2OH(sln) + HX(sln) � Ru(Cp*)(PMe3)2X(sln) + H2O(sln)

(14.33)

Kc (= Km) values at 298.15 K were determined in tetrahydrofuran for several
ligands (X), by Bryndza et al. [322]. If we write equation 14.5 for two such
ligands (X and X’) and subtract, we obtain

ln
Kc
K ′
c

= − 1

RT

[
�rH

o
T (X) − �rH

o
T (X′)

]+ 1

R

[
�rS

o
T (X) − �rS

o
T (X′)

]
(14.34)

Hence, if �rSoT (X) ≈ �rSoT (X′),

ln
Kc
K ′
c

≈ − 1

RT

[
�rH

o
T (X) − �rH

o
T (X’)

]
(14.35)

that is, the ratio of the equilibrium constants will provide the difference between
the reaction enthalpies. This was the approach followed by Bryndza et al.; by
assuming constant reaction entropies for different X, the authors could derive a
series of reaction enthalpies relative to �rH o

T = 0 for X = OH. Because each
one of these �rH o

T values is related to the difference between DHsln(Ru − OH)

and DHsln(Ru − X), a series of relative Ru–X solution phase bond dissociation
enthalpies could be obtained.

Ru

X PMe3

PMe3

Figure 14.5 Structure of Ru(Cp*)(PMe3)2X complexes. The
equilibrium studies of reaction 14.33 involved several of these
complexes, for example, X = CCPh, CH2COCH3, NHPh, and NPh2.
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A final word of caution regarding the use of single-temperature equilib-
rium constants. Although this is a rather expeditious method to derive reaction
enthalpies, the obtained values may be quite inaccurate. For instance, a “small”
10 J K−1 mol−1 error in the estimated �rSoT yields a 3 kJ mol−1 error in �rH o

T
at 298.15 K.
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Kinetics in Solution

The main equations used to extract thermochemical data from rate constants
of reactions in solution were presented in section 3.2. Here, we illustrate the
application of those equations with several examples quoted from the literature.
First, however, recall that the rate constant for any elementary reaction in solution,
defined in terms of concentrations, is related to the activation parameters through
equations 15.1 or 15.2.

k = kBT

h
exp(�‡So/R) exp(−�‡Ho/RT ) (15.1)

k = A exp(−Ea/RT ) (15.2)

Equation 15.1 yields the enthalpy and the entropy of activation respectively
from the slope and the intercept of a ln(k/T ) versus 1/T plot (an Eyring plot).
Equation 15.2 leads to the Arrhenius activation energy and the frequency fac-
tor, respectively, from the slope and the intercept of a ln k versus 1/T plot (an
Arrhenius plot). All the parameters refer to the mean temperature of the plot, and
�‡H o is related to Ea by equation 15.3.

�‡Ho = Ea − RT (15.3)

Finally, recall that if the activation parameters are available for the forward
(subscript 1) and the reverse (subscript−1) reaction, the enthalpy of this reaction
is calculated by equation 15.4.

�rH
o
T = Ea,1 − Ea,−1 = �‡Ho

1 − �‡Ho−1 (15.4)

In the preceding chapter on equilibrium in solution, it was pointed out that
any analytical method suitable for determining equilibrium compositions of a
reaction mixture at several temperatures can be used to obtain the enthalpy and
entropy of that reaction. A similar statement can be made here: Any analytical
method suitable for monitoring concentration changes with time at several tem-
peratures can be used to derive the activation parameters of a reaction. Therefore,
the analytical techniques used in equilibrium experiments are also applied in
nonequilibrium (kinetics) studies. However, in this case, the choice of the analyt-
ical method will have an additional and important restriction, for it must consider
the reaction rate.An instrumental technique suitable for determining the concen-
tration of a given species under equilibrium conditions may be inappropriate for
determining a fast concentration change of the same species.

219
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N

N

NO2

NO2

O2N

Figure 15.1 The stable 2,2-diphenyl-1-picrylhydrazyl radical is
used as a radical trap in a large number of kinetic studies.

The first example we address is taken from a paper by Bawn and Mellish,
published some 50 years ago [323]. It reports kinetic studies of the thermal
decomposition of benzoyl peroxide in several solvents (reaction 15.5), over the
temperature range of 49–76 ◦C. Here, we analyze the data obtained in toluene
over the temperature range of 49.0–70.3 ◦C.

PhC(O)OO(O)CPh(sln)
k1−→ 2PhC(O)O(sln) (15.5)

The method used by Bawn and Mellish relies on the presence of a “radical
trap” in the reaction mixture, that is, a compound that reacts very fast with the
acyl radicals produced, thus preventing their recombination. This substance was
the “vivid colored” 2,2-diphenyl-1-picrylhydrazyl radical (figure 15.1). When
these nitrogen-centered radicals, herein abbreviated by P, react with an acyl
radical (reaction 15.6), the solution color change can be monitored with a
spectrophotometer.

PhC(O)O(sln) + P(sln)
k2−→ 2PhC(O)OP(sln) (15.6)

A simple kinetic analysis of reactions 15.5 and 15.6 leads to equations
15.7 (where the stationary state assumption was applied to the acyl radical
concentration) and 15.8.

d [PhC(O)O]

dt
= 2k1 [PhC(O)OO(O)CPh] − k2 [PhC(O)O] [P] = 0 (15.7)

−d [P]

dt
= k2 [PhC(O)O] [P] (15.8)

Replacing [PhC(O)O] in equation 15.8 with the value given by equation 15.7,
we obtain

−d [P]

dt
= 2k1 [PhC(O)OO(O)CPh] (15.9)

In their experiments, the authors used a large excess of the peroxide relative
to P (see table 15.1). Therefore, the right-hand member of equation 15.9 was
approximately constant, and k1 could be determined by the slope of a linear
plot between [P] and t at each temperature. As mentioned, the concentration
of P at any instant could be monitored with a spectrophotometer by measuring
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the absorbance of the reaction mixture. However, as stated after equation 15.8
(the Lambert-Beer law) in the preceding chapter, a more rigorous procedure for
obtaining [P] would require that “calibration” experiments be performed aiming
to determine the change of εl with temperature. It is not obvious from the original
publication that this calibration was done, but it may be fair to accept that εl
remained nearly constant over the experimental temperature range.

Several possible complications in the kinetic analysis were pondered and ruled
out by the authors. For instance, they demonstrated that the direct reaction of the
peroxide with P did not occur because a change of concentration of this radical
trap did not affect the reaction rate.

Table 15.1 shows the results obtained for k1 at several temperatures, and
figure 15.2 displays the Eyring and the Arrhenius plots (with k1 in s−1). These

Table 15.1 Rate constants (k1) of reaction 15.5 in
toluene at several temperatures. The initial
concentration of the radical trap was 5.83 ×
10−5 M. Data from [323].

t/◦C [PhC(O)OO(O)CPh]/mM k1 × 102/h−1

70.3 3.92 4.02
70.3 7.80 3.91
65.1 7.97 2.05
60.2 8.34 1.02
60.2 17.0 1.02
55.1 32.7 0.475
49.0 33.8 0.221
49.0 52.5 0.213
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plots lead to equations 15.10 and 15.11, respectively, where the uncertainty inter-
vals are standard deviations multiplied by Student’s t factor for 95% probability
and 6 degrees of freedom (t = 2.447) [48]. The uncertainty in the data points is
assumed to be less important than the scatter in the fit and is ignored here.

ln(k1/T ) = −14861.8 ± 436.5

T
+ (26.01 ± 1.31) (15.10)

ln k1 = −15194.2 ± 438.2

T
+ (32.82 ± 1.32) (15.11)

The quantities �‡H o
T and �‡SoT at the mean temperature T = 333 K can now

be calculated by comparing equations 15.10 and 15.1, as �‡H o
333 = 123.6 ±

2.9 kJ mol−1 and�‡So333 = [(26.01 ± 1.31) − ln(kB/h)]R = 18.7±10.9 J K−1

mol−1. The Arrhenius plot (equations 15.2 and 15.11) leads to A = 1.8 × 1014

s−1, Ea = 126.3± 3.6 kJ mol−1 and, using equation 15.3, to �‡H o
333 = 123.6±

3.6 kJ mol−1.
Bawn andMellish’s experiments in other solvents (benzene, carbon tetrachlo-

ride, nitrobenzene, methyl acetate, and ethylacetate) produced similar values for
the activation enthalpy, with an average Ea = 123.8 kJ mol−1 [323], which
corresponds to �‡H o

333 = 121.0 kJ mol−1.
How can we use the previous result to derive thermochemical data? The most

correct procedure would probably the one described by Koenig, Hay, and Finke
[324], briefly covered in section 3.2, which accounts for cage effects. How-
ever, this model involves parameters that are not available for the example under
analysis. Therefore, we follow a cruder (but more typical) approach.

If we make the assumption that the reverse of reaction 15.5 is diffusion-
controlled and assume that the activation enthalpy for the acyl radicals recom-
bination is ∼ 8 kJ mol−1, the enthalpy of reaction 15.5 will be equal to
(121 − 8) = 113 kJ mol−1. This conclusion helps us derive other useful data.
Assuming that the thermal correction to 298.15 K is small and that the solvation
enthalpies of the peroxide and the acyl radicals approximately cancel, we can
accept that the enthalpy of reaction 15.5 in the gas phase is equal to 113 kJ mol−1

with an estimated uncertainty of, say, 15 kJ mol−1. Therefore, as the standard
enthalpy of formation of gaseous PhC(O)OO(O)CPh is available (−271.7± 5.2
kJ mol−1 [59]), we can derive the standard enthalpy of formation of the acyl
radical:�fH o[PhC(O)O, g]≈ −79±8 kJ mol−1. This value can finally be used,
together with the standard enthalpy of formation of benzoic acid in the gas phase
(−294.0 ± 2.2 kJ mol−1 [59]), to obtain the O–H bond dissociation enthalpy in
PhC(O)OH: DH o [PhC(O)O−H] = 433 ± 8 kJ mol−1.

A significant contribution to the uncertainty interval assigned to the O–H bond
dissociation enthalpy in benzoic acid comes from the estimate of the activation
enthalpy for the radical recombination. The experimental determination of this
quantity is not easy because diffusion-controlled recombination rate constants
are very high (109 mol−1 dm3 s−1 or larger) [180]. Therefore, most thermo-
chemical data derived from kinetic experiments in solution rely on some similar
assumptions.
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A second problem that may affect the reliability of thermochemical kinetics
data concerns the postulate of a mechanism for the reaction under investiga-
tion. In contrast to equilibrium studies, where the reactants and products can
be unambiguously identified, the interpretation of kinetic data relies on a pos-
tulated set of elementary steps that are consistent with the observed rate law.
While the experimental evidence for many reaction mechanisms is strong, many
of these physical models have been refined throughout the years as a result of new
experimental evidence, for example, the disclosure of new intermediates and the
consideration of the cage effects already referred to. Although this may happen
to the mechanism described in our following example, Brinkmann, Luinstra, and
Saenz provided good evidence that the net reaction involving the two titanium
complexes 1 and 6 shown in figure 15.3 (isomerization of theη3-coordinated allyl
ligand to the trans-1-propenyl ligand) proceeds through the four intermediates
displayed [325]. In their kinetic study, the authors used 1H NMR to monitor the
concentration changes of compounds 1–6 in benzene over the temperature range
of 10–45 ◦C. The rate constants for both the forward and reverse processes were
determined by a numerical analysis program and lead to a quantitative picture
of the reaction energy profile. As an example, the Eyring plots for the first step,
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Figure 15.3 Reaction
mechanism proposed for the
isomerization 1 � 6. Cp∗ is
pentamethylcyclopentadienyl.
Adapted from [325].
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involving the allyl (1) and the allene (2) complexes, are shown in figure 15.4 and
correspond to equations 15.12 and 15.13,

ln(k1/T ) = −9445.3 ± 1298.9

T
+ (17.62 ± 4.31) (15.12)

ln(k−1/T ) = −8916.8 ± 1679.3

T
+ (14.88 ± 5.64) (15.13)

As usual, the uncertainty intervals are standard deviationsmultiplied by Student’s
t factor for 95%probability and 3 and 2 degrees of freedom (t = 3.182 and 4.303),
respectively [48]. The reaction enthalpy and entropy at the average temperature
(∼ 298 K) can therefore be determined for the case under discussion without any
assumptions regarding the reverse reaction, as �rH o = 4.4± 17.7 kJ mol−1 and
�rSo = 22.8 ± 59.0 J K−1 mol−1. These error bars are overestimated because
k1 and k−1 are strongly correlated, that is, changing either one during the fitting
procedure will require the other to change also. Therefore, a better procedure
to extract the reaction enthalpy and entropy is to use the equilibrium constant
data, given by K = k1/k−1. This van’t Hoff plot leads to equation 15.14 and to
�rH o = 8.0 ± 3.3 kJ mol−1 and �rSo = 35.3 ± 11.2 J K−1 mol−1.

lnK = −967.5 ± 402.1

T
+ (4.25 ± 1.35) (15.14)

It is interesting to note that the first step of the mechanism in figure 15.3 is
entropy controlled. In other words, 2 is thermodynamically more stable than 1
despite the endothermicity of the process. The positive entropy change is con-
sistent with the internal rotation increase when the η4-fulvene ring in 1 yields
the η5-pentamethylcyclopentadienyl ligand. It is also interesting to note that the
enthalpy of reaction 1 → 6 is −17 kJ mol−1 [325]. This value represents the dif-
ference betweenTi-η3-C3H5 andTi-CHCHCH3 solution phase bond dissociation
enthalpies.
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Figure 15.4 Eyring plots for reaction 1 � 2 (see figure
15.3) in the forward (squares) and reverse (circles)
directions.



Kinetics in Solution 225

The third and last example in this chapter illustrates a case where kinetic data
were used to derive relative enthalpies for a series of similar reactions. Consider
the ligand (phosphine) exchange reaction 15.15 (see figure 14.5 for the structure
of the complex),

Ru(Cp∗)(PMe3)2X(sln) + P(CD3)3(sln) � Ru(Cp∗)(PMe3)[P(CD3)3]X(sln)
+ PMe3(sln) (15.15)

Using 31PNMRas analytical technique, Bryndza et al. investigated the kinetics of
this reaction in benzene for a variety of ligandsX (seefigure 15.5) [326,327].Their
experiments demonstrated that the phosphine exchangeproceeds by adissociative
pathway, that is,

Ru(Cp∗)(PMe3)2X(sln)
k1−→ Ru(Cp∗)(PMe3)X(sln) + PMe3(sln) (15.16)

The rate constants of this reaction were determined by the authors at several tem-
peratures, and the activation enthalpies (�‡H o

1 ) were derived from Eyring plots.
To estimate the reaction enthalpies through equation 15.4, Bryndza et al. made
the reasonable assumption that the reverse activation enthalpies (�‡H o−1) are
not only small (as expected for the recombination of PMe3 with the 16-electron
unsaturated complex) but also predicted to be nearly constant for the different
ligands X. Therefore, whereas the assumption �rH o ≈ �‡H o may lead to inac-
curate �rH o values, the trend observed in figure 15.5 will probably hold for the
reaction enthalpies. Note that these reaction enthalpies can be identified with the
solution phase bond dissociation enthalpies DH o

sln[Ru(Cp
∗)(PMe3)(X)−PMe3]

and that the values in figure 15.5 span almost 80 kJ mol−1. As the authors point
out, the Ru–PMe3 bond dissociation enthalpy decreases for bulky substituents,
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for example,DH o
sln[Ru(Cp

∗)(PMe3)(X)–PMe3] for X=Me and X=CH2SiMe3
differ by some 25 kJ mol−1. It is even possible that this difference is actually a
lower limit because, as also remarked byBryndza et al., the recombination barrier
(�‡H o−1) “is likely to be larger for adding phosphine to the sterically congested
center” [327].
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Electrochemical Measurements

Electrochemical measurements have been playing an increasingly important role
in the thermodynamic studyof reactions in solution, not only because theyprovide
data that are difficult (or even impossible) to obtain by other methods [328] but
also because these data can often be compared with the values determined for the
analogous gas-phase reactions, thus yielding information on solvation energetics.

Figure 16.1 was adapted from a scheme proposed by Griller et al. [329].
It summarizes the thermochemical information on the R–X bond that can be
probed by electrochemical methods. The vertical arrows represent homolytic
cleavages, and the horizontal arrows depict reduction or oxidation potentials.
The authors have appropriately called the scheme in figure 16.1 a “mnemonic,”
rather than a “thermochemical cycle,” because not all arrow combinations define
thermochemical cycles. This can be made more clear by inspecting figure 16.2,
where true thermochemical cycles are defined. For example, the enthalpy of
reaction 7 is not the sum of the enthalpies of reactions 1 and 4 (as might
be suggested by figure 16.1) but their sum minus the enthalpy of reaction 12
(see figure 16.2). In fact, true thermochemical cycles in figure 16.1 can only be
defined by considering parallelograms confined either to the upper or the lower
part of the mnemonic. For instance, the enthalpy of reaction 7 is given by the
enthalpy of reaction 4 plus the enthalpy of reaction 9 minus the enthalpy of
reaction 3, but it is not equal to the enthalpy of reaction 6 minus the enthalpy
of reaction 11 plus the enthalpy of reaction 10. Also, the enthalpy of reaction 1
(the homolytic dissociation of the R–X bond in the neutral molecule RX) can
be given by the sum of the enthalpies or reaction 5 and 11 minus the enthalpy
of reaction 3 or, for example, by the sum of the enthalpies of reactions 7 and 12
minus the enthalpy of reaction 4.

The attractive feature of the mnemonic in figure 16.1 (or the thermochemical
cycles in figure 16.2) is that it depicts the seven possible R–X cleavage reactions
ofRX,RX−, andRX+, aswell as their relationships.Now suppose thatwewant to
know the energetics of all those processes.What experimental techniques should
we use and how many parameters (e.g., reaction enthalpies or Gibbs energies)
should we determine to assign values to all the remaining reactions? The answer
to the first question justifies the statement made at the beginning of this chapter.
With exception of reaction 1 (whose thermochemistry could be investigated by
techniques such as photoacoustic calorimetry or kinetic methods) and reactions
8 and 9 (which could be studied, for instance, by equilibrium methods [330]; see

227
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chapter 14), the energetics of the remaining processes can only be probed by using
electrochemical techniques. As to the number of independent measurements we
need to quantify the energetics of all the thirteen processes, the answer was
given by Griller et al. [329]: The only measurements required are indicated in
figure 16.1 by reaction 1 and by the horizontal arrows—that is, we only need to
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know the energetics of theR–Xbond in the neutralmoleculeRXand six reduction
potentials. In other words, to have the complete thermochemical information on
the thirteen reactions in figures 16.1 or 16.2, the values of at least seven quantities
are required.

As pointed out byWayner and Parker [328], thermochemical cycles involving
electrode potentials have been used by several groups to determine heterolytic
or homolytic bond dissociation enthalpies or Gibbs energies in solution. Those
cycles reported in the literature are subsets of the general cycles of figures 16.1
or 16.2 and their application was fostered by the publications by Breslow and
co-workers, starting in the late 1960s, which included, for example, estimates of
the pKa values of weak carbon acids based on reduction potential measurements
[331]. Recall that the pKa of an acid RH is equal to the Gibbs energy of reaction
9 in figure 16.1 (for X = H) divided by 2.303RT, that is, pKa = − logKa, where
Ka is the equilibrium constant of that reaction [180].

Several electrochemical techniques may yield the reduction or oxidation
potentials displayed in figure 16.1 [332–334]. In this chapter, we examine and
illustrate the application of two of those techniques: cyclic voltammetry and
photomodulation voltammetry. Both (particularly the former) have provided sig-
nificant contributions to the thermochemical database. But before we do that,
let us recall some basic ideas that link electrochemistry with thermodynamics.
More in-depth views of this relationship are presented in some general physical-
chemistry and thermodynamics textbooks [180,316]. A detailed discussion of
theory and applications of electrochemistry may be found in more specialized
works [332–334].

16.1 ELECTROCHEMISTRY AND THERMODYNAMICS

An electrical potential difference between the electrodes of an electrochemical
cell (called the cell potential) causes a flowof electrons in the circuit that connects
those electrodes and therefore produces electrical work. If the cell operates under
reversible conditions and at constant composition, the work produced reaches a
maximum value and, at constant temperature and pressure, can be identified
with the Gibbs energy change of the net chemical process that occurs at the
electrodes [180,316]. This is only achieved when the cell potential is balanced
by the potential of an external source, so that the net current is zero. The value
of this potential is known as the zero-current cell potential or the electromotive
force (emf) of the cell, and it is represented by E. The relationship between E and
the reaction Gibbs energy is given by

�rG = −nFE (16.1)

where n is the number of electrons transferred according to the half-cell reactions
(or simply half-reactions; see following discussion), andF is the Faraday constant
(the product of the elementary charge by theAvogadro constant; see appendixA).

Now consider that reaction 16.2 represents the half-reaction that occurs at
the cathode and the reverse of reaction 16.3 is the half-reaction that occurs at
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the anode (Ox1, Ox2 and Red1, Red2 are the oxidized and the reduced forms
of species 1 and 2 and form two redox couples, abbreviated by Ox1/Red1 and
Ox2/Red2). Both processes are written as reductions, according to the accepted
convention [180]. Reaction 16.4 is the cell reaction.

Ox1(sln) + ne− � Red1(sln) (16.2)

Ox2(sln) + ne− � Red2(sln) (16.3)

Ox1(sln) + Red2(sln) � Red1(sln) + Ox2(sln) (16.4)

The Gibbs energy of reaction 16.4 is given by

�rG = �rG
o + RT ln

aRed1aOx2
aRed2aOx1

(16.5)

where ai are the activities of the reactants and products and�rGo is the standard
Gibbs energy change, that is, the Gibbs energy of the reaction when ai = 1
for all the species. Because �rG can be expressed in terms of the cell potential
(equation 16.1), we obtain the Nernst equation:

E = Eo − RT

nF
ln
aRed1aOx2
aRed2aOx1

, (16.6)

with

Eo = −�rGo

nF
(16.7)

representing the standard cell potential, that is, the zero-current cell potential
when all reactants and products are in their standard states (ai = 1). Note that
Eo may be given as the difference between the standard electrode potential of
the half-reaction that occurs at the cathode (reduction) and the standard electrode
potential of the half-reaction that occurs at the anode (oxidation):

Eo = Eo(Ox1/Red1) − Eo(Ox2/Red2) (16.8)

Introducing this result in equation 16.7, we obtain

�rG
o = −nFEo = −nF [Eo(Ox1/Red1) − Eo(Ox2/Red2)

]
= �rG

o(Ox1/Red1) − �rG
o(Ox2/Red2) (16.9)

Hence, for the cathode (reduction),

�rG
o(Ox1/Red1) = −nFEo(Ox1/Red1) (16.10)

and for the anode (oxidation),

�rG
o(Ox2/Red2) = +nFEo(Ox2/Red2) (16.11)

Under equilibrium conditions, E = 0 in equation 16.6, and the activity ratio in
the second member is equal to the equilibrium constant K . Therefore,

Eo = RT

nF
lnK (16.12)
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The equilibrium constant (or the standard Gibbs energy) of reaction 16.4 can
thus be determined by measuring Eo. However, this does not afford the target
quantities, that is, the individual standard redox potentials of species 1 and 2,
Eo(Ox1/Red1) and Eo(Ox2/Red2). In fact, it is impossible to measure electrode
potentials of half-reactions—we can only obtain differences between these poten-
tials.The practical solution of the problem consists in assigning an arbitrary value
of zero (at any temperature) to the standard electrode potential of half-reaction
16.13, which represents the standard (or normal) hydrogen electrode (SHE), and
using this reaction in place of 16.3. Recall that the word standard implies unit
activities for aqueous H+ and for gaseous H2 (i.e., pH2 = 1 bar).

H+(aq) + e− � 0.5H2(g) (16.13)

Reaction 16.4, can thus be written as (n = 1)

Ox1(sln) + 0.5H2(g) � Red1(sln) + H+(aq) (16.14)

and a relative value of the standard reduction potential of species 1may be derived
from the measurement of the standard cell potential.

Because the SHE anchors the potentials tabulated for all the remaining elec-
trodes, it is the most important reference electrode. Although it is not difficult to
build [332], its use is not always convenient. For instance, if we are interested in
the reduction potential of species 1 in a solvent other than water (as in reaction
16.14), we will wish to use a reference electrode whose potential is accurately
known in that solvent (see following discussion).

16.2 CYCLIC VOLTAMMETRY

Voltammetry is a technique by means of which the electrical current is measured
as a functionof the potential applied to an electrode (called theworking electrode).
This potentialmaybe varied during an experiment, and the shape of its plot against
time (the potential waveform) characterizes each particular type of voltammetry
[332–334]. For instance, the potential may be subject to a fast linear increase with
time (linear sweep voltammetry) or may grow by steps or pulses (e.g., normal
pulse voltammetry). Here, we concentrate on a waveform that is shaped as shown
in figure 16.3 and is the basis of cyclic voltammetry (CV). The potential starts at
a preset value Ei and increases linearly with time, at a given scan rate v (usually
up to 100 V s−1, but sometimes much higher), until it reaches the switching
potential, ES. From here on the potential decreases at the same rate v, until it
returns to Ei. As indicated in figure 16.3 by the dashed line, the cycle can be
repeated several times.

Before discussing the voltammogram obtained with the triangular waveform
of figure 16.3, which is simply a plot of the observed current intensity ver-
sus the applied potential, it is useful to describe some experimental details of
a cyclic voltammetry experiment [335–337] and to recall some basic theory
of dynamic electrochemistry [180,332]. A typical cell (figure 16.4) consists of
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waveform in cyclic
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Figure 16.4 A three-electrode
electrochemical cell used in cyclic
voltammetry experiments. Adapted
from [335].

three electrodes—a working electrode, a reference electrode, and an auxiliary
(or counter) electrode. As mentioned, the half-reaction to be studied takes place
at the working electrode (e.g., a platinum or gold electrode) whose potential is
measured relative to the potential of the reference electrode. That is often a sat-
urated calomel or a silver/silver halide electrode, which can be isolated from the
solution by a salt bridge. The role of the auxiliary electrode (e.g., a platinumwire
or foil) is to prevent current from flowing through the reference electrode, which
would polarize it (i.e., change its potential).

The simple electrochemical cell for CV experiments, outlined in figure 16.4,
is used by Tilset’s group [335]. It is a modified test tube with a Teflon stopper in
which five holes were drilled: three for the electrodes, one for an argon inlet tube,
and another for venting the inert gas. As an electrode potential varies with the
temperature, the cell should be thermostated for high-accuracy work, but usually
the errors caused by small temperature changes are negligible compared with the
uncertainties of the experimental redox potential values. The argon (or nitrogen)
flow removes the dissolved oxygen from the liquid and maintains an inert atmo-
sphere in the cell throughout the experiment. This is very important for several
reasons [332]: (1) the reduction of O2, which occurs at a potential between 0.05V
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and –0.9 V relative to the saturated calomel electrode (depending on the solvent
and the working electrode), may contribute to the measured current; (2) the oxy-
gen may oxidize the electrode surface; and (3) the oxygen may react (or produce
species that do) with species of the half-reaction under investigation.

A diagram of the remaining hardware required for a CV set-up is displayed in
figure 16.5. It consists of awaveform generator that produces the excitation signal
(figure 16.3) and drives a potentiostat. This applies the potential waveform to the
working electrode, relative to the reference electrode, and allows the measure-
ment of the electrical current that flows between the working and the auxiliary
electrodes. The output of the potentiostat can be sent to an oscilloscope (or an
XY recorder). The oscilloscope and the waveform generator can be interfaced to
a computer to control the experiment and for data acquisition and handling.

Let us now suppose that the waveform of figure 16.3 is applied to study the
reversible oxidation of a species R− to R in a given solvent. The reaction occurs
at the working electrode (anode), and Eo(R/R−) is the standard potential of the
R/R− couple. Because the standard potential of the reference electrode in our
cell is known accurately relative to the standard potential of the SHE (Eo = 0 by
definition), we can write the cell reaction and the Nernst equation as

R−(sln) + H+(aq) � R(sln) + 0.5H2(g) (16.15)

and

−E = [
0 − Eo(R/R−)

]− RT

F
ln

aR
aR−

= −Eo(R/R−) − RT

F
ln

aR
aR−

(16.16)

Note that we had to multiply the cell potential by −1 because the net equilib-
rium 16.15 does not follow the accepted convention, that is, the SHE is not the
anode. Equation 16.16 becomes

E = Eo(R/R−) + RT

F
ln

aR
aR−

(16.17)

showing that the ratio between the activities of R and R− will change according
to the applied potential E. However, the electrical current measured in our exper-
iment will be determined by concentrations of those species, rather than by their

Figure 16.5 Typical instrumentation for cyclic voltammetry.
Adapted from [337].
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activities (see following discussion). Therefore, it is useful to rewrite equation
16.17 as

E = Eo(R/R−) + RT

F
ln

[R]γR

[R−]γR−
= Eo(R/R−) + RT

F
ln

[R]
[R−] + RT

F
ln

γR

γR−
(16.18)

where γ represents an activity coefficient (see section 2.9; note that now these
coefficients are expressed in dm3 mol−1 rather than kg mol−1).

It is important to stress that the activity coefficients (and the concentrations)
in equation 16.18 refer to the species close to the surface of the electrode, and
so can be very different from the values in the bulk solution. This is portrayed
in figure 16.6, which displays the Stern model of the double layer [332]. One
(positive) layer is formed by the charges at the surface of the electrode; the other
layer, called the outer Helmholtz plane (OHP), is created by the solvated ionswith
negative charge. Beyond the OHP, the concentration of anions decreases until it
reaches the bulk value. Although more sophisticated double-layer models have
been proposed [332], it is apparent from figure 16.6 that the local environment of
the species that are close to the electrode is distinct from that in the bulk solution.
Therefore, the activity coefficients are also different. As these quantities are not
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Figure 16.6 The Stern model of the double layer. The outer
Helmholtz plane (OHP) and the width of the diffusion layer (δ) are
indicated. The shaded circles represent solvent molecules. The
drawing is not to scale: The width of the diffusion layer is several
orders of magnitude larger than molecular sizes.
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available, the usual practice is to absorb the last term of equation 16.18 into
Eo(R/R−):

E = Eo′(R/R−) + RT

F
ln

[R]
[R−] (16.19)

where

Eo′(R/R−) = Eo(R/R−) + RT

F
ln

γR

γR−
(16.20)

is the so-called formal potential. Note that in contrast to the standard potential,
the formal potential is not constant for a given couple. However, the activity
coefficient ratio can be made approximately invariable by introducing into the
cell a supporting electrolyte, that is, a solution containing a high concentration of
inert ions. This concentration is at least two orders of magnitude higher than that
of the species under investigation [332] and ensures that the local environment
of this species is similar throughout the cell.

The formal potential is the quantity determined from the analysis of a volta-
mmogram, but the true thermodynamic quantity (the standard potential) can
be derived by obtaining Eo′(R/R−) for different bulk concentrations (c) and
extrapolating to c = 0 (unit activity coefficients). The procedure is, however,
seldom adopted; in practice, Eo′(R/R−) is identified with the standard potential.
The lower the concentration of the electroactive species, the better the assumption.

Equation 16.19 is essential for relating the shape of the response signal
(figure 16.7) to the waveform in figure 16.3. Yet it is not enough. We also need
to consider how the current is produced, and this is determined by the kinetics of
the electrode reactions [332].

ip,c
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E1/2

Ep/2,c

Ep/2,a

a b
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Ep,c E1/2

0
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m
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E /V

d(Ep,a)

Figure 16.7 A reversible cyclic voltammogram obtained
with the waveform shown in figure 16.3.
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The current intensity depends on the rate of the electron transfer reaction
at the electrode and on the rate of mass transport of the electroactive species
from the bulk solution to the electrode surface. In a reversible process, the for-
mer is much higher than the latter, that is, the current will be determined by
the mass transport, and the nernstian equilibrium will be established through-
out the experiment. Although several types of mass transport are possible in
an electrochemical experiment, viz. diffusion, convection, and electromigration,
the experiments are designed so that only diffusion is relevant. Convection is
eliminated by not stirring the solution, by avoiding temperature gradients, and
by limiting the time of the experiments. Electromigration of the electroactive
species is substantially reduced by the supporting electrolyte mentioned above,
as the effect of the electrode’s potential is dissipated by all the ions in solution
[338]. The stationary planar electrodes adopted in cyclic voltammetry experi-
ments usually have a much larger diameter than the width of the diffusion layer,
ensuring that the transport of the electroactive species occurs by linear diffusion
[335]. The width of the diffusion layer (δ in figure 16.6), which increases with
time, is defined as the distance from the electrode surface to the plane where
the concentration of the electroactive species reaches the bulk concentration (see
figure 16.6).

If only linear diffusion is the operating mass transport process, it has been
shown that the current (i) in a planar electrode is related to the concentration (c)
gradient at the surface of the electrode (x = 0) by [332]

i = nFAD

(
∂c

∂x

)
x=0

(16.21)

Here, n is the number of electrons of the half-reaction, F is the Faraday constant,
A is the electrode area, D is the diffusion coefficient of the electroactive species,
and x is the distance from the electrode.

A qualitative understanding of the voltammogram in figure 16.7 can be
achieved with equations 16.19 and 16.21. During the first part of the curve
(a) no current is detected because the applied potential (E) is much smaller than
Eo′(R/R−), that is, [R−]  [R] or [R] ≈ 0. In other words, the concentrations of
R− at the electrode surface and in the bulk solution are equal.When E increases,
the concentration of R− at the surface decreases and an anodic current starts to
develop (b).This current rises sharply (c) with the applied potential because R− is
rapidly consumed at the surface and there is an increasing concentration gradient
in the diffusion layer (equation 16.21). The fast consumption of R− and the high
slope of part c reflect the logarithmic variation of E with the concentration of
this species (equation 16.19), that is, a small potential variation leads to a large
concentration change. As the current moves toward a maximum (d), it passes
through the potential value for which E = Eo′(R/R−). It is shown by equation
16.19 that this occurs when [R−] = [R]. At a given value of the applied potential
(Ep,a), there is a a substantial depletion of R− at the surface, and the gradient(
∂[R−]/∂x)x=0 reaches a maximum, corresponding to the anodic current peak
value (ip,a). From here on, the rather high (compared to Eo′(R/R−)) and rising
potential implies that not only is the concentration of R− close to the electrode
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essentially zero but also that this species is being increasingly exhausted in the
expanding diffusion layer (recall that δ increases with time). This results in a
decreasing gradient

(
∂[R−]/∂x)x=0 and a decreasing current (e). In other words,

the mass transport to the electrode surface becomes less efficient in this region of
the voltammogram, and the current decreases. At the preset switching potential
(f ) the potential starts to decrease, and the cathodic wave of the voltammogram
begins. The shape of this wave, which corresponds to the reduction of R to R−,
is explained by considerations similar to those used for the anodic wave.

Some of the parameters that can be extracted from the cyclic voltammogram,
all shown in figure 16.7, are the anodic and cathodic peak currents (ip,a and ip,c),
the anodic and cathodic peak potentials (Ep,a and Ep,c), the anodic and cathodic
half-peak potentials (Ep/2,aand Ep/2,c), and the half-wave potential (E1/2). For
our purposes, E1/2 is the most important. It is defined as the average of Ep,a
and Ep,c,

E1/2 = Ep,a + Ep,c
2

(16.22)

and is related to the formal potential by [332]

E1/2 = Eo′(R/R−) + RT

F
ln
(
DR−
DR

)1/2
(16.23)

where DR and DR− are the diffusion coefficients of R and R−. Because DR ≈
DR− , E1/2 is usually a very good approximation of Eo′(R/R−).

Further details and a more quantitative discussion of cyclic voltammetry can
be found in more specialized books [332–334]. Here, before proceeding to a
numerical example, we summarize the reversibility criteria in cyclic voltammtery
and point out some factors thatmay lead to unreliable values ofEo′(R/R−) [335].

First the reversibility criteria [332]: (1)The anodic and cathodic peakpotentials
must be independent of the scan rate ν; (2) the difference between the anodic and
cathodic peak potentials must be such that

∣∣Ep,a − Ep,c
∣∣ = 59 mV at 298.15 K

and for n = 1; (3) the difference between the anodic or cathodic peak potential
and the corresponding half-peak potential must be 57 mV at 298.15 K and for
n = 1, for example,

∣∣Ep,a − Ep/2,a
∣∣ = 57 mV; (4) the anodic and cathodic peak

currents must be equal, that is,
∣∣ip,a/ip,c∣∣ = 1; and (5) the peak currents must be

proportional to the square root of the scan rate, ip ∝ ν1/2.
As stated by Tilset, “It would indeed be nice if all cyclic voltammograms

adhered to the criteria for nernstian waves . . . . However, voltammograms may
appear dramatically different from the ideal one . . . due to a wide variety of
reasons” [335]. The main factors that complicate the shape and the analysis of
a voltammogram were discussed by the same author and include (1) nonlinear
diffusion when the electrode diameter is not much larger than the width of the
diffusion layer; (2) nonfaradaic current, that is, current that only charges the
double layer electrical capacitor and does not yield the half-reaction under study;
(3) the so-called iR or ohmic drop, which is caused by the electrical resistance
of the solution and leads to a difference between the value of potential applied
by the potentiostat and the potential actually sensed by the working electrode;
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(4) any chemical reaction that consumes the product of the half-reaction, which
may cause a kinetic potential shift; and (5) slow heterogeneous electron transfer,
which hinders the equilibrium described by the Nernst equation.

Some of these complicating factors may be minimized by carefully choosing
the experimental or instrumental conditions. For instance, the ohmic drop is low-
ered by reducing the distance between the reference electrode and the working
electrode, by using a better-conducting supporting electrolyte, and by decreasing
the scan rate or the electrode area. It may also be minimized by compensat-
ing electronic circuitry. Other factors may be more difficult to avoid. If, in our
example, there is a very fast chemical reaction that consumes R produced at
the electrode (the so-called EC mechanism; “E” for electrochemical followed
by “C” for chemical), no peak will appear in the cathodic scan simply because
there is no R available for reduction. By increasing the scan rate it may be pos-
sible to observe both the anodic and the cathodic waves (i.e., the voltammogram
approaches reversibility), but the anodic peak will be shifted to higher values (see
following discussion). With a slow scan rate, the anodic peak potential would
therefore represent an lower limit of the true (reversible) value. This lower limit
can be understood on thermodynamic grounds (equation 16.19): The follow-up
reaction consumes R very fast, so that the electrode reaction is driven to the
right and a smaller potential is required to oxidize R− and reach equilibrium
concentrations.

Despite the problems that can afflict experimental cyclic voltammograms,
when the method for deriving standard redox potentials is used with caution it
affords data that may be accurate within a few tens of mV (10 mV corresponds to
about 1 kJmol−1), as remarked byTilset [335]. Kinetic shifts are usually themost
important error source: The deviation (�Ep) of the experimental peak potential
from the reversible value can be quite large. However, it is possible to estimate
�Ep if the rate constant of the chemical reaction is available. For instance, in the
case of a second order reaction (e.g., a radical dimerization)with a rate constant k ,
the value of �Ep at 298.15 K is given by equation 16.24 [328,339]:

�Ep/mV = 29.6 − 8.57 ln
k [R]

ν
(16.24)

With k = 1010 mol−1 dm3 s−1, a scan rate ν = 0.1 V s−1, and [R] = 10−3 mol
dm−3, it is concluded that the observed anodic peak potential will be 128 mV
lower (corresponding to about 12 kJmol−1) than the reversible value.The kinetic
shift for a first order reaction is larger (equation 16.25); �Ep = 287 mV (28 kJ
mol−1) at 298.15 K, when k = 1010 s−1 and ν = 0.1 V s−1 [328].

�Ep/mV = 38.4 − 12.85 ln
k

ν
(16.25)

The analysis of a cyclic voltammogram is simplified today, thanks to the
availability of commercial software that produces simulated voltammograms
[333,335]. Derivative cyclic voltammetry (DCV) is another improvement of the
technique, where plots of di/dE versus E are obtained (i.e., the derivative of the
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curve in figure 16.7) [340]. DCV presents several advantages over CV. For ther-
mochemical purposes, only one is mentioned here: The derivative plots allow a
more accurate assignment of the peak potentials.

As remarked before, reduction potential values have been used abundantly to
discuss the energetics of the reactions displayed in figures 16.1 or 16.2. One of
the most common situations concerns the determination of the homolytic R–H
bond dissociation enthalpy, R being an organic or an organometallic moiety.
Let us assume that Eo′(R/R−) has been determined from a CV experiment and
identifiedwith the standard reduction potential of R,Eo(R/R−).We also suppose
that the pKa of RH (which we now call pKRH) is known. Equation 16.26, which
shows the relationship between the R–H bond dissociation Gibbs energy and
those two quantities, can be inferred from figure 16.8. Note that we have used
the subscripts SHE(aq) and S to stress that the potentials are relative to the
standard aqueous hydrogen electrode, but they refer to the half-reaction in a
given solvent S.

DGo
sln(R−H) = 2.303RTpKRH + FEoSHE(aq)(R/R−)S − FEoSHE(aq)(H

+/H)S

(16.26)

The application of equation 16.26 requires an estimate of the reduction poten-
tial of H+ in the same solvent in which the experiments were carried out. This
subject was discussed by Parker, and values of Eo

SHE(aq)(H
+/H)S in several sol-

vents were reported [341]. Although the details of his discussion will not be
repeated here, it is simple to conclude (figure 16.9 and equation 16.27) that
Eo
SHE(aq)(H

+/H)S can be calculated from the thermodynamic parameters of the
gaseous hydrogen atom (the standard Gibbs energy of formation and the standard
Gibbs energy of solvation in the solvent S) and of the proton (the standard Gibbs
energy of transfer from S to water).

−FEoSHE(aq)(H
+/H)S = �fG

o(H, g) + �slnG
o(H, g) + �trG

o(H+, S → aq)

(16.27)

RH(sln)

RH(sln) R(sln)  +  H(sln) DGo
sln(R–H)

R–(sln) R(sln)  +  e– FEo
SHE(aq)(R/R–)S

–FEo
SHE(aq)(H

+/H)SH(sln)H+(sln)  +  e–

R–(sln)  +  H+(sln) 2.303 RTpKRH

Figure 16.8 Thermochemical cycle showing how standard electrode potentials and pKa
are related to a bond dissociation Gibbs energy.
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H+(sln)

H+(sln)  +  e–

H(sln)

H(sln)

H+(aq)  +  e– 1/2H2(g)

1/2H2(g) H(g)

H(g)

H+(aq)

–FE o
SHE(aq)(H

+/H)S

0

∆fG
o(H, g)

∆slnGo(H, g)

∆trG
o(H+, S aq)

Figure 16.9 Thermochemical cycle that leads to equation 16.27.

Now the R–H bond dissociation enthalpy in the solvent S is related to the R–H
bond dissociation Gibbs energy by equation 16.28.

DHo
sln(R−H) = DGo

sln(R−H) + T
[
Sosln(H, g) + Sosln(R, g) − Sosln(RH, g)

]
= DGo

sln(R−H) + T
[
So(H, g) + So(R, g) − So(RH, g)

]
+ T

[
�slnS

o(H, g) + �slnS
o(R, g) − �slnS

o(RH, g)
]

(16.28)

Because

�fG
o(H, g) = �fH

o(H, g) − T
[
So(H, g) − 0.5So(H2, g)

]
(16.29)

and

�slnG
o(H, g) = �slnH

o(H, g) − T�slnS
o(H, g) (16.30)

it is simple to derive equation 16.31, after somemanipulation of equations 16.26,
16.27, and 16.28.

DHo
sln(R−H) = 2.303RTpKRH + FEoSHE(aq)(R/R−)S + �trG

o(H+, S → aq)

+ �fH
o(H, g) + 0.5TSo(H2, g) + �slnH

o(H, g)

+ T
[
So(R, g) − So(RH, g)

]+ T
[
�slnS

o(R, g) − �slnS
o(RH, g)

]
(16.31)

Finally, the R–H bond dissociation enthalpy in the gas phase can be obtained
by using the general thermochemical cycle shown in figure 5.1 (R =A and H =
B), which includes the solvation enthalpies of RH and R:

DHo(R−H) = 2.303RTpKRH + FEoSHE(aq)(R/R−)S + �trG
o(H+, S → aq)

+ �fH
o(H, g) + 0.5TSo(H2, g) + T

[
So(R, g) − So(RH, g)

]
+ T

[
�slnS

o(R, g) − �slnS
o(RH, g)

]+ �slnH
o(RH, g)

− �slnH
o(R, g) (16.32)
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The calculation of the solution and gas-phase R–H bond dissociation
enthalpies through equations 16.31 and 16.32 requires several values besides
the experimental data for pKRH and Eo

SHE(aq)(R/R−)S. Some of those values (the
standard enthalpy of formation of H and the standard entropies of gaseous R, RH,
andH2) are readily available in the literature or can be accurately calculated using
statistical mechanics. However, some of the remaining terms, such as the solution
entropies and the solvation enthalpies of R andH, are usually unknown and there-
fore require some estimates and some simplifying assumptions.The assumptions
are �slnSo(R, g) ≈ �slnSo(RH, g) and �slnH o(R, g) ≈ �slnH o(RH, g), and the
estimates refer to �trGo(H+, S → aq) and �slnH o(H, g). Values of the Gibbs
energy of proton transfer are available in the literature [341], and the enthalpy of
solvation of the hydrogen atom has been estimated as 5 kJ mol−1 in most organic
solvents and −4 kJ mol−1 in water (see section 5.1).

For many species and solvents these assumptions are thought to be sensible,
whereas in some cases they may lead to significant errors (see following dis-
cussion). Nevertheless, this was the approach used by Bordwell and co-workers
[342]. They combined most of the terms of equation 16.32 in a single con-
stant, C, which was empirically adjusted to give better agreement with gas-phase
data [343–345]. Equation 16.33 illustrates this procedure; C = 306.7 kJ mol−1

is valid for S = dimethylsulfoxide (DMSO) and when the oxidation potential of
R− is anchored on the ferrocenium/ferrocene Fc+/Fc) couple instead of the SHE
in water.

DHo(R−H) = 2.303RTpKRH + FEoFc+/Fc(R/R−)DMSO + 306.7 (16.33)

The use of the ferrocenium/ferrocene couple as a reference deserves some
comment. As stated before, electrochemists prefer to use a reference electrode
other than the SHE. To check the standard potential of the chosen reference
electrode under the experimental conditions it is common (and advocated [335])
to derive the Fc+/Fc half-wave potential and compare it with literature values
(the ferrocene voltammogram is reversible). Then, if necessary, the experimental
values of the half-wavepotential (E1/2) for the systemunder investigation can then
be corrected. Alternatively, ferrocene is added to the cell containing the sample
and used as an internal standard to “calibrate” the potential scale. In the CV
work by Bordwell’s group, E1/2 = 0.875 V for Fc+/Fc was measured in DMSO
with 0.1 mol dm−3 of Et4NBF4 as the support electrolyte [343]. The reference
electrode used in the experiments was AgI/Ag,I−, whose standard potential in
DMSO relative to SHE in water is−0.125V.Therefore, as can be concluded from
figure 16.10 or from equations 16.34 and 16.35, the experimental E1/2 value for
Fc+/Fc relative to the SHE in water (identified with Eo

SHE(aq)(Fc
+/Fc)DMSO) is

0.875− 0.125 = 0.750 V. The electrode potential value to use in equation 16.33
should thus be obtained by subtracting this amount from the half-wave potential
of the system under study (relative to the SHE,aq) or alternatively by subtracting
0.875V from the measured half-wave potential (which is relative toAgI/Ag,I−).

EoSHE(aq)(R/R−)DMSO = EoAgI/Ag,I−(R/R−)DMSO − 0.125 (16.34)

EoSHE(aq)(R/R−)DMSO = EoFc+/Fc(R/R−)DMSO + 0.750 (16.35)
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0.750 (Fc+/Fc)DMSO

(R/R–)DMSO

SHE, aq

(AgI/Ag+,I–)DMSO

Eo
AgI/Ag+,I–(DMSO)(R/R–)DMSO

Eo
SHE(aq)(R/R–)DMSO

Eo
Fc+/Fc(DMSO)(R/R–)DMSO

–0.125

0

E o/V

Figure 16.10 Diagram showing how values of the standard electrode
potential of the couple R/R− referenced to several standard electrode
potentials (SHE, AgI/Ag,I−, and ferrocenium/ferrocene) are derived. See
equations 16.34 and 16.35.

Bordwell and colleagues have been the major users of the electrochem-
ical (CV) methodology to derive homolytic bond dissociation enthalpies in
organic compounds, and Tilset and Parker pioneered the method for organo-
transition metal hydrides [328]. According to Bordwell and Liu [345], the
results are, with few exceptions, accurate to within ± 13 kJ mol−1. In fact,
the agreement with other literature results is in general better than antici-
pated, considering that most of the reported standard potentials of the R/R−
couples were identified with the anodic peak potentials assigned from irre-
versible voltammograms (see, e.g., [345] and [346]). As already stated and also
remarked by several authors, the irreversibility of the oxidation of R− can be the
major error source of the electrochemical method [219,328]. Take, for exam-
ple, the couple PhO/PhO−. The measurements are complicated by the short
lifetime of the phenoxy radical, by the fact that PhO is more easily oxidized
than the phenolate, and also by secondary reactions, such as the dimerization
of the radical [347] (this is, by the way, the most common fate of the free
radicals formed on oxidation or reduction of ions in solution [328]). As shown
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by equation 16.24, the dimerization reaction leads to a kinetic shift of the mea-
sured anodic peak potential, which is used to evaluateEo

Fc+/Fc
(PhO/PhO−)DMSO.

Nevertheless, because equation 16.33 is “calibrated” against gas-phase data
obtained with other methods, the empirical constant C must include some
“average kinetic shift correction” of the peak potential. Actually, the equation
leads to a DH o(PhO−H) result that is even some 7 kJ mol−1 greater than
the recommended value; by using the most recent data for pKPhOH (18.0)
and Eo

Fc+/Fc
(PhO/PhO−)DMSO (−0.325 V) [348], we obtain DH o(PhO−H) =

378.1 kJ mol−1 at 298.15 K, compared with 371.3 ± 2.3 kJ mol−1 [349]. Note,
however, that when the oxidation of a species R− is reversible, the kinetic shift
does not occur, and the bond dissociation enthalpies derived with equation 16.33
will be too large.

The different solvation energetics of R and R− will also lead to errors in
the bond dissociation enthalpies calculated with equation 16.33. For instance,
in the case of phenol, whose interactions with proton-acceptor solvents (like
DMSO) are obviously stronger than those for the phenoxy radical, a negative
correction should be applied to the value of DH o(PhO−H) calculated from
equation 16.33 (see also equation 16.32). It is probably unwise to ascribe the
7 kJ mol−1 difference between the “electrochemical” and the recommended
DH o(PhO−H) value to the differential solvation effects. Although this discrep-
ancy is in the correct direction, it lies within the suggested uncertainty of the
method.

In conclusion, therefore, a judicious use of CVmethodologymay lead to abso-
lute thermodynamic data that are accurate to ca. ± 15 kJ mol−1. Relative values
(i.e., differences between bond dissociation enthalpies in similar compounds) can
be more reliable, but the approximations described suggest that some caution be
exercised when using the results to draw conclusions that rely on small differ-
ences between bond dissociation enthalpies. This is the case, for example, for
ring substituent effects on the O–H bond dissociation enthalpies in substituted
phenols [346,349].

16.3 PHOTOMODULATION VOLTAMMETRY

As already stated, other electrochemical techniques have been used to derive
thermodynamic data, some of them considered to yield more reliable (reversible)
redox potentials than cyclic voltammetry. This is the case, for instance, of sec-
ond harmonic alternating current voltammetry (SHACV) [219,333]. Savéant and
co-workers [339], however, concluded that systems that appear irreversible in
slow-scan CV are also irreversible in SHACV experiments. We do not dwell
on these matters, important as they are. Instead, we concentrate on a different
methodology to obtain redox potentials, which was developed by Wayner and
colleagues [350–352].

The conception and building of a photomodulation voltammetry (PV)
apparatus was stimulated by the need to measure redox potentials of short-lived
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species, like free radicals, and derive thermochemical data for those species.
Unlike the CV approach, where the electroactive species are the anions R−,
in photomodulation voltammetry the electroactive species can be the neutral
radicals themselves.

One of themethods used in PV to produce the free radicals is similar to the one
illustrated in chapter 13, that is, when a substance like di-tert-butylperoxide is
irradiated with energy of a suitable wavelength, the O–O bond is cleaved and two
tert-butoxyl radicals are generated. These radicals can then abstract a hydrogen
atom from another molecule RH, yielding the radical R.

t-BuOOBu-t(sln)
hν→ 2t-BuO(sln) (16.36)

RH(sln) + t-BuO(sln) → R(sln) + t-BuOH(sln) (16.37)

An alternative method used to produce the radicals is through the photode-
composition of the ketone RC(O)R:

RC(O)R(sln)
hν→ 2R(sln) + CO(g/sln) (16.38)

The main feature of a PV apparatus (figure 16.11) is a pulsed radiation beam
obtained by interposing a chopper between the lamp (a 1000WHg/Xe arc lamp)
and the three-electrode electrochemical cell (provided with quartz windows).
Only a small concentration of radicals is produced. If a continuous radiation
source is used, the output signal of the potentiostat due to the oxidation of R
would be difficult or even impossible to discern from other phenomena in the cell.
Pulsing the beam ensures that the radical concentration oscillates at the same fre-
quency as the chopper, allowing the small oscillating component of the signal to
be amplified selectively. The amplification is made by a phase-sensitive detector,
which uses the chopping frequency (29–200 Hz) as a reference. The signal-to-
noise enhancement may reach 104. According to Wayner and co-workers, the
system can detect concentrations of R as low as 10−8 mol dm−3 and average
lifetimes as short as 1 ms [351].

A source of problems in PV experiments is that the signals of other species
associated with the production of R, including that of the precursor, may interfere

lamp

potentiostat

cell

recorder/PC

pulsed beam

phase-sensitive
detector

chopper

Figure 16.11 Diagram of a photomodulation voltam-
metry apparatus. Adapted from [351].
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with the signal to be recorded because their concentrations also fluctuate with
the same frequency. As remarked byWayner and co-workers, the issue is usually
taken care of bymonitoring R in applied potential regions where the other species
are not affected [351].

In a typical experiment, the radicals R are produced as described in acetonitrile
containing an appropriate electrolyte (e.g., 0.1mol dm−3 of tetrabutylammonium
perchlorate). The sample solution is kept flowing (2–3 cm3 min−1) through the
500 µL cell to avoid substrate depletion or product accumulation. The potential
of a gold minigrid working electrode is then scanned at a rate of 10–20 mV s−1

(against a saturated calomel electrode), until the reduction or oxidation of the
radicals is observed.At this point, the resulting oscillating (ac) current is amplified
and recorded or the signal fed into a computer. Further details of the procedure
and optimization of the experimental parameters can be found in the original
literature [351].

An example of a voltamogram obtained with the PV apparatus is displayed in
figure 16.12. It shows two waves, corresponding to the oxidation and reduction
of R.The shape of these waves can be easily understood qualitatively on the basis
of the discussion in section 16.2. Take, for instance, the anodic wave, where R
is oxidized to R+. As explained before, when the increasing potential reaches a
given value, the current starts to increase. However, after a sharp rise (note the
direction of the scales in figure 16.12), the current reaches a plateau instead of
going through amaximum as in figure 16.7.To account for this different behavior,
we have to recall two details. The first one is that in PV the potential applied to
the working electrode varies linearly with time, as in CV, but now the scan rate is
considerably lower. Second, the mass transport in the cell is no longer determined
by diffusion only, because the solution is kept under constant flow. Under these
conditions, the width of the diffusion layer remains constant (i.e., the diffusion
layer does not expand with time, as in CV) [332,338], because forced convection
keeps the bulk concentration at a fixed distance δ (see figure 16.6) from the
electrode. Therefore, the maximum value of the current is observed when the
concentration of R at the electrode surface is essentially zero, corresponding

i/
µA

E /V

0

R+ 

R–

R

E
ox
1/2

E
red
1/2

Figure 16.12 Voltammogram
obtained in a
photomodulation voltammetry
experiment.
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to the highest value of (∂[R]/∂x)x=0; but because the diffusion layer does not
expand, this gradient will remain steady and a plateau is reached. The cathodic
wave of figure 16.12 (reduction of R to R−) can be similarly explained, but now
the applied potential decreases with time.

The electrochemical technique used in PV is known as linear sweep voltam-
metry with a slow sweep rate. It can be shown [332] that under the conditions
just described (a constant δ) and for a reversible process, the applied potential
(E) is related to the measured current (i) by

E = E1/2 + RT

nF
ln
ilim − i

i
(16.39)

where E1/2, the half-wave potential, is identified with the formal potential,
Eo′(R+/R) or Eo′(R/R−), and ilim is the limiting current (i.e., the value of i
when E → ∞). Deviations from equation 16.39 indicate irreversibility, and
the constant RT/(nF) is replaced by the factor C = 2.110RT/(nFα) [351],
where α is the charge transfer coefficient. This basic parameter, which varies
between 0 and 1, reflects the symmetry of the activation barriers for the anodic
and cathodic electrode reactions (e.g., α = 0.5 for a one-electron transfer signi-
fies that the barrier is symmetric relative to the oxidized and the reduced species)
[180,332]. Note that C ≈ RT/(nF) only when α ≈ 0.5. The irreversibility of the
electrode process increases when α becomes lower or higher than 0.5.

Wayner and colleagues stated in their publication that the voltammograms
obtained for the species investigated are not reversible. However, the redox
potentials derived from the half-wave potentials are generally in good agree-
ment (within 100 mV) with the data determined from other methods [351]. The
application of Eo′(R+/R) and Eo′(R/R−) values in thermochemical cycles that
are subsets of those in Figures 16.1 or 16.2 can be found, for example, in the
review by Wayner and Parker [328].
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Appendix A

Units, Conversion Factors, and
Fundamental Constants

There are several publications dealing with units and symbols of physical chemi-
cal quantities. Some also list the values of the fundamental physical constants, as
recommended by the Committee onData for Science andTechnology (CODATA)
in 2005 [1]. The following tables contain the information that is relevant for
molecular energetics [1, 2].

Four rather useful conversion factors (calculated from the fundamental
constants below), which are not given in the tables, are

1 eV corresponds to 96.4853377 kJ mol−1

1 hartree corresponds to 2625.49963 kJ mol−1

1 cm−1 corresponds to 1.19626565 × 10−2 kJ mol−1

1 Hz corresponds to 3.99031269 × 10−13 kJ mol−1

(Not all the digits are significant. They are given to minimize round-off errors).

Table A1 Names and symbols for some SI units

Physical Quantity Name Symbol (Expression in Terms of Other SI Units)

Base quantity

length meter m
mass kilogram kg
time second s
electric current ampere A
thermodynamic kelvin K

temperature
amount of mole mol

substance
luminous intensity candela cd

continued
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Table A1 (Continued)

Physical Quantity Name Symbol (Expression in Terms of Other SI Units)

Derived quantity

frequency hertz Hz (s−1)

force newton N (m kg s−2)

pressure pascal Pa (N m−2 = m−1 kg s−2)

energy, work, heat joule J (N m = m2 kg s−2)

power watt W (J s−1 = m2 kg s−3)

electric charge coulomb C (s A)
electric potential volt V (J C−1 = m2 kg s−3 A−1)

difference
electric resistance ohm � (V A−1= m2 kg s−3 A−2)

capacitance farad F (C V−1 = m−2 kg−1 s4 A2)

magnetic flux tesla T (m−2 s V = kg−1 s−2 A−1)

density
inductance henry H (VA−1 s = m2 kg s−2 A−2)

Celsius temperature degree Celsius ◦C (K)

Table A2 Some common non-SI units and their conversion factors

Physical
Quantity Name of Unit Symbol SI Value

time minute min 60 s
time hour h 3600 s
length ångstroma Å 10−10 m
volume liter L, l 10−3 m3

pressure bar bar 105 Pa
pressure torra Torr (101325/760) Pa
pressure millimeter of mercury mmHg 13.5951 × 980.665 × 10−2 Pa

(conventional)a

pressure atmospherea atm 101325 Pa
energy erga erg 10−7 J
energy electronvolt eV ≈ 1.60218 × 10−19 J
energy hartree Eh 4.3597442 × 10−18 J
energy calorie, thermochemicala cal 4.184 J
energy international jouleb J (int) 1.000165 J
energy liter atmospherea L atm 101.325 J
energy British thermal unita Btu 1055.06 J
mass grama g 10−3 kg

aThe IUPAC does not recommend the use of this unit [2].
b The unit international joule was used until about 1948 to report thermochemical data.
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Table A3 Some fundamental physical constants

Quantity Symbol Valuea

speed of light in vacuum c0 299792458 m s−1

vacuum permeability µ0 4π × 10−7Hm−1

vacuum permittivity ε0 = 1/
(
µ0c20

)
8.854187817 ×10−12Fm−1

Planck constant h 6.6260693(11) ×10−34 J s
� = h/2π 1.05457168(18) ×10−34 J s

elementary charge e 1.60217653(14) ×10−19 C
electron rest mass me 9.1093826(16) ×10−31 kg
proton rest mass mp 1.67262171(29) ×10−27 kg
neutron rest mass mn 1.67492728(29) ×10−27 kg
atomic mass constant mu = 1 u 1.66053886(28) ×10−27 kg
Avogadro constant L, NA 6.0221415(10) ×1023mol−1

Boltzmann constant kB 1.3806505(24) ×10−23JK−1

Faraday constant F 96485.3383(83) C mol−1

gas constant R 8.314472(15) J K−1mol−1

zero of the Celsius scale 273.15 K
Bohr radius a0 0.5291772108(18)×10−10 m
Rydberg constant R∞ 10973731.568525(73) ×107m−1

Bohr magneton µB 927.400949(80) ×10−26JT−1

aThe digits in parentheses represent the uncertainty in the last digits of the value.

REFERENCES

1. P. J. Mohr, B. N. Taylor. CODATA Recommended Values of the Fundamental Physical
Constants: 2002. Rev. Mod. Phys. 2005, 77, 1–107. See also physics.nist.gov/constants
(November 2006).

2. IUPAC-Physical Chemistry Division. Quantities, Units and Symbols in Phys-
ical Chemistry (2nd ed.). Blackwell Scientific Publications: Oxford, 1993.
A provisional document of the 3rd edition of this work is available at
www.iupac.org/reports/provisional/abstract05/stohner_310306.html (November 2006).

www.iupac.org/reports/provisional/abstract05/stohner_310306.html
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Thermochemical Databases

Table B1 shows a selection of thermochemical databases that have been released
over the past five decades.

When can a set of data be regarded as a database? Guidelines such as the
number of records or the publication medium may not be useful. CODATA val-
ues, for example, which are the recommended starting point for any database
(or any thermochemical calculation, for that matter), involve only about 150
species. Also, the CODATA reports have been printed in regular scientific jour-
nals before the final set was released as a book and later posted on the Internet.
Second, we could have distinguished between “databases” and “data compila-
tions.”The former involve recalculation of quantities such as standard enthalpies
of formation to ensure a consistent set of values (see section 2.5). Databases
may also include data assessment, leading to recommended values. Data compi-
lations, on the other hand, are just collections of literature values. Although this
distinction is important (see table B1), a data compilation can be rather useful
for the expert user and save many hours of literature search.

Ideally, updated online databases containing primary experimental data
(e.g., enthalpies of reaction, heat capacities), from which other thermodynamic
properties (e.g., enthalpies of formation, entropies) can be derived and perma-
nently revised should be available. Though this is by no means the general case at
the present time, the database development efforts seem to be evolving towards
that goal. The Active Thermochemical Tables, for example (see following dis-
cussion), store experimental enthalpies of reaction, bond dissociation enthalpies,
and so on, and report a variety of internally consistent data for a given species
(e.g., the enthalpy of formation), obtained from a statistical analysis of the
complete network of thermochemical information available for that species.
The database is expanded by inserting additional thermochemical results, and
a consistent set of derived thermochemical values can be kept updated. A sin-
gle thermodynamic database of this type, congregating the efforts of the data
compilers from several institutions, should become available!

Usefulness to the reader, based on our own experience, was in fact the main
criterion to build table B1, which lists, in chronological order, the works avail-
able as books, included in software packages, or that can be consulted through
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Table B1 Main thermochemical databases

Database Contents Form Consistent �fH
o �fH

o(0K) D �trsHo So Co
p Ho

T − Ho
298 PA Ei AE Eea Errors Exp. Data Refs.

NIST Chemistry
WebBook [1–12]

IN,O,OM O � � � � � � � � � � �

Active
Thermochemical
Tables [13]

IN,O P,O � � � � � � � � � � � � � � �

DIPPR 801
Database [14]

IN,O,OM S � � � � � � �

CRC Handbook
[15–17]

IN,O,OM P � � � � � � � � �

Luo 03 [18] O,OM P � � � �
Zábranský et al.
[19,24]

IN,O P � � � �

Leonidov and
O’Hare [20]

IN P � � � �

Rabinovich et al. [21] OM P � � � � � � � � �
NIST-JANAF Tables
[22,31]

IN,O P,S � � � � � � � � �

HSC Chemistry [23] IN,O,OM S � � � � � �
Domalski and
Hearing [25]

O,OM P � � � � � �

Pedley 94 [26] O P � � � �

continued



Table B1 (Continued)

Database Contents Form Consistent �fH
o �fH

o(0K) D �trsHo So Co
p Ho

T − Ho
298 PA Ei AE Eea Errors Exp. Data Refs.

NIST Structures and
Properties [27]

IN,O,OM S � � � � � � � �

NIST Therm [28] O S � � � �
Gurvich Tables [29] IN,O,OM P � � � � � � � � � � �
Frenkel et al. [30] IN,O P � � � � � �
NIST Positive Ion
Energetics [32]

IN,O,OM S � � � � � � � � �

NIST Negative Ion
Energetics [33]

IN,O,OM S � � � � � � � �

NBS 82 [34,40] IN,O,OM P,S � � � � � �
Barin 93 [35] IN P � � � � �
CODATA [36] IN P � � � � � � �
GIANT Tables [37] IN,O,OM P � � � � � � � � � �
Pedley 86 [38] O P � � � � � �
Majer and
Svoboda [39]

O P � � � �

Levin and Lias 82 [41] IN,O,OM P � � � � � �
Glushko Tables I [42] IN,O,OM P � � � � � � � � � � �
Glushko Tables II [43] IN,O,OM P
NBS Technical Note
270 [44]

IN,O,OM P � � � � � �
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Pedley 77 [45] O,OM P � � � � � �
Rosenstock 77 [46] IN,O,OM P � � � � � � �
Benson 76 [47] IN,O P � � � � �
CATCH Tables
[48,50–53]

IN,OM P � � � � � �

Hultgren 73 [49] IN P � � � � � � � �
Cox and Pilcher [54] O,OM P � � � � � �
Karapet’yants [55] IN,O,OM P � � � � �
Darwent 70 [56] IN,O P � � � �
Stull, Westrum, and
Sinke [57]

IN,O P � � � � � �

Franklin 69 [58] IN,O,OM P � � � � � � �
Gaydon 68 [59] IN P � � � �
NBS Circular 500 [60] IN,O,OM P � � � � � � �
Bichowsky and
Rossini [61]

IN,O,OM P � � � � � � �273
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the Internet. Some references are primarily of historical interest. The following
information was included.

1. A short designation of the database and its reference number.
2. The types of compounds covered by the database (IN = inorganic;

O = organic; OM = organometallic).
3. The publishing medium (P = printed; S = software; O = online).
4. The thermochemical consistency of the databases values (�). The

absence of a check mark indicates nonconsistent data or that the
comment does not apply. It may also mean that not all the database
values are consistent.

5. The types of values reported in the database: standard enthalpies of
formation at 298.15 K and 0 K, bond dissociation energies or
enthalpies (D) at any temperature, standard enthalpy of phase
transition—fusion, vaporization, or sublimation—at 298.15 K,
standard entropy at 298.15 K, standard heat capacity at 298.15 K,
standard enthalpy differences between T and 298.15 K, proton affinity,
ionization energy, appearance energy, and electron affinity. The
absence of a check mark indicates that the data are not provided.
However, that does not necessarily mean that they cannot be calculated
from other quantities tabulated in the database.

6. Uncertainties have been associated to each value (�). The absence of
a check mark indicates that no individual uncertainties have been
assigned.

7. The original (experimental) literature data (e.g., enthalpies of reaction
used to derive standard enthalpies of formation) are given in the
database (�). The absence of a check mark indicates that this
information is not provided for all the values included.

8. The source of each value is indicated by literature references (�). The
absence of a check mark indicates that this information is not provided
for all the values included.

Further comments on each database have been added, whenever necessary,
after the complete literature reference.

REFERENCES

1. NIST Chemistry WebBook. NIST Standard Reference Database Number 69;
P. J. Linstrom, W. G. Mallard, Eds.; National Institute of Standards and Technology:
Gaithersburg, June 2005 (webbook.nist.gov).

The NIST Chemistry WebBook is probably the most extensive of all chemical
compilations. It supersedes many of NIST databases [32, 33, 37, 41, 46, 58]
and it is composed by several chapters, some of which [2–12] include thermo-
chemical information on a variety of substances. It is regularly updated, with
either new values or new chapters. Not all of these chapters have thermochem-
ical consistency. For instance, the Neutral Thermochemical Data [3] quotes the
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standard enthalpies of formation directly from the original publications. How-
ever, because the experimental reaction enthalpies are also provided, the user
can easily derive the correct values.

2. J. A. Martinho Simões. Organometallic Thermochemistry Data. In NIST Chem-
istry WebBook; NIST Standard Reference Database Number 69; P. J. Linstrom,
W. G. Mallard, Eds.; National Institute of Standards and Technology: Gaithersburg,
June 2005 (webbook.nist.gov).

3. H.Y.Afeefy, J. F. Liebman, S. E. Stein. Neutral Thermochemical Data. In NIST Chem-
istry WebBook; NIST Standard Reference Database Number 69; P. J. Linstrom, W.
G. Mallard, Eds.; National Institute of Standards and Technology: Gaithersburg, June
2005 (webbook.nist.gov).

4. J. E. Bartmess. Negative Ion Energetics Data. In NIST Chemistry WebBook; NIST
Standard Reference Database Number 69; P. J. Linstrom,W. G.Mallard, Eds.; National
Institute of Standards and Technology: Gaithersburg, June 2005 (webbook.nist.gov).

5. E. P. Hunter, S. G. Lias. Proton Affinity Data. In NIST Chemistry WebBook; NIST
Standard Reference Database Number 69; P. J. Linstrom,W. G.Mallard, Eds.; National
Institute of Standards and Technology: Gaithersburg, June 2005 (webbook.nist.gov).

6. S. G. Lias. Ionization Energy Data. In NIST Chemistry WebBook; NIST Standard
Reference Database Number 69; P. J. Linstrom,W. G. Mallard, Eds.; National Institute
of Standards and Technology: Gaithersburg, June 2005 (webbook.nist.gov).

7. S. G. Lias, H. M. Rosenstock, K. Draxl, B. W. Steiner, J. T. Herron, J. L. Holmes,
R. D. Levin, J. F. Liebman, S. A. Kafafi. Ionization Energetics (IE, AE) Data. In NIST
Chemistry WebBook; NIST Standard Reference Database Number 69; P. J. Linstrom,
W. G. Mallard, Eds.; National Institute of Standards and Technology: Gaithersburg,
June 2005 (webbook.nist.gov).

8. M. Meot-Ner (Mautner), S. G. Lias. Thermochemistry of Cluster Ion Data. In NIST
Chemistry WebBook; NIST Standard Reference Database Number 69; P. J. Linstrom,
W. G. Mallard, Eds.; National Institute of Standards and Technology: Gaithersburg,
June 2005 (webbook.nist.gov).

9. Entropy and Heat Capacity of Organic Compounds Compiled by Glushko Thermo-
center, Moscow. In NIST Chemistry WebBook; NIST Standard Reference Database
Number 69; P. J. Linstrom, W. G. Mallard, Eds.; National Institute of Standards and
Technology: Gaithersburg, June 2005 (webbook.nist.gov).

10. J. S. Chickos. Heat of Sublimation Data. In NIST ChemistryWebBook; NIST Standard
Reference Database Number 69; P. J. Linstrom,W. G. Mallard, Eds.; National Institute
of Standards and Technology: Gaithersburg, June 2005 (webbook.nist.gov).

11. J. S. Chickos, W. E. Acree Jr., J. F. Liebman, Students of Chem 202 (Introduction
to the Literature of Chemistry), University of Missouri–St. Louis. Heat of Fusion
Data. In NIST Chemistry WebBook; NIST Standard Reference Database Number 69;
P. J. Linstrom, W. G. Mallard, Eds.; National Institute of Standards and Technology:
Gaithersburg, June 2005 (webbook.nist.gov).

12. E. S. Domalski, E. D. Hearing. Condensed Phase Heat Capacity Data. In NIST
Chemistry WebBook; NIST Standard Reference Database Number 69; P. J. Linstrom,
W. G. Mallard, Eds.; National Institute of Standards and Technology: Gaithersburg,
June 2005 (webbook.nist.gov).

13. (a) B. Ruscic, R. E. Pinzon, M. L. Morton, G. von Laszevski, S. J. Bittner,
S. G. Nijsure, K. A. Amin, M. Minkoff, A. F. Wagner. Introduction to Active
Thermochemical Tables: Several “Key” Enthalpies of Formation Revisited. J. Phys.
Chem. A 2004, 108, 9979–9997. (b) B. Ruscic, R. E. Pinzon, G. von Laszewski,
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D. Kodeboyina, A. Burcat, D. Leahy, D. Montoya, A. F. Wagner. Active Thermochem-
ical Tables: Thermochemistry for the 21st Century. J. Physics: Conf. Ser. 2005, 16,
561–570. November 2006 (cmcs.ca.sandia.gov/cmcs/portal).

The Active Thermochemical Tables (ATcT) are the result of an effort to derive
accurate, reliable, and internally consistent thermochemical values based on a
thermochemical network approach. They contain data for over 350 compounds.
Recommended values for key compounds such as CO2(g), H2O(g), and CH4(g)
are slightly different from those given by CODATA.

14. DIPPR 801 Database. Design Institute for Physical Properties, November 2006
(dippr.byu.edu).

The DIPPR 801 Database contains evaluated data on about 2000 industrially
important chemical compounds.

15. D. R. Lide, Ed. CRC Handbook of Chemistry and Physics. CRC Press: Boca Raton,
2005.

This handbook contains a variety of thermochemical data, most of which quoted
from other major compilations mentioned in table B1.

16. J. A. Kerr. Strengths of Chemical Bonds. In CRC Handbook of Chemistry and Physics;
D. R. Lide, Ed.; CRC Press: Boca Raton, 2005.

A compilation of bond dissociation enthalpies and enthalpies of formation of
free radicals.

17. H. D. B. Jenkins, H. K. Roobottom. Lattice Energies. In CRC Handbook of Chemistry
and Physics; D. R. Lide, Ed.; CRC Press: Boca Raton, 2005.

A compilation of lattice energies of crystalline salts.

18. Y. R. Luo. Handbook of Bond Dissociation Energies in Organic Compounds. CRC
Press: Boca Raton, 2003.

A compilation of bond dissociation enthalpies in organic compounds and
enthalpies of formation of free radicals.

19. M. Zábranský, V. Růžička Jr., E. S. Domalski. Heat Capacity of Liquids: Critical
Review and Recommended Values. Supplement I. J. Phys. Chem. Ref. Data 2002, 30,
1199–1689.

A critically evaluated compilation of the heat capacities of pure liquid organic
and some inorganic compounds. It covers data published between 1993 and 1999
and some data of 2000 as well as some data from older sources. This paper is
an update of reference [24].

20. V.Y. Leonidov, P.A. G. O’Hare. Fluorine Calorimetry. Begell House: NewYork, 2000.

This book is an updated English version of Ftornaya Kalorimetriya, which
was published in Russian in 1978. It contains a critically analyzed sur-
vey of enthalpies of formation of inorganic compounds obtained by fluorine
combustion calorimetry up to 1996.
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21. I. B. Rabinovich, V. P. Nistratov, V. I. Telnoy, M. S. Sheiman. Thermochemical
and Thermodynamic Properties of Organometallic Compounds. Begell House:
NewYork, 1999.

This monograph contains enthalpies of formation, heat capacities, entropies,
and metal-ligand bond dissociation enthalpies of organometallic compounds of
transition and main group elements.

22. M. W. Chase Jr. NIST-JANAF Thermochemical Tables (4th ed.). J. Phys. Chem. Ref.
Data 1998, Monograph No. 9.

This is one of the most widely used thermochemical databases for inorganic
compounds. The first and second editions of JANAF (Joint Army, Navy andAir
Force) Tables date from 1964 and 1971, respectively. Supplements of the latter
were released in 1974, 1975, 1978, and 1982. The third edition was published
in 1985.

23. A.Roine.OutokumpuHSCChemistry forWindows.Version 3.02;OutokumpuResearch
Oy: Finland, 1997.

This is a rather useful computer program that allows the user to make several
types of calculations, including reaction enthalpies, heat balances, equilibrium
compositions, and phase stability diagrams.The noncritically evaluated database
contains more than 11,000 compounds. Updated versions are now available.

24. M. Zábranský , V. Růžička Jr., V. Majer, E. S. Domalski. Heat Capacity of Liquids,
Critical Review and Recommended Values, vols. 1 and 2. J. Phys. Chem. Ref. Data
1996, Monograph No. 6.

A comprehensive collection of evaluated heat capacities of 1624 pure substances
in the liquid state. This was updated in reference[19].

25. E. S. Domalski, E. D. Hearing. Heat Capacities and Entropies of Organic Compounds
in the Condensed Phase, vol. 3. J. Phys. Chem. Ref. Data 1996, 25, 1.

This is a cumulative database, including values compiled in two earlier
publications (1984 and 1990). It is superseded by the NIST Chemistry
WebBook [1].

26. J. B. Pedley. Thermodynamic Data and Structures of Organic Compounds. Thermo-
dynamics Research Center Data Series, vol. 1; Thermodynamics Research Center:
College Station, 1994.

This database supersedes those in Cox and Pilcher [54], Pedley 77 [45], and
Pedley 86 [38]. An empirical scheme, developed by the author, to estimate
enthalpies of formation of organic compounds in gas and condensed phases, is
also described.

27. S. S. Stein. NIST Structures and Properties. Version 2.0; NIST Standard Reference
Database 25; National Institute of Standards and Technology: Gaithersburg, 1994.

This useful and simple-to-use software package relies on Benson’s group addi-
tivity scheme [47] to estimate thermochemical data for organic compounds in
the gas phase. It also contains values from several NIST databases, including
NIST Positive Ion Energetics [32] and JANAF Tables [22]. The first version of
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NIST S&P is from 1991. The database is superseded by the NIST Chemistry
WebBook [1].

28. E. S. Domalsky, E. D. Hearing, V. J. Hearing Jr.. NIST Estimation of the Chemi-
cal Thermodynamic Properties for Organic Compounds at 298.15 K. NIST Stan-
dard Reference Database 18; National Institute of Standards and Technology:
Gaithersburg, 1994.

Although the software is old-fashioned, this package is one of the best options to
estimate thermochemical data for organic compounds in the gas and condensed
phases. It relies on Benson’s group additivity scheme [47] and also contains
selected experimental values for a large number of organic compounds.

29. L. V. Gurvich, I. V. Veyts, C. B. Alcock, Eds. Thermodynamic Properties of Individual
Substances (4th ed.). Vols. 1 and 2. Hemisphere: New York, 1989 and 1991. Vol. 3,
CRC Press: Boca Raton, 1994.

This database offers an extensive discussion before the selection of each value.
It is the English translation and update of the first three volumes of Glushko
Tables [42].

30. M. Frenkel, G. J. Kabo, K. N. Marsh, G. N. Roganov, R. C. Wilhoit. Thermodynamics
of Organic Compounds in the Gas State, vols. 1 and 2. Thermodynamics Research
Center: College Station, 1994.

This database can be considered as an update of Stull, Westrum, and
Sinke [57].

31. M. W. Chase Jr., C. A. Davies, J. R. Downey Jr., D. J. Frurip, R. A. McDonald,
A. N. Syverud. NIST JANAF Thermochemical Tables 1985. Version 1.0; NIST
Standard Reference Database 13; National Institute of Standards and Technology:
Gaithersburg, 1993.

This is the electronic form of the third edition of the JANAF Tables [22]. As
such, it is rather useful, but unfortunately the software is very primitive.

32. S. G. Lias, J. F. Liebman, R. D. Levin, S. A. Kafafi. NIST Positive Ion Energetics.
Version 2.0; NIST Standard Reference Database 19A; National Institute of Standards
and Technology: Gaithersburg, 1993.

This database, which is an update of the GIANT Tables [37], provides the same
information as described for NIST Structures and Properties [27].

33. S. G. Lias, J. E. Bartmess, J. F. Liebman, J. L. Holmes, R. D. Levin,W. G.Mallard.NIST
Negative Ion Energetics Database. Version 3.0; NIST Standard Reference Database
19B; National Institute of Standards and Technology: Gaithersburg, 1993.

This database, which is an update of the GIANTTables [37], was superseded by
the NIST Chemistry WebBook [1–12].

34. D. D. Wagman, W. H. Evans, V. B. Parker, R. H. Schumm, I. Halow, S. M. Bailey,
K. L. Churney, R. L. Nuttall. NIST Chemical Thermodynamics Database.Version 1.1;
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NIST Standard Reference Database 2; National Institute of Standards andTechnology:
Gaithersburg, 1993.

This is the electronic form of NBS 82 Tables [40]. It is very difficult to use
in a PC.

35. I. Barin. Thermochemical Data of Pure Substances (2nd ed.). VCH: Weinheim, 1993.

The first edition of this publication dates from 1973 (I. Barin, O. Knackle.
Thermodynamic Properties of Inorganic Substances. Springer-Verlag: Berlin,
1973). A supplement, coauthored by O. Kubaschewski, was released in 1977.

36. J. D. Cox, D. D. Wagman, V. A. Medvedev, Eds. CODATA Key Values for Thermo-
dynamics. Hemisphere: New York, 1989. The CODATA database is also posted at
www.codata.org/resources/databases (November 2006).

This is, in our opinion, the primary source of thermochemical values and there-
fore it should be the starting point of all the other databases. The selections have
been made by the Task Group on KeyValues for Thermodynamics appointed in
1968 by the Committee on Data for Science and Technology (CODATA) of the
International Council of Scientific Unions. Unfortunately, the number of species
for which data are recommended in the final report is rather small (∼ 150).

37. S. G. Lias, J. E. Bartmess, J. F. Liebman, J. L. Holmes, R. D. Levin, W. G. Mallard.
Gas Phase Ion and Neutral Thermochemistry. J. Phys. Chem. Ref. Data 1988, 17,
Suppl. 1.

This database, which follows three earlier NBS publications [41,46,58], was
superseded by the NIST Chemistry WebBook [1–12].

38. J. B. Pedley, R. D. Naylor, S. P. Kirby. Thermochemical Data of Organic Compounds.
Chapman and Hall: London, 1986.

This database updated those in Cox and Pilcher [54] and Pedley 77 [45]. It was
superseded by Pedley 94 [26].

39. V. Majer, V. Svoboda. Enthalpies of Vaporization of Organic Compounds. A Criti-
cal Review and Data Compilation. IUPAC Chemical Data Series No. 32; Blackwell:
Oxford, 1985.

40. D. D. Wagman, W. H. Evans, V. B. Parker, R. H. Schumm, I. Halow, S. M. Bailey,
K. L. Churney, R. L. Nuttall.The NBSTables of Chemical Thermodynamic Properties:
Selected Values for Inorganic and C1 and C2 Organic Substances in SI Units. J. Phys.
Chem. Ref. Data 1982, 11, Suppl. 2.

The NBS 82 tables are still widely used, mainly because they contain data
(e.g., solution enthalpies) not easily found in other databases.

41. R. D. Levin, S. G. Lias. Ionization Potential and Appearance Potential Measure-
ments, 1971–1981. National Standard Reference Data Series, National Bureau of
Standards 71; U.S. Department of Commerce: Washington, D.C., 1982.

This database, for gaseous positive ions, follows two earlier NBS publications
[46,58]. It has been superseded by the GIANT Tables [37] and by the NIST
Chemistry WebBook [1–12].

www.codata.org/resources/databases
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42. V. P. Glushko, Ed.Thermodynamic Properties of Individual Substances (3rd ed.), vols.
1–4. Nauka: Moscow, 1978–1982.

This database offers an extensive discussion before the selection of each value.
It is published in Russian, but the English translation and update of the first three
volumes is available [29].

43. V. P. Glushko, Ed. Thermal Constants of Substances, vols. 1–9. Academy of Science,
USSR: Moscow, 1965–1982.

This database may be considered the Russian equivalent of the NBS 82 Tables
[40]. It is only available in Russian.

44. (a) D. D. Wagman, W. H. Evans, V. B. Parker, I. Halow, S. M. Bailey, R. H. Schumm.
Selected Values of Chemical Thermodynamic Properties. NBS Technical Note 270-3;
Washington, D.C., 1968. (b) D. D. Wagman, W. H. Evans, V. B. Parker, I. Halow,
S. M. Bailey, R. H. Schumm. SelectedValues of Chemical Thermodynamic Properties.
NBS Technical Note 270-4; Washington, D.C., 1969. (c) D. D. Wagman, W. H. Evans,
V. B. Parker, I. Halow, S. M. Bailey, R. H. Schumm, K. L. Churney. Selected Val-
ues of Chemical Thermodynamic Properties. NBSTechnical Note 270-5;Washington,
D.C., 1971. (d) V. B. Parker, D. D. Wagman, W. H. Evans. Selected Values of Chemi-
cal Thermodynamic Properties. NBS Technical Note 270-6; Washington, D.C., 1971.
(e) R. H. Schumm, D. D. Wagman, S. Bailey, W. H. Evans, V. B. Parker. Selected Val-
ues of Chemical Thermodynamic Properties. NBSTechnical Note 270-7;Washington,
D.C., 1973. (f ) D. D.Wagman,W. H. Evans,V. B. Parker, R. H. Schumm, R. L. Nuttall.
Selected Values of Chemical Thermodynamic Properties. NBS Technical Note 270-8;
Washington, D.C., 1981.

NBSTechnicalNote 270 replaced theNBSCircular 500 [60] andwas superseded
by NBS 82 Tables [40].

45. J. B. Pedley, J. Rylance. Sussex–N. P. L. Computer Analysed Thermochemical Data:
Organic and Organometallic Compounds. University of Sussex: Brigton, 1977.

This database updated the one in Cox and Pilcher [54]. It was superseded by
Pedley 86 [38] and Pedley 94 [26].

46. H. M. Rosenstock, K. Draxl, B. W. Steiner, J. T. Herron. Energetics of Gaseous Ions.
J. Phys. Chem. Ref. Data 1977, 6, Suppl. 1.

This database follows an earlier NBS publication [58]. It has been superseded
by the GIANT Tables [37] and the NIST Chemistry WebBook [1–12].

47. S. W. Benson. Thermochemical Kinetics (2nd ed.). Wiley: NewYork, 1976.

This book contains a small database for organic and inorganic compounds. Its
main value, however, is that it describes a group additivity scheme to estimate
thermochemical data.An updated and extended list of group parameters is given
in NIST Therm [28]. The first edition of this classic work is from 1968.

48. D. S. Barnes, J. B. Pedley,A. Kirk, E.Winser, L. G. Heath. Computer Analysis of Ther-
mochemical Data (CATCH Tables), Cr, Mo and W Compounds. School of Molecular
Sciences, University of Sussex: Brighton,1974.
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49. R. Hultgren, P. D. Desai, D. T. Hawkins, M. Gleiser, K. K. Kelley, D. D. Wagman.
Selected Values of the Thermodynamic Properties of the Elements. American Society
for Metals: Metals Park, 1973.

50. J. D. Cox, J. B. Pedley,A. Kirk, S. Seilman, L. G. Heath.ComputerAnalysis ofThermo-
chemical Data (CATCHTables), Halogen Compounds. School of Molecular Sciences,
University of Sussex: Brighton,1972.

51. A. J. Head, J. B. Pedley, A. Kirk, S. Seilman, L. G. Heath. Computer Analysis of Ther-
mochemical Data (CATCH Tables), Phosphorous Compounds. School of Molecular
Sciences, University of Sussex: Brighton,1972.

52. J. B. Pedley, B. S. Iseard,A. Kirk, S. Seilman, L. G. Heath. Computer Analysis of Ther-
mochemicalData (CATCHTables), SiliconCompounds. School ofMolecular Sciences,
University of Sussex: Brighton,1972.

53. G. Pilcher, J. B. Pedley,A.Kirk, S. Seilman, L. G.Heath.ComputerAnalysis ofThermo-
chemical Data (CATCHTables), Nitrogen Compounds. School of Molecular Sciences,
University of Sussex: Brighton,1972.

54. J. D. Cox, G. Pilcher. Thermochemistry of Organic and Organometallic Compounds.
Academic Press: London, 1970.

This has been, for many years, the main source of standard enthalpies of forma-
tion of neutral organic compounds. It is a classic work on thermochemistry and
has set a standard for thermochemical databases. Superseded by Pedley’s 1994
compilation [26].

55. M. Kh. Karapet’yants, M. K. Karapet’yants. Handbook of Thermodynamic Constants
of Inorganic and Organic Compounds. Ann Harbour—Humphrey Science Publishers:
London, 1970.

56. B. D. Darwent. Bond Dissociation Energies in Simple Molecules. National Stan-
dard Reference Data Series, National Bureau of Standards 31; U.S. Department of
Commerce: Washington, D.C., 1970.

Tables of bond dissociation energies at 0 K and 298.15 K.

57. D. R. Stull, E. F. Westrum Jr., G. C. Sinke. The Chemical Thermodynamics of Organic
Compounds. Wiley: NewYork, 1969.

Together with Cox and Pilcher [54] andBenson’sThermochemical Kinetics [47],
this book is a classic work on thermochemistry. It is still useful to review basic
concepts and, as a database, to look for Ho

T − Ho
298 values for many organic

substances in the ideal gas state. See also [30].

58. J. L. Franklin, J. G. Dillard, H. M. Rosenstock, J. T. Herron, K. Draxl, F. H. Field. Ion-
ization Potentials, Appearance Potentials, and Heats of Formation of Gaseous Positive
Ions. National Standard Reference Data Series, National Bureau of Standards 26; U.S.
Government Printing Office: Washington, D.C., 1969.

This database has been superseded by the GIANT Tables [37] and the NIST
Chemistry WebBook [1–12].

59. A. G. Gaydon. Dissociation Energies and Spectra of Diatomic Molecules (3rd ed.).
Chapman and Hall: London, 1968.

Table of bond dissociation energies at 0 K.
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60. F. D. Rossini, D. D.Wagman,W. H. Evans, S. Levine, I. Jaffe. SelectedValues of Chem-
ical Thermodynamic Properties. NBS Circular 500; U.S. Department of Commerce:
Washington, D.C., 1952.

This database was superseded by the NBS Technical Note 270 [44].

61. F. R. Bichowsky, F. D. Rossini. The Thermochemistry of the Chemical Substances.
Reinhold: NewYork, 1936.

This is one of the first thermochemical databases ever available. The standard
enthalpies of formation are tabulated at 18 ◦C.



Index

absolute energy content, E = mc2, 10
accuracy

reaction-solution calorimeters, 129–130
temperature measure in differential scanning

calorimetry, 176–177
acetic acid

reaction enthalpy, 9
standard enthalpy of formation, 17
standard states, 18–19
stepwise construction of final reaction

state, 11–12
thermochemical cycle, 11f
thermochemical cycle relating

enthalpies, 12f
acetonitrile. See phenol and acetonitrile
acidity, gas-phase energetics, 55–57
acoustic wave, amplitude S, 192, 193f
activation enthalpy values, phosphine exchange

reaction, 225f
activities

equilibrium constants, 34, 207
Gibbs energy of reaction, 230

activity coefficient, dimensionless, 34
adiabatic

calorimeter class, 83, 85f
determination of, temperature rise �Tad,

89–92
term, 83

adiabatic electron affinity, methoxy radical,
27, 28f

adiabatic expansion coefficient, observed
photon energy release, 196

adiabatic ionization energy
molecule AB, 47
potential energy curves, 49, 50f

adiabatic temperature rise, flame combustion
calorimetry, 117

affinity, adiabatic electron, 49
amplitude S, acoustic wave, 192, 193f , 200
aneroid combustion calorimeter, micro

rotating-bomb, 111f
anodic and cathodic parameters, cyclic

voltammogram, 237

anthracene
combustion enthalpy, 16–17
standard enthalpy of formation, 16

appearance energy
calculation at any temperature, 52
complications, 53
energy profile for unimolecular

decomposition, 53f
error source in experimental

determination, 53
ethyl cation, 54–55
kinetic shift, 53
standard enthalpy of formation, 52
standard enthalpy of formation of ethyl

cation and ethane, 49t
thermochemical cycle, 51f

Arrhenius activation energy, 219
Arrhenius plot

benzoyl peroxide decomposition, 221f
kinetic analysis, 40
modified, 41
solution reactions, 44

atomization, enthalpy of, 74
azobenzene, photochemical isomerization of

trans- to cis-, 154–155

basicity
gas-phase energetics, 55–57
organometallic complexes, 165–166

batch calorimetry, second law advantage, 33
beam splitter, photoacoustic measuring, 199
Bell’s photophone, 190, 191f
benzene valence isomers, energetics of

interconversion by differential scanning
calorimetry, 186–187

benzoic acid
energy of combustion of, standardizing

laboratories, 94–96
uncertainty interval of O–H bond

dissociation enthalpy, 222
benzoyl peroxide

Eyring and Arrhenius plots, 221f
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benzoyl peroxide (continued)
rate constants of reaction, 221t
reverse of decomposition, 222
thermal decomposition, 220–222

bimolecular reactions
gas phase, 42
kinetics of gas-phase, 38–39

bis(butadiene) iron carbonyl, thermal
decomposition by heat flow calorimetry,
142–144

Born–Haber cycle, lithium methoxide, 28f
bomb combustion calorimetry, reaction in

closed vessel, 84
bond dissociation energy, upper limits for some

molecules, 60t
bond dissociation enthalpies

cyclic voltammetry methodology for organic
compounds, 242–243

heterolytic or homolytic, 229
solution and gas-phase R–H, 240–241
solution phase, 64
transition metal-ligand, by differential

scanning calorimetry, 183–185
bond dissociation enthalpy
ArO–H, of p-monosubstituted phenols, 63t
PhO–H, in solution and gas phase, 62f

bond dissociation enthalpy balance,
thermochemical cycle, 65f

bond energies
adjusting bond enthalpy contributions with

bond lengths and angles, 73–74
ArO–H bond dissociation enthalpies of

p-monosubstituted phenols in
benzene, 63t

bond dissociation enthalpies and energies,
58–64

bond dissociation enthalpy balance, 65f
bond enthalpy contributions and bond

strengths, 68–74
bond enthalpy terms, 68
bond-snap enthalpies, 70
bond strength, 68
chromium hexacarbonyl stepwise bond

dissociation enthalpies, 65–67
Cr–C6H6 bond enthalpy contribution in

Cr(CO)3(C6H6), 72f
density functional theory, 70
dissociation of O–H bonds in phenol and

ethanol, 69, 70f
energy to cleave chemical bonds, 58
Es as intrinsic bond strengths, 69, 71
estimating derivation for Es(Cr–C6H6), 73
Laidler terms, 74–75
mean bond disruption enthalpy, 66
mean bond dissociation enthalpy, 66

O–H bond lengths in phenol and ethanol, 69
PhO–H bond dissociation enthalpy in

solution and gas phase, 62f
relation of solution and gas–phase bond

dissociation enthalpies, 61f
relaxation energies, 71
reorganization energies, 69, 70–71
solution phase bond dissociation

enthalpy, 64
stepwise and mean bond dissociation

enthalpies, 64–68
stepwise bond dissociation enthalpies in

first–row hydrides, 67f
transferability of bond enthalpies, 69

bond energy, concept, 8
bond enthalpy contribution

estimating Cr–C6H6, in Cr(CO)3(C6H6),
71, 72f

bond enthalpy contributions
bonding energetics, 68–69
chromium-benzene, 68
transferability, 69

bond lengths, estimating bond enthalpy
contributions, 73–74

bond-snap enthalpies, 70
bond strength

idealized concept, 68
intrinsic, 75

burner vessel, flame combustion calorimetry,
116–117

cage effects
Koenig, Hay, and Finke’s model, 45–46
reaction kinetics, 45

calorific value
definition, 21
inferior, 21
superior, 21

calorimeter proper
heart of calorimeter, 83, 84f
rate of temperature change of, for titration

calorimetry, 161
calorimeters, classes, 83, 85f
Calvet, heat flow calorimeter design, 139–140
carbenium ion, resonance-stabilized, by

titration calorimetry, 166
carbon, enthalpy of sublimation, 74
carbon monoxide, flame combustion

calorimetry, 115
cell potential, electrical potential difference

between electrodes, 229
chemical bonds, bond energies, 58
chemical calibration, iodine sublimation

thermogram, 143, 144f
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chromium hexacarbonyl
stepwise bond dissociation enthalpies, 65–67
thermal decomposition by heat flow

calorimetry, 144–146
chromium-ligand bonds, enthalpy of

disruption, 68
Clausius–Clapeyron equation, enthalpy of

vaporization, 23
cleavage reactions, R–X bond, 227–228
CODATA Key Values for Thermodynamics, 17
coefficient of thermal expansion, enthalpy of

liquid ethanol, 24
combustion calorimeters

conventional, 87
flame, in oxygen, 114–120
moving-bomb, in oxygen, 108–114
static-bomb, in oxygen, 87–108

combustion calorimetry
fluorine, 120–124
reaction in closed vessel, 84
reduction to standard states, 97f

combustion enthalpy, anthracene, 16–17
commercial software, cyclic voltammogram

analysis, 238–240
concentrations

equilibrium constants proportional to
molalities, 207–208

rate constants for reaction in solution, 219
consistency, 16, 17
coordination compounds, photocalorimeter, 151
crucibles, differential scanning calorimetry,

174, 175
current intensity, cyclic voltammetry, 236
4-cyanopyridine N-oxide

combustion, 98–99, 100t, 101t
combustion data, 107t
mass balance of combustion, 100t
uncertainties, 105–106, 108

cyclic voltammetry (CV)
anodic and cathodic parameters, 237
auxiliary electrode, 232
commercial software simplifying analysis,

238–240
current intensity, 236
derivative CV (DCV), 238–239
electrochemical cell for CV experiments,

232–233
factors complicating shape and analysis of

voltammogram, 237–238
ferrocenium/ferrocene couple as reference,

241, 242f
formal potential, 235
homolytic bond dissociation enthalpies in

organic compounds, 242–243
iR or ohmic drop, 237, 238

kinetic potential shift, 238
outer Helmholtz plane (OHP), 234
potential waveform, 231, 232f
qualitative understanding of voltammogram,

236–237
reference electrode, 232
relation of standard electrode potentials and

pKa to bond dissociation Gibbs
energy, 239f

reversibility criteria, 237
reversible oxidation of species R− to R,

233–235
R–H bond dissociation enthalpy in gas,

240, 241
R–H bond dissociation enthalpy in solution,

240, 241
Stern model of double layer, 234
supporting electrolyte, 235
switching potential, 231
three-electrode electrochemical cell, 232f
working electrode, 231, 232

cylinder-type heat flux, differential scanning
calorimetry, 172, 173f

deconvolution algorithms, photoacoustic
calorimetry, 204–206

density functional theory (B3LYP/cc-pVTZ)
bond-snap enthalpies, 70
reorganization energy, 75

derivative cyclic voltammetry (DCV), 238–239
Dewar vessel

isoperibol reaction-solution calorimetry,
125, 126f

isoperibol titration calorimetry
apparatus, 157f

diethyl ether, flame combustion
calorimetry, 115

differential ebulliometry
vapor pressure, 22–23
vapor pressure of ethanol, 23f

differential scanning calorimetry (DSC)
calorimetric applications of DSC, 178–179
changes induced by raising or lowering

temperature, 171
cylinder-type heat flux DSC, 172, 173f
determination of heat capacity as function of

temperature, 182–183
dynamic method, 175–187
equilibrium onset temperature, 178
extrapolated onset temperature, 176f , 177
heat capacities, 181–182
heat flux, 172
heat flux and energy calibrations, 181
hermetically sealed crucibles, 175
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differential scanning calorimetry (DSC)
(continued)

interconversion of benzene valence isomer
derivatives, 186

interpolated baseline, 176
isothermal method, 175, 187–189
operational temperature ranges, 174
power compensation DSC, 172–173
programmed temperature line, 176
sample in sealed capsule, 85
scheme of disk-type heat flux DSC, 172f
scheme of ideal DSC curve for endothermic

process, 176f
scheme of temperature gradient along sample

cell, 177f
standard state corrections, 179
temperature-modulated DSC

(TMDSC), 174
term, 171
thermochemistry of organic molecules,

186–187
transition metal-ligand bond dissociation

enthalpies, 183–185
true overall heat flow rate into sample cell,

179–181
user-friendly instruments, 171–172
zero line, 176

differential thermal analysis (DTA), 171
2,2-diphenyl-1-picrylhydrazyl radical, radical

trap, 220f
disk-type heat flux, differential scanning

calorimetry, 172
disruption enthalpy, chromium-ligand bonds, 68
dissociation energy, symbols, 8
drop calorimetry method

heat flow calorimetry, 146
reaction vessel for drop technique, 142f

dynamic calorimeter, eliminating bomb rotation
corrections, 111

dynamic method, 175. See also differential
scanning calorimetry (DSC)

ebulliometry
vapor pressure, 22–23
vapor pressure of ethanol, 23f

Einstein relationship, E = mc2, 10
electrical calibration, combustion calorimeter,

94, 95–97
electrochemical cell, cyclic voltammetry,

231, 232f
electrochemistry, and thermodynamics,

229–231
electromagnetic radiation,

photocalorimetry, 147

electromotive force (emf), cell, 229
electron affinity

ionization energy and, 47–49
potential energy curves, 49, 50f

electron convention, 48, 49t
electron FD (Fermi–Dirac) convention, 49,

52, 54
endothermic process

differential scanning calorimetry (DSC) by
isothermal method, 188f

ideal DSC curve, 176f
temperature-time curve for isoperibol

reaction-solution calorimetry
calibration, 128f , 130f

energetics of metal-ligand complexation
heat flow vs. isoperibol calorimetry, 169–170
titration calorimetry study, 170t

energy balance
photoacoustic calorimetry, 194
photocalorimetry, 147–148

energy content, Einstein’s E = mc2, 10
energy equivalents

isoperibol reaction-solution calorimetry,
127–128, 133

titration calorimetry, 159–160
energy for ignition, �Uign, 93
energy of combustion, benzoic acid for

standardizing laboratory, 94–96
enthalpies of reaction

activation parameters for forward and reverse
reaction, 219

relative values from single-temperature
equilibrium constants, 217

enthalpies of reactions
definition, 9
isoperibol continuous titration calorimetry,

163–166
titration calorimetry for, in solution, 156

enthalpy
pressure correction, 15
standard bond dissociation symbol, 8
state function, 10–11
symbol H , 8

enthalpy change
calorimetric process under isothermal

conditions, 125–127, 129
isoperibol continuous titration calorimetry,

159–162
enthalpy of atomization, phenol, 74
enthalpy of formation, solid alkoxide, 27, 28f
enthalpy of protonation, basicity of

organometallic complexes, 165–166
enthalpy of solution, lithium chloride in water,

29–30
enthalpy of sublimation, carbon, 74
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enthalpy of vaporization
Clausius–Clapeyron equation, 23
correction, 24–25
standard, 22, 23–25

enthalpy profile, unimolecular reaction in
solution, 45f

entropy, symbol S, 8
equilibrium constants

activity based, 34, 207
concentrations proportional to molalities,

207–208
isoperibol continuous titration calorimetry,

163–166
molality Km, 35, 207
relative reaction enthalpies from

single-temperature, 217
solute concentration Kc, 34–35
solution reactions K‡, 43, 44
standard redox potentials, 231

equilibrium in solution
complications in second law method,

212–213, 215–216
determination of [H2] difficulties, 211–212
energetics of hydrogen bond between phenol

and acetonitrile, 208–209, 210f
equilibrium concentrations of Rh2(CO)8 and

Rh4(CO)12, 213–215
equilibrium constants, 207–208
fugacities as correction parameters, 213,

214–215
Henry’s law, 214
Henry’s law and H2 in two phases, 211
hydrogen transfer between two substituted

phenols, 216–217
Lambert–Beer law, 209
phenolic compounds for equilibrium

studies, 216f
reaction enthalpy reflecting Sc–H and

Sc–Ph bond dissociation enthalpies,
210–211

relative values of reaction enthalpies, 217
Ru(Cp∗)(PMe3)2X complexes, 217f
σ bond metathesis reaction, 210–213
scandium–hydrogen (Sc–H) bond to Sc–C

bond, 210–213
structure of

bis(pentamethylcyclopentadienyl)
scandium complex, 211f

van’t Hoff plot for reaction enthalpy and
entropy, 208

van’t Hoff plot for bond metathesis reaction,
213f

ethane
standard enthalpy of formation, 49t
upper limits of bond dissociation energy, 60t

ethanol
calculation of compressibility factors, 24
flame combustion calorimetry, 115
hypothetical thermochemical cycle, 69, 70f
O–H bond lengths, 69
pressure effect of liquid, on enthalpy, 24
standard enthalpy of formation, 17
standard states, 18–19
vapor pressures by ebulliometry, 23f

ethyl cation
appearance energy, 54–55
standard enthalpy of formation, 49t

exergonic reactions, Gibbs energy, 31
exothermic process

temperature-time curve for isoperibol
continuous titration calorimetry, 158f

temperature-time curve for isoperibol
reaction-solution calorimetry
calibration, 128f , 130f

experimental bomb process, internal energy
change calculation, 93f

extrapolated onset temperature, differential
scanning calorimetry, 176f , 177

Eyring plot
benzoyl peroxide decomposition, 221f
equation, 219
kinetic analysis, 40, 44
titanium complexes, 224f

Fermi–Dirac (FD), electron FD convention, 49,
52, 54

ferrocenium/ferrocene, reference couple,
241, 242f

first law method, Gibbs energy, 31
first-row hydrides, stepwise bond dissociation

enthalpies, 67f
flame combustion calorimetry

adiabatic temperature rise, 117
burner vessel, 116–117
combustion of hydrogen in excess of

oxygen, 116
enthalpies of combustion of gases and

vaporized liquids, 114
enthalpy of formation of liquid water,

115–120
enthalpy of reaction at reference temperature,

117–119
ignition enthalpy, 118
isoperibol flame combustion calorimeter by

Rossini, 116f
in oxygen, 114–120
quantitative analysis of products, 115
Rossini apparatus, 115, 116f
standard enthalpy of reaction, 119
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fluorine combustion calorimetry
auxiliary apparatus, 122–123
combustion chamber and primary solution

vessel, 124f
differences from oxygen combustion

calorimetry, 121
experimental method, 123–124
hypergolic substances, 122
modern bomb calorimetry, 120
sample isolation from fluorine prior to

reaction, 121–122
scheme of two-chamber bomb for, 121f
similarity to oxygen bomb calorimetry,

120–121
special handling of fluorine, 123
sulfur use, 122
tungsten inducing complete combustion, 122

formal potential, 235
free radical production

photoacoustic calorimetry (PAC), 203
photomodulation voltammetry (PV), 244

fugacity
carbon monoxide at experimental

temperature and pressure, 214
concept, 34
correction parameters, 213–215
pure substance, 36
reactants and products, 36

fusion, standard enthalpy, 22

gases, flame combustion calorimetry, 114–115
gas-phase acidity, molecular energetics, 55–57
gas-phase basicity, molecular energetics, 55–57
gas-phase chemistry, solution chemistry vs., 45
gas-phase energetics

acidity, 55–57
appearance energy, 50–55
basicity, 55–57
electron affinity, 47–49
ionization energy, 47–49
proton affinity, 55–57

gas-phase reactions
A–B bond dissociation enthalpy, 58
experimental data for PhO–H bond

dissociation enthalpy, 62f
second law method, 35–36

Giauque function, reaction, 37
Gibbs energy

activities of reactants and products, 33–34
activity coefficient, 34
activity concept, 33–34
applying second law method to gas–phase

reactions, 35–36
“batch” calorimetry, 33

enthalpy and entropy, 32, 33
equilibrium constant based on concentration

(Kc), 34–35
equilibrium constant based on molality

(Km), 35
equilibrium constant in terms of activities

(K), 34
error bar, 31, 32f
exergonic reactions, 31
first law method, 31
fugacity concept, 34
fugacity of pure substance, 36
general relationship between Kc and Km, 35
half-reactions, 229
heterolytic or homolytic bond

dissociation, 229
reaction based on activities, 230
redox couples, 230
second law methods, 31
symbol G, 8
thermochemical cycle, 239, 240
third law method, 36–37
uncertainty, 31, 32f
van’t Hoff equation, 32

half-cell reactions, 229–230
halogenated products, organohalogen

combustion, 108t
halogen atmospheres, combustion

calorimetry, 120
heat capacity

differential scanning calorimetry, 181,
182–183

Kirchhoff equation for standard reaction, 12
partial molar, 13
symbol Cp, 8
temperature dependence, 13

heat conduction, calorimeter class, 83, 85f
heat flow calorimetry. See also titration

calorimetry
advantages of Calvet’s design, 140
block diagram of heat flux

microcalorimeter, 141f
Calvet’s instrument, 139–140
chemical calibration, 143
drop calorimetric method, 146
heat flow rate, 137
Joule effect, 138
measuring curve, 137
microcalorimeter and sensitivity, 141–142
Peltier effect, 138
reaction vessel for drop technique, 142f
schematic of Calvet’s calorimeter, 139f
Seebeck effect, 137, 138
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sensitivity, 169
standard enthalpy of sublimation of iodine,

143, 144f
thermal decomposition of bis(butadiene) iron

carbonyl, 142–144
thermal decomposition of chromium

hexacarbonyl, 144–146
thermocouple, 137, 138f
thermogram, 137
thermopile, 137, 138f
Tian’s instrument, 138–139
titration, 167–170

heat flow rate, true, in differential scanning
calorimetry, 179–181

heat flux, differential scanning calorimetry,
172, 173f

Henry’s law, 211, 214
hermetically sealed crucibles, differential

scanning calorimetry, 174, 175
Hückel method, estimating bond enthalpy

contributions, 73
hydration enthalpy

formation of aqueous ions, 30
lithium methoxide ions, 28f
phase transition, 26

hydrochloric acid, flame combustion
calorimetry, 115

hydrogen bromide, upper limits of bond
dissociation energy, 60t

hydrogen peroxide, upper limits of bond
dissociation energy, 60t

hydrogen transfer, substituted phenols, 216–217
hydroxylic hydrogen abstraction in phenol,

photoacoustic calorimetry, 201, 202f
hypergolic substances, use in fluorine

combustions, 122

ideal solution, standard chemical potential of
solute i, 34

ignition enthalpy, flame combustion
calorimetry, 118

inferior calorific value, enthalpy of
vaporization, 21

inner filter effects, photocalorimeter, 151
insulin growth factor-I, interaction of IGF-I

receptor with, 169
internal energy

lattice energy, 27
standard bond dissociation symbol, 8
symbol U, 8

internal energy change
calculation at 298.15 K: calibration, 92–97
computation steps for Washburn corrections,

102–105

correction to standard state, 97–105
static-bomb combustion, 89
Washburn corrections, 97–105

International Organization for Standardization
(ISO), calorific value of methane, 21–22

International System of Units (SI), 7, 267t, 268t
International Union of Pure and Applied

Chemistry (IUPAC)
dissociation energy, 59
International Systems of Units (SI), 7,

267t, 268t
nomenclature, 7–8

interpolated baseline, differential scanning
calorimetry, 176

intrinsic volume changes, photoacoustic
calorimetry, 195

iodine sublimation, calibration thermogram,
143, 144f

ion convention, 48, 49t
ionic character of solids, lattice energy, 26–27
ionic solids, lattice enthalpies, 27, 29
ionization energy

adiabatic, 47
and electron affinity, 47–49
lithium, 27, 28f
potential energy curves, 49, 50f

iR drop, cyclic voltammogram, 237–238
isomerization reaction

η3-coordinated allyl ligand to
trans-1-propenyl ligand of titanium
complexes, 223–224

photochemical, of trans- to cis-azobenzene,
154–155

isoperibol. See also titration calorimetry
calorimeter class, 83, 84, 85f
continuous titration calorimetry, 158–166
macro rotating-bomb combustion

calorimeter, 109f
micro rotating-bomb aneroid combustion

calorimeter, 111f
static-bomb calorimeters, 87–88
term, 84
titration calorimetry using heat flow

instruments, 169
isoperibol reaction-solution calorimetry

accuracy assessment by
tris(hydroxymethyl)aminomethane
(THAM) + HCl reaction, 129–130

calorimetry study of mordenite + HF
reaction, 134t

calorimetry study of reaction
Mo(η5-C5H5)2(C2H4) + I2, 133t

dehydrated form of mordenite, 136
Dewar vessel, 125, 126f
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isoperibol reaction-solution calorimetry
(continued)

difference from photocalorimetric
results, 154

energy equivalents εi and εf , 127
enthalpy change under isothermal conditions

�HICP, 125–127, 129
enthalpy of formation of

Mo(η5-C5H5)2(C2H4), 131, 132f , 133
experiments, 125–126
LKB 8700 reaction-solution calorimeter,

129, 130f
mordenite, 131, 134–136
organotransition metal compounds, 131
reference calorimeter, εo, 127
schematic, 126f
scheme of typical calibration circuit, 128f
technique, 125
temperature-time curves of calibration before

exothermic and endothermic
reaction, 130f

temperature-time curves of calibrations in
exothermic and endothermic
reactions, 128f

testing accuracy, 129–130
thermochemical cycle to enthalpy of

formation of Mo(η5-C5H5)2(C2H4),
132f

isothermal bomb process, internal energy
change calculation, 93f

isothermal method, differential scanning
calorimetry, 187–189

Joule calibration, photocalorimetry, 150
Joule effect, heat flow calorimetry, 138

kinetic shift, unimolecular decomposition, 53f
kinetics in solution

activation enthalpy values for phosphine
exchange reaction, 225f

Arrhenius activation energy, 219, 221f
benzoyl peroxide thermal decomposition,

220–222
cage effects, 222
endothermicity of process, 224
enthalpy if activation parameters for forward

and reverse reaction, 219
Eyring plot, 219, 221f
Eyring plot for titanium complexes, 224f
frequency factor, 219
isomerization of η3-coordinated allyl

ligand to trans-1-propenyl ligand,
223–224

ligand (phosphine) exchange reaction,
225–226

nitrogen-centered radicals with acyl
radical, 220

rate constant in terms of concentrations, 219
rate constants of benzoyl peroxide

decomposition, 221t
reliability of thermochemical kinetics and

reaction mechanism, 223
reverse reaction assumption, 222
uncertainty interval for O–H bond

dissociation enthalpy in benzoic
acid, 222

uncertainty intervals, 224
kinetic studies

gas phase reactions, 38–43
reactions in solution, 43–46

Kirchhoff equation, standard reaction heat
capacity, 12

Koenig, Hay, and Finke’s model, cage effects,
45–46

Laidler scheme, estimating standard enthalpies
of formation, 74–75

Lambert–Beer law, 209
laser-induced optoacoustic calorimetry

(LIOAC), 190. See also photoacoustic
calorimetry (PAC)

lattice energy, ionic solids, 26–27
lattice enthalpies

ionic solids, 27, 29
lithium alkoxides, 27, 29t

ligand exchange reactions, photoacoustic
calorimetry, 206

ligand replacement reaction,
thermochemistry, 150

linear sweep voltammetry,
photomodulation, 246

liquid water, enthalpy of formation by flame
combustion calorimetry, 115–120

lithium alkoxides, lattice enthalpies, 27, 29t
lithium methoxide

Born–Haber cycle, 28f
lattice energy, 27, 28f

LKB reaction-solution calorimeter, 129, 130f

mass balance, combustion of 4-cyanopyridine
N -oxide, 100t

mean bond disruption enthalpy, 66
mean bond dissociation enthalpy, 66
measuring system, calorimeter proper, 83, 84f
mechanism of reaction, reliability of

thermochemical kinetics, 223



Index 291

metal-ligand complexation
heat flow vs. isoperibol calorimetry, 169–170
titration calorimetry study, 170t

metathesis reaction, equilibrium in σ bond,
210–213

methane
calorific value, 21–22
errors in thermochemistry, 21
flame combustion calorimetry, 115
upper limits of bond dissociation energy, 60t

methane pyrolysis, thermodynamic analysis,
13–14

methanol, upper limits of bond dissociation
energy, 60t

microcalorimeter, heat flow calorimetry,
141–142

mnemonic
heterolytic and homolytic cleavages, 228f
thermochemical information on R–X bond,

227–229
modified Arrhenius plot, kinetic analysis, 41
molality equilibrium constants, calculating,

35, 207
molar enthalpy of reaction,

photocalorimetry, 153
molecular thermochemistry, differential

scanning calorimetry, 186–187
Mo(η5-C5H5)2(C2H4)
isoperibol reaction-solution calorimetry, 131,

132f , 133
standard enthalpy of formation, 134

mordenite
calorimetry study of reaction, 134t
dehydrated form, 136
isoperibol reaction-solution calorimetry, 131,

134–136
thermochemical equations and data, 135t

moving-bomb combustion calorimetry
aneroid dynamic combustion

calorimeter, 112f
development, 109
dynamic calorimeter to eliminate

corrections, 111
energy in calorimeter proper, 109
general formula CaHbOcSd, 112
isoperibol macro rotating-bomb combustion

calorimeter, 109f
micro rotating-bomb aneroid combustion

calorimeter, 111f
organic compounds with heteroatoms, 114
organic fluorine compound combustion,

112–113
organochlorine or -bromine compounds, 113
organohalogen compounds, 108t

organoiodine compound combustion,
113–114

organometallic compounds, 114
sulfur-containing compounds, 111–112
temperature corrections, 110–111
Washburn correction, 114

multiple reactions, gas phase, 42

National Bureau of Standards (NBS), calorific
value, 21

NBS Tables of Chemical Thermodynamic
Properties, 17

Nernst equation, 230
nitric oxide, titration calorimetry studying, 166
nomenclature

dissociation energy, 59
thermodynamics, 7–8

non-International System of Units (non-SI),
7, 268t

normal hydrogen electrode, 231

ohmic drop, cyclic voltammogram, 237–238
onset temperature, true, in differential scanning

calorimetry, 178
organic compounds, bond dissociation

enthalpies using cyclic voltammetry,
242–243

organic fluorine compounds, combustion, 108,
112–113

organic molecules, thermochemistry by
differential scanning calorimetry, 186–187

organobromine compounds, combustion,
108, 113

organochlorine compounds, combustion,
108, 113

organohalogen compounds, combustion, 108t
organoiodine compounds, combustion, 108,

113–114
organometallic complexes

basicity by enthalpies of protonation
reaction, 165–166

photocalorimeter, 151
thermal decomposition of bis(butadiene) iron

carbonyl, 142–144
thermal decomposition of chromium

hexacarbonyl, 144–146
organotransition metal compounds, isoperibol

reaction-solution calorimetry, 131,
132f , 133

outer Helmholtz plane (OHP), electrode, 234
overall uncertainty interval, reaction enthalpy,

19, 20
oxidation potentials, 229
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oxygen, static-bomb calorimeters, 87–108
oxygen combustion calorimetry, comparison to

fluorine combustions, 120–121

partial molar heat capacities, 13
Peltier effect, heat flow calorimetry, 138
perfect gas model, kinetics, 41–42
phase transitions, standard enthalpies, 22–26
phenol

enthalpy of atomization, 74
experimental data for PhO–H bond

dissociation enthalpy, 62f
hypothetical thermochemical cycle, 69, 70f
O–H bond lengths, 69
standard enthalpy of formation, 75

phenol and acetonitrile
energetics of hydrogen bond between,

208–209, 210f
equilibrium constants, 209t
van’t Hoff plot, 210f

phosphine exchange reaction
activation enthalpy values, 225f
relative enthalpies for series of, 225–226

photoacoustic calorimetry (PAC)
amplitude S of acoustic wave, 192, 193f
assuming microphone responds to process

rate, 194–195
assuming photoacoustic wave by thermal

expansion of irradiated region, 195–196
basic theory of photoacoustic effect, 190
beam splitter, 199
calibration constant K , 193
calibration importance, 204
calibration results, 202f
consecutive calibration and experiment, 200
deconvolution algorithms, 204–206
diagram of photoacoustic calorimeter, 198f
division into three subsets, 197–198
elementary design, 190, 192f
enthalpic information by energy balance, 194
error sources, 201–203
experimental procedure, 200–201
experiment results, 202f
intrinsic volume changes, 195
ligand exchange reactions, 206
observed fraction of photon energy released

as heat, 196
photoacoustic measuring system, 198
photochemical cleavage of O–O bond in

di-tert-butylperoxide, 203
photophone by Bell, 190, 191f
pyroelectric probe, 199
reference cell, 199
sample flow line, 200

short-lived compounds, 86, 190
simplified diagram of photoacoustic

calorimeter, 192f
simulated responses of 0.5 MHz transducer

for process at different rates, 195f
spectrophotometer, 199
test reaction to assess instrument

reliability, 203
time-resolved PAC, 206
volume increase by thermal expansion

mechanism, 192–193
working equation for PAC, 193

photocalorimeters, 86, 147
photocalorimetry

basic principles, 147–149
calculating molar enthalpy of reaction, 153
calibration of calorimetric unit, 153
constant of instrument, 153
conversion efficiency, 148
difference from reaction–solution results, 154
electromagnetic radiation, 147
energy balance within cell, 147–148
error sources and design, 151–152, 153
first photocalorimeter by Magee, 149
inner filter effects, 151
instrument by Adamson, 149–150
isomerization of trans- to cis-azobenzene,

154–155
Joule calibration, 150
radiant energy, 148
radiant power, 150
radiation-absorbing cell, 152, 153
reaction-solution isoperibol, by Adamson,

149f
reference cell, 152
studying coordination and organometallic

complexes, 151
thermochemistry of ligand replacement

reaction, 150
twin unit version of heat flow

photocalorimeter, 152f
photochemical O–O bond cleavage,

photoacoustic calorimetry, 203
photochemical reaction, 147
photomodulation voltammetry (PV)

apparatus diagram, 244f
charge transfer coefficient, 246
free radical production, 244
limiting current, 246
linear sweep voltammetry, 246
source of problems, 244–245
voltammogram example, 245–246

photon, photoacoustic effect, 190, 192f
photon energy, release as heat, 196
photophone, Bell, 190, 191f
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planar electrode, current, 236
potential energy curves, ionization energy and

electron affinity, 49, 50f
potential waveform, cyclic voltammetry,

231, 232f
power compensation, differential scanning

calorimetry, 172–173
pressure correction, enthalpy, 15
pressure effect

enthalpy of gaseous ethanol, 24
enthalpy of liquid ethanol, 24

programmed temperature line, differential
scanning calorimetry, 176

proton affinity, gas-phase molecular energetics,
55–57

pure substances, standard enthalpy of
formation, 9–10

pyroelectric probe, measuring
transmittance, 199

pyrolysis of methane, thermodynamic analysis,
13–14

radiant power, photocalorimetry, 150
radiation-absorbing cell, photocalorimetry,

152, 153
radical trap, 2,2-diphenyl-1-picrylhydrazyl

radical, 220f
random errors, reaction enthalpy, 19
rate of temperature change, isoperibol

calorimeters, 90, 91
reaction kinetics

cage effects, 45
gas phase, 41–42

reaction profile, thermodynamic and kinetic
properties, 39f

reaction-solution calorimeters. See also
isoperibol reaction-solution calorimetry

difference from photocalorimetric
results, 154

testing accuracy, 129–130
reaction vessel, calorimeter proper, 83, 84f
redox couples, 230–231
reduction potentials, 229
reference cell

photoacoustic calorimetry, 199
photocalorimetry, 152

reference electrode
cyclic voltammetry, 232
ferrocenium/ferrocene couple, 241, 242f

reference states, most stable physical states, 9
reliability assessment, photoacoustic

calorimetry, 203
reliability of kinetics, mechanism of

reaction, 223

reorganization energies, ER(PhO∗) and
ER(EtO∗), 69–71

Republic of Easyprofit, calorific value, 21
Resonance-stabilized carbenium ion, titration

calorimetry for enthalpies of, 166
reversible cyclic voltammogram, waveform,

232f , 235f
reversible oxidation of R− to R, cyclic

voltammetry, 233
rhodium complexes, equilibrium

concentrations, 213–215
Rossini

enthalpy of formation of liquid water,
115–120

flame combustion apparatus, 115–116

sample cell, calorimeter proper, 83, 84f
σ bond metathesis reaction

scandium–H bond in
bis(pentamethylcyclopentadienyl)
scandium hydride to Sc–C bond,
210–213

van’t Hoff plot, 213f
scandium–hydrogen bond to Sc–C bond

σ bond metathesis reaction, 210–213
structure of bis(pentamethylcyclopendienyl)

Sc complex, 211f
secondary thermal effects, heat of stirring, 90
second harmonic alternating current

voltammetry (SHACV), 243
second law method

equilibrium complications, 212–213,
215–216

evaluating reaction enthalpy and entropy, 33
gas-phase reactions, 35–36
Gibbs energy, 31

second virial coefficient, enthalpy
corrections, 15

Seebeck effect, heat flow calorimetry, 137, 138
sensitivity

heat flow instruments, 169
heat flow microcalorimeters, 141–142

short-lived compounds, photoacoustic
calorimetry, 86, 190

software, cyclic voltammogram analysis,
238–240

solid 4-cyanopyridine N -oxide, combustion,
98–99, 100t, 101t

solute concentration, equilibrium constants,
34–35

solution chemistry
gas-phase chemistry vs., 45
standard enthalpies, 22, 26

solution enthalpies, acetic acid formation, 11
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solution phase bond dissociation enthalpy,
concept, 64

solution reactions
Arrhenius plots, 44
cage effect in reaction kinetics, 45
cage pair, 45
differences from gas-phase, 43
enthalpy profile, 45f
equilibrium constant K‡, 43, 44
experimental data for PhO–H bond

dissociation enthalpy, 62f
Eyring plot, 44
kinetics, 43–46

solvation enthalpy
A–B, 61–62
phase transition, 26

solvents, PhO–H bond dissociation
enthalpies, 63

spectrophotometer, measuring
transmittance, 199

standard chemical potential, solute i, 34
standard enthalpies, phase transition, 22–26
standard enthalpies of atomization

experimental vs. calculated, 74–75
phenol, 74

standard enthalpies of formation
anthracene, 16
databases, 18–19
definition, 10
pure substances, 9–10
reactants and products, 17–18
uncertainty, 20

standard enthalpies of solvation,
thermochemical cycle, 61f

standard hydrogen electrode (SHE), 231
standardizing laboratory, energy of combustion

of benzoic acid, 94–96
standard massic energy of combustion,

4-cyanopyridine N -oxide, 105–106
standard reaction heat capacity, Kirchhoff

equation, 12
standard state combustion reaction, C, H, O, N,

compounds, 101
standard states

reduction of combustion calorimetry, 97f
thermochemical databases, 8–9

state function
enthalpy, 10–11
reaction profile, 39f

static-bomb combustion calorimetry
adiabatic temperature rise �Tad

determination, 89–92
average temperature Tm of calorimeter

proper, 91

benzoic acid combustion for standardizing
laboratories, 94–96

calculating change of internal energy
�cU◦, 89

calibration by calculation of �UIBP at
298.15 K, 92–97

combustion of 4-cyanopyridine
N-oxide, 107t

compounds with C, H, O, and N, 87, 97, 98f ,
99f , 101

computation steps for Washburn corrections,
102–105

correction of �UIBP to standard state,
97–105

electrical calibration, 94, 95–97
energy equivalent of calorimeter, εo, 94
energy supplied for ignition �Uign, 93
internal energy change with bomb process

under isothermal bomb conditions, 89
observed temperature change, 90
rate of temperature change during initial and

final periods, g, 90, 91
reduction of combustion calorimetic results

to standard states, 97f
scheme of calculation of �UIBP, 93f
scheme of final-state Washburn

corrections, 99f
scheme of initial-state Washburn

corrections, 98f
scheme of macro, isoperibol combustion

calorimeter, 88f
sum of secondary thermal effects due to heat

of stirring, 90
temperature-time curve from combustion

reaction, 90f
temperature-time data, 91–92
uncertainties, 105–106, 108
Washburn corrections, 97–105
Washburn corrections for combustion of

4-cyanopyridine N-oxide, 100t, 101t
stationary electron convention, 48
stepwise bond dissociation enthalpies

chromium hexacarbonyl, 65–67
first-row hydrides, 67f

Stern model of double layer, electrode, 234
stirred-liquid, calorimeter, 84
Student’s t-factors, reaction enthalpy, 19–20
sublimation

calibration thermogram for, of iodine,
143, 144f

enthalpy of lithium, 27, 28f
standard enthalpies, 22

substituent effects, phenolic O–H bond
dissociation enthalpy, 63
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substituted phenols, hydrogen transfer between,
216–217

sulfur, use in fluorine combustions, 122
sulfur-containing compounds, combustion, 108,

111–112
superior calorific value, enthalpy of

vaporization, 21
supporting electrolyte, 235
switching potentials, 231

temperature, dependence of heat capacities, 13
temperature gradient, differential scanning

calorimetry, 177f
temperature-induced changes, differential

scanning calorimetry, 171
temperature measurement, differential scanning

calorimetry, 176–177
temperature-modulated differential scanning

calorimetry, 174
temperature-time curve

combustion reaction with isoperibol
combustion calorimeter, 90f

isoperibol reaction-solution
calorimetry, 130f

temperature-time data
combustion reaction, 90f
isoperibol continuous titration

calorimetry, 158f
isoperibol reaction-solution calorimetry

calibration, 128f , 130f
static-bomb calorimeter, 91–92

thermal decomposition, benzoyl peroxide,
220–222

thermal electron convention, 48
thermal expansion

assumptions in photoacoustic calorimetry,
195–196

volume increase by, mechanism, 192–193
thermochemical cycle

bond dissociation enthalpy balance, 65f
Cr–C6H6 bond enthalpy contribution in

Cr(CO)3(C6H6), 71, 72f
enthalpies of methane pyrolysis, 14f
enthalpy of acetic acid formation, 11f
enthalpy of formation of

Mo(η5-C5H5)2(C2H4), 132f
relating enthalpies for acetic acid at 298.15 K

and 310 K, 12f
solution and gas-phase bond dissociation

enthalpies, 61f
Washburn corrections, 97

thermochemical cycles
heterolytic and homolytic cleavages of R–X

bond, 227, 228f

O–H bond enthalpy contributions in phenol
and ethanol, 69, 70f

thermochemical data, uncertainties, 19–22
thermochemical mnemonic, heterolytic and

homolytic cleavages of R–X bond,
227, 228f

Thermodynamic Data and Structures of
Organic Compounds, Pedley’s, 17

thermodynamic property, standard states, 8–9
thermodynamics

electrochemistry and, 229–231
nomenclature, 7–8
units, 7

third law method, Gibbs energy, 36–37
third virial coefficient, enthalpy corrections, 15
Tian, heat flow calorimeter design, 138–139
time-resolved photoacoustic calorimetry, 206
titanium complexes, isomerization of

η3-coordinated allyl ligand to
trans-1-propenyl ligand, 223–224

titration calorimetry
accuracy, 157
basicity of organometallic complexes,

165–166
biological activity of NO, 166
calibration, 159, 168
continuous or incremental procedures,

156–157
curve for continuous, of exothermic

reaction, 167f
determination of enthalpies of reaction and

equilibrium constants, 163–166
determination of enthalpy of isothermal

calorimetric process �HICP, 159–162
energetics of metal-ligand complexation,

169–170
energy equivalent of calorimetric system ε,

159–160
enthalpies of resonance-stabilized carbenium

ion, 166
enthalpy of reaction under study in heat flow,

168–169
heat flow, 167–170
historical development, 156
hypothetical, study of reaction A(aq) + B(aq)

→AB(aq), 165f
insulin growth factor-I (IGF-I), 169
isoperibol continuous, 158–166
rate of temperature change of calorimeter

proper, 161–162
reaction vessel for isoperibol, 157–158
scheme of isoperibol, apparatus, 157f
temperature-time curve for isoperibol

continuous, experiment, 158f
use, 156
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transferability, bond enthalpies, 69
transition metal-ligand bond dissociation

enthalpies, differential scanning
calorimetry, 183–185

transition-state theory (TST)
gas phase reactions, 38–43
solution reactions, 43–46

tungsten, inducing complete combustions with
fluorine, 122

twin unit version, heat flow
photocalorimeter, 152f

uncertainty
combustion of 4-cyanopyridine N-oxide,

105–106, 108
Gibbs energy, 31, 32f
overall uncertainty interval, 19, 20
Student’s t-factors, 19–20
thermochemical data, 19–22

uncertainty interval
O–H bond dissociation enthalpy of benzoic

acid, 222
reaction kinetics, 224, 224–230

unimolecular reaction
enthalpy profile of, in solution, 45f
gas phase, 42
kinetics of gas-phase, 39–40

van’t Hoff equation, enthalpy and entropy, 32
van’t Hoff plots

basis for equilibrium constants, 215

phenol and acetonitrile reaction, 209, 210f
reaction enthalpy and entropy, 208
σ bond metathesis reaction, 210, 213f

vaporization, standard enthalpies, 22, 23–25
vapor pressure, ebulliometric method, 22–23
vertical ionization energy, 49, 50f
virial coefficients, second and third, 15
voltammetry. See cyclic voltammetry (CV);

photomodulation voltammetry (PV)

Washburn corrections
auxiliary data, 100t
combustion of 4-cyanopyridine

N-oxide, 101t
computation steps, 102–105
general scheme for final-state, 99f
general scheme for initial-state, 98f
internal energy change, 89, 97–105
thermochemical cycle, 97

water
enthalpy of formation of liquid, 115–120
flame combustion calorimetry, 115
standard enthalpy of formation, 17
upper limits of bond dissociation energy, 60t

waveform, reversible cyclic
voltammogram, 235f

working electrode, cyclic voltammetry,
231, 232

zero-current cell potential, 229
zero line, differential scanning calorimetry, 176
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