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Preface

This collection of quantum mechanics problems has grown out of many years of
teaching the subject to undergraduate and graduate students. It is addressed to both
student and teacher and is intended to be used as an auxiliary tool in class or in self-
study. The emphasis is on stressing the principles, physical concepts and methods
rather than supplying information for immediate use. The problems have been
designed primarily for their educational value but they are also used to point out
certain properties and concepts worthy of interest; an additional aim is to condition
the student to the atmosphere of change that will be encountered in the course
of a career. They are usually long and consist of a number of related questions
around a central theme. Solutions are presented in sufficient detail to enable the
reader to follow every step. The degree of difficulty presented by the problems
varies. This approach requires an investment of time, effort and concentration by
the student and aims at making him or her fit to deal with analogous problems
in different situations. Although problems and exercises are without exception
useful, a collection of solved problems can be truly advantageous to the prospective
student only if it is treated as a learning tool towards mastering ways of thinking
and techniques to be used in addressing new problems rather than a solutions
manual. The problems cover most of the subjects that are traditionally covered in
undergraduate and graduate courses. In addition to this, the collection includes a
number of problems corresponding to recent developments as well as topics that
are normally encountered at a more advanced level.

vii





1

Wave functions

Problem 1.1 Consider a particle and two normalized energy eigenfunctions ψ1(x)
and ψ2(x) corresponding to the eigenvalues E1 �= E2. Assume that the eigenfunc-
tions vanish outside the two non-overlapping regions �1 and �2 respectively.

(a) Show that, if the particle is initially in region �1 then it will stay there forever.
(b) If, initially, the particle is in the state with wave function

ψ(x, 0) = 1√
2

[ψ1(x) + ψ2(x)]

show that the probability density |ψ(x, t)|2 is independent of time.
(c) Now assume that the two regions �1 and �2 overlap partially. Starting with the initial

wave function of case (b), show that the probability density is a periodic function of
time.

(d) Starting with the same initial wave function and assuming that the two eigenfunctions
are real and isotropic, take the two partially overlapping regions �1 and �2 to be
two concentric spheres of radii R1 > R2. Compute the probability current that flows
through �1.

Solution
(a) Clearly ψ(x, t) = e−i Et/h̄ψ1(x) implies that |ψ(x, t)|2 = |ψ1(x)|2, which

vanishes outside �1 at all times.
(b) If the two regions do not overlap, we have

ψ1(x)ψ∗
2 (x) = 0

everywhere and, therefore,

|ψ(x, t)|2 = 1
2 [|ψ1(x)|2 + |ψ2(x)|2]

which is time independent.
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2 Problems and Solutions in Quantum Mechanics

(c) If the two regions overlap, the probability density will be

|ψ(x, t)|2 = 1
2

[|ψ1(x)|2 + |ψ2(x)|2]
+ |ψ1(x)| |ψ2(x)| cos[φ1(x) − φ2(x) − ωt]

where we have set ψ1,2 = |ψ1,2|eiφ1,2 and E1 − E2 = h̄ω. This is clearly a periodic
function of time with period T = 2π/ω.

(d) The current density is easily computed to be

J = r̂
h̄

2m
sin ωt

[
ψ ′

2(r )ψ1(r ) − ψ ′
1(r )ψ2(r )

]
and vanishes at R1, since one or the other eigenfunction vanishes at that point. This
can be seen through the continuity equation in the following alternative way:

I�1 = − d

dt
P�1 =

∫
S(�1)

dS · J =
∫

�1

d3x ∇ · J = −
∫

�1

d3x
∂

∂t
|ψ(x, t)|2

= ω sin ωt
∫

�1

d3x ψ1(r )ψ2(r )

The last integral vanishes because of the orthogonality of the eigenfunctions.

Problem 1.2 Consider the one-dimensional normalized wave functions ψ0(x),
ψ1(x) with the properties

ψ0(−x) = ψ0(x) = ψ∗
0 (x), ψ1(x) = N

dψ0

dx

Consider also the linear combination

ψ(x) = c1ψ0(x) + c2ψ1(x)

with |c1|2 + |c2|2 = 1. The constants N , c1, c2 are considered as known.

(a) Show that ψ0 and ψ1 are orthogonal and that ψ(x) is normalized.
(b) Compute the expectation values of x and p in the states ψ0, ψ1 and ψ .
(c) Compute the expectation value of the kinetic energy T in the state ψ0 and demonstrate

that

〈ψ0|T 2|ψ0〉 = 〈ψ0|T |ψ0〉〈ψ1|T |ψ1〉
and that

〈ψ1|T |ψ1〉 ≥ 〈ψ |T |ψ〉 ≥ 〈ψ0|T |ψ0〉
(d) Show that

〈ψ0|x2|ψ0〉〈ψ1|p2|ψ1〉 ≥ h̄2

4

(e) Calculate the matrix element of the commutator [x2, p2] in the state ψ .



1 Wave functions 3

Solution
(a) We have

〈ψ0|ψ1〉 = N
∫

dx ψ∗
0

dψ0

dx
= N

∫
dx ψ0

dψ0

dx

= N

2

∫
dx

dψ2
0

dx
= N

2

{
ψ2

0 (x)
}+∞

−∞ = 0

The normalization of ψ(x) follows immediately from this and from the fact that
|c1|2 + |c2|2 = 1.

(b) On the one hand the expectation value 〈ψ0|x |ψ0〉 vanishes because the inte-
grand xψ2

0 (x) is odd. On the other hand, the momentum expectation value in this
state is

〈ψ0|p|ψ0〉 = −ih̄
∫

dx ψ0(x)ψ ′
0(x)

= − ih̄

N

∫
dx ψ0(x)ψ1(x) = − ih̄

N
〈ψ0|ψ1〉 = 0

as we proved in the solution to (a). Similarly, owing to the oddness of the integrand
xψ2

1 (x), the expectation value 〈ψ1|x |ψ1〉 vanishes. The momentum expectation
value is

〈ψ1|p|ψ1〉 = −ih̄
∫

dx ψ∗
1 ψ ′

1 = −ih̄
N

N ∗

∫
dx ψ1ψ

′
1

= −ih̄
N

2N ∗

∫
dx

dψ2
1

dx
= −ih̄

N

2N ∗
{
ψ2

1

}+∞
−∞ = 0

(c) The expectation value of the kinetic energy squared in the state ψ0 is

〈ψ0|T 2|ψ0〉 = h̄4

4m2

∫
dx ψ0ψ

′′′′
0 = − h̄4

4m2

∫
dx ψ ′

0ψ
′′′
0

= h̄2

2m|N |2 〈ψ1|T |ψ1〉

Note however that

〈ψ0|T |ψ0〉 = − h̄2

2m

∫
dx ψ0ψ

′′
0 = h̄2

2m

∫
dx ψ ′

0ψ
′
0

= h̄2

2m|N |2 〈ψ1|ψ1〉 = h̄2

2m|N |2
Therefore, we have

〈ψ0|T 2|ψ0〉 = 〈ψ0|T |ψ0〉〈ψ1|T |ψ1〉
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Consider now the Schwartz inequality

|〈ψ0|ψ2〉|2 ≤ 〈ψ0|ψ0〉 〈ψ2|ψ2〉 = 〈ψ2|ψ2〉
where, by definition,

ψ2(x) ≡ − h̄2

2m
ψ ′′

0 (x)

The right-hand side can be written as

〈ψ2|ψ2〉 = 〈ψ0|T 2|ψ0〉 = 〈ψ0|T |ψ0〉 〈ψ1|T |ψ1〉
Thus, the above Schwartz inequality reduces to

〈ψ0|T |ψ0〉 ≤ 〈ψ1|T |ψ1〉
In order to prove the desired inequality let us consider the expectation value of

the kinetic energy in the state ψ . It is

〈ψ |T |ψ〉 = |c1|2〈ψ0|T |ψ0〉 + |c2|2〈ψ1|T |ψ1〉
The off-diagonal terms have vanished due to oddness. The right-hand side of this
expression, owing to the inequality proved above, will obviously be smaller than

|c1|2〈ψ1|T |ψ1〉 + |c2|2〈ψ1|T |ψ1〉 = 〈ψ1|T |ψ1〉
Analogously, the same right-hand side will be larger than

|c1|2〈ψ0|T |ψ0〉 + |c2|2〈ψ0|T |ψ0〉 = 〈ψ0|T |ψ0〉
Thus, finally, we end up with the double inequality

〈ψ0|T |ψ0〉 ≤ 〈ψ |T |ψ〉 ≤ 〈ψ0|T |ψ0〉
(d) Since the expectation values of position and momentum vanish in the states

ψ0 and ψ1, the corresponding uncertainties will be just the expectation values of
the squared operators, namely

(�x)2
0 = 〈ψ0|x2|ψ0〉, (�p)2

0 = 〈ψ0|p2|ψ0〉, (�p)2
1 = 〈ψ1|p2|ψ1〉

We now have

〈ψ0|x2|ψ0〉 〈ψ1|p2|ψ1〉 ≥ 〈ψ0|x2|ψ0〉 〈ψ0|p2|ψ0〉 = (�x)2
0(�p)2

0 ≥ h̄2

4

as required.
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(e) Finally, it is straightforward to calculate the matrix element value of the
commutator [x2, p2] in the state ψ . It is

〈ψ |[x2, p2]|ψ〉 = 2ih̄〈ψ |(xp + px)|ψ〉 = 2ih̄
(〈ψ |xp|ψ〉 + 〈ψ |xp|ψ〉∗)

which, apart from an imaginary coefficient, is just the real part of the term

〈ψ |xp|ψ〉 = −ih̄
∫

dx ψ∗xψ ′

= |c1|2
∫

dx ψ0xψ ′
0 − ih̄|c2|2

∫
dx ψ∗

1 xψ ′
1

where the mixed terms have vanished because the operator has odd parity. Note
however that this is a purely imaginary number. Thus, its real part will vanish and so

〈ψ |[x2, p2]|ψ〉 = 0

Problem 1.3 Consider a system with a real Hamiltonian that occupies a state
having a real wave function both at time t = 0 and at a later time t = t1. Thus, we
have

ψ∗(x, 0) = ψ(x, 0), ψ∗(x, t1) = ψ(x, t1)

Show that the system is periodic, namely, that there exists a time T for which

ψ(x, t) = ψ(x, t + T )

In addition, show that for such a system the eigenvalues of the energy have to be
integer multiples of 2π h̄/T .

Solution
If we consider the complex conjugate of the evolution equation of the wave

function for time t1, we get

ψ(x, t1) = e−i t1 H/h̄ψ(x, 0) =⇒ ψ(x, t1) = eit1 H/h̄ψ(x, 0)

The inverse evolution equation reads

ψ(x, 0) = eit1 H/h̄ψ(x, t1) = e2i t1 H/h̄ψ(x, 0)

Also, owing to reality,

ψ(x, 0) = e−2i t1 H/h̄ψ(x, 0)

Thus, for any time t we can write

ψ(x, t) = e−i t H/h̄ψ(x, 0) = e−i t H/h̄e−2i t1 H/h̄ψ(x, 0) = ψ(x, t + 2t1)

It is, therefore, clear that the system is periodic with period T = 2t1.
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Expanding the wave function in energy eigenstates, we obtain

ψ(x, t) =
∑

n

Cne−i Ent/h̄ψn(x)

The periodicity of the system immediately implies that the exponentials
exp(−iT En/h̄) must be equal to unity. This is only possible if the eigenvalues En

are integer multiples of 2π h̄/T .

Problem 1.4 Consider the following superposition of plane waves:

ψk,δk(x) ≡ 1

2
√

πδk

∫ k+δk

k−δk
dq eiqx

where the parameter δk is assumed to take values much smaller than the wave
number k, i.e.

δk 
 k

(a) Prove that the wave functions ψk,δk(x) are normalized and orthogonal to each other.
(b) For a free particle compute the expectation value of the momentum and the energy in

such a state.

Solution
(a) The proof of normalization goes as follows:∫ +∞

−∞
dx |ψk,δk(x)|2 = 1

4πδk

∫ +∞

−∞
dx

∫ k+δk

k−δk
dq ′

∫ k+δk

k−δk
dq ′′ ei(q ′−q ′′)x

= 1

2δk

∫ k+δk

k−δk
dq ′

∫ k+δk

k−δk
dq ′′ δ(q ′ − q ′′)

= 1

2δk

∫ k+δk

k−δk
dq ′ 	(k + δk − q ′)	(q ′ − k + δk)

= 1

2δk

∫ k+δk

k−δk
dq ′ = 1

The proof of orthogonality proceeds similarly (|k − k ′| > δk + δk ′):∫ +∞

−∞
dx ψ∗

k,δk(x)ψk ′,δk ′(x) = 1

2
√

δkδk ′

∫ k+δk

k−δk
dq ′

∫ k ′+δk ′

k ′−δk ′
dq ′′ δ(q ′ − q ′′)

= 1

2
√

δkδk ′

∫ k+δk

k−δk
dq ′	(k ′+δk ′−q ′)	(q ′− k ′+δk ′)=0

since there is no overlap between the range over which the theta functions are
defined and the range of integration.
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(b) Proceeding in a straightforward fashion, we have

〈p〉 = 1

4πδk

∫ +∞

−∞
dx

∫ k+δk

k−δk
dq ′

∫ k+δk

k−δk
dq ′′ e−iq ′x (−ih̄∂x )eiq ′′x

= 1

2δk

∫ k+δk

k−δk
dq ′

∫ k+δk

k−δk
dq ′′ h̄q ′′δ(q ′ − q ′′)

= 1

2δk

∫ k+δk

k−δk
dq ′ h̄q ′ = h̄

4δk
[(k + δk)2 − (k − δk)2] = h̄k + O(δk)

Similarly, we obtain 〈
p2

2m

〉
= h̄2k2

2m
+ O(δk)

Problem 1.5 Consider a state characterized by a real wave function up to a mul-
tiplicative constant. For simplicity consider motion in one dimension. Convince
yourself that such a wave function should correspond to a bound state by con-
sidering the probability current density. Show that this bound state is character-
ized by vanishing momentum, i.e. 〈p〉ψ = 0. Consider now the state that results
from the multiplication of the above wave function by an exponential factor, i.e.
χ (x) = eip0x/h̄ψ(x). Show that this state has momentum p0. Study all the above
in the momentum representation. Show that the corresponding momentum wave
function χ̃ (p) is translated in momentum, i.e. χ̃ (p) = ψ̃(p − p0).

Solution
The probability current density of such a wave function vanishes:

J = h̄

2mi
[ψ∗ψ ′ − ψ(ψ∗)′] = 0

The vanishing of the probability current agrees with the interpretation of such a
state as bound.

The momentum expectation value of such a state is

〈ψ |p|ψ〉 = −ih̄
∫ +∞

−∞
dx ψ(x)ψ ′(x)

= − ih̄

2

∫ +∞

−∞
dx

d

dx
ψ2(x) = − ih̄

2
[ψ2(x)]±∞ = 0

The wave function χ (x) = eip0x/h̄ψ(x), however, has momentum

〈χ |p|χ〉 = −ih̄
∫ +∞

−∞
dx e−i p0x/h̄ψ(x)

[
eip0x/h̄ψ(x)

]′

= −ih̄
∫ +∞

−∞
dx ψ(x)

[
i

h̄
p0ψ(x) + ψ ′(x)

]
= 〈p〉ψ + p0 = p0

The wave function has been assumed to be normalized.
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The momentum wave function is

χ̃ (p) =
∫

dx√
2π h̄

e−i px/h̄ χ (x) =
∫

dx√
2π h̄

ei(p−p0)x/h̄ ψ(x) = ψ̃(p − p0)

Problem 1.6 The propagator of a particle is defined as

K(x, x ′; t − t0) ≡ 〈x|e−i(t−t0)H/h̄|x ′〉
and corresponds to the probability amplitude for finding the particle at x at time t
if initially (at time t0) it is at x ′.

(a) Show that, when the system (i.e. the Hamiltonian) is invariant in space translations1

x → x + α, as for example in the case of a free particle, the propagator has the property

K(x, x ′; t − t0) = K(x − x ′; t − t0)

(b) Show that when the energy eigenfunctions are real, i.e. ψE (x) = ψ∗
E (x), as for example

in the case of the harmonic oscillator, the propagator has the property

K(x, x ′; t − t0) = K(x ′, x; t − t0)

(c) Show that when the energy eigenfunctions are also parity eigenfunctions, i.e. odd or
even functions of the space coordinates, the propagator has the property

K(x, x ′; t − t0) = K(−x, −x ′; t − t0)

(d) Finally, show that we always have the property

K(x, x ′; t − t0) = K∗(x ′, x; −t + t0)

Solution
(a) Space translations are expressed through the action of an operator as follows:

〈x|eiα·p/h̄ = 〈x + α|
Space-translation invariance holds if

[p, H ] = 0 =⇒ eiα·p/h̄ He−iα·p/h̄ = H

which also implies that

eiα·p/h̄e−i(t−t0)H/h̄e−iα·p/h̄ = e−i(t−t0)H/h̄

Thus we have

K(x, x ′; t − t0) = 〈x + α|e−i(t−t0)H/h̄|x ′ + α〉 = K(x + α, x ′ + α; t − t0)

1 The operator that can effect a space translation on a state is e−ip·α/h̄ , since it acts on any function of x as the
Taylor expansion operator:

〈x|e−ip·α/h̄ = eα·∇ 〈x| =
∞∑

n=0

1

n!
(α · ∇)n 〈x| = 〈x + α|
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which clearly implies that the propagator can only be a function of the difference
x − x ′.

(b) Inserting a complete set of energy eigenstates, we obtain the propagator in
the form

K(x, x ′; t − t0) =
∑

E

ψE (x)e−i(t−t0)E/h̄ψ∗
E (x ′)

Reality of the energy eigenfunctions immediately implies the desired property.
(c) Clearly

K(−x, −x ′; t − t0) =
∑

E

ψE (−x)e−i(t−t0)E/h̄ψ∗
E (−x ′)

=
∑

E

(±)2ψE (x)e−i(t−t0)E/h̄ψ∗
E (x ′) = K(x, x ′; t − t0)

(d) In the same way,

K(x, x ′; t − t0) =
∑

E

ψE (x)e−i(t−t0)E/h̄ψ∗
E (x ′)

=
[∑

E

ψ∗
E (x)e−i(t0−t)E/h̄ψE (x ′)

]∗
= K∗(x ′, x; t0 − t)

Problem 1.7 Calculate the propagator of a free particle that moves in three di-
mensions. Show that it is proportional to the exponential of the classical action
S ≡ ∫

dt L , defined as the integral of the Lagrangian for a free classical particle
starting from the point x at time t0 and ending at the point x ′ at time t . For a free
particle the Lagrangian coincides with the kinetic energy. Verify also that in the
limit t → t0 we have

K0(x − x ′; 0) = δ(x − x ′)

Solution
Inserting the plane-wave energy eigenfunctions of the free particle into the gen-

eral expression, we get

K0(x ′, x; t − t0) =
∫

d3 p

(2π )3
eip·x/h̄ exp

[
−i

p2

2mh̄
(t − t0)

]
e−ip·x ′/h̄

=
∏

i=x,y,z

∫
dpi

2π
exp

[
− i

h̄
(xi − x ′

i )pi − i p2
i

2mh̄
(t − t0)

]

=
[

mh̄

2π i(t − t0)

]3/2

exp

[
i
m(x − x ′)2

2h̄(t − t0)

]
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The exponent is obviously equal to i/h̄ times the classical action

S =
∫ t

t0

dt
mv2

2
= (t − t0)

m

2

(
x − x ′

t − t0

)2

= m(x − x ′)2

2(t − t0)

In order to consider the limit t → t0, it is helpful to insert a small imaginary part
into the time variable, according to

t → t − iε

Then, we can safely take t = t0 and consider the limit ε → 0. We get

K0(x − x ′, 0) = lim
ε→0

{(
mh̄

2πε

)3/2

exp

[
−m(x − x ′)2

2h̄ε

]}
= δ(x − x ′)

For the last step we needed the delta function representation

δ(x) = lim
ε→0

[
(επ )−1/2e−x2/ε

]

Problem 1.8 A particle starts at time t0 with the initial wave function ψi(x) =
ψ(x, t0). At a later time t ≥ t0 its state is represented by the wave function ψf(x) =
ψ(x, t). The two wave functions are related in terms of the propagator as follows:

ψf(x) =
∫

dx ′ K(x, x ′; t − t0)ψi(x
′)

(a) Prove that

ψ∗
i (x) =

∫
dx ′ K(x ′, x ; t − t0)ψ∗

f (x ′)

(b) Consider the case of a free particle initially in the plane-wave state

ψi(x) = (2π )−1/2 exp

(
ikx − i

h̄k2

2m
t0

)
and, using the known expression for the free propagator,2 verify the integral expressions
explicitly. Comment on the reversibility of the motion.

Solution
(a) We can always write down the inverse evolution equation

ψ(x, t0) =
∫

dx ′ K(x, x ′; t0 − t)ψ(x ′, t)

or

ψi(x) =
∫

dx ′ K(x, x ′; t0 − t)ψf(x
′)

2 The expresssion is

K0(x, x ′; t − t0) =
√

mh̄

2π i(t − t0)
exp

[
i

m(x − x ′)2

2h̄(t − t0)

]



1 Wave functions 11

Taking the complex conjugate and using relation (d) of problem 1.6, we get

ψ∗
i (x) =

∫
dx ′K∗(x, x ′; t0 − t)ψ∗

f (x ′) =
∫

dx ′ K(x ′, x ; t − t0)ψ∗
f (x ′)

(b) Introducing the expression for ψi(x), an analogous expression for the evolved
wave function ψf(x) = (2π )−1/2 exp(ikx − ih̄k2t/2m) and the given expression for
K0(x − x ′; t − t0), we can perform a Gaussian integration of the type∫ +∞

−∞
dx ′ exp[ia(x − x ′)2 + ikx ′] =

√
π

a
exp

(
ikx − ik2

4a

)

and so arrive at the required identity.
The reversibility of the motion corresponds to the fact that, in addition to the

evolution of a free particle of momentum h̄k from a time t0 to a time t , an alternative
way to see the motion is as that of a free particle with momentum −h̄k that evolves
from time t to time t0.

Problem 1.9 Consider a normalized wave function ψ(x). Assume that the system
is in the state described by the wave function

�(x) = C1ψ(x) + C2ψ
∗(x)

where C1 and C2 are two known complex numbers.

(a) Write down the condition for the normalization of � in terms of the complex integral∫ +∞
−∞ dx ψ2(x) = D, assumed to be known.

(b) Obtain an expression for the probability current density J (x) for the state �(x). Use
the polar relation ψ(x) = f (x)eiθ (x).

(c) Calculate the expectation value 〈p〉 of the momentum and show that

〈�|p|�〉 = m
∫ +∞

−∞
dx J (x)

Show that both the probability current and the momentum vanish if |C1| = |C2|.
Solution
(a) The normalization condition is

|C1|2 + |C2|2 + C∗
1 C2 D∗ + C1C∗

2 D = 1

(b) From the defining expression of the probability current density we arrive at

J (x) = h̄

m
(|C1|2 − |C2|2)θ ′(x) f 2(x)
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(c) The expectation value of the momentum in the state �(x) is3

〈�|p|�〉 = −ih̄
∫ +∞

−∞
dx �∗(x)� ′(x)

= h̄
(|C1|2 − |C2|2

) ∫ +∞

−∞
dx θ ′(x) f 2(x) = m

∫
dx J (x)

Obviously, both the current and the momentum vanish if |C1| = |C2|.

Problem 1.10 Consider the complete orthonormal set of eigenfunctions ψα(x) of
a Hamiltonian H. An arbitrary wave function ψ(x) can always be expanded as

ψ(x) =
∑

α

Cαψα(x)

(a) Show that an alternative expansion of the wave function ψ(x) is that in terms of the
complex conjugate wave functions, namely

ψ(x) =
∑

α

C ′
αψ∗

α (x)

Determine the coefficients C ′
α .

(b) Show that the time-evolved wave function

ψ̃(x, t) =
∑

α

C ′
αψ∗

α (x)e−i Eα t/h̄

does not satisfy Schroedinger’s equation in general, but only in the case where the
Hamiltonian is a real operator (H∗ = H ).

(c) Assume that the Hamiltonian is real and show that

K(x, x ′; t − t0) = K(x ′, x; t − t0) = K∗(x, x ′; t0 − t)

Solution
(a) Both the orthonormality and the completeness requirements are satisfied by

the alternative set ψ∗
α (x) as well:∫

d3x ψ∗
α (x)ψβ(x) = δαβ =

[∫
d3x ψ∗

α (x)ψβ(x)

]∗

=
∫

d3x ψα(x)ψ∗
β (x)

∑
α

ψα(x)ψ∗
α (x ′) = δ(x − x′) =

∑
α

ψ∗
α (x)ψα(x′)

3 Note the vanishing of the integrals of the type∫ +∞

−∞
dx ff ′ = 1

2

∫ +∞

−∞
dx

d

dx
[ f 2(x)] = 1

2
[ f 2(x)]+∞

−∞ = 0

for a function that vanishes at infinity.
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The coefficients of the standard expansion are immediately obtained as

Cα =
∫

d3x ψ∗
α (x)ψ(x)

while those of the alternative (or complex-conjugate) expansion are

C ′
α =

∫
d3x ψα(x)ψ(x)

(b) As can be seen by substitution, the wave function ψ̃ does not satisfy the
Schroedinger equation, since

Hψ∗
α (x) �= Eαψ

∗
α (x)

This is true however in the case of a real Hamiltonian, i.e. one for which H∗ = H.
(c) From the definition of the propagator using the reality of the Hamiltonian,

we have

K(x, x′; t − t0) ≡ 〈
x
∣∣e−i(t−t0)H/h̄

∣∣x′〉 = (〈
x
∣∣ei(t−t0)H/h̄

∣∣x′〉)∗

= K∗(x, x′; t0 − t)

Also, using hermiticity,

K(x, x′; t − t0) ≡ 〈
x
∣∣e−i(t−t0)H/h̄

∣∣x′〉 = (〈
x′∣∣ei(t−t0)H/h̄

∣∣x〉)∗

= 〈
x′∣∣e−i(t−t0)H/h̄

∣∣x〉 = K(x′, x; t − t0)

Problem 1.11 A particle has the wave function

ψ(r ) = Ne−αr

where N is a normalization factor and α is a known real parameter.

(a) Calculate the factor N .
(b) Calculate the expectation values

〈x〉, 〈r〉, 〈r2〉
in this state.

(c) Calculate the uncertainties (�x)2 and (�r )2.
(d) Calculate the probability of finding the particle in the region

r > �r

(e) What is the momentum-space wave function ψ̃(k, t) at any time t > 0?
(f) Calculate the uncertainty (�p)2.
(g) Show that the wave function is at all times isotropic, i.e.

ψ(x, t) = ψ(r, t)

What is the expectation value 〈x〉t ?
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Solution
(a) The normalization factor is determined from the normalization condition

1 =
∫

d3r |ψ(r )|2 = 4π N 2
∫ ∞

0
dr r2e−2αr = π N 2

α3

which gives

N =
√

α3

π

We have used the integral (n ≥ 0)∫ ∞

0
dx xne−x = �(n + 1) = n!

(b) The expectation value 〈x〉 vanishes owing to spherical symmetry. For
example,

〈x〉 = N 2
∫

d3r xe−2αr = N 2
∫ ∞

0
dr r3 e−2αr

∫ 1

−1
d cos θ sin θ

∫ 2π

0
dφ cos φ

= 0

The expectation value of the radius is

〈r〉 = N 2
∫

d3r re−2αr = 4π N 2
∫ ∞

0
dr r3e−2αr = 3

2α

The radius-squared expectation value is

〈x2〉 = 〈r2〉 = N 2
∫

d3r r2e−2αr = 4πN 2
∫ ∞

0
dr r4e−2αr = 3

α2

(c) For the uncertainties, we have

(�x)2 ≡ 〈r2〉 − 〈x〉2 = 〈r2〉 = 3

α2

and

(�r )2 ≡ 〈r2〉 − 〈r〉2 = 3

α2
−

(
3

2α

)2

= 3

4α2

(d) The probability of finding the particle in the region �r < r < ∞ is∫ ∞

�r
d3r |ψ(r )|2 = 4π N 2

∫ ∞
√

3/2α

dr r2e−2αr = 1

2

∫ ∞
√

3
dy y2e−y

= 1

2
(5 + 2

√
3)e−√

3 ∼ 0.7487
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(e) From the Fourier transform

ψ̃(k) =
∫

d3r

(2π )3/2
e−ik·x ψ(r )

we obtain

ψ̃(k) = N√
2π

∫ ∞

0
dr r2e−αr

∫ 1

−1
d cos θ eikr cos θ

= i N

k
√

2π

∫ ∞

0
dr r e−αr (e−ikr − eikr ) = 4Nα√

2π

1

(α2 + k2)2

Designating as t = 0 the moment at which the particle has the wave function Ne−αr ,
we obtain at time t > 0 the evolved momentum-space wave function

ψ̃(k, t) = 4Nα√
2π

e−ih̄k2t/2m

(α2 + k2)2

(f) Owing to the spherical symmetry of the momentum distribution, we have
〈p〉 = 0. The uncertainty squared is

(�p)2 = 〈p2〉 = 16N 2α2

2π

∫
d3k

h̄2k2

(k2 + α2)4

= 32α5

π

∫ ∞

0
dk

[
1

(k2 + α2)2
− 2α2

(k2 + α2)3
+ α4

(k2 + α2)4

]

= 32α5

π

[
− ∂

∂α2
− α2

(
∂

∂α2

)2

− α4

6

(
∂

∂α2

)3
]
J

where

J =
∫ ∞

0
dk

1

k2 + α2
= π

2α

For the last step we have used the integral∫
dx

1

1 + x2
= arctan x

Thus, we end up with

(�p)2 = h̄2α2
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(g) From the Fourier transform we get

ψ(x, t) =
∫

d3k

(2π )3/2
eik·x ψ̃(k, t)

= 1√
2π

∫ ∞

0
dk k2 ψ̃(k, t)

∫ 1

−1
d cos θ eikr cos θ = ψ(r, t)

Consequently, the expectation value 〈x〉t will vanish at all times owing to spherical
symmetry.



2

The free particle

Problem 2.1 A free particle is initially (at t = 0) in a state described by the wave
function

ψ(x, 0) = Ne−αr

where α is a real parameter.

(a) Compute the normalization factor N .
(b) Show that the probability density of finding the particle with momentum h̄k is isotropic,

i.e. it does not depend on the direction of the momentum.
(c) Show that the spatial probability density

P(x, t) = |ψ(x, t)|2

is also isotropic.
(d) Calculate the expectation values

〈p〉t , 〈x〉t

(e) Show that the expectation value of r2 increases with time, i.e. it satisfies the inequality

〈r2〉t ≥ 〈r2〉0

(f) Modify the initial wave function, assuming that initially the particle is in a state described
by

ψ(x, 0) = Ne−αr eik0·x

Calculate the expectation values 〈p〉t , 〈x〉t for this case.
Solution
(a) N = (α3/π )3/2.
(b) The momentum wave function will be

ψ̃(k) = N
∫

d3x

(2π )3/2
e−αr−ik·x ∝ 1

k

∫ ∞

0
dr re−αr

(
eikr − e−ikr

) = ψ̃(k)

17
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where we have taken the z-axis of the integration variables to coincide with the
momentum direction (so that k · x = kr cos θ ). Thus,

�(k) = |ψ̃(k)|2 = �(k)

Note that, since we have a free particle, its momentum wave function will also be
an energy eigenfunction and will evolve in time in a trivial way:

ψ̃(k, t) = ψ̃(k)e−ih̄k2t/2m

Its corresponding probability density �(k) will be time independent.
(c) The evolved wave function will be

ψ(x, t) =
∫

d3k

(2π )3/2
ψ̃(k)e−ih̄k2t/2m eik·x

Taking the ẑ-axis of the integration variables to coincide with the direction of x, we
obtain

ψ(x, t) ∝ 1

r

∫ ∞

0
dk kψ̃(k)e−ih̄k2t/2m

(
eikr − e−ikr

) ∝ ψ(r, t)

Thus, the probability density

P(x, t) = |ψ(r, t)|2 = P(r, t)

will be isotropic at all times, i.e. it will not depend on angle.
(d) The momentum expectation value will clearly not depend on time:

〈p〉 =
∫

d3k h̄k|ψ̃(k)|2

Note also that isotropy implies the vanishing of this integral. An easy way to see this
is to apply the parity transformation to the integration variable by taking k → −k,
which leads to

〈p〉 = −〈p〉 = 0

The same argument applies to the position expectation value, which also vanishes
at all times:

〈x〉t = 0

(e) The expectation value of the position squared can be expressed in terms of
the momentum wave function as

〈r2〉t = −
∫

d3k ψ̃(k, 0)ei Et/h̄ ∇k
2
[
ψ̃(k, 0)e−i Et/h̄

]
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Note that, in the case that we are considering, the momentum wave function is not
only isotropic but also real. We have

∇k
[
ψ̃(k, 0)e−i Et/h̄

] = − ih̄t

m
kψ̃e−i Et/h̄ + k̂ψ̃ ′e−i Et/h̄

∇2
k

[
ψ̃(k, 0)e−i Et/h̄

] = − 3ih̄t

m
ψ̃e−i Et/h̄ − 2ih̄kt

m
ψ̃ ′e−i Et/h̄

− h̄2k2t2

m2
ψ̃e−i Et/h̄ + 2

k
ψ̃ ′e−i Et/h̄ + ψ̃ ′′e−i Et/h̄

The expectation value can be written as

〈r2〉t = 〈r2〉0 + h̄2t2

m2

∫
d3k k2ψ̃2 + 2ih̄t

m

∫
d3k kψ̃ψ̃ ′ + 3ih̄t

m

∫
d3k ψ̃2

The terms linear in time vanish since∫
d3k kψ̃ψ̃ ′ = 2π

∫ ∞

0
dk k3(ψ̃2)′ = −2π

∫ ∞

0
dk(k3)′ψ̃2 = −3

2

∫
d3k ψ̃2 = −3

2

Note that we used the normalization
∫

d3k ψ̃2 = 1. Finally, we have

〈r2〉t = 〈r2〉0 + h̄2t2

m2

∫
d3k k2ψ̃2

which demonstrates the validity of the inequality 〈r2〉t ≥ 〈r2〉0. Note that this in-
equality corresponds to the general fact that, for a free particle, the uncertainty
(�x)2 always increases in time.

(f ) It is not difficult to see that in this case

ψ̃(k, 0) = ψ̃(|k − k0|, 0)

and that

ψ(x, t) = eik0·x f (|x − h̄tk0/m|)
Thus we have

〈p〉t = h̄
∫

d3k k ψ̃2(|k − k0|, 0) = h̄
∫

d3q q ψ̃(q, 0) + h̄k0

∫
d3k ψ̃2 = h̄k0

and

〈x〉t =
∫

d3r x

∣∣∣∣ ψ
(∣∣∣∣x − h̄t

m
k0

∣∣∣∣ , t

) ∣∣∣∣
2

=
∫

d3ρ ρ|ψ(ρ, t)|2 + h̄t

m
k0

∫
d3r |ψ |2 = h̄t

m
k0



20 Problems and Solutions in Quantum Mechanics

Problem 2.2 Show that the ‘spherical waves’

ψ±(r, t) = N

r
e±ikr−ih̄k2t/2m

satisfy the Schroedinger equation for a free particle of mass m except at the origin
r = 0. Show also that, in contrast with a plane wave, which satisfies the continu-
ity equation everywhere, the above spherical waves do not satisfy the continuity
equation at the origin. Give a physical interpretation of this non-conservation of
probability. Does the probability interpretation of ψ± break down at the origin?
Find a linear combination of the above spherical waves ψ± that is finite at the
origin and reexamine the validity of the continuity equation everywhere.

Solution
The current density corresponding to ψ± is

J ± = ± h̄k

m
|N |2 r̂

r
= ∓ h̄k

m
|N |2∇

(
1

r

)

The probability density is P± = |N |2/r2 and it is independent of time. Thus, we
have

∇ · J + Ṗ = ∓ h̄k

m
|N |2∇2

(
1

r

)
= ±4π |N |2

(
h̄k

m

)
δ(x)

The physical interpretation of this non-zero probability density rate, in the frame-
work of a statistical ensemble of identical systems, is the number of particles created
or destroyed per unit volume per unit time. The non-conservation of probability
arises here from the fact that the ψ± are not acceptable wave functions since they
diverge at the origin.

In contrast, the spherical wave

ψ0(r ) = 1

2i
[ψ+(r ) − ψ−(r )] = N

sin kr

r
e−ih̄k2t/2m

is finite at the origin and satisfies everywhere the free Schroedinger equation and
the continuity equation. In fact, we get J = 0 and Ṗ = 0.

Problem 2.3 A free particle is initially (at t = 0) in a state corresponding to the
wave function

ψ(r ) =
(γ

π

)3/4
e−γ r2/2

(a) Calculate the probability density of finding the particle with momentum h̄k at any time
t . Is it isotropic?

(b) What is the probability of finding the particle with energy E?
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(c) Examine whether the particle is in an eigenstate of the square of the angular momentum
L2, and of its z-component Lz , for any time t .

Solution
(a) The momentum wave function derived from ψ(r ) is1

ψ̃(k) =
∫

d3x

(2π )3/2
ψ(r ) e−ik·x = (γπ )−3/4 e−k2/2γ

Since the particle is free, the momentum wave function will also be an eigenfunction
of energy and will evolve trivially with a time phase:

ψ̃(k, t) = (γπ )−3/4 e−k2/2γ e−ih̄k2t/2m

The corresponding momentum probability density is obviously constant and
isotropic.

(b) If we denote by P(E) the probability density for the particle to have energy
E = h̄2k2/2m, we shall have

1 =
∫ ∞

0
d E P(E) = h̄2

m

∫ ∞

0
dk kP(E)

Comparing this formula with

1 =
∫

d3k |ψ̃(k)|2 = 4π

∫ ∞

0
dk k2 (γπ )−3/2 e−k2/γ

we can conclude that

P(E) = m

h̄2 4πk(γπ )−3/2 e−k2/γ

(c) Since the initial wave function is spherically symmetric, it will be an eigen-
function of angular momentum with vanishing eigenvalues. Moreover, since the
Hamiltonian of the free particle is spherically symmetric or, equivalently, it com-
mutes with the angular momentum operators, the time-evolved wave function will
continue to be an angular momentum eigenfunction with the same eigenvalue.

Problem 2.4 Consider a free particle that moves in one dimension. Its initial (t = 0)
wave function is

ψ(x, 0) =
(α

π

)1/4
eik0x−αx2/2

where α and k0 are real parameters.

1 We can use the Gaussian integral ∫
d3x e−ar2

e−iq·x =
(π

a

)3/2
e−q2/4a

with Re(a) > 0.
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(a) Calculate the momentum wave function ψ̃(k, t) at all times t > 0 and the corresponding
momentum probability density �(k). What is the most probable momentum?

(b) Compute the wave function ψ(x, t) at all times t > 0 and the corresponding probability
density P(x, t). How does the most probable position evolve in time? Consider the limit
t → ∞ and comment on its position dependence.

(c) Calculate the expectation values of the position 〈x〉t and momentum 〈p〉t . Show that
they satisfy the classical equations of motion

〈p〉t = m
d〈x〉t

dt
,

d〈p〉t

dt
= m

d2〈x〉t

dt2
= 0

(d) Calculate the probability current densityJ (x, t). What is the probability current density
in the limit t → ∞? Verify explicitly the continuity equation in this limit.

(e) Compute the expectation values 〈p2〉t and 〈x2〉t . Determine the uncertainties (�x)2
t and

(�p)2
t . Verify the validity of the uncertainty relation

(�x)2
t (�p)2

t ≥ h̄2

4

(f ) Calculate the uncertainty in the energy, given by

(�E)2 = 〈H 2〉 − 〈H〉2

(g) Consider the quantity

τ = (�x)t

|d〈x〉t/dt |
which has the dimensions of time. What is the physical meaning of τ? Show that it
satisfies a time–energy uncertainty inequality,

τ (�E) ≥ h̄

2

Solution
(a) From ψ̃(k, 0) = ∫ +∞

−∞ dx/
√

2π e−ikx ψ(x, 0), we obtain

ψ̃(k, t) = ψ̃(k, 0) e−ih̄k2t/2m = 1

(απ )1/4
e−(k−k0)2/2α e−ih̄k2t/2m

and

�(k) = |ψ̃(k, t)|2 = 1√
απ

e−(k−k0)2/α

The most probable momentum value is h̄k0.
(b) From ψ(x, t) = ∫ +∞

−∞ dk/
√

2π eikx ψ̃(k, t), we obtain

ψ(x, t) =
(α

π

)1/4 1

|z| exp

(
−αx2

2z
+ ik0x

z
− ih̄k2

0 t

2mz

)
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where

z ≡ 1 + i

(
h̄tα

m

)

Note that |z|2 = 1 + (h̄tα/m)2. The corresponding probability density is

P(x, t) = |ψ(x, t)|2 = 1

|z|
√

α

π
exp

[
− α

|z|2
(

x − h̄k0

m
t

)2
]

In the limit t → ∞, we get

P∞ =
√

α

π

(
m

αh̄t

)
exp

(
−k2

0

α

)

which is position independent and tends to zero with time.
(c) It is straightforward to calculate

〈x〉t = h̄k0

m
t, 〈p〉t = h̄k0

Note that the momentum expectation value coincides with the most probable mo-
mentum value. It is trivial to verify that these expectation values satisfy the classical
equation of Newton for the motion of a free particle.

(d) The probability current density can be calculated in a straightforward fash-
ion. It is

J (x, t) =
(

h̄k0

m

)
1

|z|3
√

α

π
exp

[
− α

|z|2
(

x − h̄k0

m
t

)2
] (

1 + h̄tα2x

mk0

)

=
(

h̄k0

m

)
1

|z|2
(

1 + h̄tα2x

mk0

)
P(x, t)

In the limit t → ∞ the current density is

J∞ =
√

α

π

(
m

αh̄

)
exp

(
−k2

0

α

)
x

t2
= −x

d

dt
P∞

It is clear, then, that

d

dx
J∞ = − d

dt
P∞

which is the continuity equation.
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(e) We obtain2

〈p2〉t = h̄2α

2
+ h̄2k2

0

〈x2〉t =
(

h̄k0t

m

)2

+ 1

2α

[
1 +

(
h̄tα

m

)2
]

The corresponding uncertainties are

(�x)2
t = 1

2α

[
1 +

(
h̄tα

m

)2
]

, (�p)2
t = h̄2α

2

and their product satisfies Heisenberg’s inequality:

(�x)2
t (�p)2

t = h̄2

4

[
1 +

(
h̄tα

m

)2
]

≥ h̄2

4

(f ) The average value of the energy is proportional to that of the square of the
momentum, which has been computed previously. It is

〈H〉 = 1

2m
〈p2〉 = h̄2

(
k2

0 + α

2

)
The expectation value of the square of the energy is equal to the expectation value
of the fourth power of the momentum operator divided by 4m2. Thus, we consider

〈p4〉 = h̄4

√
απ

∫ +∞

−∞
dk k4e−(k−k0)2/α = h̄4

√
απ

∫ +∞

−∞
dk

(
k4 + k4

0 + 6k2k2
0

)
e−k2/α

= (h̄k0)4 + 6k2
0√

απ

∫
dk k2e−k2/α + h̄4

√
απ

∫
dk k4e−k2/α

The two integrals involved are found as follows:∫
dk k2e−k2/α = − ∂

∂ (1/α)

∫
dk e−k2/α = α2 ∂

∂α

√
απ = α

2

√
απ∫

dk k4e−k2/α = − ∂

∂ (1/α)

∫
dk k2e−k2/α = α2 ∂

∂α

α

2

√
πα = 3α2

4

√
πα

Substituting, we obtain

〈p4〉 = (h̄k0)4 + 3(h̄k0)2(h̄2α) + 3

4
(h̄2α)2

2 Note that ∫ +∞

−∞
dk e−k2/α = √

απ,

∫ +∞

−∞
dk k2e−k2/α = α

2

√
απ
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The uncertainty in energy is thus

(�E)2 = h̄2α

8m2

[
h̄2α + 4(h̄k0)2

]
(g) The quantity τ is easily computed to be

τ = m

h̄k0

√
2α

√
1 +

(
h̄tα

m

)2

Its physical meaning is that of the characteristic time scale in which the modifi-
cation of the spatial distribution, or spreading of the wave packet, will become
apparent relative to the overall motion of its centre. Taking the minimum value of
the characteristic time τ ,

τ0 = 1√
2α

(
m

h̄k0

)
= 1√

2α

(
1

v0

)

we are led to a time–energy uncertainty product,

τ0 (�E) = h̄

2

√
1 + α

4k2
0

that is always greater than h̄/2.

Problem 2.5 Consider a free particle that is initially (at t = 0) extremely well
localized at the origin x = 0 and has a Gaussian wave function,

ψ(x, 0) =
(α

π

)1/4
e−αx2/2eik0x

for very large values of the real parameter α (α → ∞); k0 is also real.

(a) Write down the position probability density P(x, 0) = |ψ(x, 0)|2 and show that

lim
α→∞ [P(x, 0)] = δ(x)

(b) Calculate the evolved wave function ψ(x, t) at times t > 0, keeping the parameter α

finite.
(c) Write down the evolved position probability density P(x, t). Take the limit α → ∞

and observe that even for infinitesimal values of time (t ∼ m/h̄α) it becomes space
independent. Give a physical argument for the contrast of this behaviour with the initial
distribution.

Solution
(a) Using the well-known representation of the delta function

limε→0[(επ )−1/2 e−x2/ε], we immediately see that

lim
α→∞ [P(x, 0)] = δ(x)
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(b) The momentum wave function is easily obtained from the Fourier transform:

ψ̃(k) =
∫

dx√
2π

e−ikxψ(x, 0) = (απ )−1/4 e−(k−k0)2/2α

The time evolution, since we have a free particle, is trivial, namely

ψ̃(k, t) = (απ )−1/4 e−(k−k0)2/2α e−ih̄k2t/2m

The evolved wave function can now be obtained in terms of the inverse Fourier
transform as

ψ(x, t) =
∫

dx√
2π

eikx ψ̃(k, t) = (απ )−1/4

√
2π

∫
dk eikx e−(k−k0)2/2α e−ih̄k2t/2m

= (απ )−1/4

√
2π

eik0x
∫

dk eikx e−k2/2α e−ih̄(k+k0)2t/2m

= (απ )−1/4

√
2π

eik0x e−ih̄k2
0 t/2m

∫
dk eik(x−v0t) e−zk2/2α

where

z ≡ 1 + i

(
h̄tα

m

)
, v0 ≡ h̄k0

m

Finally, we get

ψ(x, t) = 1√
z

(α

π

)1/4
exp

(
ik0x − ih̄k2

0 t

2m

)
exp

[
− α

2z
(x − v0t)2

]
(c) The evolved position probability density is

P(x, t) =
√

α

π |z|2 exp

[
− α

|z|2 (x − v0t)2

]

Note that this distribution has the same form as the initial one apart from the
(essential) replacement

α → α(t) ≡ α

|z|2 = α

1 + (h̄tα/m)2

In the limit α → ∞ the parameter α(t), for any t > m/h̄α, goes to zero and the
spatial probability density becomes position independent, approaching zero:

P(x, t) ∼ 1√
πα

(
m

h̄t

)
exp

[
− 1

α

(
m

h̄t

)2

(x − v0t)2

]
→ 0

Note that this behaviour is a direct consequence of the extreme localization of the ini-
tial state, which according to the (inescapable) uncertainty principle is accompanied
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by (�p)0 = ∞. Thus, since the initial wave packet includes modes of infinite mo-
mentum, the particle reaches all space immediately.

Problem 2.6 Consider a free particle moving in one dimension. At time t = 0 its
wave function is

ψ(x, 0) = Ne−α(x+x0)2/2 + Ne−α(x−x0)2/2

where α and x0 are known real parameters.

(a) Compute the normalization factor N and the momentum wave function ψ̃(k).
(b) Find the evolved wave function ψ(x, t) for any time t > 0.
(c) Write down the position probability density and discuss the physical interpretation of

each term.
(d) Obtain the expression for the probability current density J (x, t).

Solution
(a) The normalization factor is

N = 1√
2

(α

π

)1/4 1√
1 + e−αx2

0

The momentum wave function is given by

ψ̃(k, 0) = 2N√
α

cos kx0 e−k2/2α

and

ψ̃(k, t) = 2N√
α

cos kx0 e−zk2/2α

where

z ≡ 1 + i

(
h̄tα

m

)

(b) The evolved wave function is obtained from the Fourier transform

ψ(x, t) =
∫

dk√
2π

eikx ψ̃(k, t)

It is

ψ(x, t) = N√
z

[
e−α(x+x0)2/2z + e−α(x−x0)2/2z

]
(c) The position probability density is

P(x, t) = |N |2
|z|

[
e−α(x+x0)2/|z|2 + e−α(x−x0)2/|z|2 + 2e−αx2/|z|2 e−αx2

0/|z|2 cos 2qx
]
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where

q(t) ≡
(

h̄αt

m

)
x0α

|z|2

The first two terms in P(x, t) correspond to wave packets localized at ∓x0, while
the oscillatory term corresponds to the interference of the two wave packets.

(d) The probability current density, after a straightforward but tedious calcula-
tion, turns out to be

J (x, t) = h̄|N |2
2m|z|2

{(
h̄tα2

m

) [
(x + x0)e−α(x+x0)2/|z|2 + (x − x0)e−α(x−x0)2/|z|2

]

+ 4

[
−αx0 sin 2qx +

(
h̄tα2

m

)
x cos 2qx

]
e−α(x2+x2

0 )/|z|2
}

Problem 2.7 Consider the initial (t = 0) free-particle wave function

ψ(x, 0) = Neik0x e−α(x+x0)2/2 + Ne−ik0x e−α(x−x0)2/2

(a) Calculate the normalization constant N and the expectation values 〈x〉0, 〈x2〉0.
(b) Calculate the momentum wave function ψ̃(k, 0).
(c) Write down the momentum probability density. Find the expectation values 〈p〉, 〈p2〉,

as well as the uncertainty (�p)2. Verify the Heisenberg uncertainty relation at time
t = 0.

(d) Find the evolved wave function ψ(x, t) at time t > 0. Write down the position proba-
bility density P(x, t). How does it behave at very late times?

(e) Consider the probability of finding the particle at the origin and discuss its dependence
upon time.

Solution
(a) The normalization constant is

N = 1√
2

(α

π

)1/4 1√
1 + e−k2

0/αe−αx2
0

The initial position probability density is

P(x, 0) = |N |2
[
e−α(x+x0)2 + e−α(x−x0)2 + 2e−αx2

e−αx2
0 cos 2k0x

]
Owing to the fact that this distribution is even, the expectation value of the position
can immediately be seen to vanish. For the square of the position we have

〈x2〉0 = |N |2
[

J+ + J− + e−αx2
0 (J0 + J ∗

0 )
]
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where

J± =
∫

dx x2e−α(x±x0)2 =
∫

dx (x ∓ x0)2e−αx2

=
∫

dx (x2 + x2
0 ∓ 2xx0) e−αx2 = x2

0

√
π

α
− ∂

∂α

∫
dx e−αx2

=
√

π

α

(
x2

0 + 1

2α

)
However,

J0 = J ∗
0 = − ∂

∂α

∫
dx e−αx2+2ik0x = − ∂

∂α

∫
dx e−α(x−ik0/α)2

e−k2
0/α

= − ∂

∂α

√
π

α
e−k2

0/α =
√

π

α

(
1

2α
− k2

0

α2

)
e−k2

0/α

Substituting, we obtain

〈x2〉0 = 2|N |2
√

π

α

[
x2

0 + 1

2α
+ e−αx2

0−k2
0/α

(
1

2α
− k2

0

α2

)]
or

〈x2〉0 = (�x)2
0 = 1

2α

[
1 + 2αx2

0 + (1 − 2k2
0/α) e−k2

0/α−αx2
0

1 + e−k2
0/α−αx2

0

]

(b) The momentum wave function is

ψ̃(k, 0) = N√
α

[
ei(k−k0)x0 e−(k−k0)2/2α + e−i(k+k0)x0 e−(k+k0)2/2α

]
(c) The momentum probability density at all times is

|ψ̃(k, t)|2 = |N |2
α

[
e−(k−k0)2/α + e−(k+k0)2/α + 2e−k2/α e−k2

0/α cos 2kx0

]
Since it is even in k, the expectation value of the momentum 〈p〉 will vanish. The
expectation value of the square of the momentum is

(�p)2 = 〈p2〉 = h̄2|N |2
α

[
I− + I+ + e−k2

0/α(I0 + I ∗
0 )

]
where we have the integrals

I± =
∫ +∞

−∞
dk k2e−(k±k0)2/α =

∫ +∞

−∞
dk (k2 + k2

0 ∓ 2kk0)e−k2/α

=
(

k2
0 − ∂

∂(1/α)

) ∫ +∞

−∞
dk e−k2/α =

(
k2

0 + α2 ∂

∂α

) √
πα

= √
πα

(
k2

0 + α

2

)
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and

I0 = I ∗
0 =

∫ +∞

−∞
dk k2e−k2/α+ikx0 = α2 ∂

∂α

∫ +∞

−∞
e−k2/α+ikx0

= α2 ∂

∂α

√
πα e−αx2

0 = √
πα

(α

2
− α2x2

0

)
e−αx2

0

Finally, we get

(�p)2 = h̄2α

2

[
1 + 2k2

0/α + (1 − 2αx2
0 )e−αx2

0

1 + e−k2
0/α−αx2

0

]

The uncertainty product is

(�x)2
0(�p)2

0 = h̄2

4
f (ξ, ζ )

where

f (ξ, ζ ) ≡
[
1 + 2ξ + (1 − 2ζ )e−ξ−ζ

] [
1 + 2ζ + (1 − 2ξ )e−ξ−ζ

]
(
1 + e−ξ−ζ

)2

This is a symmetric function of ξ ≡ αx2
0 and ζ ≡ k2

0/α that is always greater than
unity.

(d) We start from the Fourier transform

ψ̃(k, t) = N√
α

eikx
[
ei(k−k0)x0 e−(k−k0)2/2α + e−i(k+k0)x0 e−(k+k0)2/2α

]
e−ih̄k2t/2m

Introducing z = 1 + ih̄tα/m as well as v0 = h̄k0/m and changing variables by
setting k → k ± k0, we obtain

ψ(x, t) = N√
2πα

e−ih̄k2
0 t/2m

{
eik0x

∫
dk exp [i(x + x0 − v0t)k] e−zk2/2α

+ e−ik0x
∫

dk exp [i(x − x0 + v0t)k] e−zk2/2α

}

or

ψ(x, t) = N√
z

e−ih̄k2
0 t/2m

{
eik0x exp

[
− α

2z
(x + x0 − v0t)2

]

+ e−ik0x exp
[
− α

2z
(x − x0 + v0t)2

]}
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The corresponding probability density is

P(x, t) = |N |2
|z|

{
exp

[
− α

|z|2 (x + x0 − v0t)2

]
+ exp

[
− α

|z|2 (x − x0 + v0t)2

]

+ 2 exp

[
− α

|z|2
(
x2 + (x0 − v0t)2

)]
cos 2q̃x

}

where

q̃(t) = k0 + h̄α2x0t

|z|2
Note that |z|2 = 1 + (h̄tα/m)2.

In the limit t → ∞ we have

P = 1

t

(
4m|N |2e−k2

0/α

h̄α

)

which is position independent.
(e) We can easily obtain

P(0, t) = P(0, 0)

|z|2 exp

[
− α

|z|2 (v2
0 t2 − 2v0x0t)

]

The ratioP(0, t)/P(0, 0) starts from unity with a positive slope, reaches a maximum
value at some point determined by x0/v0 and then decreases. At large values of time
it decreases as ∝ 1/t2.
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Simple potentials

Problem 3.1 Consider a particle incident on an infinite planar surface separating
empty space and an infinite region with constant potential energy V. The energy of
the particle is E > V (Fig. 1). Choose coordinates such that

V (x) =
{

0, x < 0
V, x > 0

The incident particle is represented by a wave function of plane-wave form,
ψi(x, t) = A ei(k·x−ωt). The reflected and transmitted wave functions are

ψr(x, t) = Bei(k′·x−ωt), ψt(x, t) = Cei(q·x−ωt)

The incident, reflected and transmitted wave vectors are

k = k(x̂ cos θ + ŷ sin θ ), k′ = k ′(−x̂ cos θ ′ + ŷ sin θ ′)

q = q(x̂ cos θ ′′ + ŷ sin θ ′′)

(a) Show that the angle of reflection equals the angle of incidence, i.e. θ ′ = θ . Show the
validity of Snell’s law,

sin θ ′′

sin θ
= n

where n = v1/v2 is the index of refraction of the x > 0 region.
(b) Compute the coefficient ratios B/A and C/A.
(c) Calculate the incident, reflected and transmitted probability current densities J i,

J r, J t.
(d) Demonstrate that the component of current perpendicular to the x = 0 plane is con-

served, i.e.

Ji,x + Jr,x = Jt,x

32
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x

y, z

0

Fig. 1 Reflection and transmission at a three-dimensional potential step with E > V .

(e) Compute the transmission and reflection coefficients, defined as

T = Jt,x

Ji,x
, R = |Jr,x |

Ji,x

in terms of the incidence and refraction angles θ and θ ′′ and check explicitly that

T + R = 1

Solution
(a) From Schroedinger’s equation we immediately get

E = h̄ω = h̄2k2

2m
= h̄2k ′2

2m
= h̄2q2

2m
+ V

which implies that

k ′ = k =
√

2m E

h̄2 , q = k

√
1 − V

E

The refraction index is

n = v1

v2
= k

q
= 1√

1 − V/E

In order to maintain continuity at every point x0 = yŷ + zẑ of the x = 0 plane, the
phases of the incident, reflected and transmitted components must have the same
value, i.e.

k · x0 = k′ · x0 = q · x0

which implies that

k sin θ = k sin θ ′ = q sin θ ′′
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or, equivalently,

θ ′ = θ,
sin θ ′′

sin θ
= k

q

(b) The continuity of the wave function and of its derivative imply further that

A + B = C

ikA + ik′B = iq C

These relations can be solved to give

B

A
= tan θ ′′ − tan θ

tan θ ′′ + tan θ

C

A
= 2 tan θ ′′

tan θ ′′ + tan θ

These can be reexpressed as

B

A
= k cos θ − q

√
1 − (k2/q2) sin2 θ

k cos θ + q
√

1 − (k2/q2) sin2 θ

C

A
= 2k cos θ

k cos θ + q
√

1 − (k2/q2) sin2 θ

Note that for perpendicular incidence (θ = 0) the above reduce to the well-known
one-dimensional expressions

B

A
= k − q

k + q
,

C

A
= 2k

k + q

(c) The probability current densities are easily calculated to be

J i = h̄k
m

|A|2 = h̄k

m
|A|2(x̂ cos θ + ŷ sin θ )

J r = h̄k′

m
|B|2 = h̄k

m
|B|2(−x̂ cos θ + ŷ sin θ )

J t = h̄q
m

|C |2 = h̄q

m
|C |2(x̂ cos θ ′′ + ŷ sin θ ′′)

(d) From the continuity equation, which in our case takes the static form∇ · J =
0, considering its integral over a volume � we get∫

�

d3x ∇ · J =
∮

S(�)
dS · J = 0
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Taking as the volume � a cylinder of infinitesimal width L and arbitrary base
S = π R2, we arrive at

−x̂ · J− S + n̂ · J 2π RL + x̂ · J+ S = 0

which in the limit L → 0 gives

−Ji,x − Jr,x + Jt,x = 0

(e) The transmission and reflection coefficients are easily obtained as

T = 4 tan θ tan θ ′′

(tan θ ′′ + tan θ )2
, R =

(
tan θ ′′ − tan θ

tan θ ′′ + tan θ

)2

and they satisfy R + T = 1.

Problem 3.2 Again, consider a particle incident on an infinite planar surface sep-
arating empty space and an infinite region with constant potential energy V. Now,
though, take the energy of the particle to be E < V (Fig. 2). Again choose coordi-
nates such that

V (x) =
{

0, x < 0
V, x > 0

As before, the incident particle is represented by a wave function of plane-wave
form,

ψi(x, t) = Aei(k·x−ωt)

the reflected wave function is

ψr(x, t) = Bei(k′·x−ωt)

x

y, z

0

Fig. 2 A three-dimensional potential step with V > E .
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while the wave function in the x > 0 region is

ψt(x, t) = Ce−κx−iqy−iωt

The incident and reflected wave vectors are

k = k(x̂ cos θ + ŷ sin θ ), k′ = k ′(−x̂ cos θ ′ + ŷ sin θ ′)

(a) Show that k ′ = k, θ = θ ′ and q = k sin θ , the analogue of Snell’s law.
(b) Compute the coefficient ratios B/A and C/A.
(c) Calculate the incident, reflected and transmitted probability current densities

J i, J r, J t

(d) Demonstrate that the component of current perpendicular to the x = 0 plane is
conserved, i.e.

J i,x + J r,x = J t,x = 0

Compute explicitly the reflection coefficient, defined as

R = |Jr,x |
Ji,x

and verify that it equals unity.

Solution
(a) From Schroedinger’s equation we have

E = h̄ω = h̄2k2

2m
= h̄2k ′2

2m
= − h̄2κ2

2m
+ h̄2q2

2m
+ V

In order to be able to implement continuity at every point of the x = 0 plane, we
must have the same value for the phases of the incident, reflected and ‘transmitted’
plane waves. This implies that

k sin θ = k ′ sin θ ′ = q

i.e.

θ = θ ′, q = k sin θ

(b) The continuity of the wave function and of its derivative give

A + B = C

ikx A + ik ′
x B = −κC

iky A + ik ′
y B = iqC
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These relations amount to

C

A
= 2

1 + iκ/k

B

A
= 1 − iκ/k

1 + iκ/k
= exp [−2i arctan(κ/k)]

(c) The probability current densities are

J i = h̄k

m
|A|2(x̂ cos θ + ŷ sin θ )

J r = h̄k

m
|B|2(−x̂ cos θ + ŷ sin θ )

J t = h̄q

m
|C |2e−2κx ŷ = h̄k

m
|C |2e−2κx sin θ ŷ

(d) The continuity equation in our case takes the static form

∇ · J = 0

Considering its integral over a volume �, we get∫
�

d3x ∇ · J =
∮

S(�)
dS · J = 0

Taking as the volume � the cylinder of infinitesimal width L and arbitrary base
S = π R2, we arrive at

−x̂ · J − S + n̂ · J 2π RL + x̂ · J + S = 0

which in the limit L → 0 gives

−Ji,x − Jr,x + Jt,x = 0

and, since Jt,x = 0,

Ji,x + Jr,x = 0

The reflection coefficient is

R = |Jr,x |
Ji,x

= |B|2
|A|2 = 1

Problem 3.3 Consider an infinite square well of width 2L with a particle of mass
m moving in it (−L < x < L). The particle is in the lowest-energy state, so that

E1 = h̄2π2

8mL2
, ψ1(x) = 1√

L
cos

πx

2L
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L−L −2L 2L

∞ ∞ ∞ ∞

Fig. 3 Instantaneously expanding infinite square well.

Assume now that at t = 0 the walls of the well move instantaneously so that its
width doubles (−2L < x < 2L); see Fig. 3. This change does not affect the state
of the particle, which is the same before and immediately after the change.

(a) Write down the wave function of the particle at times t > 0. Calculate the probability
Pn of finding the particle in an arbitrary eigenstate of the modified system. What is the
probability of finding the particle in an odd eigenfunction?

(b) Calculate1 the expectation value of the energy at any time t > 0.
(c) If we assume instead that the walls move outwards with a finite speed u, our assumptions

should still hold provided that this velocity is much larger than the characteristic velocity
of the system, i.e. u � v0. What is v0?

Solution
(a) The new eigenvalues and eigenfunctions of the modified system are

En = h̄2n2π2

32mL2
= 1

4
En

ψn(x) = 1

2
√

2L

[
einπx/4L + (−1)n+1e−inπx/4L

] = 1√
2
ψn

( x

2

)
where n = 1, 2, . . .. The wave function of the particle at times t > 0 will be

ψ(x, t) =
∞∑

n=1

Cn e−i Ent/h̄ ψn(x)

with coefficients

Cn =
∫ 2L

−2L
dx ψ(x, 0) ψ

∗
n (x) = 1√

L

∫ L

−L
dx cos

πx

2L
ψ

∗
n (x)

1 You can make use of the series
∞∑

ν=0

(2ν + 1)2

[(2ν + 1)2 − 4]2
= π2

16
.
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Substituting the initial wave function into the above integral expression for Cn , we
obtain after performing some elementary exponential integrals

Cn = −4
√

2

π

[1 − (−1)n]

n2 − 4
cos

nπ

4
, n = 0, 1, 2, . . .

Clearly, the terms of even n, n = 0, 2, . . . , corresponding to odd eigenfunctions,
vanish.

The probability of finding the particle in the energy eigenstate ψn(x) is

Pn = |Cn|2 = 32

π2

[1 − (−1)n]

(n2 − 4)2

Note that cos[(2ν + 1)π/4] = (−1)ν+1/
√

2.
Since the Hamiltonian of the system is parity invariant, the initial-state parity is

conserved at all times and the probability of finding the particle in an odd eigenstate
is zero.

(b) The expectation value of the energy can be calculated in a straightforward
fashion. It is

〈H〉 =
∞∑

n=1

En|Cn|2 = E1

{
16

π2

∞∑
ν=0

(2ν + 1)2

[(2ν + 1)2 − 4]2

}
= E1

which shows that the energy of the particle is conserved.
(c) The characteristic velocity of the system is

v0 =
√

2E1

m
= π h̄

2mL

and our results stay valid as long as

u � π h̄

2mL

Problem 3.4 Consider particles incident on a one-dimensional step function po-
tential V (x) = V �(x) with energy E > V . Calculate the reflection coefficient for
either direction of incidence. Consider the limits E → V and E → ∞.

Solution
Incidence from the left. In this case, the wave function is

ψ(x) =
{

eikx + Be−ikx , x < 0
Ceiqx , x > 0

where

k ≡
√

2m E

h̄2 , q ≡
√

2m(E − V )

h̄2
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Continuity of the wave function and of its derivative at x = 0 give

1 + B = C, k(1 − B) = qC

or, equivalently,

B = k − q

k + q
, C = 2k

k + q

The reflection coefficient is

RL = |Jr|
Ji

= (h̄k/m)|B|2
h̄k/m

= |B|2

or

RL =
(

k − q

k + q

)2

Incidence from the right. In this case, the wave function is of the form

ψ(x) =
{

De−ikx , x < 0
e−iqx + Feiqx , x > 0

Continuity at x = 0 gives

D = 1 + F, k D = q (1 − F)

or

F = q − k

q + k
, D = 2q

q + k

The reflection coefficient is

RR = |F |2 =
(

q − k

q + k

)2

Thus, we see that the reflection coefficient is independent of the direction of inci-
dence:

RL = RR

Expressed in terms of the energy, the reflection coefficient is

R =
(

1 − √
1 − V/E

1 + √
1 − V/E

)2
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In the limit E → V , we approach the maximum value of the reflection coeffi-
cient, namely unity, and the barrier becomes impenetrable:

lim
E→V +

(R) ∼ 1 − 4

√
E

V
− 1

In the limit E → ∞ the barrier should become irrelevant and the reflection coeffi-
cient should approach zero. Indeed,

lim
E→∞

(R) ∼ V 2

16E2

Problem 3.5 Consider a step function potential V (x) = V �(x) and particles of
energy E > V incident on it from both sides simultaneously. The wave function is

ψ(x) =
{

Aeikx + Be−ikx , x < 0
Ceiqx + De−iqx , x > 0

where k ≡
√

2m E/h̄2 and q ≡
√

2m(E − V )/h̄2.

(a) Determine two relations among the coefficients A, B, C and D from the continuity of
the wave function and of its derivative at the point x = 0.

(b) Determine the matrix U defined by the relation(√
q C√
k B

)
=

(
U11 U12

U21 U22

) ( √
k A√
q D

)

Show that U is a unitary matrix.
(c) Write down the probability current conservation and show that it is directly related to

the unitarity of the matrix U.

Solution
(a) Continuity at the point x = 0 gives

A + B = C + D

ik(A − B) = iq(C − D)

These relations are equivalent to

√
q C = −

(
1 − q/k

1 + q/k

) √
q D +

(
2
√

q/k

1 + q/k

) √
k A

√
k B =

(
2
√

q/k

1 + q/k

) √
q D +

(
1 − q/k

1 + q/k

) √
k A
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(b) From the last pair of relations we can conclude immediately that

U11 = U22 = 2
√

q/k

1 + q/k

U12 = −U21 = −1 − q/k

1 + q/k

Unitarity requires that

|U11|2 + |U12|2 = |U22|2 + |U21|2 = 1

U11U ∗
21 + U12U ∗

22 = 0

These relations are easily seen to be satisfied and so U is unitary.
(c) The probability current densities in the left-hand region are

J (−)
i = h̄k

m
|A|2, J (−)

r = − h̄k

m
|B|2

Similarly, in the right-hand region, we have

J (+)
i = − h̄q

m
|D|2, J (+)

r = h̄q

m
|C |2

Current conservation is expressed as

J (−)
i + J (−)

r = J (+)
i + J (+)

r

Substituting the current expressions, this is equivalent to

q|C |2 + k|B|2 = k|A|2 + q|D|2

Expressing C and B in terms of the matrix U implies that

(|U11|2 + |U21|2) k|A|2 + (|U12|2 + |U22|2) q|D|2 +
√

kq AD∗(U ∗
11U12 + U21U ∗

22)

+
√

kq A∗ D(U11U ∗
12 + U22U ∗

21) = k|A|2 + q|D|2

This immediately implies the unitarity relations. Thus, current conservation is di-
rectly related to the unitarity of U .

Problem 3.6 Consider the standard one-dimensional infinite square well

V (x) =



+∞, x < −L
0, −L < x < L
+∞, x > L
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(a) Write down the energy eigenfunctions and eigenvalues.
(b) Calculate the spatial uncertainty in an energy eigenstate.
(c) Calculate the matrix elements of the position operator,

xnn′ = 〈n|x |n′〉
and show that the matrix xnn′ is Hermitian. In the {n} representation the position operator
is a purely imaginary antisymmetric matrix.

(d) Calculate the momentum matrix elements

pnn′ = 〈n|p|n′〉
and show that the matrix pnn′ is a Hermitian, symmetric and real matrix. In addition,
show that the square of this matrix divided by 2m gives the Hamiltonian matrix, i.e. a
diagonal matrix with the energy eigenvalues as diagonal elements.2

Solution
(a) The eigenfunctions of positive parity are

ψ2ν+1(x) = 1√
L

cos
(2ν + 1)πx

2L
(ν = 0, 1, . . .)

with eigenvalues

E2ν+1 = h̄2(2ν + 1)2π2

8mL2

The eigenvalues of negative parity are

ψ2ν(x) = i√
L

sin
νπx

L
(ν = 1, 2, . . .)

with eigenvalues

E2ν = h̄2ν2π2

2mL2

(b) Since |ψn(x)|2 is always even, the expectation value of position in an energy
eigenstate will vanish owing to the oddness of the integrand. Thus 〈x〉n = 0, and
the uncertainty squared will be given by the expectation value:

(	x)2
n = 〈n|x2|n〉

2 You may find useful the series

∞∑
j=0

(2 j + 1)2

[(2 j + 1)2 − n2][(2 j + 1)2 − n′2]
= π2

16
δnn′
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This can be computed in a straightforward fashion. For even n = 2ν we have

〈x2〉2ν = 1

L

∫ L

−L
dx x2 sin2 νπx

L
= 1

L

∫ L

−L
dx x2

(
1 − cos

2νπx

L

)

= L2

3
− L2

(2νπ )3

∫ 2νπ

−2νπ

dy y2 cos y

We now calculate the integral in the above expression:∫ L

−L
dy y2 cos y = [

y2 sin y + 2y cos y − 2 sin y
]2νπ

−2νπ
= 4νπ

Thus we end up with

〈x2〉2ν = L2

3

[
1 − 6

(2νπ )2

]

An analogous result holds for the n = 2ν + 1 case. Thus finally we have

(	x)2
n = 〈x2〉n = L2

3

[
1 − 6

(nπ )2

]

(c) The position matrix elements between states of the same parity vanish due
to the oddness of the integrand. Thus, the only non-vanishing matrix elements will
be

x2ν, 2ν ′+1 = 〈2ν|x |2ν ′ + 1〉, x2ν+1, 2ν ′ = 〈2ν + 1|x |2ν ′〉

For the first matrix element we have

x2ν, 2ν ′+1 = − i

L

∫ L

−
dx x sin

νπx

L
cos

(2ν ′ + 1)πx

2L

= − i

2L

∫ L

−L
dx x

[
sin

(2ν + 2ν ′ + 1)πx

2L
+ sin

(2ν − 2ν ′ − 1)πx

2L

]

Using the integral ∫ L

−L
dx x sin ax = 2

a2
sin aL − 2L

a
cos aL

we eventually obtain

x2ν, 2ν ′+1 = 16i L

π2
(−1)ν+ν ′ 2ν(2ν ′ + 1)[

(2ν)2 − (2ν ′ + 1)2
]2
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and

x2ν+1, 2ν ′ = −16i L

π2
(−1)ν+ν ′ 2ν ′(2ν + 1)[

(2ν ′)2 − (2ν + 1)2
]2

It is clear that

x†
nn′ = x∗

n′n = xnn′, x∗
nn′ = −xnn′

(d) In an analogous fashion we obtain the non-vanishing momentum matrix
elements

p2ν, 2ν ′+1 = −2h̄

L
(−1)ν+ν ′ 2ν(2ν ′ + 1)

(2ν)2 − (2ν ′ + 1)2

p2ν+1, 2ν ′ = −2h̄

L
(−1)ν+ν ′ 2ν ′(2ν + 1)

(2ν ′)2 − (2ν + 1)2

Clearly, we have

p†
nn′ = p∗

n′n = pn′n = pnn′

The last question in (d) amounts to showing that

1

2m
(p2)nn′ = 1

2m

∑
n′′

pnn′′ pn′′n′ = Enδnn′

Let us verify this explicitly in the case where n and n′ are even. We have

1

2m

∞∑
ν ′′=0

p2ν, 2ν ′′+1 p2ν ′′+1, 2ν ′

= 2 h̄2

mL2
(−1)ν+ν ′

4νν ′
∞∑

ν ′′=0

(2ν ′′ + 1)2[
(2ν ′′ + 1)2 − (2ν)2

] [
(2ν ′′ + 1)2 − (2ν ′)2

]
= 2 h̄2

mL2
(−1)ν+ν ′

4νν ′ π2

16
δνν ′ = h̄2(2ν)2π2

8mL2
δνν ′ = Enδnn′

The verification for n, n′ odd proceeds in an identical fashion.

Problem 3.7 Consider a one-dimensional delta function potential V (x) = gδ(x)
and the scattering of particles of energy E > 0 at it. Without loss of generality
assume that the particles are incident from the left.

(a) Applying the appropriate continuity conditions at x = 0, find the wave function ψE (x)
and write it in the form

ψE (x) = eikx + Feik|x |

where k ≡
√

2m E/h̄2.
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(b) Compute the probability current density and demonstrate that it is everywhere contin-
uous.

(c) Consider the case of attractive coupling (g < 0) and solve the bound-state problem for
E < 0. Find the bound-state wave function and compute the value of the bound-state
energy.

(d) Show that the energy of the uniquely existing bound state corresponds to a pole of the
coefficient F , previously calculated in (a).

Solution
(a) Starting from the usual type of ansatz,

ψ(x) =
{

eikx + Be−ikx , x < 0
Ceikx , x > 0

we obtain

1 + B = C

from the continuity of the wave function at x = 0. The derivative of the wave
function is discontinuous, with a finite jump given by

− h̄2

2m

[
ψ ′(0+) − ψ ′(0−)

] + gψ(0) = 0

This can be obtained by integrating Schroedinger’s equation in an infinitesimal
domain around the discontinuity point. This relation translates to

C + B − 1 = −i
2mg

kh̄2 C

Introducing

g̃ ≡ 2mg

h̄2

we obtain

C = 2k

2k + i g̃
, B = −i g̃

2k + i g̃

The wave function is

ψE (x) = �(x)

[
eikx −

(
i g̃

2k + i g̃

)
e−ikx

]
+ �(−x)

(
2k

2k + i g̃

)
eikx

It can be written in the compact form

ψE (x) = eikx + F(k)eik|x |
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with

F(k) ≡ − i g̃

2k + i g̃

(b) The probability current density can be easily calculated to be

J (x < 0) = h̄k

m

(
1 − |B|2) = h̄k

m

(
4k2

4k2 + g̃2

)

J (x > 0) = h̄k

m
|C |2 = h̄k

m

(
4k2

4k2 + g̃2

)

Thus, as a constant, it is conserved and continuous.
(c) It is easy to see that for an attractive potential (g < 0) there is a solution of

negative energy

E ≡ − h̄2κ2

2m
< 0

namely

ψ(x) = √
κ e−κ|x |

provided that

κ = −mg/h̄2

(d) Note that the previously obtained scattering amplitude F(k) has a pole at

k = −i
mg

h̄2

that corresponds to the negative energy

E = h̄2k2

2m
= −mg2

2h2

which coincides with the bound-state energy. This is a manifestation of the general
property that the poles of the scattering amplitude correspond to the bound-state
energies of the associated bound-state problem.

Problem 3.8 Consider a one-dimensional potential with a step function component
and an attractive delta function component just at the edge (Fig. 4), namely

V (x) = V �(x) − h̄2g

2m
δ(x)

Compute the reflection coefficient for particles incident from the left with energy
E > V. Consider the limit E → ∞. Do you see any difference from the pure step
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V

0
x

Fig. 4 Step function potential with an attractive delta function edge.

function case? Consider also the case E < 0 and determine the energy eigenvalues
and eigenfunctions of any existing bound-state solutions.

Solution
The wave function will be of the form

ψ(x) =
{

eikx + Be−ikx , x < 0
Ceiqx , x > 0

with

k ≡
√

2m E/h̄2, q ≡
√

2m(E − V )/h̄2

Continuity of the wave function at x = 0 gives

1 + B = C

Integrating Schroedinger’s equation over an infinitesimal interval around the origin
gives

− h̄2

2

[
ψ ′(0+) − ψ ′(0−)

] − h̄2g

2m
ψ(0) = 0

or

1 − B = − i

k
(g + iq)C

From the two relationships between B and C we obtain

C = 2

1 + q/k − ig/k

B = 1 − q/k + ig/k

1 + q/k − ig/k



3 Simple potentials 49

The reflection coefficient is

R = |Jr|
Ji

= ( h̄k/m)|B|2
h̄k/m

= |B|2

or

R = (1 − q/k)2 + g2/k2

(1 + q/k)2 + g2/k2

In the high-energy limit we have

lim
E→∞

(R) ∼ g2 h̄2

8m E

This is different from the case of a pure step barrier, where reflection drops off
faster with incident energy, namely limE→∞(R) ∼ V 2/8E2.

In order to study the case of negative energy, E < 0, it is convenient to introduce
the notation

κ− ≡
√

2m|E |
h̄2 , κ+ ≡

√
2m(V + |E |)

h̄2

Then we can write the bound-state wave function as

ψ(x) =
{

Aexκ−, x < 0
Ae−xκ+, x > 0

The discontinuity at the origin implies that

− h̄2

2m
(−Aκ+ − Aκ−) − h̄2g

2m
A = 0

which is equivalent to the constraint

κ− + κ+ = g

Substituting into this relation the definitions of κ± and squaring, we are led to the
unique bound-state energy eigenvalue

E = − m

2 h̄2g2

(
h̄2g2

2m
− V

)2

The corresponding wave number expressions are

κ2
± = m2

h̄4g2

(
g2h̄2

2m
± V

)2

The normalization constant of the bound-state wave function is easily computed to
be A = √

2κ+κ−/g.
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0 a x

Fig. 5 Impenetrable potential wall with an attractive delta function.

Problem 3.9 Figure 5 shows an attractive delta function potential situated at a
distance a from an impenetrable wall. Its form is

V (x) =



∞, x < 0

− h̄2g

2m
δ(x − a), x > 0

(a) Calculate the relative phase of the reflected waves for incident particles of energy E > 0.
What is the behaviour of this phase for low and large energies?

(b) Study the E < 0 case. Are there any bound-state solutions?

Solution
(a) Since the wave function has to vanish at the wall, the only choice in the

region 0 < x < a is sin kx . Thus, the wave function is of the form

ψ(x) =
{

Csin kx, 0 < x < a
Ae−ikx + Beikx , x > a

Continuity of the wave function at x = a gives

C sin ka = Ae−ika + Beika

However, the discontinuity of the derivative at that point gives

−ik(Ae−ika − Beika) − kC cos ka + gC sin ka = 0

or

Ae−ika − Beika = i

k
(k cos ka − g sin ka) C
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Solving for B and A, we obtain

A = C

2

[
i + g

2k
− g

2k
e2ika

]
B = C

2

[
−i + g

2k
− g

2k
e−2ika

]
The ratio of the reflected to the incident amplitude is a pure phase: namely, we have

B

A
= −i + g/2k − (g/2k)e−2ika

i + g/2k − (g/2k)e2ika
≡ e2iδ

so that

tan δ ≡ −2k/g + sin 2ka

1 − cos 2ka

At very high energies (k → ∞),

tan δ ∼ k

g sin2 ka
=⇒ δ ∼ −π

2

At low energies (k → 0),

tan δ ∼ 1

ka

(
1 − 1

ga

)

This gives either δ ∼ π/2 or δ ∼ −π/2, depending on how strong the delta-function
potential is.

(b) Introducing E = −h̄2κ2/2m, we write down the candidate bound-state wave
function in the form

ψ(x) =
{

A sinh κx, 0 < x < a
Be−κx , x > a

The continuity of the wave function and the discontinuity of its derivative at x = a
give

A sinh κa = Be−κa

κBe−κa + κA cosh κa − gBe−κa = 0

From these we obtain the bound-state energy condition

tanh κa = 1

ga/κa − 1

which can be seen graphically to have one solution for ga > 1. The bound-state
wave function is

ψ(x) = A
[
�(x)�(a − x) sinh κx + �(x − a) sinh κa e−κ(x−a)

]
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The normalization constant is given by

A−2 = a

2

(
1 + 2κa − ga

ga − 2κa

)

Problem 3.10 Consider a standard one-dimensional square well,

V (x) =
{

0, |x | > a
−V0, |x | < a

(a) Particles of energy E > 0 are incident on it from the left. Calculate the transmission
coefficient T . How does T behave for very large energies? What is its low-energy limit?

(b) Are there any specific values of positive energy for which there is absolutely no reflection
and the well is transparent? Verify explicitly that for these particular values the amplitude
of the reflected wave vanishes.

(c) Consider now the bound-state problem (E < 0). Find the bound-state wave functions
as well as the equation that determines the allowed energy eigenvalues. Assume that
our square well is relatively shallow, so that

V0 <
h̄2π2

8ma2

Show that in this case there is only one allowed bound state and that it corresponds to
an even wave function.

(d) Assume that the depth of the square well increases while its width decreases in such a
way that the product V0 × 2a stays the same. This is equivalent to writing V0 ≡ g2/2a
and taking the limit a → 0. Show that in this case there is a single bound state and
determine the precise value of its energy eigenvalue.

Solution
(a) The wave function for particles incident from the left can be written as

ψ(x) =



eikx + Be−ikx , x < −a
Ceiqx + De−iqx , −a < x < a
Feikx , x > a

where

k ≡
√

2m E/h̄2, q ≡
√

2m(E + V0)/h̄2

Applying continuity of the wave function and of its first derivative at the points
x = −a and x = a leads to the set of four equations

e−ika + Beika = Ce−iqa + Deiqa

e−ika − Beika = q

k

(
Ce−iqa − Deiqa

)
Ceiqa + De−iqa = Feika

Ceiqa − De−iqa = k

q
Feika
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Solving for F , we obtain

F = − 4qk

(k − q)2

e−2i(k+q)a

1 − e−4iqa(k + q)2/(k − q)2

The transmission coefficient is

T = Jt

Ji
= ( h̄k/m)|F |2

h̄k/m
= |F |2

and has the value

T =
(

1 + V 2
0

4E(E + V0)
sin2 2qa

)−1

Its two extreme energy limits are

lim
E→∞

{T } ∼ 1 − V 2
0

4E2
sin2 2qa → 1

lim
E→0

{T } ∼ 4E

V0 sin2
√

8ma2V0/h̄2
→ 0

(b) If the values of the energy E are such that the sine in the denominator of the
transmission coefficient vanishes, so that 2qa = nπ , the transmission coefficient
becomes unity and no reflection occurs. These values are thus

En = −V0 + n2h̄2π2

8ma2

for n = 1, 2, . . . . The physical reason for the overall vanishing of reflection is
destructive interference between the waves reflected at x = −a and those reflected
at x = a; it is analogous to the phenomenon occurring in optics. It is immediately
obvious from the expression for the reflected amplitude,

B = e−2ika (k + q)(1 − e−4iqa)

(k − q) − e−4iqa(k + q)2/(k − q)

that for 2qa = nπ , B = 0.
(c) The wave function for an eigenfunction of negative energy is

ψ(x) =



Aeκx , x < −a
B cos qx + C sin qx, −a < x < a
De−κx , x > a

with

κ ≡
√

2m|E |/h̄2, q ≡
√

2m(V0 − |E |)/h̄2

The parity invariance of the potential allows us to choose the energy eigenstates to
be simultaneously eigenstates of parity, i.e. odd and even functions. Thus, we have
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an even solution for

C = 0, D = A

and an odd solution for

B = 0, D = −A

The continuity conditions for the even solutions are

A = Beaκ cos qa, tan qa = κ/q

and those for the odd solutions are

A = −Ceaκ sin qa, tan qa = −q/κ

The energy eigenvalue conditions can be expressed in a more transparent form
if we introduce

ξ ≡ qa, β2 ≡ 2mV0a2/h̄2

Then we have κa =
√

β2 − ξ 2 and the conditions are written as

tan ξ =
√

β2

ξ 2
− 1, tan ξ = − ξ√

β2 − ξ 2

for the even and the odd solutions respectively. Plotting both sides of each equation,
we can easily see in Figs. 6 and 7 that if the parameter β is smaller than π/2 then
only the even condition can have a solution.

(d) The even eigenstates have eigenvalues that are solutions of the equation

tan ξ =
√

β2

ξ 2
− 1

1 2 3 4

−40

−20

20

40

x (radians)

Fig. 6 Even solution with β = 4.
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1 2 3 4

−10
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Fig. 7 Odd solution with β = 4.

Substituting the definitions of ξ and β given above and putting V0 = g2/2a, we get
in the limit a → 0

ξ =
√

2m

h̄2

(
g2a

2
− |E |a2

)
∼

√
mg2a

h̄2 =⇒ tan ξ ∼ ξ ∼
√

mg2a

h̄2

√
β2

ξ 2 − 1
=

√
|E |a2

g2a/2 − |E |a2
∼

√
2a|E |

g2

The eigenvalue equation gives

|E | = mg4

2 h̄2

Taking the same limits in the odd bound-state eigenvalue equation

tan ξ = − ξ√
β2 − ξ 2

we get no solution. Thus, the above eigenvalue corresponds to the single bound
state of the system in this limit.

Problem 3.11 Consider a one-dimensional infinite square well at the centre of
which there is also a very-short-range attractive force, represented by a delta func-
tion potential. The potential energy of a particle moving in the well is

V (x) =




+∞, x < −L

− h̄2g2

2m
δ(x), −L < x < L

+∞, x > L
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(a) Find the positive energy eigenvalues (E > 0).3

(b) Are there any negative energy eigenvalues (E < 0)?
(c) Consider the same problem with the sign of the coupling inverted, i.e. the case of a

repulsive delta function in the centre of the infinite square well. What is the spectrum?

Solution
(a) The energy eigenfunctions and eigenvalues of the standard infinite square

well, without the presence of the delta function potential, are known to be

ψn(x) = 1

2
√

L

[
einπx/2L + (−1)n+1 e−inπx/2L

]
, En = h̄2π2n2

8mL2

Schroedinger’s equation for the complete problem reads, in the interval
−L < x < L ,

ψ ′′(x) + k2ψ(x) = −g2ψ(0)δ(x)

where E ≡ h̄2k2/2m, the eigenfunctions ψ(x) being subject to the boundary con-
dition

ψ(−L) = ψ(L) = 0

Since, for the odd-parity eigenfunctions ψ2n(x) of the unperturbed problem we have
ψ2n(0) = 0, the delta function term will not contribute and we can conclude that
all the infinite-square-well odd eigenfunctions (those for even n) will continue to
be eigenfunctions of the problem at hand; thus

ψ2n = i√
L

sin
nπx

L
, E2n = h̄2n2π2

2mL2

The sought-for even eigenfunctions of the present problem can always be
expanded in terms of the even infinite-square-well eigenfunctions (those for
odd n):

ψk(x) =
∞∑

ν=0

Cνψ2ν+1(x)

Substituting in Schroedinger’s equation, we obtain

∞∑
ν=0

Cν

[
π2(2ν + 1)2

4L2
− k2

]
ψ2ν+1(x) = g2ψk(0)δ(x)

3 You can use the mathematical formula
∞∑

n=0

1

(2n + 1)2 − x2
= π

4x
tan

πx

2
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Multiplying by ψ∗
2ν ′+1(x), integrating over x , and using the orthonormality of the

infinite-square-well eigenfunctions we get

C2ν ′+1 = g2

π2(2ν ′ + 1)2/4L2 − k2
ψk(0)ψ∗

2ν ′+1(0)

Going back to the expansion of ψk(x), we obtain

ψk(x) = ψk(0) g2
∞∑

ν=0

ψ∗
2ν+1(0)

π2(2ν + 1)2/4L2 − k2
ψ2ν+1(x)

which can be true at the point x = 0 only if

1

g2
= 4L2

π2

∞∑
ν=0

|ψ2ν+1(0)|2
(2ν + 1)2 − (2Lk/π )2

Since we also know that ψ2ν+1(0) = 1/
√

L , we get

1

g2
= 4L

π2

∞∑
ν=0

1

(2ν + 1)2 − (2Lk/π )2

Summing the series, we arrive at

2

g2L
= tan kL

kL

There is an infinity of solutions Ẽ2ν+1 associated with the above equation:

Ẽ2ν+1 ≤ E2ν+1 = h̄2π2(2ν + 1)2

8mL2

which coincide with E2ν+1 in the limit g2 → 0. These can be seen graphically if we
plot tan x and the linear function (2/g2L)x on the same graph and look for points
of intersection; see Fig. 8.

2 4 6 8 10

−10

10

Fig. 8 Positive-energy eigenvalues for attractive coupling such that g2L = 0.4.
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2 4 6

0.5

1

1.5

Fig. 9 Negative-energy eigenvalues for attractive coupling such that g2L = 5.

2 4 6 8 10

−20

−10

10

20

Fig. 10 Positive-energy eigenvalues for repulsive coupling such that g2L = 2.

(b) Introducing E = −h̄2κ2/2m, we write the candidate bound-state wave func-
tion as

ψ(x) =
{

A sinh κ(x + L), −L < x < 0
−B sinh κ(x − L), 0 < x < L

The continuity and discontinuity conditions give

A = B, tanh κL = 2

g2L
κL

It is easily seen by plotting both sides of the latter equation that there is one solution
provided that the coupling is strong enough, i.e. g2 > 2/L . Thus, there can be only
one even negative-energy solution; see Fig. 9.

(c) In this case there can be only positive-energy solutions. Obviously, the
negative-parity (odd) states are still present since the delta function term in the
potential is invisible to them. With regard to the positive-parity solutions, the dis-
cussion in (a) for the attractive delta function can be repeated in an analogous way.
Thus we end up with the even-parity energy eigenvalue equation

tan kL = − 2

g2L
kL

Again plotting both sides of this equation (Fig. 10), we deduce that there is an
infinity of solutions.
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The corresponding energy eigenvalues are always larger than those we obtain
with the delta function turned off, i.e.

Ẽ2ν+1 ≥ E2ν+1 = h̄2π2(2ν + 1)2

8mL2

Problem 3.12 Consider a potential consisting of two delta functions,

V (x) = h̄2g1

2m
δ(x + a) + h̄2g2

2m
δ(x − a)

(a) Find the bound-state spectrum in the case g1 = g2 < 0.
(b) Do the same in the case g1 = −g2 > 0.

Solution
(a) In the case of equal (attractive) couplings, i.e. g1 = g2 ≡ −g2 < 0, the sys-

tem is parity-even and we can exploit this symmetry to look for even and odd
solutions.

An even candidate wave function is (E = −h̄2κ2/2m),

ψ+(x) =



Aeκx , x < −a
B cosh κx, −a < x < a
Ae−κx , x > a

The continuity and discontinuity conditions are

B = Ae−κa

cosh κa
and

1 + tanh κa = g2a

κa
We can read off easily from the plot of this equation (see Fig. 11) that there is
always one (even) solution.

1 2 3 4

1

2

3

4

5

Fig. 11 Even solution for g2a = 1.
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Fig. 12 Odd solution for g2a = 2.

An odd candidate wave function is

ψ−(x) =



−Aeκx , x < −a
B sinh κx, −a < x < a
Ae−κx , x > a

The resulting conditions are

B = Ae−κa

sinh κa

and

1 + coth κa = g2a

κa

The graphical solution of the last condition is given in Fig. 12. It is clear that an
odd solution does not always exist. In order to guarantee the presence of a bound
state with odd-parity wave function we need a strong enough attractive coupling.
It can be seen from the plot that g2 > 1/a is required.

(b) In the case of the asymmetric potential

V (x) = g2h̄2

2m
[δ(x + a) − δ(x − a)]

we can begin with the candidate bound-state wave function

ψ(x) =



Aeκx , x < −a
Beκx + Ce−κx , −a < x < a
De−κx , x > a

Solving the continuity and discontinuity equation system, we get the energy
eigenvalue condition

e4κa = g4

g4 − 4κ2
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Fig. 13 Solution of the asymmetric case for λ2 = 2.

which, in terms of ξ ≡ 4ka and λ2 ≡ 4g4a2, is

eξ = 1

1 − ξ 2/λ2

and can be solved graphically as in the previous cases to show that one bound state
exists; see Fig. 13.

Problem 3.13 Consider the incidence of particles of energy E > 0 at a one-
dimensional potential region consisting of two unequal delta functions:

V (x) = h̄2

2m
[ g1 δ(x + a) + g2 δ(x − a) ]

(a) Calculate the transmission coefficient.
(b) Consider the case g1 = −g2 and show that there exist special values of the energy for

which transmission is perfect and there is no reflection.
(c) Compare the low-energy behaviour (E → 0) and high-energy behaviour (E → ∞) in

the three cases g1 = g2, g1 = −g2 and g1 �= 0, g2 = 0.

Solution
(a) The wave function will be

ψ(x) =



eikx + Be−ikx , x < −a
Ceikx + De−ikx , −a < x < a
Feikx , x > a

The continuity conditions are

λ−1 + λB = Cλ−1 + Dλ

Fλ = Cλ + Dλ−1

where we have defined

λ ≡ eika
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The discontinuity conditions

ψ ′(±a+) − ψ ′(±a−) = g2, 1ψ(±a)

give

ik Fλ − ikCλ + ik Dλ−1 = g2 Fλ

ikCλ−1 − ik Dλ − ikλ−1 + ik Bλ = g1(λ−1 + λB)

From the second and third of the four continuity conditions we get

F = D

(
2ik

g2

)
λ−2, C = iλ−2

(
2k + ig2

g2

)
D

Cancelling B from the other two equations gives

D = −2iλ−2 g2k

g1g2 + λ−4(2k + ig1)(2k + ig2)

and finally we obtain

F = 4k2

λ4 g1g2 + (2k + ig1)(2k + ig2)

The resulting transmission coefficient is

T = |F |2 =
{[

1 − g1g2

4k2
(1 − cos 4ka)

]2
+

(
g1g2

4k2
sin 4ka + g1 + g2

2k

)2
}−1

(b) In the case g1 = −g2 ≡ g, the expression simplifies to

T =
{[

1 + g2

4k2
(1 − cos 4ka)

]2

+ g4

16k4
sin2 4ka

}−1

It is obvious that for 2ka = nπ the transmission is perfect, i.e.

En = h̄2n2π2

8ma2
(n = 1, 2, . . .) =⇒ T = 1, R = 0

(c) The qualitative behaviour in all these three cases is the same. In detail, we
have the following results.

For the case g1 = g2 ≡ g,

lim
k→0

{T } ∼ k2

g2(1 + ag2)
, lim

k→∞
{T } ∼ 1 − g2

k2
cos2 2ka

For the case g1 = −g2 ≡ g,

lim
k→0

{T } ∼ k2

g4a2
, lim

k→∞
{T } ∼ 1 − g2

k2
sin2 2ka



3 Simple potentials 63
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Fig. 14 Arbitrary one-dimensional well.

For the case g1 ≡ g �= 0, g2 = 0,

lim
k→0

{T } ∼ 4k2

g2
, lim

k→∞
{T } ∼ 1 − g2

4k2

Problem 3.14 It is well known that the one-dimensional square well potential
always has at least one negative-energy eigenstate. Consider an arbitrary one-
dimensional potential that is always non-positive and bounded, i.e. V (x) ≤ 0
and |V (x)| < ∞. You can prove that such a potential will always have at least
one negative-energy eigenstate. In order to do this, first consider a square well
V0(x) = −V0�(a − x)�(x + a) inscribed in V (x) (see Fig. 14). Then consider
the ground state ψ0(x) of V0(x), with corresponding energy E0. Prove that
there is always a negative-energy eigenvalue E ≤ E0. Hint: Take the matrix
element of the Schroedinger operator between the state ψ0 and the desired bound
state ψE (x).

Solution
Let us consider the square-well potential V0(x) inscribed in V (x). The time-

independent Schroedinger equation for this square-well problem reads

− h̄2

2m
ψ ′′

0 (x) + V0(x)ψ0(x) = E0ψ0(x)

The corresponding eigenvalue equation for the potential V (x) is

− h̄2

2m
ψ ′′

E (x) + V (x)ψE (x) = EψE (x)

Multiplying the first of these two equations by ψE (x), the second by ψ0(x) and
subtracting, we end up with

− h̄2

2m

[
ψE (x)ψ ′′

0 (x) − ψ0(x)ψ ′′
E (x)

]
= − [V0(x) − V (x)] ψ0(x)ψE (x) + (E0 − E)ψ0(x)ψE (x)
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Note that the left-hand side is proportional to the derivative[
ψE (x)ψ ′

0(x) − ψ0(x)ψ ′
E (x)

]′

Let us now integrate the equation over the whole interval (−∞, +∞). The left-hand
side will give a vanishing result and so we shall get

E0 − E =
∫ +∞
−∞ dx[V0(x) − V (x)]ψ0(x)ψE (x)∫ +∞

−∞ dx ψ0(x)ψE (x)

We have assumed implicitly that the candidate ground state ψE (x) will not have any
nodes, i.e. points where it vanishes. Thus the product ψ0(x)ψE (x) will be monotonic
and will yield a non-vanishing integral by which it is legitimate to divide. Since,
by construction, V0(x) is always larger than or equal to V (x), the right-hand side
of our last equation will be non-negative. Thus, we can conclude that

E ≤ E0

and there will always be a negative-energy eigenvalue.

Problem 3.15 Consider the square well

V (x) =
{

0, |x | > a
−V0, |x | ≤ a

(a) What is the required value of the product V0a2 for there to be four bound states?
(b) Consider a parabolic potential inscribed within the square well V (x) (see Fig. 15):

Ṽ (x) =
{

0, |x | > a
V0(x2/a2 − 1), |x | ≤ a

Show that the parabolic potential will have at least one odd bound state and that it cannot
have more than four bound states of either parity.

(c) Comment on the triangle potential

V =
{

0, |x | > a
V0(|x |/a − 1), |x | ≤ a

Ṽ(x) V(x)
−V0

a−a x0

Fig. 15 Parabolic well Ṽ .
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Solution
(a) The eigenvalue equations for the square well, written in terms of the variable

ξ =
√

2ma2(V0 − |E |)/h̄2 and the area parameter β2 = 2ma2V0/h̄2, are

tan ξ =
√

β2

ξ 2
− 1, tan ξ = − ξ√

β2 − ξ 2

From these equations we can deduce graphically that we need β to be larger than
π/2, 3π/2, . . . in order to have respectively two, three, etc. positive-parity bound
states and one, two, etc. negative-parity bound states. Thus, for

3π

2
< β < 2π =⇒ 9 h̄2π2

8m
< V0a2 <

2 h̄2π2

m

we shall have four bound states.
(b) Since our potential is inscribed within a square well that has exactly four

bound states, it is clear that we could not have more bound states than four. In
order to find out the lowest number of allowed bound states in our potential, let us
consider a second square well, characterized by depth V1 and width 2a1, inscribed
within the parabola. The fact that it is inscribed translates to the relation

Ṽ (a1) = V1 =⇒ V1 = V0

(
a2

1

a2
− 1

)

Such a rectangular potential will have a maximum number of bound states if and
only if its ‘area’ V1a2

1 is maximal. Therefore, let us demand a maximum of the
function V1(a1)a2

1 , i.e.

d

da2
1

[
V1(a1)a2

1

] = V0
d

da2
1

(
a4

1

a2
− a2

1

)
= V0

(
2a2

1

a2
− 1

)
= 0

or

a2
1 = a2

2
=⇒ {

a2
1 V1

}
max = a2V0

4

Thus, the corresponding parameter will be

β1 ≡
√

2ma2
1 |V1|

h̄2 = β

2
=⇒ 3π

4
< β1 < π

and will correspond to two bound states. Thus, we can conclude that the lowest
number of bound states that our parabolic potential can have is two: obviously, one
is even (the ground state) and the other is odd.

(c) Applying exactly the same method as above to the triangular potential V
(see Fig. 16), we conclude that the inscribed square well of maximal area has
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Fig. 16 Triangular well.

a1 = 2a/3 and (a2
1 |V1|)max = 4V0a2/27. This corresponds to the area parameter

value β1 = 2β/3
√

3, so that

π√
3

< β1 <
4π

3
√

3

For this range, again we can have two bound states, one even (the ground state) and
the other odd.

Problem 3.16 A particle of mass m is bound in an attractive delta function potential

V (x) = − h̄2g2

2m
δ(x)

Its bound-state wave function is ψ0(x) = √
κ e−κ|x | and its energy is E0 =

−h̄2κ2/2m with κ = g2/2. Assume that, instantaneously, a force acts on the parti-
cle, imparting momentum p0 to it. Calculate the probability of finding the particle
in its original state.

Solution
The initial state of the particle is characterized by vanishing momentum, i.e.

〈ψ0|p|ψ0〉 = 0. If we act on the wave function with the operator e−i p0x/h̄ , which in
momentum space clearly corresponds to a momentum-translation operator ep0∂/∂p,
we obtain a state with wave function

ψp0 (x) = eip0x/h̄ ψ0(x)

This state has momentum expectation value

〈ψp0 |p|ψp0〉 =
∫ +∞

−∞
dx ψ0(x)

[−ih̄ψ ′
0(x) + p0ψ0(x)

] = p0

The wave function of the system can be expanded in energy eigenfunctions of
the unperturbed system as

�(x, t) = C0ψ0(x) e−i E0t/h̄ +
∫ ∞

0
d E C(E)ψE (x)e−i Et/h̄
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where the coefficients are the probability amplitudes for finding the particle in the
corresponding states. Thus, the probability of finding the particle in the ground
state immediately after we impart momentum p0 to it is

P = |C0|2 =
∣∣∣∣
∫ +∞

−∞
dx ψ0(x)ψp0 (x)

∣∣∣∣
2

=
∣∣∣∣
∫ +∞

−∞
dx ψ2

0 (x)eip0x/h̄

∣∣∣∣
2

=
∣∣∣∣ 2κ

2κ + i p0/h̄

∣∣∣∣
2

= g4h̄2

p2
0 + g4h̄2

Problem 3.17 Consider a particle moving in the three-dimensional attractive po-
tential

V (x, y, z) = − h̄2

2m
[λ1 δ(x) + λ2 δ(y) + λ3 δ(z)]

(a) Find the energy and wave function of any existing bound state (E < 0).
(b) For the above state, compute the spatial and momentum uncertainties (	x)2, (	p)2 and

check Heisenberg’s inequality.

Solution
(a) The problem is separable. By setting

ψ(x, y, z) = X (x)Y (y)Z (z),

we obtain

X ′′(x) + λ1 X (0)δ(x)

X (x)
+ Y ′′(y) + λ2Y (0)δ(y)

Y (y)

+ Z ′′(z) + λ3 Z (0)δ(z)

Z (z)
= −2m E

h̄2 = κ2
1 + κ2

2 + κ2
3

which separates into three independent equations with solutions as shown:

X ′′(x) + λ1 X (0)δ(x) = κ2
1 X (x) =⇒ X (x) = X (0)e−κ1|x |

Y ′′(y) + λ2Y (0)δ(y) = κ2
2 Y (y) =⇒ Y (y) = Y (0)e−κ2|y|

Z ′′(z) + λ3 Z (0)δ(z) = κ2
3 Z (z) =⇒ Z (z) = Z (0)e−κ3|z|

The discontinuity conditions at the origin give

X ′(0+) − X ′(0−) = −λ1 X (0) =⇒ κ1 = λ1

2

and, similarly,

κ2 = λ2

2
, κ3 = λ3

2
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Together, these relations lead to

ψ(x, y, z) =
(

λ1λ2λ3

8

)1/2

exp

(
−λ1

2
|x | − λ2

2
|y| − λ3

2
|z|

)

and

E = − h̄2

8m

(
λ2

1 + λ2
2 + λ2

3

)
(b) The expectation values 〈x〉, 〈y〉, 〈z〉 and 〈px〉, 〈py〉, 〈pz〉 vanish owing to

parity. Thus

(	x)2 = 〈x2 + y2 + z2〉

and

(	p)2 = 〈
p2

x + p2
y + p2

z

〉
We can easily compute

〈ψ |x2|ψ〉 = 〈X |x2|X〉 〈Y Z |Y Z〉 = λ1

2

∫ +∞

−∞
dx x2 e−2κ1|x |

= λ1

4

∂2

∂κ2
1

(∫ ∞

0
dx e−2κ1 x

)
= λ1

4

∂2

∂κ2
1

(
1

2κ1

)
= λ1

4κ3
1

= 2

λ2
1

Thus, finally,

(	x)2 = 2

(
1

λ2
1

+ 1

λ2
2

+ 1

λ2
3

)

In an analogous fashion, we get

〈p2
x〉 = 〈

X |p2
x |X

〉 = −λ1h̄2

2

∫ +∞

−∞
dx e−κ1|x | ∂2

∂x2
e−κ1|x |

= −λ1h̄2

2

∫ +∞

−∞
dx e−κ1|x | ∂

∂x

[−κ1 sign(x) e−κ1|x |]

= −λ1h̄2

2

∫ +∞

−∞
dx e−κ1|x | [−2κ1 δ(x) + κ2

1 e−κ1|x |] = λ2
1h̄2

4

and, finally,

(	p)2 = h̄2

4

(
λ2

1 + λ2
2 + λ2

3

)
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The uncertainty product gives

(	x)2(	p)2 = h̄2

2

(
λ2

1 + λ2
2 + λ2

3

) (
1

λ2
1

+ 1

λ2
2

+ 1

λ2
3

)

which is always larger than h̄2/4, as required by Heisenberg’s inequality.

Problem 3.18 Consider a three-dimensional square-well potential,

V (x, y, z) = −V0 �(a − |x |) �(a − |y|) �(a − |z|)
Find the eigenfunctions and energy eigenvalues corresponding to bound states

(E < 0).
Solution
Introducing

E = − h̄2

2m

(
κ2

x + κ2
y + κ2

z

)
, E + V0 = h̄2

2m

(
q2

x + q2
y + q2

z

)
we obtain the trial eigenfunctions

ψ(x, y, y) = X (x)Y (y)Z (z)

where each factor can be even, so that

X (x) = � (a − |x |) A cos qx x + � (|x | − a) Be−κx |x |

or odd, so that

X (x) = � (a − |x |) A sin qx x + � (|x | − a) sign(x) Be−κx |x |

where A, B, A, B are coefficients.
In an analogous fashion, replacing x by y and then z, we obtain the other wave

function factors.
Continuity at x = a gives

A cos qxa = Be−κx a, − Aqx sin qxa = −Bκx e−κx a

for the even eigenfunctions and

A sin qxa = Be−κx a, Aqx cos qxa = −Bκx e−κx a

for the odd eigenfunctions. Summarizing the energy eigenvalue equations, we have

tan aqi =
{
κi/qi (even)
−qi/κi (odd)

for i = x, y, z.
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If we denote by

ε
(+)
1 , ε

(−)
2 , ε

(+)
3 , . . .

the energy values corresponding to the solutions of each of the above eigenvalue
equations (we denote the corresponding parity of their wave functions by a
superscript plus or minus), we shall have the following energy eigenstates and
eigenvalues:

ψ
(+++)
111 ; E111 = 3ε

(+)
1

ψ
(−++)
211 , ψ

(+−+)
121 , ψ

(++−)
112 ; E211 = ε

(−)
2 + 2ε

(+)
1 = E121 = E211

ψ
(−−+)
221 , ψ

(−+−)
212 , ψ

(+−−)
122 ; E221 = 2ε

(−)
2 + ε

(+)
1 = E212 = E122

ψ
(−−−)
222 ; E222 = 3ε

(−)
2

and so on.

Problem 3.19 Consider a particle of mass m under the influence of an attractive
delta function potential

V (x) = − h̄2g2

2m
δ(x)

The system is in its ground state, with energy E0 = −h̄2g4/8m and wave function4√
g2/2 e−g2|x |/2. Since the only time dependence of this wave function comes from

the phase factor e−i Et/h̄ , the characteristic time of the system is τ ∼ 8m/h̄g4.

(a) In a time interval much shorter than the characteristic time of the system, the strength
of the potential increases to a much larger value g2 � g2, while the particle stays in the
same state. What is the new ground state of the system? What are the new scattering
states?

(b) What is the probability of finding the system in the (new) ground state?
(c) What is the probability density for finding the particle in an eigenstate of energy E > 0?

What is the probability of finding the particle in any scattering state? What is its relation
to the probability of part (b)?

(d) What is the energy required for the increase in strength of the potential?

Solution
(a) According to the assumptions, after the sudden increase in strength of the

potential the wave function of the system will be the same at the instant after the

4 The positive-energy eigenfunctions of the system are

ψ
(±)
k (x) = 1√

2π

(
e±ikx − g2

g2 + 2ik
eik|x |

)

with k =
√

2m E/h̄2 > 0.



3 Simple potentials 71

change.5 It can be expanded in terms of the complete set of new energy eigenstates,
given by

ψ0(x) =
√

g2

2
e−g2 |x |/2

(
E0 = − h̄2g4

8m

)

ψ
(±)
k (x) = 1√

2π

(
e±ikx − g2

g2 + 2ik
eik|x |

)

Thus, the wave function of the system will be

�(x, t) = C0ψ0(x) e−i E0t/h̄ +
∫ ∞

0
dk C (+)(k) e−i Et/h̄ ψ

(+)
k (x)

+
∫ ∞

0
dk C (−)(k) e−i Et/h̄ ψ

(−)
k (x)

At the instant after the change (t = 0) we have

�(x, 0) = ψ0(x) =
√

g2

2
e−g2|x |/2

= C0ψ0(x) +
∫ ∞

0
dk C (+)(k) ψ

(+)
k (x) +

∫ ∞

0
dk C (−)(k) ψ

(−)
k (x)

(b) The probability of finding the system in the new ground state will be

P0 = |C0|2 =
∣∣∣∣
∫ +∞

−∞
dx ψ0(x)ψ0(x)

∣∣∣∣
2

= 4g2g2

(g2 + g2)2

(c) The probability density for the particle to be in a scattering eigenstate will be

P±(k) = |C (±)(k)|2

with

C (±)(k) =
∫ +∞

−∞
dx ψ0(x)ψ

(±)
k (x)

= g

2
√

π

∫ +∞

−∞
dx e−g2|x |/2

(
e±ikx − g2

g2 + 2ik
eik|x |

)

= g√
2

∫ +∞

−∞
dx e−g2|x |/2

[
ψ

(±)
k (x) + 1√

2π

(
g2

g2 + 2ik
− g2

g2 + 2ik

)
eik|x |

]

= ikg√
π

g2 − g2

(g2 + 2ik)(g2 + 2ik)

∫ +∞

−∞
dx e(ik−g2/2)|x |

5 The energy of the system will change due to the change in potential, however.
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The final integration gives

C (±)(k) = 4ikg√
π

g2 − g2

(g4 + 4k2)(g2 + 2ik)

and

P±(k) = 16g2k2

π

(g2 − g2)2

(g4 + 4k2)2(g4 + 4k2)

The probability of finding the particle in any scattering state is6

P± =
∫ ∞

0
dk P±(k) = 1

2

(
g2 − g2

g2 + g2

)2

As expected,

P0 + P+ + P− = 1

(d) The expectation value of the energy is

〈H〉 = h̄2g2

4m

∫ +∞

−∞
dx e−g2|x |/2

(
− d2

dx2
− g2δ(x)

)
e−g2|x |/2

= h̄2g2

4m

∫ +∞

−∞
dx

[
g4

4
(|x |′)2 − g2

2
(|x |)′′ + g2δ(x)

]
e−g2|x |

= h̄2g2

4m

∫ +∞

−∞
dx

[
g4

4
− g2δ(x) + g2δ(x)

]
e−g2|x |

Finally, we can write

〈H〉 = E0

(
2

g2

g2
− 1

)

The difference in energy will be

	W = E0 − 〈H〉 = −2E0

(
g2

g2
− 1

)
= 2|E0|

(
g2

g2
− 1

)

6 P± = − 16g2

π
(g2 − g2)

∂

∂g 4

∫ ∞

0
dk k2

[
1

( g 4 − g4)

(
1

g4 + 4k2
− 1

g 4 + 4k2

)]

= − 2

π
(g2 − g2)2 ∂

∂g2

∫ ∞

0
dk

1

( g 4 − g4)

(
− g4

g4 + 4k2
+ g 4

g 4 + 4k2

)

Using the integral
∫ ∞

0 dx (x2 + a2)−1 = π/2a, we finally get

P± = 1

2

(
g2 − g2

g2 + g2

)2
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V0

a−a x

d(x)

Fig. 17 Square barrier with an attractive delta function core.

Problem 3.20 A repulsive short-range potential with a strongly attractive core can
be approximated by a square barrier with a delta function at its centre (Fig. 17),
namely

V (x) = − h̄2g2

2m
δ(x) + V0�(a − |x |)

Show that there is a negative-energy eigenstate (the ground state). If E0 is the
ground-state energy of the delta function potential in the absence of the positive
potential barrier, the ground-state energy of the present system obeys

E ≥ E0 + V0

What is the particular value of V0 for which we have the limiting case of a ground
state with vanishing energy?

Solution
Let us define

κ2 ≡ 2m

h̄2 |E |, q2 = 2m

h̄2 (|E | + V0), β2 ≡ 2m

h̄2 V0

The Schroedinger equation is

ψ ′′ = κ2ψ (|x | > a)

ψ ′′ = q2ψ (|x | < a)

The discontinuity at the origin gives

ψ ′(+0) − ψ ′(−0) = −g2ψ(0)

Odd-parity solutions do not see the attractive delta function potential and, thus,
cannot exist for E < 0. Even-parity solutions of the above equations have the form

ψ(x) =
{

Ae−κ|x |, |x | > a
Beq|x | + Ce−q|x |, |x | < a
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Continuity at a and 0 leads to the condition

e2qa

(
1 − g2/2q

1 + g2/2q

)
= q − κ

q + κ

In the case of vanishing V0, we recover the solution

E0 = − h̄2

2m

(
g2

2

)2

Since the right-hand side of the eigenvalue equation is always positive, we have
necessarily

1 − g2

2q
> 0 =⇒ 2m

h̄2 (−E + V0) ≥ g4

4
or

E ≤ V0 − h̄2

2m

(
g2

2

)2

= V0 + E0

We can see graphically that the above eigenvalue equation has only one solution,
by defining

ξ ≡ qa, λ ≡ g2a

2
, b ≡ βa

Then, we have

e2ξ

(
ξ − λ

ξ + λ

)
= ξ −

√
ξ 2 − b2

ξ +
√

ξ 2 − b2

The solution exists provided that λ ≥ b. In the limiting case λ = b, or, equivalently,
β =

√
2mV0/h̄2 = g2/2, we get a vanishing ground-state energy.

Problem 3.21 Consider a particle of mass m bound in the linear potential V (x) =
λ2|x |; see Fig. 18.

E
V(x)

x0 a−a

Fig. 18 Linear potential.
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(a) Using dimensional analysis derive the dependence of the energy eigenvalues on the
parameters of the system.

(b) Show the validity of the following approximate solution of the Schroedinger equation:

ψ(x) =
{

Cκ−1/2 exp
[∫ a

x dx κ(x)
]
, x � a

C ′k−1/2 cos
[ ∫ a

x dx k(x) − π/4
]
, x � a

where k2(x) = 2m[E − V (x)]/h̄2, κ2(x) = 2m[V (x) − E]/h̄2 and a is the turning
point defined by E = V (a). At what distance L � a from the turning point does this
solution become a good approximation?

(c) Find the energy eigenvalues.

Solution
(a) Since the only parameters that appear in the Schroedinger equation are λ2

and h̄2/m, we must necessarily have

E =
(

h̄2

m

)β (
λ2

)γ
ε(n)

where β and γ are exponents to be determined and ε(n) is a dimensionless function
of the quantum number n that determines the energy spectrum. Substituting the
dimensions of the quantities involved (note that [λ] = M1/2L1/2T −1), we obtain
β = 1/3 and γ = 2/3. Thus

E =
(

h̄2

m

)1/3 (
λ2

)2/3
ε(n)

(b) Let us consider the x > a branch. Substituting into the Schroedinger equa-
tion, we obtain

κ3/2 − κ3/2 + 1
2κ

−1/2κ ′ − 1
2κ

−1/2κ ′ + [
3
4κ

−5/2(κ ′)2 − 1
2κ

−3/2κ ′′] = 0

Thus, the above wave function is a valid approximate solution provided that the
terms in the brackets are negligible. This amounts to

κ ′ � κ2 =⇒ (V − E)3/2 � λ2

2

√
h̄2

2m

Setting V (x) − E = λ2(x − a) ≡ λ2L , we obtain

L �
(

h̄2

mλ2

)1/3

as expected on dimensional grounds.
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(c) The wave function ψ(x) should be odd or even under space reflection (a →
−a). Thus, we should have

cos

[∫ a

x
dx k(x) − π

4

]
= ± cos

[∫ x

−a
dx k(x) − π

4

]
or

cos

[
−

∫ a

x
dx k(x) − π

4

]
= cos

[∫ a

x
dx k(x) + π

4

]

= ± cos

[∫ x

−a
dx k(x) + π

4

]

This implies that

∫ a

x
dx k(x) + π

4
= −

∫ x

−a
dx k(x) − π

4
+ (n + 1)π

with n a non-zero integer, or

∫ a

−a
dx k(x) = π

(
n + 1

2

)

Calculating the integral, we have

∫ a

−a
dx k(x) = 2

√
2mλ2

h̄2

∫ a

0
dx (a − x)1/2 = 4

3
a3/2

√
2mλ2

h̄2

= 4

3

(
E

λ2

)3/2
√

2mλ2

h̄2

we finally get

En = (λ2)2/3

(
h̄2

m

)1/3 [
3π

4
√

2

(
n + 1

2

)]2/3

Problem 3.22 An electron moves under the influence of an electric field defined
by

E =


E x̂, x > a, ∀y, z
0, −a < x < a, ∀y, z
−E x̂, x < −a, ∀y, z



3 Simple potentials 77

0−a

V(x)

xb−b

−ε

E

a

ε ε

Fig. 19 Uniform electric field.

(see Fig. 19). In the WKB approximation the x-dependent part of its energy
eigenfunctions in the x > 0 region is of the form

ψ(x) =
{

Cκ−1/2 exp
[∫ b

x dx κ(x)
]
, x � b

C ′k−1/2 cos
[ ∫ b

x dx k(x) − π/4
]
, x � b

where again k2(x) = 2m[E − V (x)]/h̄2, κ2(x) = 2m[V (x) − E]/h̄2 and b is
the turning point defined by E = V (b). Find the energy eigenvalues in this
approximation.

Solution
The potential corresponding to the given electric field will be

V (x) =



−eEx, x > a
0, −a < x < a
eEx, x < −a

The Schroedinger equation can be reduced to one-dimensional equations by the
separation of variables. The energy eigenfunctions are

�(r) = 1

2π
eiky y eikz zψ(x)

where ψ(x) solves the above one-dimensional potential with energy eigenvalues
E . The total energy eigenvalues are

Etot = E + h̄2k2
y

2m
+ h̄2k2

z

2m
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According to the given WKB formula for the wave function ψ(x), we shall have,
for a point to the left of the right-hand barrier,

ψ<(x) = C ′k−1/2 cos

[∫ b

x
dx k(x) − π

4

]

This should coincide with the corresponding wave function constructed for a point
to the right of the left-hand barrier, namely

ψ>(x) = C ′k−1/2 cos

[∫ x

−b
dx k(x) − π

4

]
= C ′k−1/2 cos

[∫ −b

x
dx k(x) + π

4

]

Thus, we must have

ψ>(x) = ±ψ<(x) =⇒
∫ b

−b
dx k(x) − π

2
= nπ (n = 1, 2, . . .)

This is the WKB quantization condition. It gives

a +
∫ b

a
dx

√
1 − x

b
= a + 2b

3

(
1 − a

b

)3/2
= π

2
√

E

(
n + 1

2

) √
h̄2

2m

with

b = E

|e|E
It is convenient to introduce the characteristic length scale of the potential,

L ≡
(

h̄2

m|e|E
)1/3

and the dimensionless energy variable

ξ ≡
√

E

a|e|E =
√

b

a

Then the eigenvalue equation becomes

ξ + 2ξ 3

3

(
1 − 1

ξ 2

)3/2

= π

2
√

2

(
n + 1

2

) (
L

a

)3/2

Note that ξ > 1.
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For very large energies or, equivalently, for ξ � 1, we get

ξ0 = n1/3

(
3π

4
√

2

)1/3 (
L

a

)1/2

and

E (0)
n = n2/3

(
9π2h̄2e2E2

32m

)1/3

This is independent of a and coincides with the WKB result for the potential
V = −eE |x |.

In order to go beyond this approximation, we can expand the above equation in
terms of ξ−2. We obtain

ξ + 2ξ 3

3

(
1 − 3

2ξ 2
+ 3

8ξ 4
+ · · ·

)
= πn

2
√

2

(
L

a

)3/2

or, keeping the next to leading term,

2ξ 3

3
+ 1

4ξ
= πn

2
√

2

(
L

a

)3/2

Now, we can substitute the trial solution

ξ = ξ0 + ξ1

and obtain

2ξ 3
0

3

(
1 + 3ξ1

ξ0
+ · · ·

)
+ 1

4ξ0

(
1 − ξ1

ξ0
+ · · ·

)
= πn

2
√

2

(
L

a

)3/2

= 2ξ 3
0

3

or

ξ1 ≈ −ξ−3
0

8

Thus finally we get

En ≈ n2/3

(
9 h̄2π2e2E2

32m

)1/3

1 − 1

4n4/3

(
4
√

2

3π

)4/3 ( a

L

)2



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Problem 3.23 A particle in a one-dimensional crystal is free to move in the region
−a < x < a but it is subject in harmonic forces beyond this range. The potential
energy of the particle can be stated in the form

V (x) =



1
2 mω2(x − a)2, x > a
0, −a < x < a
1
2 mω2(x + a)2, x < −a

where m is the mass of the particle and mω2 is the spring constant. Find the
approximate energy eigenvalues in the WKB approximation. How does the result
behave in the two opposite limits of very small or very large a?

Solution
The WKB eigenvalue condition is

∫ b

−b
dx

√
2m

h̄2 [E − V (x)] = π

(
n + 1

2

)

The energy E is related to the turning point b by E = 1
2 mω2(b − a)2. The above

integral becomes

∫ a

−a
dx

√
2m

h̄2 E +
∫ −a

−b
dx

√
2m

h̄2

[
E − 1

2
mω2(x + a)2

]

+
∫ b

a
dx

√
2m

h̄2

[
E − mω2

2
(x − a)2

]

or

2a

√
2m E

h̄2 + 2

(
mω

h̄

)
(b − a)2

∫ 1

0
dχ

√
1 − χ2

The last integral is just π/4. Thus, we get(
2mω

h̄

) [
a(b − a) + π

4
(b − a)2

]
= π

(
n + 1

2

)

It is convenient to introduce the characteristic oscillator length L ≡ √
h̄/mω

and the dimensionless energy variable ε ≡ E/h̄ω. In terms of them, the eigenvalue
equation becomes

ε +
(

2
√

2a

π L

)
√

ε −
(

n + 1

2

)
= 0
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Solving this equation, we obtain the energy eigenvalues as

En = h̄ω

(
2

π2

) ( a

L

)2
[
−1 +

√
1 + π2L2

2a2

(
n + 1

2

) ]2

In the limit a � L , we obtain, as expected,

En ≈ h̄ω

(
n + 1

2

)
In the opposite limit, a � L , we obtain

En ≈ π2h̄2n2

8ma2

which coincides with the eigenvalues of an infinite square well.
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The harmonic oscillator

Problem 4.1 Consider a one-dimensional harmonic oscillator with potential en-
ergy V (x) = 1

2 mω2x2. The initial (t = 0) wave function of the system is

ψ(x, 0) = 1√
2

(
1 − x

|x |
)

f (x)

where f (x) is a real ( f ∗(x) = f (x)) normalized function that is odd under space
reflection x → −x , i.e. f (−x) = − f (x).

(a) Is ψ(x, 0) normalized?
(b) What is the initial probability density at the point x = 0?
(c) What is the initial probability of finding the particle in the region [0, +∞]? What is the

initial probability for the region [−∞, 0]?
(d) What is the parity of the initial wave function? What is the parity of the wave function

at a later arbitrary time t > 0?
(e) Is there a time t1 at which we can be certain that the particle will be in the region x ≥ 0?
(f) Is there a time T > 0 at which we can be certain that the particle will be in the region

x ≤ 0?
(g) Calculate the current densities J (x, 0), J (x, t1), J (x, T ).
(h) Is there a time t2 at which the probabilities of finding the particle in the regions x > 0

and x < 0 will be equal?

Solution
(a) The normalization condition is satisfied since

1 =
∫ +∞

−∞
dx |ψ(x, 0)|2 =

∫ 0

−∞
dx 2[ f (x)]2

=
∫ 0

−∞
dx [ f (x)]2 −

∫ 0

+∞
d(−x) [− f (−x)]2 =

∫ +∞

−∞
dx [ f (x)]2 = 1

82
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(b) Owing to the odd parity of f (x), we have f (0) = − f (0) = 0 and, therefore,
P(0, 0) = 0.

(c) Owing to the vanishing of the wave function in the x > 0 region, we have
P+ ≡ ∫ +∞

0 dx P(x, 0) = 0. Obviously

P− ≡
∫ 0

−∞
dx P(x, 0) = 1 − P+ = 1

(d) The initial wave function does not have a definite parity. The time-evolved
wave function will be a mixture of odd and even eigenfunctions and, therefore, will
not have a definite parity either.

(e) The wave function at positive times will be

ψ(x, t) = e−iωt/2
∞∑

n=0

cne−inωtψn(x)

The coefficients cn are given by

cn =
√

2
∫ 0

−∞
dx ψn(x) f (x)

Note that, owing to the reality of the eigenfunctions and the reality of f (x), the cn

are also real.
It should be noted that the eigenfunctions have definite parity, ψn(−x) =

(−1)nψn(x). Then, it is clear that for

t1 = π

ω

we have

ψ(x, t1) = −i
∑

n

cnψn(−x) = −iψ(−x, 0)

which implies that

P(x, t1) = P(−x, 0)

or that at the time t1 the particle has completely moved to the right with exactly the
same distribution it had initially when it occupied the negative part of the x-axis.

(f) Similarly, we can see that at the time

T = 2π

ω

we have

ψ(x, T ) = −ψ(x, 0)
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and, thus, the particle is distributed exactly as initially, or

P(x, T ) = P(x, 0)

(g) All three wave functions ψ(x, 0), ψ(x, t1) and ψ(x, T ) are real up to a
constant phase. Thus, the corresponding probability current densities can easily be
seen to vanish.

(h) It is easy to see that at the time

t2 = π

2ω

we have

ψ(x, t2) = −iψ∗(−x, t2)

Note that this is possible owing to the reality of the coefficients cn . Thus, the
probability density is even:

P(x, t2) = P(−x, t2)

Problem 4.2 A particle of mass m and electric charge q can move only in one
dimension and is subject to a harmonic force and a homogeneous electrostatic
field. The Hamiltonian operator for the system is

H = p2

2m
+ mω2

2
x2 − qEx

(a) Solve the energy eigenvalue problem.
(b) If the system is initially in the ground state of the unperturbed harmonic oscilla-

tor, |ψ(0)〉 = |0〉, what is the probability of finding it in the ground state of the full
Hamiltonian?

(c) Assume again that the system is initially in the unperturbed harmonic oscillator ground
state and calculate the probability of finding it in this state again at a later time.

(d) With the same initial condition calculate the probability of finding the particle at a later
time in the first excited state of the unperturbed harmonic oscillator.

(e) Consider the electric dipole moment d ≡ qx and calculate its vacuum expectation value
in the evolved state |ψ(t)〉, assuming again that we start from the unperturbed vacuum
state at t = 0.

Solution
(a) We can write the Hamiltonian as

H = p2

2m
+ mω2

2

(
x − qE

mω2

)2

− q2E2

2mω2

Note however that the exponential of the momentum operator p is a space-
translation operator; we can prove in a straightforward fashion that

eilp/h̄ x e−ilp/h̄ = x + l
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Thus, we have

H = e−ilp/h̄ H0 eilp/h̄ − q2E2

2mω2

where

H0 = p2

2m
+ mω2

2
x2

is the standard harmonic-oscillator part of the Hamiltonian and

l ≡ qE/mω2

It is, therefore, clear that the energy eigenstates are

|n〉 = e−ilp/h̄|n〉
and the energy eigenvalues are

En = h̄ω

(
n + 1

2

)
− mω2

2
l2

The corresponding eigenfunctions are just the standard harmonic oscillator eigen-
functions translated by l:

ψn(x) = ψn(x − l)

(b) The state of the system can be expanded in energy eigenstates as

|ψ(t)〉 =
∞∑

n=0

Cne−i Ent/h̄ |n〉

The coefficients are

Cn = 〈n|ψ(0)〉
and correspond to the probability amplitude for finding the system in each eigen-
state. In our case, since the initial state is the unperturbed ground state,

Cn = 〈n|0〉
The probability amplitude for finding the system in the true ground state |0〉 is

〈0|ψ(t)〉 = C0 e−i E0t/h̄ = 〈0|0〉 e−i E0t/h̄

The corresponding probability P0 is time independent:

P0 = ∣∣〈0|0〉∣∣2 = ∣∣〈0|e−ilp/h̄|0〉∣∣2

Using the operator identity

eA+B = eA eB e−[A,B]/2 = eB eA e−[B,A]/2
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we get, since p = −i
√

mωh̄/2 (a − a†), where a† and a are the creation and anni-
hilation operators for the harmonic oscillator problem,

e−ilp/h̄ = exp

(
−l

√
mω

2h̄
a

)
exp

(
l

√
mω

2h̄
a†

)
emωl2/4h̄

= exp

(
l

√
mω

2h̄
a†

)
exp

(
−l

√
mω

2h̄
a

)
e−mωl2/4h̄

Therefore, we have

〈0|e−ilp/h̄|0〉 =
〈
0

∣∣∣∣exp

(
l

√
mω

2h̄
a†

)
exp

(
−l

√
mω

2h̄
a

)
e−mωl2/4h̄

∣∣∣∣ 0

〉
= e−mωl2/4h̄

Thus, finally

P0 = exp

(
− q2E2

2mω3h̄

)

(c) Let us consider again the expansion

|ψ(t)〉 =
∞∑

n=0

Cn e−i Ent/h̄ |n〉

The amplitude for finding the system in the unperturbed ground state at time t is

〈0|ψ(t)〉 =
∞∑

n=0

Cn e−i Ent/h̄ 〈0|n〉 =
∞∑

n=0

|Cn|2 e−i Ent/h̄

The coefficients are given by

C∗
n = 〈0|n〉 = 〈0|e−ilp/h̄|n〉

=
〈
0

∣∣∣∣exp

(
l

√
mω

2h̄
a†

)
exp

(
−l

√
mω

2h̄
a

)
e−mωl2/4h̄

∣∣∣∣ n

〉

=
〈
0

∣∣∣∣exp

(
−l

√
mω

2h̄
a

)∣∣∣∣ n

〉
e−mωl2/4h̄

=
∞∑

�=0

1

�!

(
−

√
mω

2h̄
l

)�

〈0|a�|n〉 e−mωl2/4h̄

=
∞∑

�=0

1√
�!

(
−

√
mω

2h̄
l

)�

〈�|n〉 e−mωl2/4h̄ = (−1)n

√
n!

(√
mω

2h̄
l

)n

e−mωl2/4h̄
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Thus

Cn = (−1)n

√
n!

(√
mω

2h̄
l

)n

e−mωl2/4h̄

Substituting back into the amplitude, we get

〈0|ψ(t)〉 = e−iωt/2 e−mω2l2/2h̄ eimω2l2t/2h̄
∑
n=0

1

n!

(
mωl2

2h̄

)n

e−inωt

= e−iωt/2 e−mωl2/2h̄ eimω2l2t/2h̄
∑
n=0

1

n!

(
mωl2

2h̄
e−iωt

)n

= e−iωt/2 e−mωl2/2h̄ eimω2l2t/2h̄ exp

(
mωl2

2h̄
e−iωt

)

The corresponding probability is

P = |〈0|ψ(t)〉|2 = e−mωl2/h̄ exp

[
mωl2

2h̄
(e−iωt + eiωt )

]

= exp

[
mω

h̄
l2 (cos ωt − 1)

]
= exp

(
−2

mω

h̄
l2 sin2 ωt

2

)
or

P = exp

(
−2

q2E2

h̄mω3
sin2 ωt

2

)

(d) In this case the amplitude we want is

〈1|ψ(t)〉 =
∞∑

n=0

Cn e−i Ent/h̄ 〈1|n〉

We have

〈1|n〉 = 〈0|a e−ilp/h̄|n〉
It is not difficult to prove by induction that

[a, pn] = in

√
mωh̄

2
pn−1

and, consequently,

[a, e−ilp/h̄] = l

√
mω

2h̄
e−ilp/h̄

Using this in the matrix element at hand, we get

〈1|n〉 = 〈0|e−ilp/h̄ a|n〉 + l

√
mω

2h̄
〈0|e−ilp/h̄|n〉
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or

〈1|n〉 = √
n Cn−1 + l

√
mω

2h̄
Cn

Thus, the required amplitude is

〈1|ψ(t)〉 =
∞∑

n=0

Cn e−i Ent/h̄

(√
n Cn−1 + l

√
mω

2h̄
Cn

)

= e−iωt/2 e−imω2l2t/2h̄
∞∑

n=0

e−inωt

{
−

√
n√

n!
√

(n − 1)!

(
l

√
mω

2h̄

)2n−1

+ l

√
mω

2h̄

1

n!

(
l

√
mω

2h̄

)2n
}

e−mωl2/2h̄

= l

√
mω

2h̄

(−e−iωt + 1
)

exp

[
−mω

2h̄
l2

(
1 − e−iωt

)]
e−iωt/2 e−imω2l2t/2h̄

The corresponding probability is

P = 2

(
q2E2

h̄mω3

)
sin2 ωt

2
exp

[
−2

(
q2E2

h̄ω3m

)
sin2 ωt

2

]

(e) We have

d(t) = 〈ψ(t)|d|ψ(t)〉 = q
∞∑

n,n′=0

C∗
n Cn′ eiωt(n−n′) 〈n|eilp/h̄ xe−ilp/h̄|n′〉

= q
∞∑

n,n′=0

C∗
n Cn′ eiωt(n−n′) 〈n|(x + l)|n′〉

= ql + q
∞∑

n,n′=0

C∗
n Cn′ eiωt(n−n′) 〈n|x |n′〉

We need the matrix element

〈n|x |n′〉 =
√

h̄

2mω
〈n|(a + a†)|n′〉 =

√
h̄

2mω

(√
n′δn,n′−1 + √

n′ + 1δn,n′+1

)
Substituting it into the expression for the dipole moment, we obtain

d(t) = ql + q

√
h̄

2mω

∞∑
n=0

(
C∗

n Cn+1

√
n + 1 e−iωt + C∗

n Cn−1
√

n eiωt
)

= ql + q

√
h̄

2mω
e−mωl2/2h̄

∞∑
n=0

[
1

n!

(
−

√
mω

2h̄
l

)2n+1

e−iωt + · · ·
]

= ql − ql

√
h̄

2mω

√
mω

2h̄
(e−iωt + eiωt )
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Our final expression is

d(t) = ql − ql cos ωt = 2ql sin2 ωt

2

Problem 4.3 Consider a simple harmonic oscillator with Hamiltonian

H = p2

2m
+ mω2

2
x2

(a) Show that

[
H,

[
H, x2

] ] = (2h̄ω)2x2 − 4h̄2

m
H

(b) Show that the matrix elements of the square of the position, 〈n|x2|n′〉, vanish unless
n′ = n ± 2 or n′ = n.

(c) Compute the matrix element 〈n|x |n′〉 and verify the completeness of the energy eigen-
states, checking explicitly that

〈n|x2|n′〉 =
∞∑

�=0

〈n|x |�〉 〈�|x |n′〉

Solution
(a) It is straightforward to prove this operator relation.
(b) Substituting the expression for the position operator in terms of the creation

and annihilation operators and using the properties of their action on the states,
namely

a|n〉 = √
n|n − 1〉, a†|n〉 = √

n + 1 |n + 1〉
we arrive at

〈n|x2|n′〉 = h̄

2mω

[
(2n + 1)δnn′ +

√
(n + 2)(n + 1) δn, n′−2 +

√
n(n − 1) δn, n′+2

]
(c) Similarly, we obtain

〈n|x |n′〉 =
√

h̄

2mω

(√
n′ δn, n′−1 + √

n′ + 1 δn, n′+1

)
and by substitution we can check the given identity.

Problem 4.4 Consider a simple harmonic oscillator with Hamiltonian

H = p2

2m
+ mω2

2
x2

(a) Determine the expectation value 〈x2〉t by solving the corresponding time evolution
equation and show that it is a periodic function of time with period (2ω)−1.
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(b) Suppose that the initial wave function of the system is real and even, i.e.

�(x, 0) ≡ ψ(x) = ψ(−x) = ψ∗(x)

Calculate the uncertainty at time t (the dispersion)

(�x)2
t ≡ 〈 (x − 〈x〉t )

2〉t

in terms of 〈x2〉0 and 〈p2〉0.
(c) Consider the limit t � ω−1. If by T and V we symbolize the kinetic and potential

energy, show that if 〈V 〉0 > 〈T 〉0 then 〈x2〉t < 〈x2〉0. In contrast, when 〈V 〉0 < 〈T 〉0

then 〈x2〉t > 〈x2〉0.

Solution
(a) From the solved expressions for the position and momentum Heisenberg

operators,

x(t) = cos ωt x(0) + sin ωt
p(0)

mω

p(t) = cos ωt p(0) − sin ωt mωx(0)

we obtain

〈x2〉t = 1

2
(1 + cos 2ωt) 〈x2〉0 + 1

2(mω)2
(1 − cos 2ωt) 〈p2〉0

+ 1

2mω
sin 2ωt〈 xp + px 〉0

(b) For an even initial wave function we have

〈ψ |x |ψ〉 = 〈ψ |p|ψ〉 = 0

If in addition the initial wave function is real then, using the fact that the momentum
operator is imaginary, we get

〈ψ |xp + px |ψ〉 = −〈ψ |xp + px |ψ〉∗
= −〈ψ | (xp + px)† |ψ〉 = −〈ψ |xp + px |ψ〉 = 0

Thus, we have

(�x)2
t = 〈x2〉0 cos2 ωt + 〈p2〉0

(mω)2
sin2 ωt

(c) For small times, we have the approximate expression

(�x)2
t ∼ 〈x2〉0 + (ωt)2

[ 〈p2〉0

(mω)2
− 〈x2〉0

]
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x0

V(x)d(x)

Fig. 20 Harmonic oscillator with attractive or repulsive delta function core.

from which we can immediately conclude that

〈x2〉t < 〈x2〉0 =⇒ 〈V 〉0 > 〈T 〉0

and

〈x2〉t > 〈x2〉0 =⇒ 〈V 〉0 < 〈T 〉0

Problem 4.5 Consider a harmonic oscillator potential with an extra delta function
term at the origin (see Fig. 20):

V (x) = mω2

2
x2 + h̄2g

2m
δ(x)

(a) Notice that, owing to the parity invariance of the Hamiltonian, the energy eigenfunctions
are even and odd functions. Notice also that the simple harmonic oscillator odd-parity
energy eigenstates ψ2ν+1(x) are still eigenstates of the system Hamiltonian, with eigen-
values E2ν+1 = h̄ω(2ν + 1 + 1

2 ), for ν = 0, 1, . . . .
(b) Expand the even-parity energy eigenfunctions of the given system, ψE (x), in terms of

the even-parity harmonic oscillator eigenfunctions ψ2ν(x):

ψE (x) =
∞∑

ν=0

Cνψ2ν(x)

Substitute this expression into Schroedinger’s equation and compute the coefficients Cν

by multiplying by ψ2ν(x) and integrating.
(c) Show that the energy eigenvalues that correspond to even eigenstates are solutions of

the equation

2

g
= −

√
h̄

mπω

∞∑
ν=0

(2ν)!

22ν(ν!)2

(
2ν + 1

2
− E

h̄ω

)−1
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You can make use of the fact that, for the oscillator eigenfunctions, we have

ψ2ν(0) =
(

mω

π h̄

)1/4 √
(2ν)!

2νν!

(d) Consider the following cases: (1) g > 0, E > 0; (2) g < 0, E > 0; (3) g < 0, E < 0 and
show that the first and the second cases correspond to an infinity of energy eigenvalues.
Can you place them relative to the set E2ν = h̄ω(2ν + 1

2 )? Show that in the third case,
that of an attractive delta function core, there exists a single eigenvalue corresponding
to the ground state of the system. Use the series summation1

∞∑
j=0

(2 j)!

4 j ( j!)2

1

2 j + 1 − x
=

√
π

2

	(1/2 − x/2)

	(1 − x/2)

Solution
(a) The delta function term in Schroedinger’s equation is proportional to

ψ(0)δ(x), which vanishes for any odd function that satisfies the rest of the equation,
such as the harmonic-oscillator odd eigenfunctions.

(b) The Schroedinger equation is

∞∑
ν=0

Cν

(
− h̄2

2m

d2

2m
+ mω2

2
x2 − E

)
ψ2ν(x) = − h̄2g

2m
ψE (0)δ(x)

or
∞∑

ν=0

Cν

[
h̄ω

(
2ν + 1

2

)
− E

]
ψ2ν(x) = − h̄2g

2m
ψE (0)δ(x)

Multiplying by ψ2ν ′(x) and integrating gives, owing to the orthonormality of the
harmonic oscillator eigenfunctions (remember that they are real),[

h̄ω

(
2ν ′ + 1

2

)
− E

]
C2ν ′ = − h̄2g

2m
ψE (0)ψ2ν ′(0)

or

C2ν = − h̄2g

2m

ψE (0)ψ2ν ′(0)

h̄ω
(
2ν + 1

2

) − E

(c) Substituting into the expansion of ψE (x), we obtain

ψE (x) = − h̄2g

2m
ψE (0)

∞∑
ν=0

ψ2ν(0)ψ2ν(x)

h̄ω
(
2ν + 1

2

) − E

1 You can use the mathematical fact that the gamma function 	(x) possesses poles at the points x = 0,

−1, −2, −3, . . ..
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At the point x = 0, this expression is true provided that

1

g
= − h̄2

2m

∞∑
ν=0

|ψ2ν(0)|2
h̄ω

(
2ν + 1

2

) − E

Using the given values of ψ2ν(0), this is equivalent to

2

g
= −

√
h̄

mωπ

∞∑
ν=0

(2ν)!

22ν(ν!)2

(
2ν + 1

2
− E

h̄ω

)−1

(d) Using the given gamma function expression, we get

4

g
= −

√
h̄

mω

	 (1/4 − E/2h̄ω)

	 (3/4 − E/2h̄ω)

The right-hand side has poles at the points

1

4
− E

2h̄ω
= −n (n = 0, 1, 2, . . .) =⇒ E = h̄ω

(
2n + 1

2

)

and zeros at the points

3

4
− E

2h̄ω
= −n (n = 0, 1, 2, . . .) =⇒ E = h̄ω

(
2n + 1 + 1

2

)

Since

	(z) = 	(z + 1)

z

we have for z = −ε, with ε > 0,

	(−ε) = −1

ε
	(1) = −1

ε
< 0

For E > 0 the right-hand side can be plotted as shown in Fig. 21.
In the case g > 0, the left-hand side is a horizontal line in the upper half-plane

cutting the right-hand side at an infinity of points Eν > h̄ω(2ν + 1
2 ). In the case

2 3 4 5

−10

10

Fig. 21 Plot of 	(1/4 − x)/	(3/4 − x).
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g < 0, the left-hand side is a horizontal line in the lower half-plane cutting the
right-hand side at an infinity of points Eν < h̄ω(2ν + 1

2 ). Thus, the positive-energy
eigenvalues are in one-to-one correspondence with those of the even-eigenfunction
harmonic oscillator, lying higher or lower than them in the repulsive or attractive
delta function case respectively.

In the attractive case (g < 0) there is also a single negative-energy eigenstate.
For E = −|E | < 0, the right-hand side of

−4

g

√
mω

h̄
= 	 (1/4 + |E |/2h̄ω)

	 (3/4 + |E |/2h̄ω)

is a monotonic function of |E | that starts from the value

	(1/4)

	(3/4)
∼ 2.96

at E = 0 and decreases to 1 at |E | → ∞. The left-hand side is a horizontal line.
There is a single solution, provided that the coupling is such that[

	(3/4)

	(1/4)

]2

<
g2h̄

16mω
< 1

Problem 4.6 Consider a simple harmonic oscillator in its ground state. An instan-
taneous force imparts momentum p0 to the system. What is the probability that the
system will stay in its ground state?

Solution
The new state of the system is

ψp0 (x) = e−i p0x/h̄ ψ0(x) =
(

mω

h̄π

)1/4

e−i p0x/h̄ e−mωx2/2h̄

In an expansion in the complete set of harmonic oscillator eigenfunctions,

ψp0 (x) =
∞∑

n=0

Cnψn(x)

the coefficients

Cn =
∫ +∞

−∞
dx ψ∗

n (x) ψp0 (x)

are the probability amplitudes for the system to be in the state ψn . Thus

P0 =
∣∣∣∣
∫

ψ0(x)ψp0 (x)

∣∣∣∣
2

=
∣∣∣∣
∫

ψ2
0 (x) e−i p0x/h̄

∣∣∣∣
2
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Calculating the Gaussian integral∫ +∞

−∞
dx exp

(
− i

h̄
x p0 − mω

h̄
x2

)

=
∫ +∞

−∞
dx exp

[
−mω

h̄

(
x − p0

2mω

)2
]

exp

(
− p2

0

4mωh̄

)

we get

P0 = exp

( −p2
0

2mωh̄

)

Another way to compute this probability is to start from the formula

P0 = ∣∣〈0|e−i p0x/h̄|0〉∣∣2

and use the operator identity

eA+B = eA eB e−[A, B]/2

which holds for operators that have a c-number commutator. Applying this identity
for

x =
√

h̄

2mω
(a† + a)

we obtain

P0 =
∣∣∣∣
〈
0

∣∣∣∣exp

(
− i p0√

2mωh̄
a†

)
exp

(
− i p0√

2mh̄ω
a

)
e−p2

0/4mh̄ω

∣∣∣∣ 0

〉 ∣∣∣∣
2

=
∣∣∣ 〈0|0〉 e−p2

0/4mh̄ω
∣∣∣2

= e−p2
0/2mh̄ω

since exp(βa)|0〉 = |0〉 and 〈0| exp(γ a†) = 〈0|.

Problem 4.7 A simple harmonic oscillator is initially (at t = 0) in a state corre-
sponding to the wave function

ψ(x, 0) =
(γ

π

)1/4
e−γ x2/2

where γ �= mω/h̄ is a positive parameter.

(a) Calculate the expectation values of the observables

x, p, xp + px, x2, p2

at t = 0.
(b) Calculate 〈x2〉t and 〈p2〉t for t > 0.
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(c) Write down the uncertainty product (�x)t (�p)t . Verify that it is always greater than
h̄/2. Show that it is a periodic function of time.

Solution
(a) The expectation values of the position and momentum in the initial state

vanish owing to parity, as can be checked explicitly. Similarly, the third quantity,
being imaginary and Hermitian, leads to a vanishing expectation value in the initial
(real) state. The remaining two expectation values are

〈x2〉0 =
√

γ

π

∫ ∞

−∞
dx x2e−γ x2 = −

√
γ

π

∂

∂γ

∫ ∞

−∞
dx e−γ x2 = 1

2γ

and

〈p2〉0 = −h̄2

√
γ

π

∫ ∞

−∞
dx e−γ x2/2 ∂2

∂x2
e−γ x2/2 = h̄2γ

2

(b) From the solved Heisenberg operators

x(t) = cos ωt x(0) + sin ωt
p(0)

mω
p(t) = cos ωt p(0) − sin ωt mωx(0)

we obtain

〈x2〉t = 1
2 (1 + cos 2ωt)〈x2〉0 + 1

2(mω)2
(1 − cos 2ωt)〈p2〉0

or

〈x2〉t = 1

2γ
cos2 ωt + h̄2γ

2(mω)2
sin2 ωt

Similarly, we get

〈p2〉t = h̄2γ

2
cos2 ωt + (mω)2

2γ
sin2 ωt

(c) The uncertainty product is

(�x)2
t (�p)2

t = h̄2

4
+ sin2 2ωt

16

(
mω

γ
− h̄2γ

mω

)2

and its period is T = 1/2ω. Note that for γ = mω/h̄ we would be in a state of
minimal uncertainty. This choice identifies our initial wave function with the ground
state of the harmonic oscillator.
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Problem 4.8 Consider a simple harmonic oscillator.

(a) Show that, for any function f (x) of the position operator, we have

[a, f (x)] =
√

h̄

2mω
f ′(x),

[
a†, f (x)

] = −
√

h̄

2mω
f ′(x)

(b) Choose f (x) = eikx and show that

〈n|eikx |0〉 ∝ 〈n − 1|eikx |0〉 ∝ · · · ∝ 〈0|eikx |0〉

Compute the proportionality coefficients as well as the matrix element 〈0|eikx |0〉. Write
down the final expression for the matrix elements 〈n|eikx |0〉 and show that they are
properly normalized, satisfying

∞∑
n=0

|〈n|eikx |0〉|2 = 1

(c) Suppose now that initially (at t = 0) the system is in the state

|ψ(0)〉 = eikx |0〉

Calculate the expectation values of the position and momentum observables in this
state. What is the probability that an energy measurement at t = 0 will give the value
En = h̄ω(n + 1

2 )? Calculate the probability for such an outcome at time t > 0.
(d) Consider � to be a given parameter with the dimensions of length. Work out the operator

quantities

eip�/h̄ xe−i p�/h̄, [x, eip�/h̄], [a, eip�/h̄]

Show that

〈n|eip�/h̄ |0〉 ∝ 〈n − 1|eip�/h̄ |0〉 ∝ · · · ∝ 〈0|eip�/h̄ |0〉

and compute the proportionality constants. Calculate the matrix element 〈0|eip�/h̄ |0〉.
Write down the final expression for the matrix elements 〈n|eip�/h̄ |0〉 and verify that they
satisfy the normalization condition

∞∑
n=0

|〈n|eip�/h̄ |0〉|2 = 1

(e) Suppose that the system is initially (at t = 0) in the state

|ψ(0)〉 = ei�p/h̄ |0〉

If we make an energy measurement at time t > 0, what is the probability of finding the
value En = h̄ω(n + 1

2 )?
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Solution
(b) Starting from the easily proved commutator relations in (a), we take f (x) =

eikx and consider the matrix element

〈
n − 1

∣∣[a, eikx
]∣∣0〉 = ik

√
h̄

2mω
〈n − 1|eikx |0〉

which gives

√
n〈n|eikx |0〉 = ik

√
h̄

2mω
〈n − 1|eikx |0〉

or

〈n|eikx |0〉 = ik√
n

√
h̄

2mω
〈n − 1|eikx |0〉

Similarly, we get

〈n − 1|eikx |0〉 = ik√
n − 1

√
h̄

2mω
〈n − 2|eikx |0〉

and, by induction,

〈n|eikx |0〉 = (ik)n

√
n!

(√
h̄

2mω

)n

〈0|eikx |0〉

In order to compute the ground-state matrix element, we write it as

〈0|eikx |0〉 =
〈

0

∣∣∣∣∣exp

[
ik

√
h̄

2mω
(a + a†)

]∣∣∣∣∣ 0

〉

and use the identity

eA+B = eA eB e−[A,B]/2

which is valid for any two operators with a c-number commutator. Therefore we
obtain

〈0|eikx |0〉 =
〈

0

∣∣∣∣∣exp

(
ik

√
h̄

2mω
a†

)
exp

(
ik

√
h̄

2mω
a

)∣∣∣∣∣ 0

〉
e−h̄k2/4mω

= e−h̄k2/2mω

Finally, we get

〈n|eikx |0〉 = (ik)n

√
n!

(√
h̄

2mω

)n

e−h̄k2/4mω

which satisfies immediately the normalization property.
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(c) The probability amplitude for finding the system in the state |n〉 at time t = 0
is

〈n|ψ(0)〉 = 〈n|eikx |0〉 = (ik)n

√
n!

(√
h̄

2mω

)n

e−h̄k2/4mω

The corresponding probability will be

Pn(0) = |〈n|ψ(0)〉|2 = k2n

n!

(
h̄

2mω

)n

e−h̄k2/2mω

At time t > 0 the state of the system can be expressed as

|ψ(t)〉 = e−iωt/2
∞∑
j=0

C j e
−i jωt | j〉

The coefficients of this expansion are

C j = 〈 j |ψ(0)〉 = (ik) j

√
j!

(√
h̄

2mω

) j

e−h̄k2/4mω

Thus, the evolved state will be

|ψ(t)〉 = e−h̄k2/4mω e−iωt/2
∞∑
j=0

(ik) j

√
j!

(√
h̄

2mω

) j

e−i jωt | j〉

The probability amplitude for the system to be in the state |n〉 is

〈n|ψ(t)〉 = e−h̄k2/4mω e−iωt/2 (ik)n

√
n!

(√
h̄

2mω

)n

e−inωt

The corresponding probability is

Pn(t) = |〈n|ψ(t)〉|2 = k2n

n!

(
h̄

2mω

)n

e−h̄k2/2mω = Pn(0)

and it is time independent.
(d) It is easily seen that

eip�/h̄ xe−i p�/h̄ = x + �

[x, eip�/h̄] = −�eip�/h̄, [a, eip�/h̄] = −�

√
mω

2h̄
eip�/h̄

Taking the matrix element 〈n − 1| · · · |0〉 of the last expression, we obtain

〈n|eip�/h̄|0〉 = − �√
n

√
mω

2h̄
〈n − 1|eip�/h̄|0〉
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By induction we eventually get to

〈n|eip�/h̄|0〉 = (−�)n

√
n!

(√
mω

2h̄

)n

〈0|eip�/h̄|0〉

The ground-state matrix element is easily calculated as〈
0

∣∣∣∣exp

[
�

√
mω

2h̄
(a − a†)

]∣∣∣∣ 0

〉

=
〈
0

∣∣∣∣exp

(
−�

√
mω

2h̄
a†

)
exp

(
�

√
mω

2h̄
a

)∣∣∣∣ 0

〉
e−mω�2/4h̄ = e−mω�2/4h̄

Thus

〈n|eip�/h̄|0〉 = (−�)n

√
n!

(√
mω

2h̄

)n

e−mω�2/4h̄

It is straightforward to verify that the normalization condition is true.
(e) The evolved state of the system is

|ψ(t)〉 = e−iωt/2
∞∑
j=0

C j e
−i jωt | j〉

with coefficients

C j = 〈 j |ψ(0)〉 = 〈 j |ei�p/h̄|0〉 = (−�) j

√
j!

(√
mω

2h̄

) j

e−mω�2/4h̄

Substituting, we get

|ψ(t)〉 = e−mω�2/4h̄ e−iωt/2
∞∑
j=0

(−�) j

√
j!

(√
mω

2h̄

) j

e−i jωt | j〉

The probability of finding the system in the state |n〉 is

Pn = �2n

n!

(
mω

2h̄

)n

e−mω�2/2h̄

and it is time independent.

Problem 4.9 For a simple harmonic oscillator, consider the set of coherent states
defined as

|z〉 ≡ e−|z|2/2
∞∑

n=0

zn

√
n!

|n〉

in terms of the complex number z.



4 The harmonic oscillator 101

(a) Show that they are normalized. Prove that they are eigenstates of the annihilation oper-
ator a with eigenvalue z.

(b) Calculate the expectation value N = 〈N 〉 and the uncertainty �N in such a state. Show
that in the limitN → ∞ of large occupation numbers the relative uncertainty (�N )/N
tends to zero.

(c) Suppose that the oscillator is initially in such a state at t = 0. Calculate the probability
of finding the system in this state at a later time t > 0. Prove that the evolved state is still
an eigenstate of the annihilation operator with a time-dependent eigenvalue. Calculate
〈N 〉 and 〈N 2〉 in this state and prove that they are time independent.

Solution
(a) It is straightforward to see that

〈z|z〉 = e−|z|2
∞∑

n′,n=0

(z∗)n′
zn

√
(n′)!n!

〈n′|n〉 = e−|z|2
∞∑

n=0

|z|2n

n!
= 1

Acting on a coherent state with the annihilation operator gives

a|z〉 = e−|z|2/2
∞∑

n=0

zn

√
n!

a|n〉 = e−|z|2/2
∞∑

n=1

√
nzn

√
n!

|n − 1〉

= ze−|z|2/2
∞∑

n=1

zn−1

√
(n − 1)!

|n − 1〉 = z|z〉

which proves that |z〉 is an eigenstate of a with eigenvalue z.
(b) Thanks to the property proved in (a), we have

N ≡ 〈z|a†a|z〉 = |z|2

Similarly, we have

〈z|N 2|z〉 = 〈z|a†aa†a|z〉 = |z|2〈z|aa†|z〉
= |z|2〈z|(1 + a†a)|z〉 = |z|2(1 + |z|2)

Thus, the square of the uncertainty is

(�N )2 = 〈N 2〉 − 〈N 〉2 = |z|2

The relative uncertainty is

�N
N = 1

|z| = 1√
N

In the limit N → ∞, it goes to zero.
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(c) The time-evolved state of the system is

|ψ(t)〉 =
∞∑

n=0

Cn e−i Ent/h̄|n〉

The coefficients are determined from the initial state through

Cn = 〈n|ψ(0)〉 = 〈n|z〉 = e−|z|2/2
∞∑

n′=0

zn′

√
(n′)!

〈n|n′〉 = e−|z|2/2 zn

√
n!

Thus, the evolved state is

|ψ(t)〉 = e−iωt/2 e−|z|2/2
∞∑

n=0

(
ze−iωt

)n

√
n!

|n〉

The probability amplitude for encountering the initial state |z〉 in the future is

〈z|ψ(t)〉 = e−iωt/2 e−|z|2
∞∑

n=0

(|z|2e−iωt
)n

n!

The corresponding probability is

Pz(t) = e−4|z|2 sin2(ωt/2)

Addressing the remaining issues, it is straightforward to show that

a|ψ(t)〉 = ze−iωt |ψ(t)〉
As a result of this relation, we obtain

〈ψ(t)|a†a|ψ(t)〉 = |z|2 = 〈N 〉0, 〈ψ(t)|N 2|ψ(t)〉 = |z|2(1 + |z|2) = 〈N 2〉0

Problem 4.10 A simple harmonic oscillator is initially (at t = 0) in a state with
wave function

ψ(x, 0) = N
∞∑

n=0

cnψn(x)

where ψn(x) are the harmonic oscillator energy eigenfunctions and c is a complex
parameter.

(a) Calculate the normalization constant N .
(b) Find the wave function of the system at a later time t > 0.
(c) Calculate the probability of finding the system again in the initial state at a later time

t > 0.
(d) Compute the expectation value of the energy.
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Solution
(a) The normalization constant, up to a constant phase, is given by

N−2 =
∞∑

n=0

|c|2n = 1

1 − |c|2 =⇒ N =
√

1 − |c|2

(b) The time-evolved wave function is

ψ(x, t) = N e−iωt/2
∞∑

n=0

cne−inωt ψn(x)

(c) The probability amplitude for finding the system again in the initial state is

〈ψ(0)|ψ(t)〉 = |N |2 e−iωt/2
∞∑

n=0

|c|2n e−inωt = e−iωt/2 1 − |c|2
1 − |c|2e−iωt

The corresponding probability is

P(t) = |〈ψ(0)|ψ(t)〉|2 =
[

1 + 4|c|2
(1 − |c|2)2

sin2 ωt

2

]−1

(d) The expectation value of the energy is

〈H〉 = |N |2
∞∑

n=0

En|c|2n = h̄ω

2

[
1 + (1 − |c|2)

∞∑
n=0

2n|c|2n

]

= h̄ω

2

[
1 + |c|(1 − |c|2)

∂

∂|c|

( ∞∑
n=0

|c|2n

)]
= h̄ω

2

1 + |c|2
1 − |c|2

Problem 4.11 A polar representation of the creation and annihilation operators
for a simple harmonic oscillator can be introduced as

a ≡ √
N + 1 eiφ, a† ≡ e−iφ

√
N + 1

The operators N and φ are assumed to be Hermitian.

(a) Starting from the commutation relation [a, a†] = 1, show that

[eiφ, N ] = eiφ, [e−iφ, N ] = −e−iφ

Similarly, show that

[cos φ, N ] = i sin φ, [sin φ, N ] = −i cos φ

(b) Calculate the matrix elements

〈n|e±iφ|n′〉, 〈n| cos φ|n′〉, 〈n| sin φ|n′〉
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(c) Write down the Heisenberg uncertainty relation between the operators N and cos φ.
Compute the quantities involved for the state

|ψ〉 = (1 − |c|)1/2
∞∑

n=0

cn |n〉

where c is a complex parameter. Show that the resulting inequality is always true.
(d) Consider the coherent state

|z〉 = e−|z|2/2
∞∑

n=0

zn

√
n!

|n〉

and calculate the quantities (�N )2, (� cos φ)2 and 〈 sin φ 〉 in it. Show that the number–
phase Heisenberg inequality in the limit of very large occupation numbers (z → ∞)
reduces to an equality.2

Solution
(a) Using the fundamental commutation relation we get

1 = [a, a†] = √
N + 1 eiφe−iφ

√
N + 1 − e−iφ

√
N + 1

√
N + 1 eiφ

= N + 1 − e−iφ (N + 1) eiφ = N − e−iφ N eiφ =⇒ [eiφ, N ] = eiφ

(b) Taking the matrix element of the commutation relation just proved, we get

〈n|[e±iφ, N ]|n′〉 = ±〈n|e±iφ|n′〉
or

(n′ − n ∓ 1)〈n|e±iφ|n′〉 = 0

which shows that

〈n|e±iφ|n′〉 = Cδn′,n±1

The coefficient C is easily shown to be unity. Indeed,

C = 〈n|eiφ|n + 1〉 = 1√
n + 1

〈n|eiφa†|n〉 = 1√
n + 1

〈n|√N + 1|n〉 = 1

Thus, we have

〈n|e±iφ|n′〉 = δn′,n±1

〈n| cos φ|n′〉 = 1
2

(
δn′,n+1 + δn′,n−1

)
, 〈n| sin φ|n′〉 = 1

2 i
(
δn′,n+1 − δn′,n−1

)
2 You may use the asymptotic formulae

∞∑
n=0

|z|2n

n!
√

n + 1
∼ e|z|2

|z|
(

1 − 1

8|z|2 + · · ·
)

∞∑
n=0

|z|2n

n!
√

(n + 1)(n + 2)
∼ e|z|2

|z|2
(

1 − 1

2|z|2 + · · ·
)
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(c) The uncertainties are defined in the usual way

(�N )2 = 〈N 2〉 − 〈N 〉2

(� cos φ)2 = 〈cos2 φ〉 − 〈cos φ〉2

Their product satisfies the Heisenberg inequality

(�N )2(� cos φ)2 ≥ 1
4 | 〈 [ cos φ, N ] 〉 |2 = 1

4 | 〈 sin φ 〉 |2

For the given state, we have on the one hand

〈N 〉 = (1 − |c|2)
∞∑

n=0

|c|2nn = |c|2(1 − |c|2)
∂

∂|c|2
( ∞∑

n=0

|c|2n

)

= |c|2(1 − |c|2)
∂

∂|c|2
(

1

1 − |c|2
)

= |c|2
1 − |c|2

Similarly,

〈N 2〉 = |c|2(1 − |c|2)
∂

∂|c|2
( ∞∑

n=0

|c|2nn

)

= |c|2(1 − |c|2)
∂

∂|c|2
( 〈N 〉

1 − |c|2
)

= |c|2(1 + |c|2)

(1 − |c|2)2

Thus, finally, we obtain

(�N )2 = |c|2
(1 − |c|2)2

On the other hand, we have

〈eiφ〉 = (1 − |c|2)
∞∑

n,n′=0

(c∗)ncn′ 〈n|eiφ|n′〉 = (1 − |c|2)
∞∑

n=0

|c|2nc = c

From this we get

〈cos φ〉 = 1

2
(c + c∗), 〈sin φ〉 = 1

2i
(c − c∗)

We also have

〈e2iφ〉 = (1 − |c|2)
∞∑

n,n′,n′′
(c∗)ncn′ 〈n|eiφ|n′′〉〈n′′|eiφ|n′〉 = (1 − |c|2)

∞∑
n=0

(c∗)ncn+2 = c2

Thus

〈cos2 φ〉 = 1

2
+ 1

4
[c2 + (c∗)2]

and

(� cos φ)2 = 1

2
(1 − |c|2)
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Substituting into the Heisenberg inequality, the latter then takes the form

1

2(1 − |c|2)
≥ |c − c∗|2

16

Defining c = |c|eiβ , we arrive at

sin2 β ≤ 2

1 − |c|2
which is always true.

(d) Since, as can be shown straightforwardly, a coherent state |z〉 is an eigenstate
of the annihilation operator a with eigenvalue z, we have on the one hand

〈z|N |z〉 = |z|2, 〈z|N 2|z〉 = |z|2(|z|2 + 1)

and

(�N )2 = |z|2

On the other hand, using the matrix element 〈n|eiφ|n′〉 = δn,n′+1, we get

〈z|eiφ|z〉 = z e−|z|2
∞∑

n=0

|z|2n

n!
√

n + 1

and

〈z|e2iφ|z〉 = z2 e−|z|2
∞∑

n=0

|z|2n

n!
√

(n + 1)(n + 2)

from which we obtain

〈z| cos φ|z〉 = 1

2
(z + z∗) e−|z|2

∞∑
n=0

|z|2n

n!
√

n + 1

and

〈z| cos2 φ|z〉 = 1

2
+ 1

4

[
z2 + (z∗)2

]
e−|z|2

∞∑
n=0

|z|2n

n!
√

(n + 1)(n + 2)

The resulting phase uncertainty is

(� cos φ)2 = 1

2
+ 1

4

[
z2 + (z∗)2

]
e−|z|2

∞∑
n=0

|z|2n

n!
√

(n + 1)(n + 2)

−1

4
(z + z∗)2e−2|z|2

( ∞∑
n=0

|z|2n

n!
√

n + 1

)2
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In an analogous fashion we can also compute

|〈z| sin φ|z〉|2 = 1
4 e−2|z|2 |z − z∗|2

( ∞∑
n=0

|z|2n

n!
√

n + 1

)2

Gathering all the above and substituting it into Heisenberg’s inequality, we obtain

1

2
+ 1

4

[
z2 + (z∗)2

]
e−|z|2

∞∑
n=0

|z|2n

n!
√

(n + 1)(n + 2)

−1

4
(z + z∗)2e−2|z|2

( ∞∑
n=0

|z|2n

n!
√

n + 1

)2

≥ |z − z∗|2
16|z|2 e−2|z|2

( ∞∑
n=0

|z|2n

n!
√

n + 1

)2

In the limit z → ∞ we can replace the series appearing in the above relationship
by their asymptotic approximations and get

1

2
+ 1

4

[
z2 + (z∗)2

] 1

|z|2
(

1 − 1

2|z|2 + · · ·
)

− 1

4
(z + z∗)2 1

|z|2
(

1 − 1

8|z|2 + · · ·
)2

≥ |z − z∗|2
16|z|4

(
1 − 1

8|z|2 + · · ·
)2

The O(1) terms cancel out to give

1

16|z|4
[−2z2 − 2(z∗)2 + (z + z∗)2

] ≥ 1

16|z|4
[
2|z|2 − z2 − (z∗)2

] + O(z−4)

or

1

|z|4
[
2|z|2 − z2 − (z∗)2

] ≥ 1

|z|4
[
2|z|2 − z2 − (z∗)2

] + O(z−4)

Thus, for a coherent state, in the limit z → ∞ Heisenberg’s inequality for the phase
and the occupation number reduces to an equality.

Problem 4.12 A harmonic oscillator is at a given moment (t = 0) in a state

|ψ�(0)〉 ≡ ei�p/h̄|0〉

where � is a given length and |0〉 is the ground state.

(a) Starting from the translation property of the operator ei�p/h̄ , that is,

ei�p/h̄ x e−i�p/h̄ = x + �

calculate the matrix elements 〈n|ei�p/h̄ |0〉.
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(b) Determine the wave function of the system at a later time t > 0 and show3 that it
corresponds to a Gaussian wave packet centred at a point that oscillates between � and
−�.

(c) Calculate the uncertainties (�x)2 and (�p)2 for the above wave packet and show that
it has a minimal dispersion at all times.

Solution
(a) From the translational property of ei�p/h̄ it follows that

ei�p/h̄ae−i�p/h̄ = a + �

√
mω

2h̄

or

[ei�p/h̄, a] = �

√
mω

2h̄
ei�p/h̄

Taking the matrix element 〈n − 1| · · · |0〉 of the above commutator, we obtain

〈n|ei�p/h̄|0〉 = − �√
n

√
mω

2h̄
〈n − 1|ei�p/h̄|0〉

By repeated application of this procedure we get

〈n|ei�p/h̄|0〉 = (−�)n

√
n!

(
mω

2h̄

)n/2

〈0|ei�p/h̄|0〉

The ground-state matrix element is

〈0|ei�p/h̄|0〉 =
∫ ∞

−∞
dx ψ0(x) exp

(
�

d

dx

)
ψ0(x) =

∫ ∞

∞
dx ψ0(x)ψ0(x + �)

=
(

mω

π h̄

)1/2 ∫ ∞

−∞
dx exp

(
−mω

2h̄
x2

)
exp

[
−mω

2h̄
(x + �)2

]
= e−mω�2/4h̄

Thus, finally we have

〈n|ei�p/h̄|0〉 = e−mω�2/4h̄ (−�)n

√
n!

(
mω

2h̄

)n/2

3 You can use the fact that the harmonic oscillator energy eigenfunctions are expressed in terms of the Hermite
polynomials as

ψn(x) =
(

mω

π h̄

)1/4 1√
2nn!

e−mωx2/2h̄ Hn

(
x

√
mω

h̄

)

and the Hermite polynomials are generated as follows:

∞∑
n=0

zn

n!
Hn(s) = e−z2+2zs



4 The harmonic oscillator 109

(b) The time-evolved wave function will be

ψ(x, t) =
∞∑

n+0

Cn e−i Ent/h̄ψn(x)

with

Cn = 〈n|ψ(0)〉 = 〈n|ei�p/h̄|0〉 = e−mω�2/4h̄ (−�)n

√
n!

(
mω

2h̄

)n/2

Substituting, we obtain

ψ(x, t) = e−mω�2/4h̄ e−iωt/2
∞∑

n=0

(−�)n

√
n!

(
e−iωt

√
mω

2h̄

)n

ψn(x)

=
(

mω

π h̄

)1/4

e−mω�2/4h̄ e−iωt/2 e−mωx2/2h̄

×
∞∑

n=0

(−�)n

n!

(
e−iωt

√
mω

4h̄

)n

Hn

(
x

√
mω

h̄

)

Making use of the given mathematical property
∑∞

n=0(zn/n!)Hn(s) = e−z2+2zs , we
get

ψ(x, t) =
(

mω

π h̄

)1/4

e−iωt/2 exp

[
−i

mω�

2h̄
sin ωt(x + � cos ωt)

]

× exp

[
−mω

2h̄
(x + � cos ωt)2

]
The associated probability density is

|ψ(x, t)|2 =
(

mω

π h̄

)1/2

exp

[
−mω

h̄
(x + � cos ωt)2

]
It is clearly a Gaussian function with an oscillating centre at � cos ωt .

(c) The expectation values of the position and its square at time t are

〈x〉t =
(

mω

π h̄

)1/2 ∫ ∞

−∞
dx x exp

[
−mω

h̄
(x + � cos ωt)2

]

=
(

mω

π h̄

)1/2 ∫ ∞

−∞
dx x e−mωx2/h̄ − � cos ωt

(
mω

π h̄

)1/2 ∫ ∞

−∞
dx e−mωx2/h̄

= −� cos ωt

〈x2〉t =
(

mω

π h̄

)1/2 ∫ ∞

−∞
dx x2 exp

[
−mω

h̄
(x + � cos ωt)2

]

=
(

mω

π h̄

)1/2 ∫ ∞

−∞
dx

(
x2 + �2 cos2 ωt − 2� cos ωt x

)
e−mωx2/h̄

= �2 cos2 ωt + h̄

2mω
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Thus, the spatial uncertainty comes out to be time independent and coincides with
the ground-state value:

(�x)2
t = h̄

2mω

The momentum and momentum-squared expectation values are

〈p〉t = −ih̄

(
mω

h̄π

)1/2 ∫ ∞

−∞
dx exp

[
−mω

h̄
(x + � cos ωt)2

]

×
(

mω

2h̄

)
[−i� sin ωt − 2 (x + � cos ωt)] = −mω

2
� sin ωt

〈p2〉t = h̄mω

2
+ m2ω2

4
�2 sin2 ωt

Finally, the momentum uncertainty comes out time independent and coincides with
the ground-state value:

(�p)2
t = h̄mω

2

The uncertainty product is therefore time independent and minimal:

(�x)2
t (�p)2

t = h̄2

4

Problem 4.13 The propagator K(x, x ′; T ) ≡ 〈x |e−iT H/h̄|x ′〉 of a free particle is
proportional to the exponential of the classical action for the motion of the particle
from point x to point x ′ in the time interval T , defined as S = ∫ T

0 dt 1
2 mẋ2(t),

namely

K(x, x ′; T ) ∼ exp

(
iS
h̄

)
= exp

[
i

m

2h̄T
(x − x ′)2

]

(a) In order to verify whether this property is true for a harmonic oscillator, first calculate
the classical action

S =
∫ T

0
dt

[
m

2
ẋ2(t) − mω2

2
x2

]

for the motion of a classical particle with conditions

x(0) = x, x(T ) = x ′

(b) Consider the expression

K(x, x ′; t) = f (t) exp

(
iS
h̄

)
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with f (t) an unknown function, and determine this function from the requirement that
the propagator satisfies the Schroedinger equation for the harmonic oscillator. Determine
the remaining multiplicative constant by demanding that the propagator expression
reduces to the free propagator expression4 in the limit of vanishing frequency.

(c) Check that the expression you have found for the harmonic oscillator propagator ap-
proaches the correct limit when t → 0 − iε.

Solution
(a) The solution of the classical equation of motion ẍ = −ω2 x , subject to the

conditions x(0) = x, x(T ) = x ′, is easily found to be

x(t) = x cos ωt +
(

x ′

sin ωT
− x cot ωT

)
sin ωt

After a bit of algebra, the classical action is calculated to be

S = mω

2

[
(x2 + x ′2) cot ωT − 2xx ′

sin ωT

]

(b) Substituting the expression

K(x, x ′; t) = f (t) exp

{
i
mω

2h̄

[
(x2 + x ′2) cot ωt − xx ′

sin ωt

]}

into the harmonic oscillator Schroedinger equation(
ih̄

∂

∂t
+ h̄2

2m

∂2

∂x2
− mω2

2
x2

)
K(x, x ′; t) = 0

we find that it is indeed satisfied provided that

d f (t)

dt
= −ω

2
f (t) cot ωt

This last equation has the solution

f (t) = C√
sin ωt

and the propagator is

K(x, x ′; t) = C√
sin ωt

exp

{
i
mω

2h̄

[
(x2 + x ′2) cot ωt − 2xx ′

sin ωt

]}

4 The complete expression for the free propagator is

K0(x, x ′; t) =
√

m

2π ih̄t
exp

[
i

m

2h̄t
(x − x ′)2

]
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The constant C is determined from the ω → 0 limit to be C = √
ωm/2π ih̄. The

complete expression for the harmonic oscillator propagator is thus

K(x, x ′; t) =
√

mω

2iπ sin ωt
exp

{
i
mω

2h̄

[
(x2 + x ′2) cot ωt − 2xx ′

sin ωt

]}

(c) As a final check, let us consider the zero-time limit, in which the propagator
should reduce to a delta function:

K(x, x ′; 0) = 〈x |x ′〉 = δ(x − x ′)

In order to take this limit, we regularize our expression, giving a small imaginary
part to the time via t → t − iε. Our expression becomes

K(x, x ′; 0) = lim
ε∼0

{√
m

2π h̄ε
exp

[
− m

2h̄ε
(x − x ′)2

]}
= δ(x − x ′)

Problem 4.14 Consider a one-dimensional harmonic oscillator in the presence of
a time-dependent force, i.e., a driven harmonic oscillator:

H = p2

2m
+ mω2

2
x2 − x F(t)

The propagator KF (x ′, x ; tf, ti) for the motion from a point x at an initial time ti
to a point x ′ at a final time tf can be obtained in terms of the classical action. A
straightforward but tedious calculation gives5

KF (x ′, x ; tf, ti) = K(x ′, x ; T ) ei X/h̄

where

X ≡ J3

4mω
− J1 J2 − 2x ′mωJ1 − 2xmωJ2

2mω sin ωT

Here J1, J2 and J3 are the following integrals:

J1 ≡
∫ tf

ti

dt F(t) sin ω(t − ti), J2 ≡
∫ tf

ti

dt F(t) sin ω(tf − t)

and

J3 ≡
∫ tf

ti

dt F(t)
∫ tf

ti

dt ′ F(t ′) sin ω|t − t ′|

5 K stands for the unperturbed harmonic oscillator propagator,

K(x ′, x ; T ) =
√

mω

2π ih̄ sin ωT
exp

{
i

mω

2h̄

[
(x2 + x ′2) cot ωT − 2xx ′

sin ωT

]}

with T = tf − ti.



4 The harmonic oscillator 113

(a) Verify explicitly that the above expression for KF satisfies the Schroedinger equation.
(b) Consider the case of an instantaneous force

F(t) = p0 δ(t − t0)

that acts at a moment ti < t0 < tf and imparts momentum p0 to the system. Write down
the expression of the propagator in this particular case.

(c) Assume that initially (at t = ti) the system is in its ground state and at time t0 > 0 it is
subject to the above instantaneous force. Calculate the probability of finding the system
again in the ground state at some later time tf > t0. You could use the matrix elements

〈n|eikx |0〉 = 1√
n!

exp

[
− h̄

2mω
k2

] (
ik

√
h̄

2mω

)n

Solution
(a) The Schroedinger equation reads[

ih̄
∂

∂T
+ h̄2

2m

∂2

∂x ′2 − mω2

2
x ′2 + F(T )x ′

]
K ei X/h̄ = 0

Using the fact that K(x ′, 0; T, 0) satisfies the Schroedinger equation for F = 0, we
arrive at

−∂ X

∂T
− ω cot ωT x ′ ∂ X

∂x ′ − 1

2m

(
∂ X

∂x ′

)2

+ F(T )x ′ = 0

Noting first the properties

d J3

dT
= 2F(T )J2,

d J1

dT
= F(T ) sin ωT

and

d J2

dT
= ω cot ωT J2 + ω

sin ωT
J1

we have

∂ X

∂T
= x ′F(T ) − 1

2m

(
J1

sin ωT

)2

− ω
cot ωT

sin ωT
J1x ′

which, when substituted back into the second equation together with

∂ X

∂x ′ = J1

sin ωT

shows it to be always true.
(b) For the force F(t) = p0 δ(t − t0) with ti < t0 < tf, we have

J1 = p0 sin ω(t0 − ti), J2 = p0 sin ω(tf − t0), J3 = 0
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We have for the exponent X

X = −γ
p2

0

2mω
+ αp0x ′ + βp0x with γ ≡ sin ω(tf − t0) sin ω(t0 − ti)

sin ω(tf − ti)
and

α ≡ sin ω(t0 − ti)

sin ω(tf − ti)
, β ≡ sin ω(tf − t0)

sin ω(tf − ti)
Thus, the propagator is

Kp0 (x
′, x ; tf, ti) = K(x ′, x ; tf − ti) exp

{
i

h̄

[
−γ

p2
0

2mω
+ αp0x ′ + βp0x

]}
(c) The time-evolved wave function will be, setting T ≡ tf − ti,

ψ(x ′, tf)

=
∫ ∞

−∞
dx K(x ′, x ; tf, ti) exp

{
i

h̄

[
−γ

p2
0

2mω
+ αp0x ′ + βp0x

]}
ψ0(x)

= eiωT/2 exp

(
−i

γ

2mh̄ω
p2

0

) ∞∑
n=0

e−inωT ψn(x ′) eiαp0x ′/h̄ 〈n|eiβp0x/h̄|0〉

= e−iωT/2 exp

(
−β2 + iγ

2h̄mω
p2

0

) ∞∑
n=0

e−inωT 1√
n!

ψn(x ′) eiαp0x ′/h̄

(
iβp0√
2h̄mω

)n

The amplitude for finding the system in the ground state again is

〈0|ψ(tf)〉
= e−iωT/2 exp

(
−β2 + iγ

2h̄mω
p2

0

) ∞∑
n=0

e−inωT 1√
n!

〈0|eiαp0x/h̄|n〉
(

iβp0√
2h̄mω

)n

= e−iωT/2 exp

(
−α2 + β2 + iγ

2h̄mω
p2

0

) ∞∑
n=0

1

n!

(
−αβp2

0 e−iωT

2h̄mω

)n

= e−iωT/2 exp

[
− p2

0

2h̄mω
(α2 + β2 + αβe−iωT + iγ )

]
The corresponding probability will be

P = exp

[
− p2

0

h̄mω
(α2 + β2 + αβ cos ωT )

]
Substituting for α and β in the exponent, we have

α2 + β2 + αβ cos ωT = sin2 ω(t0 − ti )

sin2 ωT
+ sin2 ω(tf − t0)

sin2 ωT

+ sin ω(t0 − ti) sin ω(tf − t0)
cot ωT

sin ωT

and it never vanishes. Thus, the system never returns to the ground state.
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Problem 4.15 A simple harmonic oscillator is in a state

|ψ〉 = 1√
1 + λ2

(|1〉 + eiνλ|2〉)
(a) Calculate the uncertainties (�x)2 and (�p)2 in this state.
(b) Write down the uncertainty product

(�x)2(�p)2 = h̄2

4
X (λ2, ν)

and determine the values ν0 and λ0 for which it becomes minimum. Obtain this value.
(c) Consider the uncertainty product for the value ν̃0 corresponding to ∂ X/∂ν = 0 but

∂2 X/∂ν2 < 0 and then determine its minimum with respect to λ2. Compare its final
value with the value obtained at the absolute minimum. What do you conclude about the
dependence on the phase ν? How do both values compare with the uncertainty-product
value at the absolute maximum?

Solution
(a) The expectation value of the position in the above state is

〈x〉 = 1

1 + λ2

(〈1|x |1〉 + λ2〈2|x |2〉 + λ eiν〈1|x |2〉 + λ e−iν〈2|x |1〉)
Using the fact that

x =
√

h̄

2mω
(a + a†) =⇒ 〈1|x |1〉 = 〈2|x |2〉 = 0, 〈1|x |2〉 =

√
h̄

mω

we end up with

〈x〉 = 2λ cos ν

1 + λ2

√
h̄

mω

The expectation value of the square of the position operator is

〈x2〉 = 1

1 + λ2

(〈1|x2|1〉 + λ2〈2|x2|2〉 + λ eiν 〈1|x2|2〉 + λ e−iν 〈2|x2|1〉)
Using the fact that

x2 = h̄

2mω

[
a2 + (a†)2 + 2N + 1

]
=⇒ 〈1|x2|1〉 = 3h̄

2mω
, 〈2|x2|2〉 = 5h̄

2mω
, 〈1|x2|2〉 = 0

we obtain

〈x2〉 = h̄

2mω

3 + 5λ2

1 + λ2
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The uncertainty is then

(�x)2 = h̄

2mω
F(λ2, ν)

with

F(λ2, ν) = 1

(1 + λ2)2

(
3 + 5λ4 + 8λ2 sin2 ν

)
Similarly, for the momentum operator we obtain

p = −i

√
mωh̄

2
(a − a†) =⇒ 〈1|p|2〉 = −i

√
mωh̄

p2 = mωh̄

2

[−a2 − (a†)2 + 2N + 1
] =⇒ 〈n|p2|n〉 = (2n + 1)mωh̄

2

Thus

(�p)2 = mωh̄

2
G(λ2, ν)

with

G(λ2, ν) = 1

(1 + λ2)2

(
3 + 5λ4 + 8λ2 cos2 ν

)
(b) The uncertainty product is

(�x)2(�p)2 = h̄2

4
X (λ2, ν)

with

X (λ2, ν) = FG = (3 + 5λ4 + 8λ2 sin2 ν) (3 + 5λ4 + 8λ2 cos2 ν)

(1 + λ2)4

Considering the partial derivative with respect to the angle ν we get

∂ X

∂ν
= 32λ4

(1 + λ2)4
sin 4ν

This vanishes for the values

ν = 0,
π

4
,

π

2

The second derivative is

∂2 X

∂ν2
= 128λ4

(1 + λ2)4
cos 4ν



4 The harmonic oscillator 117

and we can see that ν = π/4 corresponds to a maximum in the uncertainty product
while ν0 = 0, π/2 correspond to a minimum. For these values we have

X (λ2, ν0) = (3 + 5λ4)(3 + 5λ4 + 8λ2)

(1 + λ2)4

Considering the derivative with respect to λ2, we get

d X

dλ2
= 60(λ4 − 1

5 )

(1 + λ2)4

which vanishes for the value

λ2
0 = 1√

5

This corresponds to a minimum, since

d2 X

d(λ2)2
= 120

(1 + λ2)5

(−λ4 + λ2 + 2
5

)
is positive at λ2

0.
The uncertainty product at ν0 = 0, π/2 and λ2

0 = 1/
√

5 has the value

(�x)(�p) = h̄

2

√
X0 = h̄

2

(
10

5 + 2
√

5

7 + 3
√

5

)1/2

∼ h̄

2
2.63

(c) At the maximum ν = π/4, we have

X =
(

3 + 5λ4 + 4λ2

(1 + λ2)2

)2

= F2(λ2)

From

F ′(λ2) = 6(λ2 − 1
3 )

(1 + λ2)3
= 0, F ′′(λ2) = 12(1 − λ2)

(1 + λ2)4
> 0

we get the value

λ̃2
0 = 1

3

for which

F(λ̃2
0) = 11

4 ∼ 2.75

We observe that this, although larger, does not differ much from the value 2.63
obtained at the absolute minimum. The dependence on the phase ν is weak. In
contrast, at the absolute maximum λ2 → ∞, the corresponding value is 5.
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Angular momentum

Problem 5.1 Consider an electron bound in a hydrogen atom under the influence of
a homogeneous magnetic field B = ẑ B. Ignore the electron spin. The Hamiltonian
of the system is

H = H0 − ωLz

with ω ≡ |e|B/2mec. The eigenstates |n � m〉 and eigenvalues E (0)
n of the unper-

turbed hydrogen atom Hamiltonian H0 are to be considered as known. Assume that
initially (at t = 0) the system is in the state

|ψ(0)〉 = 1√
2

(|2 1 −1〉 − |2 1 1〉)
(a) For each of the following states, calculate the probability of finding the system, at some

later time t > 0, in that state:

|2px 〉 = 1√
2

(|2 1 −1〉 − |2 1 1〉)
|2py〉 = 1√

2
(|2 1 −1〉 + |2 1 1〉)

|2pz〉 = |2 1 0〉
When does each probability become equal to 1?

(b) Consider a state |n̂〉 defined by

(n̂ · L)|n̂〉 = h̄|n̂〉, L2|n̂〉 = 2h̄2|n̂〉
Here |n̂〉 is an angular momentum eigenstate with angular-momentum-magnitude quan-
tum number � = 1 and angular momentum eigenvalue along the direction n̂ equal to
+h̄. Calculate the probability of finding the system in this state and show that it is
a periodic function of time. What is the period? What are the maximum and mini-
mum values of this probability? For simplicity consider the direction n̂ to be in the
xy-plane.

(c) Calculate the expectation value of the magnetic dipole moment associated with the
orbital angular momentum at time t .

118
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Solution
(a) The eigenstates |n � m〉 of H0 are also eigenstates of the complete Hamilto-

nian with modified eigenvalues

Enm = E (0)
n − mh̄ω

The evolved state of the system is

|ψ(t)〉 = 1√
2
e−i E (0)

2 t/h̄
(
eiωt |2 1 −1〉 − e−iωt |2 1 1〉)

The probability of finding the system in the state |2px〉 is

Px = |〈2px |ψ(t)〉|2 = |e−i E (0)
n t/h̄ cos ωt |2 = cos2 ωt

Similarly,

Py = |〈2py|ψ(t)〉|2 = |ie−i E (0)
n t/h̄ sin ωt |2 = sin2 ωt

Pz = |〈2pz|ψ(t)〉|2 = 0

The probability Px becomes 1 at tn = nπ/ω, i.e.

t = π

ω
,

2π

ω
,

3π

ω
, . . .

while Py = 1 at tn = (2n + 1)π/2ω, i.e.

t = π

2ω
,

3π

2ω
,

5π

2ω
, . . .

(b) The state |n̂〉 can be expanded in terms of the states |2 1 m〉 with m = ±1, 0
as follows:

|n̂〉 = C1|2 1 1〉 + C−1|2 1 −1〉 + C0|2 1 0〉

The coefficients Cm are given by

Cm = 〈2 1 m|n̂〉

They can be obtained from the eigenvalue condition:

〈2 1 m|(n̂ · L)|n̂〉 = h̄〈2 1 m|n̂〉 = h̄Cm

or

Cm = 1

2h̄
(n̂x − i n̂y)〈2 1 m|L+|n̂〉 + 1

2h̄
(n̂x + i n̂y)〈2 1 m|L−|n̂〉
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Since we have

〈2 1 1|L+ = h̄
√

2〈2 1 0|, 〈2 1 1|L− = 0
〈2 1 0|L+ = h̄

√
2〈2 1 −1|, 〈2 1 0|L− = h̄

√
2〈2 1 1|

〈2 1 −1|L+ = 0, 〈2 1 −1|L− = h̄
√

2〈2 1 0|
we get

C1 = 1√
2
(n̂x − i n̂y)〈2 1 0|n̂〉

C0 = 1√
2
〈2 1 −1|n̂〉 + 1√

2
(n̂x + i n̂y)〈2 1 1|n̂〉

C−1 = h̄√
2
(n̂x + i n̂y)〈2 1 0|n̂〉

and so

C1 = 1√
2
(n̂x − i n̂y)C0

C−1 = 1√
2
(n̂x + i n̂y)C0

The third relation is satisfied trivially (n̂2
x + n̂2

y = 1). C0 can be obtained from the
normalization requirement

1 = |C0|2 + |C1|2 + |C−1|2 = |C0|2
(
1 + 1

2 + 1
2

) =⇒ C0 = 1√
2

It is convenient to define

n̂ = cos φ x̂ + sin φ ŷ

Then we can write

|n̂〉 = 1√
2

(
|2 1 0〉 + 1√

2
e−iφ|2 1 1〉 + 1√

2
eiφ|2 1 −1〉

)
The amplitude for finding the system in this state is

〈n̂|ψ(t)〉 = 1
2
√

2
e−i E (0)

2 t/h̄(eiωt+iφ − e−iωt−iφ) = 1√
2
ie−i E (0)

2 t/h̄ sin(ωt + φ)

The corresponding probability is

Pn = 1
2 sin2(ωt + φ)

The probability of finding the system in the state |n̂〉 is thus seen to be a periodic
function of time with period 2π/ω. Its minimum value is zero, while its maximum
value is 1/2. These values are attained at times

t (min)
n = −φ + n

π

ω
, t (max)

n = −φ + (2n + 1)
π

2ω
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(c) It is simpler to solve first Heisenberg’s equations of motion for the Heisenberg
operator L(t). They are

dL
dt

= i

h̄
[H, L] = − iω

h̄
[Lz, L]

or

d Lx

dt
= ωL y,

d L y

dt
= −ωLx

while Lz is a constant of the motion. The solution of the above system is

Lx (t) = Lx (0) cos ωt + L y(0) sin ωt

L y(t) = L y(0) cos ωt − Lx (0) sin ωt

Lz(t) = Lz(0)

The expectation values of these quantities are

〈Lx〉t = 1
2〈ψ(0)| [e−iωt L+(0) + eiωt L−(0)

] |ψ(0)〉
= 1

2 h̄〈ψ(0)| [e−iωt |0〉 − eiωt |0〉] = 0

〈L y〉t = − 1
2 i〈ψ(0)| [e−iωt L+(0) − eiωt L−(0)

] |ψ(0)〉
= − 1

2 ih̄〈ψ(0)| [e−iωt |0〉 + e−iωt |0〉] = 0

〈Lz〉t = 1
2 (〈−1| − 〈1|) Lz(0) (| −1〉 − |1〉)

= 1
2 h̄ (〈−1| − 〈1|) (−| −1〉 − |1〉) = 0

Thus finally we get

〈L〉t = 0

which also implies the vanishing of the magnetic dipole moment associated with
the orbital angular momentum:

〈µ〉t = e

2mec
〈L〉t = 0

Problem 5.2 The most general spin state of an electron is

|χ〉 = a|↑〉 + b|↓〉
where | ↑〉, | ↓〉 are the eigenstates of Sz corresponding respectively to eigenvalues
±h̄/2. Determine the direction n̂ such that the above state is an eigenstate of n̂ · S
with eigenvalue −h̄/2. Calculate the expectation value of S in that state.

Solution
Using the previous problem, we can conclude that

a = sin(θ/2), b = − cos(θ/2) eiφ
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The spin expectation value in such a state is

〈χ |S|χ〉 = h̄

2
[−sin θ (cos φ x̂ + sin φ ŷ) − cos θ ẑ]

Note that, as expected,

〈χ | (n̂ · S) |χ〉 = h̄

2

[−sin2 θ
(
cos2 φ + sin2 φ

) − cos2 θ
] = − h̄

2

Problem 5.3 An electron is described by a Hamiltonian that does not depend on
spin. The electron’s spin wave function is an eigenstate of Sz with eigenvalue +h̄/2.
The operator n̂ · S represents the spin projection along a direction n̂. We can express
this direction as n̂ = sin θ (cos φ x̂ + sin φ ŷ) + cos θ ẑ.

(a) Solve the eigenvalue problem of n̂ · S. What is the probability of finding the electron in
each n̂ · S eigenstate?

(b) Assume now that the system is subject to a homogeneous magnetic field B = n̂B. The
Hamiltonian is H = H0 + ωn̂ · S. The original spatial state of the electron continues as
an eigenstate of the modified system. Calculate the spin state of the system at later times
t > 0. What is the probability of finding the system again in the initial state? What is
the probability of finding it with inverted spin?

Solution
In terms of the Pauli representation we write

n̂ · S = h̄

2

[
sin θ cos φ

(
0 1
1 0

)
+ sin θ sin φ

(
0 −i
i 0

)
+ cos θ

(
1 0
0 −1

)]

=⇒ n̂ · S = h̄

2

(
cos θ sin θ e−iφ

sin θ eiφ −cos θ

)

The eigenvalues of this matrix are ±h̄/2, with corresponding eigenvectors(
cos(θ/2)

sin(θ/2) eiφ

)
,

(
sin(θ/2)

−cos(θ/2) eiφ

)

The probabilities of finding the electron in the above states are respectively
cos2(θ/2) and sin2(θ/2).

(b) The evolved state will be

|ψ(t)〉 = e−i E (0)t/h̄ e−iωt(n̂·S)/h̄ |ψ(0)〉
Ignoring the spatial part, we have

�(t) = e−i E (0)t/h̄ e−iωt(n̂·σ)/2

(
1
0

)
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or

�(t) = e−i E (0)t/h̄ [cos(ωt/2) − i n̂ · σ sin(ωt/2)]

(
1
0

)

so that

�(t) = e−i E (0)t/h̄

(
cos(ωt/2) − i sin(ωt/2) cos θ

−i sin(ωt/2) sin θ eiφ

)

The probability of finding the system again with spin up is

P↑ = ∣∣ cos(ωt/2) − i sin(ωt/2) cos θ
∣∣2 = 1 − sin2(ωt/2) sin2 θ

Note that at times t = 2π/ω, 4π/ω, . . . this probability becomes unity. The prob-
ability of finding the system with spin down must be

P↓ = sin2(ωt/2) sin2 θ

Problem 5.4 Consider a state with orbital angular momentum (quantum number)
� = 1 (for example, an n = 2, � = 1 state of the hydrogen atom),

|ψ〉 = C0|1 0〉 + C−1|1 −1〉 + C1|1 1〉

(a) Find a direction n̂ such that this state is an eigenstate of the operator n̂ · L. Express the
coefficients C in terms of the angles θ, φ that define the direction n̂.

(b) Write down expressions for the eigenvectors of L y ,

|1, L y = 0〉, |1, L y = h̄〉, |1, L y = −h̄〉
Do the same for the eigenstates |1, Lx 〉.

Solution
(a) The given operator can be written as follows:

n̂ · L = n̂z Lz + 1
2 (n̂x − i n̂y)L+ + 1

2 (n̂x + i n̂y)L−

or

n̂ · L = cos θ Lz + 1
2 sin θ e−iφ L+ + 1

2 sin θ eiφ L−

It is easy to see that

n̂ · L|1 0〉 = 1√
2
h̄ sin θ e−iφ|1 1〉 + 1√

2
h̄ sin θ eiφ|1 −1〉

n̂ · L|1 1〉 = h̄ cos θ |1 1〉 + 1√
2
h̄ sin θ eiφ|1 0〉

n̂ · L|1 −1〉 = −h̄ cos θ |1 −1〉 + 1√
2
h̄ sin θ e−iφ|1 0〉
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Thus

n̂ · L|ψ〉 = C0

(
1√
2
h̄ sin θ e−iφ|1 1〉 + 1√

2
h̄ sin θ eiφ|1 −1〉

)
+ C1

(
h̄ cos θ |1 1〉 + 1√

2
h̄ sin θ eiφ|1 0〉

)
+ C−1

(
−h̄ cos θ |1 −1〉 + 1√

2
h̄ sin θ e−iφ|1 0〉

)
= 1√

2
h̄

(
C1eiφ + C−1e−iφ

)
sin θ |1 0〉

+
(

1√
2
h̄C0 sin θ e−iφ + h̄C1 cos θ

)
|1 1〉

+
(

1√
2
h̄C0 sin θ eiφ − h̄C−1 cos θ

)
|1 −1〉

The eigenvalue condition translates to

1√
2
h̄

(
C1eiφ + C−1e−iφ

)
sin θ = h̄αC0

1√
2
h̄C0 sin θ e−iφ + h̄C1 cos θ = h̄αC1

1√
2
h̄C0 sin θ eiφ − h̄C−1 cos θ = h̄αC−1

where h̄α = 0, ±h̄ are the eigenvalues. Solving the above for the three eigenvalues
we obtain

|ψ〉0 = cos θ |1 0〉 + 1√
2

sin θ
(−e−iφ |1 1〉 + eiφ |1 −1〉)

|ψ〉1 = 1√
2

sin θ |1 0〉 + cos2(θ/2) e−iφ |1 1〉 + sin2(θ/2) eiφ |1 −1〉
|ψ〉−1 = 1√

2
sin θ |1 0〉 − sin2(θ/2) e−iφ |1 1〉 − cos2(θ/2) eiφ |1 −1〉

(b) Taking θ = π/2 and φ = π/2 we get

|1, L y = 0〉 = 1√
2
i (|1 1〉 + |1 −1〉)

|1, L y = ±h̄〉 = 1√
2
|1 0〉 +

(
∓ i

2

)
(|1 1〉 − |1 −1〉)

Similarly, for θ = π/2 and φ = 0, we get

|1, Lx = 0〉 = 1√
2

(−|1 1〉 + |1 −1〉)
|1, Lx = ±h̄〉 = 1√

2
|0〉 + (± 1

2

)
(|1 1〉 + |1 −1〉)

Problem 5.5 Consider an operator describing a rotation around the y-axis by π/2
and apply it to an eigenstate of L2 and Lx with � = 1:

e−iπ L y/2h̄ |1, Lx〉



5 Angular momentum 125

Show that the resulting state is an eigenstate of Lz . Prove the rotation operator
relation

eiπ L y/2h̄ Lz e−iπ L y/2h̄ = −Lx

Show also that

e−iπ L y/2h̄ e−iπ Lx /2h̄ eiπ L y/2h̄ e−iπ Lz/2h̄ = 1

Solution
Begin with the state

e−iπ L y/2h̄|1, Lx = h̄〉
= e−iπ L y/2h̄

[
1
2

(|1, L y = h̄〉 + |1, L y = −h̄〉) − 1√
2
i |1, L y = 0〉

]
= − 1

2 i
(|1, L y = h̄〉 − |1, L y = −h̄〉) − 1√

2
i |1, L y = 0〉 = |1 −1〉

In an analogous way we can show that any Lx eigenstate rotated by π/2 around ŷ
is an eigenstate of Lz . For the above state we can write

e−iπ L y/2h̄ |1, Lx = h̄〉 = |1 −1〉 = −1

h̄
Lz|1 −1〉 = −1

h̄
Lz e−iπ L y/2h̄ |1, Lx = h̄〉

giving

e−iπ L y/2h̄ Lx |1, Lx = h̄〉 = −Lz e−iπ L y/2h̄ |1, Lx = h̄〉
or

e−iπ L y/2h̄ Lx eiπ L y/2h̄ = −Lz

since the same holds also for |1, Lx = 0〉 and |1, Lx = −h̄〉.
It is clear that

e−iπ L y/2h̄ Ln
x eiπ L y/2h̄ = (−1)n Ln

z

Thus,

e−iπ L y/2h̄ e−iπ Lx /2h̄ eiπ L y/2h̄ = eiπ Lz/2h̄

Problem 5.6 Consider the state | j1 j2 j m〉, which is a common eigenstate of
the angular momentum operators J2

1, J2
2, J2 and Jz , where J = J1 + J2. Show that

this state is also an eigenstate of the inner product operator J1 · J2 and find its
eigenvalues. Do the same for the operators J · J1 and J · J2.

Solution
Since

J1 · J2 = 1
2

(
J2 − J2

1 − J2
2

)
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it is clear that

J1 · J2| j1 j2 j m〉 = 1
2 h̄ [ j( j + 1) − j1( j1 + 1) − j2( j2 + 1)] | j1 j2 j m〉

The eigenvalues are independent of the eigenvalues m of Jz , since

[(J1 · J2), J±] = 1
2 [J2, J±] − 1

2 [J2
1, J1 ±] − 1

2 [J2
2, J2 ±] = 0

Similarly, for J · J1 we have

J · J1 = J2
1 + J2 · J1

Thus,

J · J1| j1 j2 j m〉 = h̄2
[

j( j + 1) − j2( j2 + 1) − 1
2 j1( j1 + 1)

] | j1 j2 j m〉
Analogously for J · J2.

Problem 5.7 Consider an operator V that satisfies the commutation relation

[Li , Vj ] = ih̄εi jk Vk

This is by definition a vector operator (for example, V = r, p, L).

(a) Prove that the operator e−iφLx /h̄ is a rotation operator corresponding to a rotation around
the x-axis by an angle φ, by showing that

e−iφLx /h̄ Vi eiφLx /h̄ = Ri j (φ) Vj

where R(φ) is the corresponding rotation matrix.
(b) Prove that

eiπ Lx /h̄ |� m〉 = |� −m〉

(c) Show that a rotation by π around the z-axis can also be achieved by first rotating around
the x-axis by π/2, then rotating around the y-axis by π and, finally, rotating back by
−π/2 around the x-axis. In terms of rotation operators, this is expressed as

eiπ Lx /2h̄ e−iπ L y/h̄ e−iπ Lx /2h̄ = e−iπ Lz/h̄

(d) Now consider an electron. How is its state modified if we rotate it by π around the
z-axis, then by π around the y-axis and, finally, by π around the x-axis?

Solution
(a) Consider the operator

Xi = e−iφLx /h̄ Vi eiφLx /h̄
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as a function of φ and differentiate it with respect to φ. We get

d Xi

dφ
= − i

h̄
e−iφLx /h̄ [Lx , Vi ] eiφLx /h̄ = εxi j X j

From this we obtain

Xx (φ) = Xx (0) = Vx

X y(φ) = X y(0) cos φ + Xz(0) sin φ = Vy cos φ + Vz sin φ

Xz(φ) = Xz(0) cos φ − X y(0) sin φ = Vz cos φ − Vy sin φ

or

e−iφLx /h̄ Vi eiφLx /h̄ =

1 0 0

0 cos φ sin φ

0 − sin φ cos φ





 Vx

Vy

Vz


 = Ri j Vj

Clearly, the matrix R is a rotation matrix corresponding to a rotation around the
x-axis by an angle φ.

(b) Putting φ = π in the above expression, we get

e−iπ Lx /h̄ Lz eiπ Lx /h̄ = −Lz

Acting on the rotated state with Lz , we get

Lz eiπ Lx /h̄ |� m〉 = −e−iπ Lx /h̄ Lz |� m〉 = −h̄m eiπ Lx /h̄ |� m〉
Thus

eiπ Lx /h̄ |� m〉 ∝ |� −m〉
Since the rotation operator is unitary and it is acting on a normalized state, the
proportionality coefficient is just a phase, which we take to be unity. Thus,

eiπ Lx /h̄ |� m〉 = |� −m〉
(c) Putting φ = π/2 in the rotation matrix, we get

eiπ Lx /2h̄


 Lx

L y

Lz


 e−iπ Lx /2h̄ =


 Lx

Lz

−L y




Thus, we obtain

eiπ Lx /2h̄
(
L y

)n
e−iπ Lx /2h̄ = (Lz)

n

and finally

eiπ Lx /2h̄ e−iπ L y/h̄ e−iπ Lx /2h̄ = e−iπ Lz/h̄
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(d) In the case of an electron the rotation operators involve the total angular
momentum J = L + S. Thus, the action of the rotations on the electron state can
be written as

e−iπ Jx /h̄ e−iπ Jy/h̄ e−iπ Jz/h̄ |�〉
= e−iπσ1/2 e−iπσ2/2 e−iπσ3/2 e−iπ Lx /h̄ e−iπ L y/h̄ e−iπ Lz/h̄ |�〉
= iσ1σ2σ3 e−iπ Lx /2h̄

(
e−iπ Lx /2h̄ e−iπ L y/h̄

)
e−iπ Lz/h̄|�〉

= −e−iπ Lx /2h̄
(
e−iπ Lz/h̄e−iπ Lx /2h̄

)
e−iπ Lz/h̄|�〉

= −e−iπ Lx /2h̄
(
e−iπ Lz/h̄e−iπ Lx /2h̄

)
eiπ Lz/h̄|ψ〉

= −e−iπ Lx /2h̄
(
e−iπ Lz/h̄e−iπ Lx /2h̄eiπ Lz/h̄

) |�〉
= −e−iπ Lx /2h̄eiπ Lx /2h̄|�〉 = −|�〉

Problem 5.8 Consider again a vector operator V.1

(a) Prove the property [
J2, J × V

] = 2ih̄
(
J2V − (J · V) J

)
(b) Demonstrate that

〈 j m ′|V| j m〉 = 1

h̄2 j( j + 1)
〈 j m ′|(J · V)J| j m〉

= 1

h̄2 j( j + 1)
〈 j m ′|J| j m〉〈 j m|(J · V)| j m〉

(c) Assume now that the states | j m〉 correspond to two angular momentum operators
J1, J2, being eigenstates of J 2

1 and J 2
2 in addition to J2, Jz , namely

| j m〉 =⇒ | j1 j2 j m〉
Calculate the matrix elements

〈 j1 j2 j m|J1| j1 j2 j m〉, 〈 j1 j2 j m|J2| j1 j2 j m〉
Solution
(b) Let us introduce a complete set of states | j ′ m ′′〉. Then we get

〈 j m ′| (J · V) J| j m〉 =
〈

j m ′
∣∣∣ (J · V)

∑
j ′ m ′′

∣∣∣ j ′ m ′′
〉
〈 j ′ m ′′|J| j m〉

Since [J2, J] = 0, we have

0 = 〈 j ′ m ′′|[J2, J]| j m〉 = h̄2
[

j ′( j ′ + 1) − j( j + 1)
] 〈 j ′ m ′′|J| j m〉

1 By definition a vector operator satisfies the commutation relation [Ji , Vj ] = ih̄εi jk Vk , where J is the total
angular momentum.
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and, thus, j ′ = j . Note however that we can easily show that

[J, (J · V)] = 0

which implies

[Jz, (J · V)] = [J±, (J · V)] = 0

Therefore, we have

〈 j m ′| (J · V) | j m ′′〉 �= 0

only for m ′ = m ′′.
(c) We can write

J = 1
2 (x̂ − i ŷ)J+ + 1

2 (x̂ + i ŷ)J− + ẑJz

and calculate the matrix element

〈 j m ′|J| j m〉 = 1
2 h̄(x̂ − i ŷ)

√
j( j + 1) − m(m + 1) δm ′,m+1

+ 1
2 h̄(x̂ + i ŷ)

√
j( j + 1) − m(m − 1) δm ′,m−1 + ẑh̄mδm ′,m

From the relation previously proved we get

〈 j m ′|Ja| j m〉 = 1

h̄2 j( j + 1)
〈 j m ′|J · Ja| j m〉〈 j m ′|J| j m〉

We also have

J · J1 = J 2
1 + J2 · J1 = J 2

1 + 1
2

(
J 2 − J 2

1 − J 2
2

) = 1
2

(
J 2 + J 2

1 − J 2
2

)
and, analogously,

J · J2 = 1
2

(
J 2 + J 2

2 − J 2
1

)
Therefore, the matrix elements in question are

〈 j m|J1| j m〉 = ẑ
h̄m

2

[
1 + j1( j1 + 1)

j( j + 1)
− j2( j2 + 1)

j( j + 1)

]

〈 j m|J2| j m〉 = ẑ
h̄m

2

[
1 − j1( j1 + 1)

j( j + 1)
+ j2( j2 + 1)

j( j + 1)

]

Problem 5.9 Consider an electron. We know its orbital angular momentum � and
the z-component m of its total angular momentum j . What are the possible values
of j? Calculate the expectation value of the magnetic dipole moment of the electron
in the state |� 1

2 ; j m〉.



130 Problems and Solutions in Quantum Mechanics

Solution
The possible values of the total angular momentum are

j = � + 1
2 , j = � − 1

2

From problem 5.8, making the correspondences

J1 → L, J2 → S

we have the following diagonal matrix elements:〈
� + 1

2 , m; � 1
2 |S| � + 1

2 , m; � 1
2

〉
= ẑ

h̄m

2

[
1 − �(� + 1)(

� + 1
2

) (
� + 3

2

) + 3

4
(
� + 1

2

) (
� + 3

2

)
]

= ẑ
h̄m

2� + 1〈
� − 1

2 , m; � 1
2 |S| � − 1

2 , m; � 1
2

〉
= ẑ

h̄m

2

[
1 − �(� + 1)(

� − 1
2

) (
� + 1

2

) + 3

4(� − 1
2 )

(
� + 1

2

)
]

= −ẑ
h̄m

2� + 1〈
� + 1

2 , m; � 1
2 |L| � + 1

2 , m; � 1
2

〉
= ẑ

h̄m

2

[
1 + �(� + 1)(

� + 1
2

) (
� + 3

2

) − 3

4
(
� + 1

2

) (
� + 3

2

)
]

= ẑh̄m
2�

2� + 1〈
� − 1

2 , m; � 1
2 |L| � − 1

2 , m; � 1
2

〉
= ẑ

h̄m

2

[
1 + �(� + 1)(

� − 1
2

) (
� + 1

2

) − 3

4
(
� − 1

2

) (
� + 1

2

)
]

= ẑh̄m
� + 1

� + 1
2

The magnetic dipole moment operator of the electron is

µ ≡ e

2mec
(L + 2S)

Thus, we get

〈
� + 1

2 , m; � 1
2 |(L + 2S)| � + 1

2 , m; � 1
2

〉 = ẑh̄m
� + 1

� + 1
2〈

� − 1
2 , m; � 1

2 |(L + 2S)| � − 1
2 , m; � 1

2

〉 = ẑh̄m
�

� + 1
2

and, finally,

〈 µ 〉 = ẑ
eh̄

2mec

2m

2� + 1

{
(� + 1), j = � + 1

2

�, j = � − 1
2
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Problem 5.10 A hydrogen atom is under the influence of a homogeneous magnetic
field B = ẑB. Assume that the atom is initially (at t = 0) in a state |n; � 1

2 ; j m〉
with j = � + 1

2 . Calculate the probability of finding the atom at a later time t > 0
in the state |n′; �′ 1

2 ; j ′ m ′〉, with j ′ = �′ + 1
2 or j ′ = �′ − 1

2 .
Solution
The Hamiltonian operator of the system is

H = H0 + ω(Jz + Sz)

where H0 is the unperturbed hydrogen-atom Hamiltonian. Note that [H0, Jz] =
[H0, Sz] = 0.

The evolved state of the system will be

|ψ(t)〉 = e−i Ent/h̄ e−iωmt e−iωt Sz/h̄|n; � 1
2 ; j = � + 1

2 , m〉
The probability that we require is2

P(t) = ∣∣〈n′; �′ 1
2 ; j ′ m ′|e−iωt Sz/h̄|n; � 1

2 ; j = � + 1
2 , m〉∣∣2

with j ′ = �′ ± 1
2 . This gives

P(t) = δn′nδm ′mδ�′�

∣∣∣∣cos
ωt

2
− 2i

h̄
sin

ωt

2
〈 Sz 〉

∣∣∣∣
2

= δn′nδm ′mδ�′�

[
cos2 ωt

2
+ 4

h̄2 sin2 ωt

2
| 〈 Sz 〉 |2

]
using the fact that 〈

Sz 〉 = 〈� 1
2 ; j ′ m|Sz|� + 1

2 , m; � 1
2

〉
is real. Proceeding with the determination of this matrix element, we note that the
case j ′ = � + 1

2 was calculated in problem 5.9. The second case, j ′ = � − 1
2 , can

be obtained by starting from

h̄2

4
= 〈

� + 1
2 , m; � 1

2

∣∣S2
z

∣∣� + 1
2 , m; � 1

2

〉
=

∑
j ′m ′

〈
� + 1

2 , m; � 1
2

∣∣Sz

∣∣ j ′ m ′; � 1
2

〉 〈
j ′ m ′; � 1

2 |Sz|� + 1
2 , m; � 1

2

〉
= 〈

� + 1
2 , . . . |Sz|� + 1

2 , . . .
〉 〈

� + 1
2 , . . . |Sz|� + 1

2 , . . .
〉

+ 〈
� + 1

2 , . . . |Sz|� − 1
2 , . . .

〉 〈
� − 1

2 , . . . |Sz|� + 1
2 , . . .

〉
Thus ∣∣〈� + 1

2 , . . . |Sz|� + 1
2 , . . .

〉∣∣2 + ∣∣〈� − 1
2 , . . . |Sz|� + 1

2 , . . .
〉∣∣2 = h̄2

4

2 Applying the formula (b) of problem 5.8 for V → Jz , we obtain that the matrix elements 〈 j m′|L| j m〉,
〈 j m′|S| j m〉 vanish unless m′ = m.
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Substituting the known first term, we get

∣∣〈� − 1
2 , . . . |Sz|� + 1

2 , . . .
〉∣∣2 = h̄2

4

[
1 −

(
2m

2� + 1

)2
]

Thus, finally, we obtain

P+(t) = δnn′δ��′δmm ′

[
cos2 ωt

2
+ sin2 ωt

2

(
2m

2� + 1

)2
]

and

P−(t) = δnn′δ��′δmm ′ sin2 ωt

2

[
1 −

(
2m

2� + 1

)2
]

Problem 5.11 Consider a spinless particle of mass µ and charge q under the
simultaneous influence of a uniform magnetic field and a uniform electric field.
The interaction Hamiltonian consists of the two terms

HM = − q

2µc
(B · L) , HE = −q (E · r)

Show that∣∣〈�′ m ′|HM + HE|� m〉∣∣2 = ∣∣〈�′ m ′|HM|� m〉∣∣2 + ∣∣〈�′ m ′|HE|� m〉∣∣2

and that, always, one of the matrix elements 〈�′ m ′|HM|� m〉 and 〈�′ m ′|HE|� m〉
vanishes.

Solution
We can always take the plane defined by the vectors E and B to be the x̂ plane;

then the electric and magnetic field will not have components along this direction. A
rotation byπ around the x-axis will change the sign of B · L. The state e−iπ Lx /h̄ |� m〉
can easily be shown to be an eigenstate of Lz with eigenvalue −h̄m, namely

Lz
(
e−iπ Lx /h̄ |� m〉) = −e−iπ Lx /h̄ Lz |� m〉 = −h̄m

(
e−iπ Lx /h̄ |� m〉)

Furthermore,

e−iπ Lx /h̄ |� m〉 = |� −m〉
Thus, we have

〈�′ m ′|HM|� m〉 = − q

2µ
B · 〈�′ m ′|L|� m〉

= q

2µ
B · 〈�′ m ′|eiπ Lx /h̄Le−iπ Lx /h̄|� m〉

= q

2µ
B · 〈�′ −m ′|L|� −m〉
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The states |� −m〉 can be obtained via

|� −m〉 ∝ Lm
−|� 0〉

and we have, noting that L∗
j = −L j ,

|� m〉 ∝ Lm
+|� 0〉 ∝ (

Lm
−
)∗ |� 0〉 ∝ (|� −m〉)∗

Considering the square of the quantities in the last line we can see that the propor-
tionality constant is just a phase. Thus, we have

〈�′ m ′|HM|� m〉 = − q

2µ
B · 〈�′ −m ′|L∗|� −m〉

= − q

2µ
B · (〈�′ m ′|L|� m〉)∗

= 〈�′ m ′|HM|� m〉∗

In an analogous fashion we have

〈�′ m ′|HE|� m〉 = −qE · 〈�′ m ′|r|� m〉
= qE · 〈�′ m ′|eiπ Lx /h̄re−iπ Lx /h̄|� m〉
= qE · 〈�′ −m ′|r|� −m〉
= qE · 〈�′ m ′|r|� m〉∗

= −〈�′ m ′|HE|� m〉∗

Consequently,

∣∣〈�′ m ′|HM + HE|� m〉∣∣2 = ∣∣〈�′ m ′|HM|� m〉∣∣2 + ∣∣〈�′ m ′|HE|� m〉∣∣2

+ 〈�′ m ′|HM|� m〉∗ 〈�′ m ′|HE|� m〉
+ 〈�′ m ′|HM|� m〉 〈�′ m ′|HE|� m〉∗

Since, however,

〈�′ m ′|HM|� m〉∗ 〈�′ m ′|HE|� m〉 + 〈�′ m ′|HM|� m〉 〈�′ m ′|HE|� m〉∗

= 〈�′ m ′|HM|� m〉 〈�′ m ′|HE|� m〉 − 〈�′ m ′|HM|� m〉 〈�′ m ′|HE|� m〉 = 0

we obtain as required

∣∣〈�′ m ′|HM + HE|� m〉∣∣2 = ∣∣〈�′ m ′|HM|� m〉∣∣2 + ∣∣〈�′ m ′|HE|� m〉∣∣2
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The states |� m〉 are parity eigenstates.3 Thus, on the one hand,

〈�′ m ′|HM|� m〉 = 
 ′
 〈�′ m ′|PHMP|� m〉 = 
 ′
 〈�′ m ′|HM|� m〉
which implies that 

 ′ = 1. On the other hand,

〈�′ m ′|HE|� m〉 = 
 ′
 〈�′ m ′|PHEP|� m〉 = −

 ′〈�′ m ′|HE|� m〉
which implies that 

 ′ = −1. The two conclusions are mutually exclusive and
thus, always, one of the two matrix elements must vanish.

Problem 5.12 Consider an electron under the simultaneous influence of a uniform
magnetic field and a uniform electric field. Calculate the matrix elements〈

� m; 1
2 ms |HM|� m; 1

2 m ′
s

〉
,

〈
� m; 1

2 ms |HE|� m; 1
2 m ′

s

〉
where HM, HE are the interaction-Hamiltonian terms:

HM = − e

2mec
B · (L + 2S) , HE = −eE · r

Solution
The electric matrix element vanishes because of parity:〈

� m; 1
2 ms |r|� m; 1

2 m ′
s

〉 = − 〈
� m; 1

2 ms |PrP|� m; 1
2 m ′

s

〉
= −(−1)2�

〈
� m; 1

2 ms |r|� m; 1
2 m ′

s

〉
= − 〈

� m; 1
2 ms |r|� m; 1

2 m ′
s

〉 = 0

The magnetic matrix element consists of two parts. The first is4

− e

2mec
B · 〈

� m; 1
2 ms |L|� m; 1

2 m ′
s

〉 = − e

2mec
δms m ′

s
B · 〈

� m; 1
2 ms |L|� m; 1

2 m ′
s

〉
= − mh̄e

2mec
δms m ′

s
Bz

The second contribution,

− e

mec
B · 〈

� m; 1
2 ms |S|� m; 1

2 m ′
s

〉
can be written as

− eh̄

2mec

(
Bz Bx − i By

Bx + i By −Bz

)
ms m ′

s

3 The parity eigenvalue of |� m〉 is 
 = (−1)�.
4 L = x̂Lx + ŷL y + ẑLz = 1

2 (x̂ − i ŷ)L+ + 1
2 (x̂ + i ŷ)L− + ẑLz
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Thus, finally, we have

〈
� m; 1

2 ↑ |HM|� m; 1
2 ↑〉 = − (m + 1)h̄e

2me
Bz

〈
� m; 1

2 ↓ |HM|� m; 1
2 ↓〉 = − (m − 1)h̄e

2me
Bz〈

� m; 1
2 ↑ |HM|� m; 1

2 ↓〉 = 〈
� m; 1

2 ↓ |HM|� m; 1
2 ↑〉∗

= − h̄e

2me
(Bx − i By)

Problem 5.13 Consider a particle with spin quantum number s = 1. Ignore all
spatial degrees of freedom and assume that the particle is subject to an external
magnetic field B = x̂B. The Hamiltonian operator of the system is H = gB · S.

(a) Obtain explicitly the spin matrices in the basis of the S2, Sz eigenstates, |s, ms〉.
(b) If the particle is initially (at t = 0) in the state |1 1〉, find the evolved state of the particle

at times t > 0.
(c) What is the probability of finding the particle in the state |1 −1〉?

Solution
(a) In order to obtain the spin matrices for s = 1, we consider the relations

S+|1 0〉 = h̄
√

2|1 1〉, S+|1 − 1〉 = h̄
√

2|1 0〉
S−|1 1〉 = h̄

√
2|1 0〉, S−|1 0〉 = h̄

√
2|1 −1〉

which lead to

S+ = h̄
√

2


0 1 0

0 0 1
0 0 0


 , S− = (S+)† = h̄

√
2


0 0 0

1 0 0
0 1 0




From these we obtain

Sx = 1

2
(S+ + S−) = h̄√

2


0 1 0

1 0 1
0 1 0




Similarly, we get

Sy = 1

2i
(S+ − S−) = h̄√

2


0 −i 0

i 0 −i
0 i 0



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Their commutator is

[Sx , Sy] = ih̄2


1 0 0

0 0 0
0 0 −1




implying that

Sz = h̄


1 0 0

0 0 0
0 0 −1




(b) From the matrix Sx we can derive that its eigenvectors5 correspond to the
states

|Sx = h̄〉 = 1
2

(
|1 1〉 + √

2|1 0〉 + |1 −1〉
)

|Sx = 0〉 = 1√
2

(|1 1〉 − |1 −1〉)

|Sx = −h̄〉 = 1
2

(
|1 1〉 − √

2|1 0〉 + |1 −1〉
)

The inverse relations, in an obvious notation, are

|1 1〉 = 1
2

(
|h̄〉 + | −h̄〉 + √

2|0〉
)

|1 0〉 = 1√
2

(|h̄〉 − | −h̄〉)

|1 − 1〉 = 1
2

(
|h̄〉 + | −h̄〉 − √

2|0〉
)

The evolved state of the particle will be

|ψ(t)〉 = e−igBt Sx /h̄ |1 1〉 = 1
2

(
e−igBt |h̄〉 + eigBt | −h̄〉 + √

2|0〉
)

(c) Transforming back to the Sz eigenstates, we get

|ψ(t)〉 = cos2(gBt/2) |1 1〉 − sin2(gBt/2) |1 −1〉
− i

√
2 sin(gBt/2) cos(gBt/2) |1 0〉

The probability of finding the particle in the Sz eigenstate |1 −1〉 is

P↓ = sin4(gBt/2)

5 The eigenvalues are, of course, h̄, 0, −h̄.
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Problem 5.14 Consider a pair of particles with opposite electric charges that have
a magnetic-dipole-moment interaction

HI = A (µ1 · µ2) = − e2g1g2

2m1m2
A

(
S(1) · S(2)

)
The system is subject to an external uniform magnetic field B, which introduces
the interaction

−B · (µ1 + µ2) = − e

2m1m2
B · (

m2g1S(1) − m1g2S(2)
)

Ignore all degrees of freedom other than those due to spin.

(a) Determine the energy eigenvalues and eigenstates.6 Express the results in terms of the
parameters a = e2g1g2 A/4m1m2 and bi = eBgi/4mi .

(b) The system is initially (at t = 0) in the state | ↑〉(1)| ↓〉(2). Calculate the probability of
finding the system in the state | ↓〉(1)| ↑〉(2) at a later time t > 0. What is the maximum
value of this probability and at what time is it attained?

(c) Find the expectation values of the individual spins and of the total spin at any time.

Solution
(a) The Hamiltonian of the system is

H = −aS(1) · S(2) − b1S(1)
z + b2S(2)

z

= −a

2

(
S(1)

+ S(2)
− + S(1)

− S(2)
+

)
− aS(1)

z S(2)
z − b1S(1)

z + b2S(2)
z

Acting on the products of the one-particle spin states, we get

H | ↑〉(1)| ↑〉(2) =
(

−ah̄2

4
− b1h̄

2
+ b2h̄

2

)
| ↑〉(1)| ↑〉(2)

H | ↓〉(1)| ↓〉(2) =
(

−ah̄2

4
+ b1h̄

2
− b2h̄

2

)
| ↓〉(1)| ↓〉(2)

H | ↑〉(1)| ↓〉(2) = −ah̄2

2
| ↓〉(1)| ↑〉(2) +

(
ah̄2

4
− b1h̄

2
− b2h̄

2

)
| ↑〉(1)| ↓〉(2)

H | ↓〉(1)| ↑〉(2) = −ah̄2

2
| ↑〉(1)| ↓〉(2) +

(
ah̄2

4
+ b1h̄

2
+ b2h̄

2

)
| ↓〉(1)| ↑〉(2)

6 Expressed in terms of the spin eigenstates | ↑〉(1)| ↑〉(2), . . . , | ↓〉(1)| ↓〉(2).
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Thus, we obtain the following eigenstates and corresponding eigenvalues:

|�++〉 ≡ | ↑〉(1)| ↑〉(2)

E++ = h̄

4
(2b2 − 2b1 − ah̄)

|�−−〉 ≡ | ↓〉(1)| ↓〉(2)

E−− = − h̄

4
(2b2 − 2b1 + ah̄)

|�+−〉 = cos γ | ↑〉(1)| ↓〉(2) + sin γ | ↓〉(1)| ↑〉(2)

E+− = ah̄2

4
(1 − 2 cot 2γ − 2 tan γ )

|�−+〉 = sin γ | ↑〉(1)| ↓〉(2) − cos γ | ↓〉(1)| ↑〉(2)

E−+ = ah̄2

4
(1 − 2 cot 2γ + 2 cot γ )

where

cot 2γ ≡ b1 + b2

ah̄

(b) The evolved state of the system is

|�(t)〉 = e−i Ht/h̄| ↑〉(1)| ↓〉(2) = e−i Ht/h̄ (cos γ |�+−〉 + sin γ |�−+〉)
= e−i E+−t/h̄ cos γ |�+−〉 + e−i E−+t/h̄ sin γ |�−+〉
= (

cos2 γ e−i E+−t/h̄ + sin2 γ e−i E−+t/h̄
) | ↑〉(1)| ↓〉(2)

+ cos γ sin γ
(
e−i E+−t/h̄ − e−i E−+t/h̄

) | ↓〉(1)| ↑〉(2)

The probability for the flipped state can be read off as

P↓↑ = sin2 2γ sin2

[
(E+− − E−+)t

2h̄

]
= sin2 2γ sin2

(
ah̄t

2 sin 2γ

)

This probability achieves its maximum value sin2 2γ at times

tn = (2n + 1)π

h̄a
sin 2γ (n = 0, 1, . . .)

Total flip would be possible only for γ = π/4.
(c) The evolved state is

|�(t)〉 = C(t)| ↑〉(1)| ↓〉(2) + D(t)| ↓〉(1)| ↑〉(2)
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where C(t) and D(t) can be read off from the expression for |�(t)〉 in part (b). The
expectation value of the total spin is

〈�(t)|S|�(t)〉 = |C(t)|2 (〈↑ |S1| ↑〉 〈↓ | ↓〉 + 〈↓ |S2| ↓〉 〈↑ | ↑〉)
+ |D(t)|2 (〈↓ |S1| ↓〉 〈↑ | ↑〉 + 〈↑ |S2| ↑〉 〈↓ | ↓〉)
+ C∗(t)D(t) (〈↑ |S1| ↓〉 〈↓ | ↑〉 + 〈↓ |S2| ↑〉 〈↑ | ↓〉) + h.c.

= |C(t)|2
(

h̄

2
ẑ − h̄

2
ẑ
)

+ |D(t)|2
(

h̄

2
ẑ − h̄

2
ẑ
)

+ C∗(t)D(t) (0 + 0) + C(t)D∗(t) (0 + 0) = 0

Thus, we get

〈S〉t = 0

The individual spin expectation values are

〈S1〉t = h̄

2

(|C(t)|2 − |D(t)|2) ẑ = h̄

2

(
1 − 2|D(t)|2) ẑ = h̄

2

(
1 − 2P↓↑

)
ẑ

and we have

〈S2〉t = −〈S1〉t

Problem 5.15 A beam of neutrons with energy E0 and spin along the positive
z-axis enters a region where there is a uniform magnetic field B (see Fig. 22). The
Hamiltonian interaction term with the magnetic field is

H = −B · µn = 2ωn̂ · S

where n̂ is the direction of the magnetic field and ω = Bµn/h̄.
Ignore the spatial degrees of freedom and find the state of the system at any time

t > 0. Compute the expectation value of the spin S.

B

S

Fig. 22 A neutron spin in a uniform magnetic field.
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Solution
If the width of the region in which the change in magnetic field value from zero

to B occurs is small, namely,

�x � v0

ω
= 21/2h̄

√
E0

Bµnm1/2
n

the transition can be considered as being instantaneous. Thus, we can assume that
at the moment of entrance (t = 0) the spin wave function does not change and from
then on evolves according to the Hamiltonian H .

Let us characterize the direction n̂ by the angles θ and φ. Then, we can write

n̂ = x̂ cos φ sin θ + ŷ sin φ sin θ + ẑ cos θ

The matrix n̂ · S is given by

n̂ · S = h̄

2

(
cos θ sin θ e−iφ

sin θ eiφ −cos θ

)

The corresponding evolution operator will be

exp

(
− i

h̄
2ωn̂ · St

)
= exp

[
−iωt

(
cos θ sin θ e−iφ

sin θ eiφ −cos θ

)]

= cos ωt − i

(
cos θ sin θ e−iφ

sin θ eiφ −cos θ

)
sin ωt

=
(

cos ωt − i sin ωt cos θ −i sin ωt sin θ e−iφ

−i sin ωt sin θ eiφ cos ωt + i sin ωt cos θ

)

The evolved state will be

�(t) =
(

cos ωt − i sin ωt cos θ −i sin ωt sin θ e−iφ

−i sin ωt sin θ eiφ cos ωt + i sin ωt cos θ

) (
1
0

)

or

�(t) =
(

cos ωt − i sin ωt cos θ

−i sin ωt sin θ eiφ

)

The expectation value of the spin in this state is

〈S〉t = h̄

2

[
x̂

(−sin θ sin φ sin 2ωt + sin 2θ cos φ sin2ωt
)

+ ŷ
(
sin θ cos φ sin 2ωt + sin 2θ sin φ sin2ωt

)
+ ẑ

(
cos2 ωt + sin2 ωt cos 2θ

)]
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B0

B1 (t)

z

y

x

Fig. 23 Combination of static and oscillating magnetic fields.

As a particular case, let us take φ = 0, θ = π/2, namely B = x̂B. Then we get

〈S〉t = h̄

2
(sin 2ωt ŷ + cos 2ωt ẑ)

which corresponds to a rotation in the zy-plane.

Problem 5.16 An electron is subject to a static uniform magnetic field B0 =
B0ẑ (see Fig. 23) and occupies the spin eigenstate | ↑〉. At a given moment
(t = 0) an additional time-dependent, spatially uniform, magnetic field B1(t) =
B1 (cos ωt x̂ + sin ωt ŷ) is turned on. Calculate the probability of finding the elec-
tron with its spin along the negative z-axis at time t > 0. Ignore spatial degrees of
freedom.

Solution
The Schroedinger equation for the system is

ih̄
d

dt
|ψ(t)〉 = − e

me

(
B0Sz + B1 cos ωt Sx + B1 sin ωt Sy

) |ψ(t)〉

or

ih̄ψ̇(t) = − eh̄

2me

(
B0 B1e−iωt

B1eiωt −B0

)
ψ(t)

Setting

ψ(t) =
(

a(t)
b(t)

)

we obtain

ȧ = i
e

2me

(
B0a + B1e−iωt b

)
ḃ = i

e

2me

(
B1eiωt a − B0b

)
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Introducing

ω0 = |e|B0

2me
, ω1 = |e|B1

2me

we obtain the above equations in the form

ȧ = −iω0 a − iω1e−iωt b

ḃ = iω0 b − iω1eiωt a

At this point, let us substitute the trial solutions

a(t) = e−iωt/2+i�t A, b(t) = eiωt/2+i�t B

We immediately obtain

� = ±1

2

√
(ω − 2ω0)2 + 4ω2

1 ≡ ±1

2
γ

and

B = −±γ − (ω − 2ω0)

2ω1
A

Finally, we obtain

a(t) = e−iωt/2
(

A+eiγ t/2 + A− e−iγ t/2
)

b(t) = eiωt/2

[
−γ − (ω − 2ω0)

2ω1
A+eiγ t/2 + γ + (ω − 2ω0)

2ω1
A−e−iγ t/2

]

Applying the initial condition a(0) = 1, b(0) = 0, we arrive at

A± = γ ± (ω − 2ω0)

2γ

and

ψ(t) =


 e−iωt/2

(
cos

γ t

2
+ i

ω − 2ω0

γ
sin

γ t

2

)
−2ieiωt/2 ω1

γ
sin

γ t

2




The probability of finding the spin of the electron pointing along −z is

P↓ = 4ω2
1

(ω − 2ω0)2 + 4ω2
1

sin2 γ t

2

Note that for ω = 2ω0 this probability exhibits the resonance phenomenon. For this
choice the probability of spin flip is

P↓
∣∣
ω=2ω0 = sin2 ω1t

and becomes unity at t = (2n + 1)π/2ω1.
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Problem 5.17 A particle with total angular momentum j = 3
2 is in an eigenstate

| j m〉 of J2, Jz . Determine the probability of finding the particle in an eigenstate
| j mn〉 of the operator n̂ · J corresponding to the angular momentum component
along an arbitrary direction n̂ = sin θ cos φ x̂ + sin θ sin φ ŷ + cos θ ẑ.

Solution
We can write

n̂ · J = 1
2 sin θ e−iφ J+ + 1

2 sin θ eiφ J− + cos θ Jz

As implied in the question, this operator has common eigenstates with J 2. Indeed,
we have

J 2| j mn〉 = h̄2 j( j + 1)| j mn〉
n̂ · J | j mn〉 = h̄mn| j mn〉

Each of these states can be expanded as follows, setting j = 3
2 :

∣∣ 3
2 mn

〉 =
m= 3

2∑
m=− 3

2

Cm

∣∣3/2 m
〉

Acting on it with n̂ · J gives
m= 3

2∑
m=− 3

2

Cm
(

1
2 sin θ e−iφC (+)

m | 3
2 , m + 1〉 + 1

2 sin θ eiφC (−)
m | 3

2 , m − 1〉

+ cos θ h̄m| 3
2 m〉) = h̄mn

m= 3
2∑

m=− 3
2

Cm | 3
2 m〉

with

C (±)
m = h̄

√
15/4 − m(m ± 1)

Thus

C (+)
3/2 = C (−)

−3/2 = 0

C (+)
1/2 = C (+)

−3/2 = C (−)
3/2 = C (−)

−1/2 = h̄
√

3

C (+)
−1/2 = C (−)

1/2 = 2h̄

Equating the coefficients on both sides of the expansion we obtain

C3/2
(

3
2 cos θ − mn

) + C1/2

(√
3

2 sin θ e−iφ
)

= 0

C3/2

(√
3

2 sin θ eiφ
)

+ C1/2
(

1
2 cos θ − mn

) + C−1/2
(
sin θ e−iφ

) = 0

C1/2
(
sin θ eiφ

) + C−1/2
(− 1

2 cos θ − mn
) + C−3/2

(√
3

2 sin θ e−iφ
)

= 0

C−1/2

(√
3

2 sin θ eiφ
)

+ C−3/2
(− 3

2 cos θ − mn
) = 0
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A non-trivial solution for these coefficients requires a vanishing determinant, which,
after some algebra, gives as expected

m4
n − 5

2 m2
n + 9

16 = 0 =⇒ mn = ± 3
2 , ± 1

2

As an example, let us work out the mn = 3
2 case. We get

C−1/2

C−3/2
= 1√

3
cot

θ

2
e−iφ,

C1/2

C−3/2
= 2√

3
cot θ cot

θ

2
e−2iφ

C3/2

C−3/2
= 2

3
cot θ cot2

θ

2
e−3iφ

C−3/2 is determined from the normalization condition as(
1

C−3/2

)2

=
(

1 + 1

3
cot2

θ

2

) (
1 + 4

3
cot2 θ cot2

θ

2

)

The probability of finding the particle in the state corresponding to the eigenvalue
mn = 3

2 is

P
(
m, mn = 3

2

) = ∣∣ 〈 3
2 m

∣∣ 3
2 , mn = 3

2

〉 ∣∣2 = |Cm |2

Problem 5.18 A particle with s = 1 is in the Sz eigenstate with eigenvalue +h̄.
Consider the spin operator Sz′ in a direction ẑ′ that makes an angle θ with ẑ.

(a) Find the eigenstates of Sz′ and express the state of the system in terms of them.
(b) Calculate the uncertainty in Sz′ for the given state of the system.

Solution
(a) Acting with

Sz′ = sin θ cos φ Sx + sin θ sin φ Sy + cos θ Sz

= 1
2 sin θ

(
e−iφ S+ + eiφ S−

) + cos θ Sz

on the ansatz

|1 mz′ 〉 = C−1|1 −1〉 + C0|1 0〉 + C1|1 1〉
we obtain

mz′ |1 mz′ 〉 = sin θ
(

1√
2
C−1e−iφ + 1√

2
C1eiφ

)
|1 0〉

+
(
−C−1 cos θ + 1√

2
C0 sin θ eiφ

)
|1 −1〉

+
(

1√
2
C0 sin θ e−iφ + cos θ C1

)
|1 1〉
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This corresponds to the system of equations

1√
2

sin θ eiφC1 − mz′C0 + 1√
2

sin θ e−iφC−1 = 0
1√
2

sin θ eiφC0 − (cos θ + mz′)C−1 = 0

(mz′ − cos θ )C1 − 1√
2

sin θ e−iφC0 = 0

The vanishing of the determinant of this system gives, as expected,

mz′ = −1, 0, 1

Solving for the coefficients, we obtain

C−1 = C0√
2

(
sin θ

mz′ + cos θ

)
eiφ, C1 = C0√

2

(
sin θ

mz′ − cos θ

)
e−iφ

The coefficient C0 is determined from normalization. In the case mz′ = ±1 it equals
sin θ/

√
2, while in the case mz′ = 0, it equals cos θ .

The eigenstates |1 mz′ 〉 are given by

|1, mz′ = 1〉 = sin θ√
2

|1 0〉 + sin2 θ

2
eiφ |1 −1〉 + cos2 θ

2
e−iφ |1 1〉

|1, mz′ = 0〉 = cos θ |1 0〉 + sin θ√
2

(
eiφ |1 −1〉 − e−iφ |1 1〉)

|1, mz′ = −1〉 = sin θ√
2

|1 0〉 − cos2 θ

2
eiφ |1 −1〉 − sin2 θ

2
e−iφ |1 1〉

Since 〈1|0′〉 = −sin θ e−iφ/
√

2, 〈1| − 1′〉 = −sin2(θ/2) e−iφ and 〈1|1′〉 = cos2 θ/2
e−iφ , the state of the particle can be written as

|1 1〉 = 1√
2

e−iφ

(
−sin θ |1, mz′ = 0〉 −

√
2 sin2 θ

2
|1, mz′ = −1〉

+
√

2 cos2 θ

2
|1, mz′ = 1〉

)

(b) It is straightforward to obtain

〈1 1|Sz′ |1 1〉 = h̄

(
cos4 θ

2
− sin4 θ

2

)

and

〈1 1|S2
z′ |1 1〉 = h̄2

(
cos4 θ

2
+ sin4 θ

2

)
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and, finally,

(�Sz′)2 = h̄2

2
sin2 θ

Problem 5.19 An electron under the influence of a uniform magnetic field B = ŷB
has its spin initially (at t = 0) pointing in the positive x-direction. That is, it is in
an eigenstate of Sx with eigenvalue +h̄/2. Calculate the probability of finding the
electron with its spin pointing in the positive z-direction. Ignore all Hamiltonian
terms apart from the interaction of the magnetic dipole moment due to spin and the
magnetic field, H = −µ · B = ωSy .

Solution
Employing the Pauli representation, it is easy to see that

|Sx = h̄/2〉 = 1√
2

(| ↑〉 + | ↓〉)
|Sy = ±h̄/2〉 = 1√

2
(| ↑〉 ± i | ↓〉)

which can be written as

| ↑〉 = 1√
2

(|Sy = h̄/2〉 + |Sy = −h̄/2〉)
| ↓〉 = − 1√

2
i
(|Sy = h̄/2〉 − |Sy = −h̄/2〉)

Furthermore,

|ψ(0)〉 = |Sx = h̄/2〉 = 1√
2

(
e−iπ/4|Sy = h̄/2〉 + eiπ/4|Sy = −h̄/2〉)

The evolved state will be

|ψ(t)〉 = e−iωt Sy/h̄|ψ(0)〉
= 1√

2

(
e−iπ/4−iωt/2|Sy = +h̄/2〉 + eiπ/4+iωt/2|Sy = −h̄/2〉)

= cos
(π

4
+ ωt

2

)∣∣∣ ↑
〉
+ sin

(π

4
+ ωt

2

)∣∣∣ ↓
〉

The probability of finding the electron in the state | ↑〉 is

P↑(t) = cos2

(
π

4
+ ωt

2

)

This probability becomes unity at times

t = 3π

2ω
, . . . ,

π

2ω
(4n − 1)

Problem 5.20 A system of two particles with spins s1 = 3
2 and s2 = 1

2 is described
by the approximate Hamiltonian H = α S1 · S2, with α a given constant. The system
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is initially (at t = 0) in the following eigenstate of S2
1, S2

2, S1 z, S2 z:∣∣ 3
2

1
2 ; 1

2
1
2

〉
Find the state of the system at times t > 0. What is the probability of finding the
system in the state | 3

2
3
2 ; 1

2 − 1
2〉?

Solution The Hamiltonian is

H = 1
2α

(
S2 − S2

1 − S2
2

) = 1
2αh̄2

[
S(S + 1) − 9

2

]
The eigenstates of S2, Sz will also be stationary states; the allowed values of the
total spin quantum number s are 1, 2. These states can be expressed in terms
of the S2

1 , S2
2 , S1 z, S2 z eigenstates through the Clebsch–Gordan coefficients. In

particular, we have

|1 1〉 = a
∣∣ 3

2
3
2 ; 1

2 − 1
2

〉 + b
∣∣ 3

2
1
2 ; 1

2
1
2

〉
|2 1〉 = c

∣∣ 3
2

1
2 ; 1

2
1
2

〉 + d
∣∣ 3

2
3
2 ; 1

2 − 1
2

〉
The coefficients a, b, c, d are easily determined from

S+|1 1〉 = 0 = a S(+)
2

∣∣ 3
2

3
2 ; 1

2 − 1
2

〉 + b S(+)
1

∣∣ 3
2

1
2 ; 1

2
1
2

〉
= ah̄

∣∣ 3
2

3
2 ; 1

2
1
2

〉 + bh̄
√

3
∣∣ 3

2
3
2 ; 1

2
1
2

〉
which gives

a = −
√

3
2 , b = 1

2

Similarly, we have

S+|2 1〉 = 2h̄|2 2〉 = 2h̄
∣∣ 3

2
3
2 ; 1

2
1
2

〉
= ch̄

√
3
∣∣ 3

2
3
2 ; 1

2
1
2

〉 + dh̄
∣∣ 3

2
3
2 ; 1

2
1
2

〉
which gives

d = 1
2 , c =

√
3

2

Thus, we have

|1 1〉 = −
√

3
2

∣∣ 3
2

3
2 ; 1

2 − 1
2

〉 + 1
2

∣∣ 3
2

1
2 ; 1

2
1
2

〉
|2 1〉 =

√
3

2

∣∣ 3
2

1
2 ; 1

2
1
2

〉 + 1
2

∣∣ 3
2

3
2 ; 1

2 − 1
2

〉
The inverse relations are ∣∣ 3

2
1
2 ; 1

2
1
2

〉 =
√

3
2

∣∣2 1〉 + 1
2 |1 1

〉
∣∣ 3

2
3
2 ; 1

2 − 1
2

〉 = 1
2

∣∣2 1〉 −
√

3
2 |1 1

〉
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The evolved state of the system will be

|ψ(t)〉 = 1
2

(√
3 e−i E2t/h̄|2 1〉 + e−i E1t/h̄|1 1〉

)
with E1 = −5αh̄/4 and E2 = 3αh̄/4 as the two energy eigenvalues. The probability
of finding the system in the state | 3

2
3
2 ; 1

2 − 1
2〉 is

P = ∣∣ 〈 3
2

3
2 ; 1

2 − 1
2

∣∣ψ(t)
〉 ∣∣2 = 3

4 sin2 (E2 − E1)t

h̄
= 3

4 sin2 2αt

Problem 5.21 Consider a particle with spin s = 1.

(a) Derive the spin matrices in the basis |1 m〉 of S2, Sz eigenstates.
(b) Find the eigenstates of the spin component operator n̂ · S along the arbitrary direction

n̂ = sin θ (x̂ cos φ + ŷ sin φ) + cos θ ẑ.

Solution
(a) The relations discussed in problem 5.13,

S+|1 0〉 = h̄
√

2|1 1〉, S+|1 − 1〉 = h̄
√

2|1 0〉
S−|1 1〉 = h̄

√
2|1 0〉, S−|1 0〉 = h̄

√
2|1 −1〉

imply that

S+ = h̄
√

2


0 1 0

0 0 1
0 0 0


 , S− = h̄

√
2


0 0 0

1 0 0
0 1 0




Thus, we get

Sx = h̄√
2


0 1 0

1 0 1
0 1 0


 , Sy = h̄√

2


0 −i 0

i 0 −i
0 i 0




Sz = h̄


1 0 0

0 0 0
0 0 −1




(b) Using the above matrices, we get

n̂ · S = h̄




cos θ 1√
2

sin θe−iφ 0

1√
2

sin θeiφ 0 1√
2

sin θe−iφ

0 1√
2

sin θeiφ − cos θ



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Solving the eigenvalue problem of this matrix, we get, as expected,

mn = −1, 0, 1

The corresponding eigenvectors are

χ0 =




1√
2

sin θ e−iφ

−cos θ

− 1√
2

sin θ eiφ




χ−1 =




sin2(θ/2) e−iφ

− 1√
2

sin θ

cos2(θ/2) eiφ


 , χ1 =




cos2(θ/2) e−iφ

1√
2

sin θ

sin2(θ/2) eiφ




Problem 5.22 A beam of particles is subject to a simultaneous measurement of
the angular momentum variables L2, Lz . The measurement gives pairs of values
� = m = 0 and � = 1, m = −1 with probabilities 3/4 and 1/4 respectively.

(a) Reconstruct the state of the beam immediately before the measurement.
(b) The particles in the beam with � = 1, m = −1 are separated out and subjected to a

measurement of Lx . What are the possible outcomes and their probabilities?
(c) Construct the spatial wave functions of the states that could arise from the second

measurement.

Solution
(a) The state of the beam is, in terms of the eigenstates of Lz ,

|ψ〉 =
√

3
2 |0 0〉 + 1

2 eiα |1 −1〉
where α is an arbitrary phase.

(b) The possible outcomes will correspond to the common eigenstates of L2, Lx ,

|1, mx = 1〉, |1, mx = 0〉, |1, mx = −1〉
Each of these states can be expanded in terms of Lz eigenstates:

|1, mx〉 = C1(mx )|1 1〉 + C0(mx )|1 0〉 + C−1(mx )|1 −1〉
Acting on this state with

Lx = 1
2 (L+ + L−)
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we should get mxh̄. Doing this, we obtain the following relations between the
coefficients:

C0 = mx

√
2C1 = mx

√
2C−1, C1 + C−1 = mx

√
2C0

Therefore, we are led to

|1, mx = 1〉 = 1
2

(
|1 1〉 + √

2|1 0〉 + |1 −1〉
)

|1, mx = 0〉 = 1√
2

(
|1 1〉 − |1 −1〉

)
|1, mx = −1〉 = 1

2

(
|1 1〉 − √

2|1 0〉 + |1 −1〉
)

The inverse expressions for the Lz eigenstates are

|1 1〉 = 1√
2
|1, mx = 0〉 + 1

2 (|1 mx = 1〉 + |1, mx = −1〉)
|1 0〉 = 1√

2
(|1 mx = 1〉 − |1 mx = −1〉)

|1 −1〉 = − 1√
2
|1 mx = 0〉 + 1

2 (|1 mx = 1〉 + |1 mx = −1〉)
From these relations we can read off the probabilities:

PLx =±h̄ = 1
4 , PLx =0 = 1

2

(c) Using standard formulae for the spherical harmonics we obtain for the eigen-
functions of Lx

Y±1 =
√

3

8π
(± cos θ − i sin φ sin θ ) , Y0 = −

√
3

4π
sin θ cos φ

Problem 5.23 Consider a system of two non-identical fermions, each with spin
1/2. One is in a state with S1 x = h̄/2 while the other is in a state with S2 y =
−h̄/2. What is the probability of finding the system in a state with total spin
quantum numbers s = 1, ms = 0, where ms refers to the z-component of the total
spin?

Solution
From the Pauli representation we can immediately see that

|S1 x = h̄/2〉 = 1√
2

(| ↑〉1 + | ↓〉1) , |S1 x = −h̄/2〉 = 1√
2

(| ↑〉1 − | ↓〉1)

where | ↑〉 and | ↓〉 are the Sz eigenfunctions. The inverse relations are

| ↑〉1 = 1√
2

(|S1 x = h̄/2〉 + |S1 x = −h̄/2〉)
| ↓〉1 = 1√

2
(|S1 x = h̄/2〉 − |S1 x = −h̄/2〉)
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In an analogous fashion, we can also see that

|S2 y = h̄/2〉 = 1√
2

(| ↑〉2 + i | ↓〉2) , |S2 y = −h̄/2〉 = 1√
2

(| ↑〉2 − i | ↓〉2)

Thus we have

| ↑〉2 = 1√
2

(|S2 y = h̄/2〉 + |S2 y = −h̄/2〉)
| ↓〉2 = − 1√

2
i
(|S2 y = h̄/2〉 − |S2 y = −h̄/2〉)

The ms = 0 state in the s = 1 triplet is7

|s = 1, ms = 0〉 = 1√
2

(| ↑〉1 | ↓〉2 − | ↓〉1 | ↑〉2
)

= − 1
2 i

(
e−iπ/4|S1 x = h̄/2〉 |S2 y = h̄/2〉

− eiπ/4|S1 x = h̄/2〉 |S2 y = −h̄/2〉
+ eiπ/4|S1 x = −h̄/2〉 |S2 y = h̄/2〉
− e−iπ/4|S1 x = −h̄/2〉 |S2 y = −h̄/2〉)

From this expression we can read off the probability:

P = ∣∣〈1 0|S1 x = +, S2 y = −〉∣∣2 = 1
4

Problem 5.24 Consider a system of three electrons.

(a) Find the eigenvalues of the total spin. Find a set of eigenstates of the total spin operators
S2, Sz (treat electrons 1 and 2 as a subsystem and combine the spin S12 of the latter
with that of electron 3).

(b) Ignoring spatial degrees of freedom, assume that the approximate Hamiltonian of the
system is

H = α
(
S1x S2x + S1y S2y + S2x S3x + S2y S3y + S1x S3x + S1y S3y

)
Show that H can be expressed in terms of S2 and S2

z . Find the energy eigenvalues.

Solution
(a) As suggested, we will think of the system as consisting of two subsystems,

one of two electrons and one of a single electron. The first subsystem has total
angular momentum values s12 = 0, 1, corresponding respectively to the singlet

|s12 = 0, m12 = 0
〉 = 1√

2

( | ↑ 〉
1| ↓ 〉

2 − | ↓ 〉
1| ↑ 〉

2

)
where m12 specifies the z-component of the total spin s12 of the first subsystem,

7 The factor eiπ/4 is a compact way of writing 1√
2

(1 + i).



152 Problems and Solutions in Quantum Mechanics

and to the triplet

|s12 = 1 m12 = 1〉 = | ↑〉1| ↑〉2

|s12 = 1 m12 = 0〉 = 1√
2

( | ↑〉1| ↓〉2 + | ↓〉1| ↑〉2 )

|s12 = 1 m12 = −1〉 = | ↓〉1| ↓〉2

Combining S12 with S3 gives the allowed values∣∣s12 − 1
2

∣∣ ≤ s123 ≤ s12 + 1
2 =⇒ s123 = 3

2 ,
1
2

The resulting eigenstates of total spin form a quadruplet:∣∣ 3
2

3
2

〉 = |1 1〉 | ↑〉∣∣ 3
2

1
2

〉 = a|1 0〉 | ↑〉 + b|1 1〉 | ↓〉∣∣ 3
2 − 1

2

〉 = c|1 −1〉 | ↑〉 + d|1 0〉 | ↓〉∣∣ 3
2 − 3

2

〉 = |1 −1〉 | ↓〉
and a doublet ∣∣ 1

2
1
2

〉 = |0 0〉 | ↑〉∣∣ 1
2 − 1

2

〉 = |0 0〉 | ↓〉
The coefficients are obtained as follows:

S+
∣∣ 3

2
1
2

〉 = h̄
√

3
∣∣ 3

2
3
2

〉 =⇒ a =
√

2
3 , b = 1√

3

or ∣∣ 3
2

1
2

〉 = 1√
3

(| ↑〉1| ↑〉2| ↓〉3 + | ↑〉1| ↓〉2| ↑〉3 + | ↓〉1| ↑〉2| ↑〉3)

Similarly,

S−
∣∣ 3

2 − 1
2

〉 = h̄
√

3
∣∣ 3

2
3
2

〉 =⇒ c = 1√
3
, d =

√
2
3

or ∣∣ 3
2 − 1

2

〉 = 1√
3

(| ↓〉1| ↓〉2| ↑〉3 + | ↓〉1| ↑〉2| ↓〉3 + | ↑〉1| ↓〉2| ↓〉3)

The other two states of the quadruplet are∣∣ 3
2

3
2

〉 = | ↑〉1| ↑〉2| ↑〉3,
∣∣ 3

2 − 3
2

〉 = | ↓〉1| ↓〉2| ↓〉3

Similarly, we get for the doublet∣∣ 1
2

1
2

〉 = 1√
2

(| ↑〉1| ↓〉2| ↑〉3 − | ↓〉1| ↑〉2| ↑〉3)∣∣ 1
2 − 1

2

〉 = 1√
2

(| ↑〉1| ↓〉2| ↓〉3 − | ↓〉1| ↑〉2| ↓〉3)
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(b) The given Hamiltonian is equal to

H = α

2
(2S1 · S2 + 2S2 · S3 + 2S1 · S3 − 2S1z S2z − 2S2z S3z − 2S1z S3z)

= α

2

[
(S1 + S2 + S3)2 − S2

1 − S2
2 − S2

3 − 2S1z S2z − 2S2z S3z − 2S1z S3z
]

= α

2

[
(S1 + S2 + S3)2 − 9h̄2

4
− (S1z + S2z + S3z)

2 + S2
1z + S2

2z + S2
2z

]

Finally,

H = α

2

(
S2 − S2

z − 3h̄2

2

)

The energy eigenvalues are, in terms of the total spin quantum numbers s and
ms ,

E = α

2

[
h̄2s(s + 1) − h̄2m2

s − 3h̄2

2

]

The possible values of s are 3
2 , 1

2 . Thus we have

for s = 3
2 , ms = ± 3

2 , E = 0

for s = 3
2 , ms = ± 1

2 , E = αh̄2

for s = 1
2 , ms = ± 1

2 , E = − 1
2αh̄2

Problem 5.25 Consider two spin-1 particles that occupy the state

|s1 = 1, m1 = 1; s2 = 1, m2 = 0〉
What is the probability of finding the system in an eigenstate of the total spin S2

with quantum number s = 1? What is the probability for s = 2?
Solution
It is not difficult to construct the eigenstates of S2, Sz . We shall show them using

boldface numbers. They are a singlet

|0 0〉 = 1√
2
|1, 0〉|1, 0〉 − 1

2

(|1, 1〉|1, −1〉 − |1, −1〉|1, 1〉)
a triplet

|1 1〉 = 1√
2

(|1, 0〉|1, 1〉 − |1, 1〉|1, 0〉)
|1 0〉 = − 1√

2
|1, 0〉|1, 0〉 − 1

2

(|1, 1〉|1, −1〉 − |1, −1〉|1, 1〉)
|1 −1〉 = 1√

2

(|1, 0〉|1, −1〉 − |1, −1〉|1, 0〉)
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and a quintet

|2 2〉 = |1, 1〉|1, 1〉
|2 1〉 = 1√

2

(|1, 0〉|1, 1〉 + |1, 1〉|1, 0〉)
|2 0〉 = 1√

2

(|1, 1〉|1, −1〉 + |1, −1〉|1, 1〉)
|2 −1〉 = 1√

2

(|1, 0〉|1, −1〉 + |1, −1〉|1, 0〉)
|2 −2〉 = |1, −1〉|1, −1〉

From the above relations we obtain

|1, 1〉|1, 0〉 = 1√
2

(|2 1〉 − |1 1〉)
Thus, the probability of finding the system in either of the states shown on the
right-hand side is 1/2.
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Quantum behaviour

Problem 6.1 A quantum system has only two energy eigenstates, |1〉, |2〉, corre-
sponding to the energy eigenvalues E1, E2. Apart from the energy, the system is
also characterized by a physical observable whose operator P acts on the energy
eigenstates as follows:

P|1〉 = |2〉, P|2〉 = |1〉
The operator P can be regarded as a type of parity operator.

(a) Assuming that the system is initially in a positive-parity eigenstate, find the state of the
system at any time.

(b) At a particular time t a parity measurement is made on the system. What is the probability
of finding the system with positive parity?

(c) Imagine that you make a series of parity measurements at the times
�t, 2�t, . . . , N�t = T . What is the probability of finding the system with positive
parity at time T ?

(d) Assume that the parity measurements performed in (c) are not instantaneous but each
take a minimal time δτ . What is the survival probability of a state of positive parity if
the above measurement process is carried out in the time interval T ?

Solution
(a) It is clear that

P(|1〉 ± |2〉) = ± (|1〉 ± |2〉)
Thus, the parity eigenstates are

|±〉 = 1√
2

(|1〉 ± |2〉)
The inverse relations are

|1〉 = 1√
2

(|+〉 + |−〉) , |1〉 = 1√
2

(|+〉 − |−〉)

155
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The evolved state of the system is

|ψ(t)〉 = eiαt (cos ωt |+〉 + i sin ωt |−〉)
with

ω ≡ E2 − E1

2h̄
, α ≡ − E2 + E1

2h̄

(b) The probability of finding the system in the state |+〉 of positive parity is
cos2 ωt .

(c) At time �t the probability of finding the system in a state of positive parity
is cos2 ω�t . The probability of finding the system in a positive-parity state at time
2�t will be cos2 ω�t cos2 ω�t . Continuing like this, at time T the probability
will be (

cos2 ω�t
)N = (

1 − sin2 ωT/N
)N

For N � 1 but finite, this is[
1 −

(
ωT

N

)2
]N

≈ exp

[
− (ωT )2

N

]

Note that for any finite N the above survival probability of the positive-parity state
is always smaller than unity.

In contrast, for N → ∞ the probability[
1 −

(
ωT

N

)2
]N

=
(

1 − ωT

N

)N (
1 + ωT

N

)N

= 1

In the limit of infinite instantaneous measurements the survival probability of a
positive-parity state is unity.1

(d) Since there is an appreciable minimum time required for each measurement,
N cannot be infinite but its maximum value will be the large but finite number
T/δτ . Also, since for T/N > δτ we have cos(ωT/N ) < cos ωδτ , the correspond-
ing probability is

[
cos2(ωT/N )

]N = exp

[
2

(
T

δτ

)
ln cos ωδτ

]

Problem 6.2 A pair of particles moving in one dimension is in a state characterised
by the wave function

�(x1, x2) = N exp

[
− 1

2α
(x1 − x2 + a)2

]
exp

[
− 1

2β
(x1 + x2)2

]

1 The ‘freezing’ of the system in the initial state for a repeated series of measurements has been called the quantum
Zeno effect.
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(a) Discuss the behaviour of �(x1, x2) in the limit α → 0.
(b) Calculate the momentum-space wave function and discuss its properties in the above

limit.
(c) Consider a simultaneous measurement of the positions x1, x2 of the two particles when

the system is in the above state. What are the expected position values? What are the
values resulting from a simultaneous measurement of the momenta p1, p2 of the two
particles?

Solution
(a) The normalization constant is N = (αβ)−1/4√2/π . In the limit α → 0,

�(x1, x2) ∼ 1

π
δ(x1 − x2 + a)

(
α

β

)1/4

exp

[
− 1

2β
(x1 + x2)2

]
This is a sharply localized amplitude describing the situation where the two particles
are at a distance x2 − x1 = a. Keeping α as small as we wish but non-zero and β

as large as we wish but not infinite, we have a normalizable amplitude for the two
particles to be at a distance a, to any desired order of approximation.

(b) The momentum-space wave function is


(p1, p2) = (αβ)1/4

√
2π

exp

[
i

2
(p1 − p2)a − α

8
(p1 − p2)2 − β

8
(p1 + p2)2

]
In the limit β → ∞ we have


(p1, p2) ∼ δ(p1 + p2) 2

(
α

β

)1/4

exp

[
i

2
(p1 − p2)a

]
exp

[
−α

8
(p1 − p2)2

]
This is a sharply localized momentum-space amplitude for the two particles to
have opposite momenta. Keeping β as large as we wish but finite and α as small as
we wish, we have a normalizable amplitude for the two particles to have opposite
momenta, to any desired order of approximation.

(c) A measurement of x1 and x2 will yield values related by x2 − x1 = a: the
measurement of the position of particle 1 is sufficient to determine the position of
particle 2, or vice versa. A measurement of the momenta p1 and p2 will give values
related by p2 = −p1: measurement of the momentum of particle 2 is sufficient
to determine the momentum of particle 1, or vice versa.2 This is an example of
entanglement.

Problem 6.3 A pair of spin-1/2 particles is produced by a source. The spin state of
each particle can be measured using a Stern–Gerlach apparatus (see the schematic
diagram shown in Fig. 24).

2 The above wave function is very close to the wave function proposed by Einstein, Podolsky and Rosen in 1935 as
a ‘paradox’ suggesting that both the position and momentum of a particle can have definite values independently
of whether they are actually measured. The EPR controversy has been now resolved with Bell’s inequality.
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+

−

+

−

n1

Source

ˆ n2ˆ

Fig. 24 Einstein–Podolsky–Rosen set-up for two spin-1/2 particles emitted by a
source. The Stern–Gerlach apparatuses are represented by arrows showing their
field directions. The small squares show the observed positions of spin-up and
spin-down particles.

(a) Let n̂1 and n̂2 be the field directions of the Stern–Gerlach magnets. Consider the com-
muting observables

σ (1) ≡ 2

h̄
n̂1 · S1, σ (2) ≡ 2

h̄
n̂2 · S2

corresponding to the spin component of each particle along the direction of the Stern–
Gerlach apparatus associated with it. What are the possible values resulting from mea-
surement of these observables and what are the corresponding eigenstates?

(b) Consider the observable

σ (12) ≡ σ (1) ⊗ σ (2)

and write down its eigenvectors and eigenvalues. Assume that the pair of particles is
produced in the singlet state

|0, 0〉 = 1√
2

( |Sz +〉(1) |Sz −〉(2) − |Sz −〉(1) |Sz +〉(2)
)

What is the expectation value of σ (12)?
(c) Make the assumption that it is meaningful to assign a definite value to the spin of a

particle even when it is not being measured. Assume also that the only possible results
of the measurement of a spin component are ±h̄/2. Then show that the probability of
finding the spins pointing in two given directions will be proportional to the overlap of
the hemispheres that these two directions define. Quantify this criterion and calculate
the expectation value of σ (12).

(d) Assume that the spin variables depend on a hidden variable λ. The expectation value
of the spin observable σ (12) is determined in terms of a distribution function3 f (λ):

〈
σ (12)

〉 = 4

h̄2

∫
dλ f (λ) S(1)

z (λ) S(2)
φ (λ)

Prove Bell’s inequality∣∣〈σ (12)(φ)
〉 − 〈

σ (12)(φ′)
〉∣∣ ≤ 1 + 〈

σ (12)(φ − φ′)
〉

3 Assumed to be normalized by
∫

dλ f (λ) = 1.
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(e) Consider Bell’s inequality for φ′ = 2φ and show that it is not true when applied in the
context of quantum mechanics.

Solution
(a) The eigenstates and the corresponding quantum numbers relating to σ (1) and

σ (2) are4

|Sn1 +〉(1) |Sn2 +〉(2), +1, +1

|Sn1 −〉(1) |Sn2 +〉(2), −1, +1

|Sn1 +〉(1) |Sn2 −〉(2), +1, −1

|Sn1 −〉(1) |Sn2 −〉(2), −1, −1

(b) The eigenvectors of σ (12) are the same as those of σ (1) and σ (2). The cor-
responding quantum numbers are the products of the pairs of quantum numbers
in (a):

|Sn1 +〉(1) |Sn2 +〉(2), +1, |Sn1 −〉(1) |Sn2 +〉(2), −1

|Sn1 +〉(1) |Sn2 −〉(2), −1, |Sn1 −〉(1) |Sn2 −〉(2), +1

The state of the pair is given as the singlet

|0 0〉 = 1√
2

( |Sz +〉(1) |Sz −〉(2) − |Sz −〉(1) |Sz +〉(2)
)

Therefore the expectation value of σ (12) will be5

〈0 0|σ (12)|0 0〉 = − cos(φ1 − φ2) = −n̂1 · n̂2

(c) The expectation value of σ (12) in this scheme also would be

〈σ (12)〉 = P++ + P−− − P+− − P−+

where P++ is the probability that both particles have their spin ‘up’ with respect
to the field direction in the corresponding Stern–Gerlach apparatus. Similarly for
the rest of the probabilities. Each particle, by assumption, has a well-defined spin

4 The spin eigenstates for a general direction can be expressed in terms of the standard eigenstates with respect
to z as

|Sn +〉 = cos(φ/2)|Sz +〉 + i sin(φ/2)|Sz −〉
|Sn −〉 = i sin(φ/2)|Sz +〉 + cos(φ/2)|Sz −〉

The inverse relations are

|Sz +〉 = cos(φ/2)|Sn +〉 − i sin(φ/2)|Sn −〉
|Sz −〉 = −i sin(φ/2)|Sn +〉 + cos(φ/2)|Sn −〉

The angle φ equals cos−1(n̂ · ẑ).
5 We have

〈Sz ± |σ (i)|Sz ±〉 = ± cos φi , 〈Sz ± |σ (i)|Sz ∓〉 = ∓i sin φi
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f

2

1

Fig. 25 Spin directions.

independently of observation. If a spin component of a particle has been measured
as +h̄/2 then we can conclude that its spin will lie somewhere in the hemisphere
defined by this ‘up’ direction. Obviously the spin of the other particle will lie in the
‘down’ hemisphere (see Fig. 25).

Consider the spin components of the two particles along directions that make
an angle φ. The probability of finding the spin components of both particles to
be +h̄/2 will be proportional to the overlap of their corresponding ‘up’ hemispheres,
P++ = φ/π . The proportionality coefficient is determined by the fact that this
probability must be equal to unity when φ = π .

The probability of finding the two spin components pointing in opposite direc-
tions can be written P+− = aφ + b. This probability would be unity if the two
hemispheres coincided (φ = 0); thus, b = 1. It vanishes if φ = π , however. Thus,
a = −1/π . Therefore P+− = P−+ = 1 − φ/π . Finally, we get

〈σ (12)〉 = 4

π

(
φ − π

2

)

(d) We have

〈
σ (12)(φ)

〉 − 〈
σ (12)(φ′)

〉 = 4

h̄2

∫
dλ f (λ) S(1)

z (λ)
[

S(2)
φ (λ) − S(2)

φ′ (λ)
]

= − 4

h̄2

∫
dλ f (λ) S(1)

z (λ) S(1)
φ (λ)

+ 16

h̄4

∫
dλ f (λ) S(1)

z (λ) S(1)
φ (λ) S(2)

φ (λ) S(2)
φ′ (λ)

= − 4

h̄2

∫
dλ f (λ) S(1)

z (λ) S(1)
φ (λ)

[
1 − 4

h̄2 S(2)
φ (λ) S(2)

φ′ (λ)

]
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We have used S(2)
φ (λ) = −S(1)

φ (λ) and [S(i)
φ (λ)]2 = h̄2/4. The last equality gives us

the inequality∣∣〈σ (12)(φ)
〉 − 〈

σ (12)(φ′)
〉 ∣∣

≤ 4

h̄2

∫
dλ f (λ)

∣∣∣ S(1)
z (λ) S(1)

φ (λ)
∣∣∣ ∣∣∣∣ 1 − 4

h̄2 S(2)
φ (λ) S(2)

φ′ (λ)

∣∣∣∣
=

∫
dλ f (λ)

[
1 − 4

h̄2 S(2)
φ (λ) S(2)

φ′ (λ)

]

Note that the quantity in square brackets is positive. Thus, we finally have∣∣ 〈σ (12)(φ)
〉 − 〈

σ (12)(φ′)
〉 ∣∣ ≤ 1 + 〈

σ (12)(φ′ − φ)
〉

(e) Although Bell’s inequality was derived in the framework of a so-called local
hidden variable theory, let us apply it in quantum mechanics in the specific case
φ′ = 2φ. Using the quantum mechanical result found in part (b) we get 〈σ (12)〉 =
−cos φ; Bell’s inequality then implies that

| cos φ − cos 2φ| ≤ 1 − cos φ

This is, however, not true in the region 0 < φ < π/2. Try, for example, φ = π/4.
Since experiment6 has confirmed the quantum mechanical predictions, this imme-
diately implies that the whole framework of local hidden variable theories is ruled
out.

Problem 6.4 Neutrinos are neutral particles that come in three flavours, namely
νe, νµ and ντ . Until recently they were considered to be massless. The observation
of neutrino oscillations, i.e. transitional processes such as νµ ↔ νe, is a proof of
their massiveness.

(a) Consider for simplicity two neutrino species only, namely the flavour eigenstates |νe〉
and |νµ〉. Ignoring the spatial degrees of freedom and treating the momentum as a
parameter p, the Hamiltonian is a 2 × 2 matrix with eigenvectors |ν1〉 and |ν2〉 and

eigenvalues E1,2 =
√

p2c2 + m2
1,2c4 ≈ pc + m2

1,2c3/2p. If the flavour eigenstates are
related to the energy eigenstates by

|νe〉 = cos θ |ν1〉 + sin θ |ν2〉
|νµ〉 = −sin θ |ν1〉 + cos θ |ν2〉

where θ is a parameter, calculate the matrix representing the time evolution operator.
(b) If at time t = 0 the neutrino system is in an electronic neutrino state |ψ(0)〉 = |νe〉,

find the probability Pe→µ for it to make a transition e → µ, as a function of time. Do

6 A. Aspect, P. Grangier and G. Roger, Phys. Rev. Lett. 49, 91 (1982).
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the same for the probability Pe→e. Alternatively, assume that initially the system is in
a muonic neutrino state |ψ(0)〉 = |νµ〉 and calculate the analogous probabilities Pµ→e

and Pµ→µ.
(c) Show that, up to an irrelevant overall phase, the Schroedinger equation satisfied by the

neutrino state can be cast in the form, with �m2 = m2
2 − m2

1,

ih̄
d

dt
|ψ(t)〉 = −�m2 c3

4p

(
cos 2θ −sin 2θ

−sin 2θ −cos 2θ

)
|ψ(t)〉

(d) Consider a situation where electron neutrinos with estimated number density Ne are
emitted from a source and their density is measured at a faraway location. Derive a
relation between �m2 and the distance at which there is maximal conversion to muon
neutrinos. Derive an expression for the mixing angle θ in terms of the ratio Ne(L)/Ne(0)
at a location L . The average momentum of the emitted neutrinos p is considered known.

Solution
(a) In the energy-eigenstate basis the time evolution matrix is a diagonal matrix

U (t) with elements

Ui j = 〈νi |e−i Ht/h̄|ν j 〉
so that

U (t) =
(

e−i E1t/h̄ 0
0 e−i E2t/h̄

)

In the flavour-eigenstate basis we have

〈νe|U (t)|νe〉 = cos2 θ e−i E1t/h̄ + sin2 θ e−i E2t/h̄

〈νµ|U (t)|νµ〉 = sin2 θ e−i E1t/h̄ + cos2 θ e−i E2t/h̄

〈νe|U (t)|νµ〉 = 〈νµ|U (t)|νe〉 = cos θ sin θ
(

e−i E2t/h̄ − e−i E1t/h̄
)

and the corresponding matrix U(t) turns out to be(
cos2 θ e−i E1t/h̄ + sin2 θ e−i E2t/h̄ cos θ sin θ

(
e−i E2t/h̄ − e−i E1t/h̄

)
cos θ sin θ

(
e−i E2t/h̄ − e−i E1t/h̄

)
sin2 θ e−i E1t/h̄ + cos2 θ e−i E2t/h̄

)

(b) In the case where |ψ(0)〉 = |νe〉, the evolved state will be

|ψ(t)〉 = (
cos2 θ e−i E1t/h̄ + sin2 θ e−i E2t/h̄

) |νe〉
+ cos θ sin θ

(
e−i E2t/h̄ − e−i E1t/h̄

) |νµ〉
Thus

Pe→µ = ∣∣ 〈νµ|ψ(t)〉 ∣∣2 = ∣∣ cos θ sin θ
(

e−i E2t/h̄ − e−i E1t/h̄
) ∣∣2
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giving

Pe→µ = sin2 2θ sin2

(
E2 − E1

2h̄
t

)

The survival probability of the electronic neutrino is

Pe→e = 1 − sin2 2θ sin2

(
E2 − E1

2h̄
t

)

In the case where the initial state is |ψ(0)〉 = |νµ〉, we get

Pµ→e = sin2 2θ sin2

(
E2 − E1

2h̄
t

)
= Pe→µ

As expected, we also have

Pµ→µ = 1 − sin2 2θ sin2

(
E2 − E1

2h̄
t

)
= Pe→e

(c) Consider the matrix

� ≡
(

cos θ −sin θ

sin θ cos θ

)

in terms of which we can transform the state vector from the flavour-eigenstate
basis to the mass-eigenstate basis:

�m = �� f

Thus, we have

ih̄�̇m =
(

E1 0
0 E2

) (
e−i E1t/h̄ 0

0 e−i E2t/h̄

)
�m(0)

or, equivalently,

ih̄�̇ f =
(

cos θ sin θ

−sin θ cos θ

) (
E1 0
0 E2

)

×
(

e−i E1t/h̄ 0
0 e−i E2t/h̄

) (
cos θ −sin θ

sin θ cos θ

)
� f (0)

Dropping the flavour subscript this becomes

ih̄
d

dt
|ψ(t)〉 =

(
cos θ sin θ

−sin θ cos θ

) (
E1 0
0 E2

)

×
(

e−i E1t/h̄ 0
0 e−i E2t/h̄

) (
cos θ −sin θ

sin θ cos θ

)
|ψ(0)〉



164 Problems and Solutions in Quantum Mechanics

Now note that we can write(
E1 0
0 E2

)
=

[
pc + (m2

1 + m2
2)c3

4p

] (
1 0
0 1

)
+ �m2c3

4p

(−1 0
0 1

)

Thus, we get

ih̄
d

dt
|ψ(t)〉 = −�m2

4p

(
cos θ sin θ

−sin θ cos θ

) (
1 0
0 −1

)

×
(

cos θ −sin θ

sin θ cos θ

)
|ψ(t)〉 +

[
pc + (m2

1 + m2
2)c3

4p

]
|ψ(t)〉

or

ih̄
d

dt
|ψ(t)〉 = −�m2 c3

4p

(
cos 2θ −sin 2θ

−sin 2θ −cos 2θ

)
|ψ(t)〉

We have dropped the irrelevant phase

exp

{
− i

h̄

[
pc + (m2

1 + m2
2)c3

4p

]
t

}

(d) Replacing the time of travel t by the distance L = ct , we have

E2 − E1

2h̄
t = (

m2
2 − m2

1

) c3t

4ph̄
= �m2 Lc2

4ph̄

Maximal conversion of electron neutrinos occurs when

�m2 Lmax c2

4ph̄
= π

2

that is,

Lmax�m2 = 2πph̄

c2

The mixing angle can be expressed as

sin2 2θ = 1 − Ne(L)/Ne(0)

sin2(π L/2Lmax)

Problem 6.5 Consider a neutron interferometer composed of three crystal slabs
(see Fig. 26). A beam of neutrons is split at the first slab, reflected and redirected
at the second and finally superposed at the third and final slab. A phase shifter P S
is placed along the route of one branch, giving a phase difference δ to the neutrons
with which it interacts. A spin flipper SF that can flip the spin of a neutron is placed
along the route of the other branch. By placing a detector in one of the final beams
an interference pattern dependent on δ can be observed.
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PS

SF I

II

Fig. 26 Neutron interferometry.

(a) The spin flipper device is based on the operation of a static magnetic field B0 and
a time-dependent magnetic field perpendicular to it, B1(t) = B1(cos ωt x̂ + sin ωt ŷ).
What must be the relation between the neutron magnetic dipole moment and the rest
of the parameters in order to have maximum spin-flip probability? The neutron time of
flight τN in the device is given.

(b) Let the initial state of the system be

|ψi〉 = 1√
2

( |φ1〉 | ↑〉 + |φ2〉 | ↑〉 )

This is the state before the beam encounters either SF or P S. The spatial parts |φ1,2〉
correspond to known wave packets that propagate along the first and the second route
correspondingly. Determine the final state of the system and calculate the spin expec-
tation value in the final state, 〈ψf|S|ψf〉.

Solution
(a) A physical system mathematically analogous to the spin flipper is the system

of an electron in a magnetic field that has a uniform component and, perpendicular
to it, a time-dependent component; this was solved in problem 5.16. Making the
modification ω1 → −ω1 and redefining the parameters as

ω0 ≡ 1
2µn B0, ω1 ≡ 1

2µn B1

we can carry over the solution (for |ψ(0)〉 = | ↑〉):

|ψ(t)〉 = e−iωt/2

[(
cos

γ t

2
+ i

ω − 2ω0

γ
sin

γ t

2

)
| ↑〉 − 2i

ω1

γ
sin

γ t

2
| ↓〉

]

where γ =
√

4ω2
1 + (ω − 2ω0)2. Maximal spin-flipping occurs when ω = 2ω0.

Then the state is

|ψ(t)〉 = e−iω0t cos ω1t | ↑〉 − ieiω0t sin ω1t | ↓〉
If the value of the oscillating magnetic field is adjusted so that the time of flight of
a neutron in the device, i.e. in the magnetic field region, satisfies ω1τN = π/2 =⇒
µN B1τN = π , the neutrons will be subject to a complete spin-flip. Their state will
be |ψ(τN)〉 = −ieiα| ↓〉 with α = ω0τN = π B0/2B1.
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(b) Starting with the given initial state, after the action of the phase shifter and
the spin flipper neutrons will be in the final state

|ψf〉 = 1√
2

(−i |φ1〉| ↓〉 + eiδ |φ2〉| ↑〉)
where α has been absorbed into δ.

It is straightforward to calculate that 〈↑ |σ| ↑〉 = ẑ, 〈↓ |σ| ↓〉 = −ẑ,
〈↑ |σ| ↓〉 = x̂ − i ŷ and 〈↓ |σ| ↑〉 = x̂ + i ŷ. Thus, setting 〈φ2|φ1〉 = I , we get

〈ψf|S|ψf〉 = h̄ I

2
(sin δ x̂ + cos δ ŷ)

Problem 6.6

(a) A spin-1/2 particle in the state |Sz +〉 goes through a Stern–Gerlach analyzer having
orientation n̂ = cos θ ẑ − sin θ x̂ (see Fig. 27). What is the probability of finding the
outgoing particle in the state |Sn +〉?

(b) Now consider a Stern–Gerlach device of variable orientation (Fig. 28). More specifically,
assume that it can have the three different directions

n̂1 = n̂ = cos θ ẑ − sin θ x̂

n̂2 = cos
(
θ + 2

3π
)

ẑ − sin
(
θ + 2

3π
)

x̂

n̂3 = cos
(
θ + 4

3π
)

ẑ − sin
(
θ + 4

3π
)

x̂

q

Fig. 27 Tilted Stern–Gerlach apparatus.

n1

n2

n3

Fig. 28 Stern–Gerlach device with variable orientation.
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Source

Fig. 29 A pair of spin-1/2 particles emitted in opposite directions. The arrows in
the circles represent the field directions in the Stern–Gerlach analyzers.

with equal probability (1/3). If a particle in the state |Sz +〉 enters the analyzer, what is
the probability that it will come out with spin eigenvalue +h̄/2?

(c) Calculate the same probability as above but now for a Stern–Gerlach analyzer that can
have any orientation with equal probability.

(d) A pair of particles is emitted with the particles in opposite directions in a singlet |0 0〉
state. Each particle goes through a Stern–Gerlach analyzer of the type introduced in (c);
see Fig. 29. Calculate the probability of finding the exiting particles with opposite spin
eigenvalues.

Solution
(a) The eigenvalue relation

(n̂ · S) |Sn ±〉 = ± h̄

2
|Sn ±〉

is represented in matrix form as(
cos θ −sin θ

−sin θ −cos θ

)(
a
b

)
= ±

(
a
b

)

Solving, we obtain a+ = cos(θ/2) = b− and a− = sin(θ/2) = −b+; this gives

|Sn +〉 =
(

cos(θ/2)
−sin(θ/2)

)
, |Sn −〉 =

(
sin(θ/2)
cos(θ/2)

)

The probability of finding the particle in the state |Sn +〉 is

P = | 〈Sz + |Sn +〉 |2 = cos2(θ/2)

(b) The probability of finding a particle in the exit carrying spin eigenvalue
+h̄/2 is

P = 1
3

∑
i=1, 2, 3

∣∣ 〈Sz + |Sni +〉 ∣∣2

= 1
3

[
cos2 θ

2
+ cos2

(
θ

2
+ π

3

)
+ cos2

(
θ

2
+ 2π

3

)]



168 Problems and Solutions in Quantum Mechanics

This can be seen to give7

P = 1

3

(
cos2 θ

2
+ 1

2
cos2 θ

2
+ 3

2
sin2 θ

2

)
= 1

2

(c) In this case we should average over all orientations according to

〈· · ·〉 = 1

2π

∫ 2π

0
dθ · · ·

Then we have

P = 〈 | 〈Sz + |Sn +〉 |2 〉 = 1

2π

∫ 2π

0
dθ cos2 θ

2
= 1

2

(d) The probability of opposite spin outcomes is

P =
〈 {∣∣∣ 〈0 0

∣∣ S(1)
n +〉 ∣∣ S(2)

n′ − 〉 ∣∣∣2
+

∣∣∣ 〈0 0
∣∣ S(1)

n − 〉∣∣ S(2)
n′ + 〉 ∣∣∣2

} 〉

=
〈

cos2 1

2
(θ − θ ′)

〉
= 1

2

The intermediate steps involved are:

〈+|n̂ +〉 〈−|n̂′ −〉 − 〈−|n̂ +〉 〈+|n̂′ −〉 = cos[(θ − θ ′)/2]

〈+|n̂ −〉 〈−|n̂′ +〉 − 〈−|n̂ −〉 〈+|n̂′ +〉 = − cos[(θ − θ ′)/2]

Problem 6.7

(a) A system with Hamiltonian H is initially in a state |ψ(0)〉 ≡ |ψi〉. Show that for small
time intervals the probability of finding the system in the initial state is equal to

1 − (�E)2t2/h̄2 + O(t4)

where �E is the energy uncertainty in the initial state.
(b) Consider now the transition amplitude Tji (t) to state |ψ j 〉. Show that Tji (t) = T ∗

i j (−t).
Then show that the survival probability Pi i has to be an even function of time. In a
similar fashion, show that the total transition rate

∑
j Ṗ j i (0) at t = 0 vanishes.

(c) Show that the survival amplitude Tii (t) can be written as

Tii (t) =
∫

d E ηi (E) e−i Et/h̄

where ηi (E) is the so-called spectral function of the state |i〉. Consider the case of a

7
cos(θ/2 + π/3) = (1/2) cos(θ/2) − (

√
3/2) sin(θ/2)

cos(θ/2 + 2π/3) = − cos(θ/2 − π/3) = −(1/2) cos(θ/2) − (
√

3/2) sin(θ/2)
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continuous spectrum and assume that for a particular state the spectral function has the
form

η(E) = 1

2π

h̄�

(E − E0)2 + (h̄�/2)2

with � > 0. Find the corresponding survival probability. Despite the fact that this spec-
tral function does not correspond to a realistic spectrum, find why the short-time be-
haviour of the survival probability established in (a) does not apply here.

Solution
(a) The survival probability of the initial state is

Pi i = ∣∣ 〈ψi |e−i Ht/h̄|ψi 〉
∣∣2

Expanding in time, we get

Pi i ≈ 1 + i t

h̄

〈〈H〉∗ − 〈H〉〉 + t2

h̄2

(
|〈H〉|2 − 1

2
〈H 2〉 − 1

2
〈H 2〉∗

)

All the expectation values refer to the state |ψi 〉. Obviously, due to hermiticity we
have

〈H〉∗ = 〈H〉, 〈H 2〉∗ = 〈H 2〉
and thus

Pi i ≈ 1 − t2

h̄2 (�E)2

The O(t3) term is

i
t3

2h̄3

(
1

3
〈H 3〉 − 1

3
〈H 3〉∗ + 〈H〉 〈H 2〉∗ − 〈H〉∗ 〈H 2〉

)

and it vanishes. The next non-zero correction is O(t4).
(b) From the definition of T we have

Tji (t) = 〈 j |e−i Ht/h̄|i〉 = 〈i |ei Ht/h̄| j〉∗ = T ∗
i j (−t)

The survival probability is

Pi i (t) = |Tii (t)|2 = Tii (t)T
∗

i i (t) = T ∗
i i (−t)Tii (−t) = |Tii (−t)|2 = Pi i (−t)

We have

Ṗ j i = Ṫ ji (t)T
∗
j i (t) + Tji (t)Ṫ

∗
j i (t)

= − i

h̄
〈ψ j |He−i Ht/h̄|ψi 〉 T ∗

j i (t) + i

h̄
Tji (t)〈ψ j |Hei Ht/h̄|ψi 〉
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or

Ṗ j i (0) = i

h̄

[
Tji (0) − T ∗

j i (0)
] 〈ψ j |H |ψi 〉

Summing over all states |ψ j 〉, we get

∑
j

Ṗ j i (0) = i

h̄

∑
j

〈ψi |H |ψ j 〉 〈ψ j |ψi 〉 − i

h̄

∑
j

〈ψi |ψ j 〉 〈ψ j |H |ψi 〉 = 0

(c) Inserting the complete set of energy eigenstates into the definition of Tii , we
get

Tii (t) =
∑
En

〈i |En〉 〈En|i〉 e−i Ent/h̄ =
∑
En

| 〈i |En〉 |2 e−i Ent/h̄

This can be written as an integral:

Tii (t) =
∫

d E
∑
En

| 〈i |En〉 |2 δ(E − En) e−i Et/h̄ =
∫

d E ηi (E) e−i Et/h̄

where

ηi (E) =
∑
En

| 〈i |En〉 |2 δ(E − En)

For a continuous spectrum this will be a continuous function. Considering the given
spectral function, and assuming that this is so, we obtain

Tii (t) = 1

π

∫
d E

h̄�/2

(E − E0)2 + (h̄�/2)2
e−i Et/h̄ = e−i E0t/h̄ e−�t/2

We may evaluate the above integral as a contour integral (see Fig. 30). The

.
E0 − iΓ

Fig. 30 The complex energy plane: evaluation of Tii .
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corresponding survival probability is

P(t) = e−�t

Note that the derived exponential decay contradicts the property shown in (a),
according to which at early times we have P ∝ 1 − O(t2). The issue of the ap-
proximate applicability of exponential decay is broad and deep. Nevertheless, in
our case, for the particular spectral function assumed it is rather clear why the
early-time expansion performed in (a) would go wrong: all moments of the energy
diverge. For instance,

〈i |H 2|i〉 =
∑

n

E2
n |〈i |En〉|2 =

∫
d E E2ηi (E)

= �h̄

2π

∫
d E

E2

(E − E0)2 + (h̄�/2)2
= ∞

Problem 6.8 Consider a two-state system |1〉, |2〉. The Hamiltonian matrix in the
orthonormal basis {|1〉, |2〉} is a Hermitian 2 × 2 matrix that can be written in terms
of the three Pauli matrices8 and the unit matrix as9 H = 1

2 (H0 + H · τ).

(a) Consider the density matrix ρ(t) = |ψ(t)〉〈ψ(t)| corresponding to the state |ψ(t)〉 of the
system. Show that it satisfies the time-evolution equation

ρ̇ = − i

h̄
[H, ρ]

Show that the density matrix can be written as the 2 × 2 matrix

ρ = 1
2

(
1 + Ψ · τ

)
Show that the length of the complex vector Ψ is equal to unity.

(b) Show that the Schroedinger equation, or the corresponding time-evolution equation for
ρ, is equivalent to the equation

dΨ

dt
= 1

h̄
H × Ψ

Show that the motion of the system is periodic. Solve for Ψ(t).

8 To avoid confusion with the spin case we shall use the symbols τa , a = 1, 2, 3:

τ1 =
(

0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0
0 −1

)

9 In terms of the matrix elements Hi j = 〈i |H | j〉 of the original Hamiltonian, the components of the vector H are

H1 = H12 + H∗
12, H2 = i(H12 − H∗

12), H3 = H11 − H22
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(c) How is the return probability |〈ψ(0)|ψ(t)〉|2 expressed in terms of the above solution?
Calculate it in the simple case in which the system is initially along the ‘1’ direction.

Solution
(a) From the Schroedinger equation and its conjugate, we can obtain the general

expression

ρ̇ = d|ψ(t)〉
dt

〈ψ(t)| + |ψ(t)〉d〈ψ(t)|
dt

= − i

h̄
(H |ψ(t)〉〈ψ(t)| − |ψ(t)〉〈ψ(t)|H ) = − i

h̄
[ H, ρ ]

In the basis {|1〉, |2〉} the density matrix is

ρ =
( |ψ1|2 ψ1ψ

∗
2

ψ∗
1 ψ2 |ψ2|2

)

Normalization requires Tr ρ = |ψ1|2 + |ψ2|2 = 1. This is also evident from

〈ψ |ρ|ψ〉 = 〈ψ |ψ〉〈ψ |ψ〉 = |〈ψ |ψ〉|2 = 1

Note that the matrix representation for ρ in terms of Ψ given in the question satisfies
the trace property automatically. Writing it out explicitly and equating with the
above form for ρ gives

1

2

(
1 + �3 �1 − i�2

�1 + i�2 1 − �3

)
=

( |ψ1|2 ψ1ψ
∗
2

ψ∗
1 ψ2 |ψ2|2

)

and

�1 = ψ1ψ
∗
2 + ψ∗

1 ψ2, �2 = i(ψ1ψ
∗
2 − ψ∗

1 ψ2), �3 = |ψ1|2 − |ψ2|2

(b) Substituting the vector expressions into the time-evolution equation for the
density matrix, we get

ρ̇ = 1
2Ψ̇ · τ = − i

h̄

[τa

2
,

τb

2

]
Ha�b

= 1

2h̄
εabcτc Ha�b = 1

2h̄
(H × Ψ) · τ

Thus we can write

dΨ

dt
= 1

h̄
H × Ψ

It is evident, by taking the inner product of this equation with H, that the component
of Ψ along the direction of the Hamiltonian vector is a constant of the motion.
Similarly, �2 is a constant. Thus, we have a state vector Ψ of constant length
rotating around the vector H (see Fig. 31).
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H

ΨΨ

ˆ

Fig. 31 State-vector rotation.

Since Ψ||(t) ≡
(

Ĥ · Ψ(t)
)

Ĥ = Ψ||(0), we can just write

dΨ⊥
dt

= 1

h̄
H × Ψ⊥

Taking an additional time derivative we get

d2Ψ⊥
dt2

= −
(

H 2

h̄2

)
Ψ⊥

The square of the Hamiltonian vector is equal to the squared difference of the energy
eigenvalues:

H 2 = H 2
1 + H 2

2 + H 2
3 = (H11 − H22)2 + 4|H12|2 = (E1 − E2)2 ≡ h̄2ω2

The solution to the above equation of motion is

Ψ⊥(t) = Ψ⊥(0) cos ωt + Ĥ × Ψ(0) sin ωt

or

Ψ(t) = Ĥ · Ψ(0) Ĥ +
[
Ψ(0) − Ĥ · Ψ(0) Ĥ

]
cos ωt + Ĥ × Ψ(0) sin ωt

On rearrangement this becomes

Ψ(t) = Ĥ · Ψ(0) Ĥ(1 − cos ωt) + Ψ(0) cos ωt + Ĥ × Ψ(0) sin ωt

The period of the motion is T = 2π h̄/|E2 − E1|.
(c) The return probability is

P(t) = |〈ψ(0)|ψ(t)〉|2 = 〈ψ(0)|ψ(t)〉 〈ψ(t)|ψ(0)〉
= 〈ψ(0)|ρ(t)|ψ(0)〉 = 1

2 + 1
2Ψ(0) · Ψ(t)

= 1
2 + 1

2 [Ψ(0) · Ĥ]2 + 1
2Ψ(0) ·

[
Ψ⊥(0) cos ωt + Ĥ × Ψ(0) sin ωt

]
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I

II

Fig. 32 Split neutron beam.

or

P(t) = cos2(ωt/2) + [Ψ(0) · Ĥ]2 sin2(ωt/2)

In the case where ψ1(0) = 1 and ψ2(0) = 0, we have �i (0) = δi3 and

Ψ(0) · Ĥ = H11 − H22√
(H11 − H22)2 + 4|H12|2

Note also that (�E)2
0 = |H12|2. Thus, we may write

P(t) = 1 − 4
(�E)2

0

(h̄ω)2
sin2 ωt

2

Problem 6.9 A neutron beam passing through a neutron interferometer is split into
two parts, one of which passes through a magnetic field (see Fig. 32). The magnetic
field can be considered uniform throughout the extent of the path of the neutron
branch that passes through it. Its magnitude is adjustable. Consider the interference
pattern created by the existence of two branches and determine the possible mag-
nitude differences of two magnetic fields that give the same interference pattern.

Solution
The evolution of the neutron spin is determined by the Hamiltonian

Hs = −µn · B = 1
2 h̄ωσ3 (ω ≡ 2µn B/h̄)

The magnetic moment is µn = gn(|e|h̄/2mnc). The evolved state will be

ψ(t) = e−iωtσ3/2 ψ(0) =
(

e−iωt/2 0
0 eiωt/2

)
ψ(0)

Starting from an initial spin state |ψ(0)〉 = | ↑〉 we end up at time τ with just a
phase change, |ψ(τ )〉 = e−iωτ/2| ↑〉.

The state describing the interfering beams is10

|�〉 = N
(|φI〉 e−iωτ/2| ↑〉 + |φII〉 | ↑〉 )

10 If 〈φI|φII〉 = I eiδ , the normalization factor is

N = 2−1/2[1 + I cos(δ + ωτ/2)]−1/2
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where τ is the time spent by the first branch in the magnetic field region and |φI〉
and |φII〉 correspond to the spatial wave functions of each branch. The probability
of finding a neutron in the spin-up state | ↑〉|φII〉 is

P = 1

2

[
1 + I 2 + 2I cos(δ + ωτ/2)

1 + I cos(δ + ωτ/2)

]
The interference pattern is not modified for a frequency change

ω′ − ω = 4nπ

τ
(n = 1, 2, . . .)

i.e. a magnetic field change

�B = n

(
4π

τ

) (
h̄

2µn

)
= n

(
4πv

L

) (
h̄

2µn

)

= n

(
8π2h̄

Lλ

) (
h̄

2µnmn

)
= n

(
8π2h̄c

gn|e|Lλ

)
where L is the extent of the magnetic field region and λ is the average wavelength
of the neutrons.

Problem 6.10

(a) Consider a system of two spin-1/2 particles in the triplet state

|1 0〉 = 1√
2

(| ↑〉(1) | ↓〉(2) + | ↓〉(1) | ↑〉(2)
)

and perform a measurement of S(1)
z . Comment on the fact that a simultaneous measure-

ment of S(2)
z gives an outcome that can always be predicted from the first-mentioned

measurement. Show that this property, entanglement, is not shared by states that are
tensor products. Is the state

|�〉 = 1
2

(
|1 1〉 +

√
2|1 0〉 + |1 − 1〉

)
entangled, i.e. is it a tensor product?

(b) Consider now the set of four states |a〉, a = 1, 2, 3, 4:

|0〉 = 1√
2

(|1 1〉 + i |1 − 1〉)
|1〉 = 1√

2
(|1 − 1〉 + i |1 1〉)

|2〉 = 1√
2

(
e−iπ/4|1 0〉 − eiπ/4|0 0〉)

|3〉 = 1√
2

(
e−iπ/4|1 0〉 + eiπ/4|0 0〉)

Show that these states are entangled and find the unitary matrix U such that11

|a〉 = Ua α|α〉

11 {|α〉} = |1 1〉, |1 − 1〉, |1 0〉, |0 0〉
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(c) Consider a one-particle state |ψ〉 = C+| ↑〉 + C−| ↓〉 and one of the entangled states
considered in (b), for example |0〉. Show that the product state can be written as

|ψ〉|0〉 = 1
2

(|0〉|ψ〉 + |1〉|ψ ′〉 + |2〉|ψ ′′〉 + |3〉|ψ ′′′〉)
where the states |ψ ′〉, |ψ ′′〉, |ψ ′′′〉 are related to |ψ〉 through a unitary transformation.

Solution
(a) A measurement of S(1)

z when the system is in the state |1, 0〉 will give ±h̄/2
with equal probability. If the value +h̄/2 occurs, implying that particle 1 is in
the state | ↑〉, a measurement of S(2)

z will yield the value −h̄/2, particle 2 being
necessarily in the state | ↓〉. Inversely, if a measurement on the particle ‘1’ projects it
into the state | ↓〉, a simultaneous measurement on the other particle will necessarily
give +h̄/2. The two particles are in an entangled state. In contrast, if the state of
the two particles can be written as a product then there is no entanglement. For the
given state |�〉, we have

|�〉 = 1
2 (| ↑〉| ↑〉 + | ↓〉| ↓〉 + | ↑〉| ↓〉 + | ↓〉| ↑〉)

or

|�〉 =
[

1√
2

(| ↑〉 + | ↓〉)
]

⊗
[

1√
2

(| ↑〉 + | ↓〉)
]

A spin measurement of particle 1 with outcome ±h̄/2 can be accompanied by a spin
measurement of particle ‘2’ with either of the outcomes ±h̄/2. The two particles
are completely disentangled.

(b) The given states can be written in terms of the product states as

|0〉 = 1√
2

( | ↑〉| ↑〉 + i | ↓〉| ↓〉 )

|1〉 = 1√
2

( | ↓〉| ↓〉 + i | ↑〉| ↑〉 )

|2〉 = 1√
2

( | ↓〉| ↑〉 − i | ↑〉| ↓〉 )

|3〉 = 1√
2

( | ↑〉| ↓〉 − i | ↓〉| ↑〉 )

A spin measurement of particle 1 in either of the first two states results in particle
2 having a spin of the same sign. Similarly, in each of the other two states a spin
measurement of the first particle results in an antiparallel spin for the other.

The matrix U is given by

U = 1√
2




1 i 0 0
i 1 0 0
0 0 e−iπ/4 −eiπ/4

0 0 e−iπ/4 eiπ/4




and it is straightforward to see that it is unitary.
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(c) Setting

|ψ ′〉 = D+| ↑〉 + D−| ↓〉, |ψ ′′〉 = E+| ↑〉 + E−| ↓〉
|ψ ′′′〉 = F+| ↑〉 + F−| ↓〉

and substituting into the expression to be proved, we obtain

1
2

(|0〉|ψ〉 + |1〉|ψ ′〉 + |2〉|ψ ′′〉 + |3〉|ψ ′′′〉)
= 1

2
√

2

[
(C+ + i D+)| ↑〉| ↑〉| ↑〉 + (iC+ + D+)| ↓〉| ↓〉| ↑〉

+ (C− + i D−)| ↑〉| ↑〉| ↓〉 + (iC− + D−)| ↓〉| ↓〉| ↓〉
+ (E+ − i F+)| ↓〉| ↑〉| ↑〉 + (−i E+ + F+)| ↑〉| ↓〉| ↑〉
+ (E− − i F−)| ↓〉| ↑〉| ↓〉 + (−i E− + F−)| ↑〉| ↓〉| ↓〉]

Comparing with

|ψ〉|0〉
= 1√

2

(
C+| ↑〉| ↑〉| ↑〉 + iC+| ↑〉| ↓〉| ↓〉 + C−| ↓〉| ↑〉| ↑〉 + iC−| ↓〉| ↓〉| ↓〉)

we get

D+ = −iC+, D− = iC−, E+ = C−, E− = −C+
F+ = iC−, F− = iC+

and

|ψ ′〉 = −iC+| ↑〉 + iC−| ↓〉 =
(−i 0

0 i

)
|ψ〉

|ψ ′′〉 = C−| ↑〉 − C+| ↓〉 =
(

0 −1
1 0

)
|ψ〉

|ψ ′′′〉 = iC−| ↑〉 + iC+| ↓〉 =
(

0 i
i 0

)
|ψ〉

According to the above, a system consisting of a spin-1/2 particle in a state
|ψ〉 and a pair of spin-1/2 particles in any of the entangled states |a〉 will pro-
duce, if subject to a measurement on the latter, a particle in one of the states
|ψ〉, |ψ ′〉, |ψ ′′〉, |ψ ′′′〉. A complete teleportation of, say, state |ψ〉 would be
achieved if we were to transfer classically the information contained in the speci-
fication of the unitary matrix.
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General motion

Problem 7.1 A particle of mass m is bound in a spherical potential well

V (r ) =



∞, 0 < r < a
0, a < r < b
V0, r > b

Find the energy eigenfunctions. Consider the case of vanishing angular momentum
and find the condition that determines the energy eigenvalues. Does this condition
always have a solution? What is the minimum value of the potential V0 necessary
for a bound state to exist? Is there a difference in respect to a one-dimensional
square well?

Solution
The radial part of the energy eigenfunctions

ψE� m = RE�(r ) Y� m(θ, φ)

satisfies the radial Schroedinger equation[
d2

dr2
+ 2

r

d

dr
− �(� + 1)

r2
− 2m

h̄2 [V (r ) − E]

]
RE�(r ) = 0

Introducing

E ≡ h̄2k2

2m
, V0 − E ≡ h̄2q2

2m

we obtain [
d2

dr2
+ 2

r

d

dr
− �(� + 1)

r2
+ k2

]
RE�(r ) = 0, a ≤ r < b

[
d2

dr2
+ 2

r

d

dr
− �(� + 1)

r2
− q2

]
RE�(r ) = 0, r ≥ b

178
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with solution (h(±)
� = n� ± i j�)

RE�(r ) =
{

Aj�(kr ) + Bn�(kr ), a ≤ r < b
D h(−)

� (iqr ), r ≥ b

The continuity conditions read

R�(a) = 0 =⇒ A = Cn�(ka), B = −C j�(ka)

C [n�(ka) j�(kb) − j�(ka)n�(kb)] = Dh(−)
� (iqb)

or

n�(ka) j ′
�(kb) − j�(ka)n′

�(kb)

n�(ka) j�(kb) − j�(ka)n�(kb)
= h(−)

�

′
(iqb)

h(−)
� (iqb)

where the prime denotes a derivative with respect to r . The last condition determines
the allowed (discrete) energy eigenvalues.

In the case � = 0, after some algebra the last condition simplifies to

−q = k cot k(b − a)

Defining ξ ≡ k(b − a), 2mV0(b − a)2/h̄2 ≡ β2, we can write the eigenvalue equa-
tion in the form

tan ξ = − ξ√
β2 − ξ 2

This equation can be solved graphically. The right-hand side blows up at ξ = β,
while the left-hand side blows up at π/2. Thus, in order to have at least one solution,
the following must hold:

β >
π

2
=⇒ V0 >

h̄2π2

8m(b − a)2

In contrast, a one-dimensional square well always has at least one (even) solution.
Note that the bound-state condition we have obtained here corresponds to the one-
dimensional square-well condition for odd bound states, which is met only for a
sufficiently deep square well.

Problem 7.2 A hydrogen-like atom with atomic number Z is in its ground state
when, due to nuclear processes (operating at a time scale much shorter than the char-
acteristic time scale of the atom τ ∼ h̄a0/e2), its nucleus is modified to have the
atomic number increased by one unit, i.e. to Z + 1. The electronic state of the atom
does not change during this process. What is the probability of finding the atom in
the new ground state at a later time? Answer the same question for the new first
excited state.
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Solution
The wave function of the atom at t = 0 is

ψ100(r ) = Z3/2(
πa3

0

)1/2 e−Zr/a0

The energy eigenfunctions of the modified system ψn�m(r) are obtained by the
substitution Z → Z + 1 to the original eigenfunctions. For example,1

ψ100(r ) = (Z + 1)3/2(
πa3

0

)1/2 e−(Z+1)r/a0

ψ200(r ) = (Z + 1)3/2(
32πa3

0

)1/2

(
2 − Z + 1

a0
r

)
e−(Z+1)r/2a0

The evolved wave function of the system will be

ψ(r, t) =
∞∑

n=1

∞∑
�=0

+�∑
m=−�

Cn�m e−i En t/h̄ ψn�m(r)

where the energy eigenvalues are

En = Z + 1

Z En = − (Z + 1)e2

2a0n2

The coefficients Cn�m can be obtained by taking the inner product with one of the
orthogonal eigenfunctions. We get∫

d3r ψ
∗
n′�′m ′ψ(t) =

∑
n�m

Cn�me−i Ent/h̄
∫

d3r ψ
∗
n′�′m ′ψn�m = Cn′�m ′e−i En′ t/h̄

At t = 0, we have

Cn�m =
∫

d3r ψ
∗
n�m(r)ψ(r, 0) =

∫
d3 ψ

∗
n�m(r)ψ100(r )

= δ�0δm0

∫
d3r ψn00(r )ψ100(r )

The probability of finding the system in the new ground state is

P0 =
∣∣∣C100e−i E0t/h̄

∣∣∣2
=

∣∣∣∣ [Z(Z + 1)]3/2

πa3
0

4π

∫ ∞

0
dr r2 exp

[
−Z

a0
r − Z + 1

a0
r

]∣∣∣∣
2

= [Z(Z + 1)]3(
Z + 1

2

)6

1 The Bohr radius is defined as a0 = h̄2/mee2.
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Similarly, the probability of finding the system in the new first excited state is

P1 =
∣∣∣C200e−i E2t/h̄

∣∣∣2
= 211

38

[Z(Z + 1)]3(
Z + 1

3

)8

Note that for Z 
 1, P0 → 1 and P1 → 0.

Problem 7.3 A particle of mass m is bound in a central potential V (r ). The particle
is in an eigenstate |ψE�m〉 of the energy and the angular momentum.

(a) Consider the operator

G = r · p + p · r

Show that the expectation value 〈ψE�m |G|ψE�m〉 vanishes at all times.
(b) Show that for any state

d

dt
〈G〉 = 4

〈
p2

2m

〉
− 2 〈[r · ∇V (r )]〉

In particular, show that for the above bound state of the system the left-hand side vanishes
and 〈

ψE�m

∣∣∣∣ p2

2m

∣∣∣∣ ψE�m

〉
= 1

2
〈ψE�m |[r · ∇V (r )]| ψE�m〉

(c) Consider the above relation (known as the virial theorem) for the case of the hydrogen
atom and compute the matrix elements 〈n � m|V (r )|n � m〉, 〈n � m|p2/2m|n � m〉.

Solution
(a) Using the canonical commutation relations we can write

G = 2h̄r · p − ih̄ (∇ · r) = 2h̄r · p − 3ih̄

=⇒ − 2ih̄r · ∇ − 3ih̄ = −2ih̄ r
∂

∂r
− 3ih̄

Thus, the expectation value of the above operator in the state

ψE�m(r) = RE�(r )Y�m(�) e−i Et/h̄

will be

〈ψE�m(t)|G|ψE�m(t)〉 =
∫ ∞

0
dr r2 RE�(r )

(
−2ih̄ r

∂

∂r
− 3ih̄

)
RE�(r )

= −ih̄
∫ ∞

0
dr RE�(r )

[
2r3 R′

E�(r ) + 3r2 RE�(r )
]

= −ih̄
∫ ∞

0
dr

{
2r3

[
R2

E�(r )
]′ + 3r2 R2

E�(r )
}

= −ih̄
∫ ∞

0
dr

[
r3 R2

E�(r )
]′ = 0

We have used the fact that for a bound state the radial wave function is real.
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(b) For any state, the time evolution of the expectation value of the operator G
satisfies

d

dt
〈G〉 = i

h̄
〈 [H, G] 〉

The commutator can be computed as follows:

[H, G] = 1

2m
[p2, G] + [V (r ), G]

= 1

2m

(
2p j [p j , xk]pk + 2[p j , xk]pk p j

) + 2ih̄r · ∇V (r )

= −2ih̄

m
p2 + 2ih̄r V ′(r )

Thus, we get

d

dt
〈G〉 = 4

〈
p2

2m

〉
− 2

〈
r

dV (r )

dr

〉

In the particular case of the state ψE�m the expectation value 〈G〉 vanishes at all
times and we get〈

ψE�m

∣∣∣∣ p2

2m

∣∣∣∣ ψE�m

〉
= 1

2

〈
ψE�m

∣∣∣∣r dV (r )

dr

∣∣∣∣ ψE�m

〉

(c) In the case of a hydrogen atom V (r ) = −e2/r and the above relation gives〈
n � m

∣∣∣∣ p2

2m

∣∣∣∣ n � m

〉
≡ 〈T 〉n�m = 1

2
〈r V ′(r )〉n�m = −1

2
〈V 〉n�m

Also, we have

〈T 〉n�m + 〈V 〉n�m = En

Thus

〈V 〉n�m = 2En = − me4

h̄2n2
, 〈T 〉n�m = −En = me4

2h̄2n2

Problem 7.4 A hydrogen atom is in an energy and angular momentum eigenstate
ψn�m . The energy eigenvalues En = −m2

ee4/2n2h̄2 are considered known. Consider
the expectation values of the kinetic and the potential energy 〈T 〉n�m , 〈V 〉n�m as
functions of the parameters me and e2 and show that

〈T 〉n�m = −En, 〈V 〉n�m = 2En
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Solution
If we vary the expectation value of the kinetic energy with respect to the mass

parameter, we get

me
∂

∂me

〈
n � m

∣∣∣∣ p2

2me

∣∣∣∣ n � m

〉
= −

〈
n � m

∣∣∣∣ p2

2me

∣∣∣∣ n � m

〉
= −〈T 〉n�m

Note that the normalized state |n � m〉 is dimensionless and does not carry any mass
dependence.2 Similarly, we get

e2 ∂

∂e2

〈
n � m

∣∣∣∣− e2

r

∣∣∣∣ n � m

〉
=

〈
n � m

∣∣∣∣− e2

r

∣∣∣∣ n � m

〉
= 〈V 〉n�m

If, however, we vary the expectation value of the total energy,

〈H〉 = 〈T 〉 + 〈V 〉 = En = − mee4

2h̄2n2

we get

me
∂

∂me
〈T 〉 = En, e2 ∂

∂e2
〈V 〉 = 2En

Combining these results, we arrive at the desired relations

〈T 〉n�m = −En, 〈V 〉n�m = 2En

Problem 7.5 A particle of mass µ is bound in a central potential V (r ). The particle
is in an eigenstate of the energy and angular momentum |E � m〉.
(a) Prove that the following relationship between expectation values is true:
µ

h̄2

[
2s E

〈
r s−1

〉 − 2s
〈
r s−1V (r )

〉 − 〈
r s V ′(r )

〉]
+ 1

4
[s(s − 1)(s − 2) − 4(s − 1)�(� + 1)] 〈r s−3〉 + 2π |ψ(0)|2 δs,0 = 0

where s is a non-negative integer.3

(b) Apply this formula for the hydrogen atom (V (r ) = −e2/r ) and calculate4 the expecta-
tion value of the radius 〈r〉 and the expectation value of the square of the radius 〈r2〉 for
any energy eigenstate. Consider the uncertainty �r and show that it becomes smallest
for the maximal value of angular momentum. Show that for � = n − 1 the ratio �r/〈r〉
tends to zero for very large values of the principal quantum number.

2 Equivalently, in the expression
∫

d3r ψ∗
n�m (r) {· · ·} ψn�m (r), the wave function has the dimension length to the

power −3/2 and, thus, can be expressed as L−3/2 f (r/L) in terms of a dimensionless function. The length L is
buried in the redefinition of the integration variable.

3 Hint: Consider the radial equation in terms of the one-dimensional radial wave function u(r ), multiply it by
rsu′(r ) and integrate.

4 The hydrogen energy eigenfunction at the origin is ψn�m (0) = δ�,0(πa3
0n3)−1/2, where a0 = h̄2/µe2 is the Bohr

radius.
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Solution
(a) We consider the radial Schroedinger equation

u′′
E�(r ) =

{
�(� + 1)

r2
+ 2µ

h̄2 [V (r ) − E]

}
uE�(r )

multiply by r su′
E�(r ) and integrate by parts. The left-hand side becomes

−1

2
δs,0 R2(0) + s

2

∫ ∞

0
dr u

[
(s − 1)r s−2u′ + r s−1u′′]

= − 1

2
δs,0 R2(0) + s(s − 1)

4

∫ ∞

0
dr rs−2(u2)′

+ s

2

∫ ∞

0
dr rs−1u2

{
�(� + 1)

r2
+ 2µ

h̄2 [V (r ) − E]

}

= − 1

2
δs,0 R2(0) − 1

4
[−2s�(� + 1) + s(s − 1)(s − 2)] 〈r s−3〉

+ s
m

h̄2 〈r s−1(V − E)〉

The right-hand side is

−1

2
�(� + 1)(s − 2)〈r s−3〉 + s

µE

h̄2 〈r s−1〉 − s
µ

h̄2 〈r s−1V 〉 − µ

h̄2 〈r s V ′〉

Combining them, we arrive at the relation5

µ

h̄2

[
2s E

〈
r s−1

〉 − 2s
〈
r s−1V (r )

〉 − 〈
r s V ′(r )

〉]
+ 1

4
[s(s − 1)(s − 2) − 4(s − 1)�(� + 1)] 〈r s−3〉

= 2π [�(� + 1) − 1] |ψ(0)|2 δs,0

An alternative way to arrive at this relation is to consider first the commutator

[H, [H, r s+1] ]

with

H = p2
r

2µ
+ �(� + 1)

µr2
+ V (r )

and compute it in terms of the radial commutator [pr , f (r )] = −ih̄ f ′(r ). The
radial-momentum operator is

pr = −ih̄

r

∂

∂r
r = −ih̄

(
∂

∂r
+ 1

r

)

5 ψ(0) = Y�m (0)RE�(0) = (4π )−1/2 RE�(0)
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Taking the matrix element of the resulting operator equation between eigenstates
|E � m〉 gives the above formula.

(b) In the case of the hydrogen atom (V = −e2/r, E = −e2/2n2a0), the above
relation becomes

−1

4
[s(s − 1)(s − 2) − 4(s − 1)�(� + 1)] 〈r s−3〉

+ s

a2
0n2

〈r s−1〉 − 2s − 1

a0
〈r s−2〉 = 2

a3
0n3

δs,0δ�,0

For s = 2, we get

〈r〉 = 1
2a0n2

[
3 − �(� + 1)a0〈r−1〉] = 1

2a0
[
3n2 − �(� + 1)

]
For the last step we have used the relation 〈V 〉 = 2E implied by the virial theorem.

For s = 3 we get

〈r2〉 = 1
2a2

0n2
[
5n2 + 1 − 3�(� + 1)

]
It is straightforward to see that

(�r )2 = 〈r2〉 − (〈r〉)2 = 1
4a2

0

[
n4 + 2n2 − �2(� + 1)2

]
The uncertainty �r becomes smallest for

�max = n − 1 =⇒ (�r )2 = 1
4a2

0n2(2n + 1)

In this case, the relative uncertainty is

(�r )2

〈r〉2
=

1
4a2

0n2(2n + 1)
1
4a2

0n2(2n + 1)2
= 1

2n + 1

and tends to zero as n → ∞, as expected from the correspondence principle.

Problem 7.6 An isotropic harmonic oscillator is in an eigenstate of energy and
angular momentum |n � m〉 with energy eigenvalue E = h̄ω(n + 3/2).

(a) By considering the dependence of the expectation values of the kinetic and potential
energy on the parameters µ (mass) and ω, prove that

〈T 〉 = 〈V 〉 = E

2
= h̄ω

2

(
n + 3

2

)

This result is the virial theorem for the isotropic harmonic oscillator.
(b) Calculate the position and momentum uncertainty product (�r)2(�p)2 for the oscillator

when in the given eigenstate and check the Uncertainty Principle.
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(c) Prove that the following relation between expectation values is true:

2µE

h̄2 s
〈
r s−1

〉 − (
µω

h̄

)2

(s + 1)
〈
r s+1

〉 + 1
4 [s(s − 1)(s − 2) − 4(s − 1)�(� + 1)] 〈r s−3〉 = 0

where s is a positive integer.6

(d) From the relation in part (c) obtain 〈r4〉 and (�r2)2. Show that for the maximal value
of � the uncertainty � r2 achieves its minimal value. In this case show that the ratio
(�r2)2/(〈r2〉)2 tends to zero in the limit of very large energies.

Solution
(a) We have

µ
∂

∂µ
〈T 〉 = µ

∂

∂µ

〈
p2

2µ

〉
= −〈T 〉

µ
∂

∂µ
〈V 〉 = µ

∂

∂µ

〈
µω2

2
r2

〉
= 〈V 〉

ω
∂

∂ω
〈V 〉 = ω

∂

∂ω

〈
µω2

2
r2

〉
= 2〈V 〉

ω
∂

∂ω
E = E = 2〈V 〉

µ
∂

∂µ
E = 0 = −〈T 〉 + 〈V 〉

Thus, we get

〈T 〉 = 〈V 〉 = E

2
= h̄ω

2

(
n + 3

2

)

(b) Since 〈p〉 = 〈r〉 = 0 from symmetry, the corresponding uncertainty product
squared is

(�r)2(�p)2 = 〈r2〉 〈p2〉 = 4

ω2
〈V 〉 〈T 〉 = E2

ω2

= h̄2

(
n + 3

2

)2

≥ 1

4

∣∣ 〈 [ xi , p j
] 〉 ∣∣2 = 3h̄2

4

(c) See problem 7.5.
(d) For s = 3 we obtain

6µE

h̄2 〈r2〉 − 4

(
µω

h̄

)2

〈r4〉 + 3

2
− 2�(� + 1) = 0

6 Hint: Consider the radial equation in terms of the one-dimensional radial wave function u(r ), multiply it by
rsu′(r ) and integrate.
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or

〈r4〉 = 1

4

(
h̄

µω

)2
[

6

(
n + 3

2

)2

+ 3

2
− 2�(� + 1)

]

The corresponding uncertainty squared is

(�r2)2 = 〈r4〉 − 〈r2〉2 = 1

2

(
h̄

µω

)2
[(

n + 3

2

)2

+ 3

4
− �(� + 1)

]

For � = n, this gets its minimum value:

(�r2)2 =
(

h̄

µω

)2 (
n + 3

2

)

The relative uncertainty squared is

(�r2)2(〈r2〉)2 =
(

n + 3

2

)−1

and tends to zero for very large n.

Problem 7.7 Consider an isotropic two-dimensional harmonic oscillator, with
Hamiltonian

H = p2
x

2µ
+ p2

y

2µ
+ µω2

2

(
x2 + y2

)

(a) Introduce polar coordinates ρ, φ and show that the energy and angular momentum
eigenfunctions are of the form

1√
2π

eiνφ FEν(ρ)

where the radial part satisfies[
− d2

dρ2
− 1

ρ

d

dρ
+ ν2

ρ2
+ ρ2

α4
− 2(N + 1)

α2

]
FN�(ρ) = 0

The length α is the usual harmonic-oscillator characteristic length α = (h̄/µω)1/2. The
number N takes non-negative integer values. The angular momentum takes values
ν = 0, 1, . . . , N .

(b) Consider the ground state, N = ν = 0, and find the corresponding normalized wave
function. Calculate the expectation value 〈ρ2〉 for the ground state. Do the same for the
excited state for which N = ν = 1.

(c) Introduce into the above radial equation the transformation

ρ = ξ r1/2, F(ρ) ∝ r1/2 R(r )



188 Problems and Solutions in Quantum Mechanics

where ξ is a parameter to be determined; the function R(r ) satisfies the three-dimensional
radial Schroedinger equation for the hydrogen atom. For what values of the angular
momentum ν and the oscillator quantum number is this correspondence possible?

(d) Show that the following relation between expectation values is true for any eigenstate
corresponding to ν, N :

〈
ρ2

〉 〈
1

r

〉
= ξ 2

Using this relation show that 〈
ρ2

〉
Nν

= α2(N + 1)

Solution
(b) It is straightforward to check that in the case ν = N = 0 the radial

Schroedinger equation has the solution

F00(ρ) = Ce−ρ2/2α2

The normalization constant is C = √
2/α. The expectation value of ρ2 in this state

is

〈ρ2〉0 = 2

α2

∫ ∞

0
dρ ρρ2e−ρ2/α2 = α2

Similarly the wave function of the excited state N = ν = 1 can be found by sub-
stitution to be

F11(ρ) =
√

2

α2
ρ e−ρ2/2α2

The corresponding expectation value of the square of the radius is

〈ρ2〉11 = 2α2

(c) Performing the change of variables, we get{
d2

dr2
+ 2

r

d

dr
− ν2 − 1

4r2
− ξ 4

4α4
+

[
(N + 1)ξ 2

2α2

]
1

r

}
R(r ) = 0

This is the radial Schroedinger equation for a standard (three-dimensional) hydro-
gen atom, provided that

ν2 − 1

4
= �(� + 1) =⇒ ν = 2� + 1 = 1, 3, . . . , N

N + 1 = 2n = 2, 4, . . . =⇒ N = 1, 3, . . .

ξ 2

2α2
= 1

a0n
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Thus, the correspondence is possible for odd values of N and ν. The last relation
can be considered as a definition of the Bohr radius a0 for this hydrogen-atom
equivalent.

(d) The expectation value of the square of the oscillator radius, for any eigenstate,
is

〈ρ2〉Nν =
∫

dρ ρρ2 F2(ρ)∫
dρ ρF2(ρ)

=
∫

dr ρ2r R2(r )∫
dr r R2(r )

= ξ 2
∫

dr r2 R2(r )
/ ∫

dr r2

(
1

r

)
R2(r ) = ξ 2

/ 〈
1

r

〉

The expectation value of the inverse radius for the hydrogen atom is known, by
virtue of the virial theorem 〈T 〉 = 1

2〈r V ′〉, to be given by〈
1

r

〉
n�

= − 1

e2
〈V 〉n� = 2|En|

e2
= 1

a0n2

Thus, we obtain

〈ρ2〉Nν = ξ 2a0n2 =
(

2α2

a0n

)
a0n2 = α2 2n = α2(N + 1)

Note that this result is true for the N = ν = 1 case as well as the ground-state
case.

Problem 7.8 A particle of mass µ is confined to a two-dimensional plane and is
subject to harmonic forces, which, to a good approximation, can be put in the form
of the following Hamiltonian:

H = p2
x

2µ
+ p2

y

2µ
+ µω2

2

(
x2 + y2

) + νµω2xy

The only constraint that the parameter ν satisfies is ν < 1. Note that ν is not
necessarily small.

(a) Consider a rotation of the variables that leaves the kinetic energy and x2 + y2

invariant:

x1 = cos αx + sin α y, x2 = −sin α x + cos αy

p1 = cos αpx + sin α py, p2 = −sin α px + cos αpy

Show that it preserves the canonical commutation relations. Choose the parameter angle
α in such a way that the full Hamiltonian becomes diagonal.

(b) Find the eigenvalues and eigenfunctions of the energy.
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Solution
(a) Expressing the potential energy in terms of the new canonical variables, we

get

1
2µω2

(
x2

1 + x2
2

) + νµω2
[
x1x2 cos 2α + 1

2 sin 2α
(
x2

2 − x2
1

)]
Taking α = π/4, we get a diagonal potential energy

V (x1, x2) = 1
2µω2

[
(1 − ν)x2

1 + (1 + ν)x2
2

]
This choice corresponds to x1 = 1√

2
(x + y), x2 = 1√

2
(y − x).

(b) The system is the sum of two independent harmonic oscillators with fre-
quencies �2

1 = ω2(1 − ν) and �2
2 = ω2(1 + ν). The energy eigenvalues will be

En1n2 = h̄�1
(
n1 + 1

2

) + h̄�2
(
n2 + 1

2

)
The two quantum numbers take on the standard one-dimensional harmonic oscil-
lator values n1, n2 = 0, 1, . . . . The energy eigenfunctions will be �n1n2 (x1, x2) =
ψn1 (x1) ψn2 (x2), where ψn(x) are the one-dimensional harmonic oscillator energy
eigenfunctions.

Problem 7.9 The delta-shell potential is a very simple, although crude and some-
what artificial, model of the force experienced by a neutron interacting with a
nucleus. Consider an attractive delta-shell potential of radius a, the strength of
which is parametrized in terms of a parameter g2:

V (r ) = − h̄2g2

2µ
δ(r − a)

(a) Investigate the existence of bound states in the case of negative energy.
(b) Consider the case of positive energy and find the corresponding energy and angular

momentum eigenfunctions.

Solution
(a) For negative energies E = −h̄2κ2/2µ, the radial Schroedinger equation is

u′′
E�(r ) =

[
�(� + 1)

r2
− g2δ(r − a) + κ2

]
uE�(r )

The energy eigenfunctions are7

u(r ) =
{

r < a, u<(r ) = Ar j�(iκr )
r > a, u>(r ) = r Bh(−)

� (iκr )

7 The spherical Hankel functions are defined as

h(±)
� (x) = n�(x) ± i j�(x)

in terms of the spherical Neumann (n�) and Bessel ( j�) functions.
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Continuity of the wave function at r = a implies

A j�(iκa) = B h(−)
� (iκa)

Integrating around the point r = a, we obtain the discontinuity condition for the
derivative of the eigenfunctions:

u′(+a) − u′(−a) = −g2u(a)

In terms of the above eigenfunction forms, this is

Bh(−)
�

′
(iκa) − Aj ′

�(iκa) = −g2 Aj�(iκa)

The condition on the energy in order for there to be a bound-state solution reads

1

g2
=

[
j ′
�(iκa)

j�(iκa)
− h(−)

�

′
(iκa)

h(−)
� (iκa)

]−1

This equation has one solution for sufficiently strong coupling g2; as an illustration,
we can consider the case � = 0, for which it simplifies to

1 − e−ξ

ξ
= 1

g2a

with ξ ≡ 2κa. Since the left-hand side is always smaller than unity, there will be a
solution only if

g2a > 1

(b) In the case of positive energies E = h̄2k2/2µ > 0, the radial Schroedinger
equation is

u′′
E�(r ) =

[
�(� + 1)

r2
− g2δ(r − a) − k2

]
uE�(r )

The energy eigenfunctions are

u(r ) =
{

r < a, u<(r ) = Ar j�(kr )
r > a, u>(r ) = r Bh(−)

� (kr ) + rCh(+)
� (kr )

Continuity of the wave function at r = a implies that

Aj�(ka) = Bh(−)
� (ka) + Ch(+)

� (ka)

Integrating around the point r = a, we obtain the discontinuity condition for the
derivative of the eigenfunctions,

u′(+a) − u′(−a) = −g2u(a)
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which, in terms of the above wave-function forms, becomes

Bh(−)
�

′
(ka) + Ch(+)

�

′
(ka) − Aj ′

�(ka) = −g2Aj�(ka)

From these two independent homogeneous equations, we can obtain the ratio

C

B
= −

g2 + h(−)
�

′
(ka)

h(−)
� (ka)

− j ′
�(ka)

j�(ka)

g2 + h(+)
�

′
(ka)

h(+)
� (ka)

− j ′
�(ka)

j�(ka)

An equivalent but more illuminating expression is

C

B
= −1 − i X

1 + i X

where

X ≡ g2 j2
� (ka)

n′
�(ka) j�(ka) − j ′

�(ka)n�(ka) + g2 j�(ka)n�(ka)

It is clear that |C/B|2 = 1, as expected from the conservation of probability. It is
more appropriate to introduce the phase shift δ�(k), defined via

C

B
= −e−2iδ�

with δ� = arctan X . Note that, using the asymptotic form of the Hankel functions
h(±)

� ∼ −(±i)�x−1e∓i x , we obtain for the asymptotic form of the outside eigen-
function the expression

u>(r ) ∼ −2ik−1 Be−iδ� sin(kr − �π/2 + δ�)

This should be contrasted with the asymptotic form of the solution in the absence
of the potential, namely u(r ) ∼ sin(kr − �π/2).

Problem 7.10 Consider a repulsive delta-shell potential

V (r ) = h̄2g2

2µ
δ(r − a)

(a) Find the energy eigenfunctions.
(b) Consider the limit g2 → ∞ corresponding to an impenetrable shell and discuss the

possible solutions.
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Solution
(a) The radial Schroedinger equation

u′′
E�(r ) =

[
�(� + 1)

r2
+ g2δ(r − a) − k2

]
uE�(r )

leads to the energy eigenfunctions:

u(r ) =
{

r < a, u<(r ) = Ar j�(kr )
r > a, u>(r ) = r Bh(−)

� (kr ) + rCh(+)
� (kr )

Continuity of the wave function at r = a implies

Aj�(ka) = Bh(−)
� (ka) + Ch(+)

� (ka)

Integrating around the point r = a, we obtain the discontinuity condition for the
derivative of the eigenfunctions:

u′(+a) − u′(−a) = g2u(a)

which, in terms of the above wave function forms, becomes

Bh(−)
�

′
(ka) + Ch(+)

�

′
(ka) − Aj ′

�(ka) = g2 Aj�(ka)

From these two independent homogeneous equations, we can obtain the ratio

C

B
= −

−g2 + h(−)
�

′
(ka)

h(−)
� (ka)

− j ′
�(ka)

j�(ka)

−g2 + h(+)
�

′
(ka)

h(+)
� (ka)

− j ′
�(ka)

j�(ka)

As in the previous problem, an equivalent expression is

C

B
= −1 − i X

1 + i X

where

X ≡ −g2 j2
� (ka)

n′
�(ka) j�(ka) − j ′

�(ka)n�(ka) − g2 j�(ka)n�(ka)

It is clear that |C/B|2 = 1, as required from the conservation of probability. Again
it is useful to introduce the phase shift δ�(k), defined via

C

B
= −e−2iδ�

with δ� = arctan X . Note that, using the asymptotic form of the Hankel func-
tions h(±)

� ∼ −(±i)�x−1e∓i x , we obtain for the asymptotic form of the outer
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eigenfunction the expression

u>(r ) ∼ −2ik−1 Be−iδ� sin(kr − �π/2 + δ�)

This should be contrasted with the asymptotic form of the solution in the absence
of the potential, namely u(r ) ∼ sin(kr − �π/2).

(b) In the limit g2 → ∞, we get

u>(r ) = B̃r [ j�(kr )n�(ka) − j�(ka)n�(kr )]

which vanishes at the shell. The phase shift is the same as that for an infinitely hard
sphere, namely

δ� = arctan
j�(ka)

n�(ka)

The outer solution is completely independent of the internal solution,

u<(r ) = Ar j�(kr )

which should vanish on the shell, namely

j�(ka) = 0

The possible energies corresponding to this condition coincide with the (infinite)
zeros of the spherical Bessel function. In the simplest case, � = 0, we just get

� = 0 =⇒ kn = nπ

a
, n = 1, 2, . . .

Similarly, in the � = 1 case we get the condition

� = 1 =⇒ tan ka = ka

which has also an infinity of solutions.
Note that the two branches of the solution are independent. Thus, we could have

one of the following physical situations: a particle bound in the interior of the
impenetrable shell with the above special energy values En (A �= 0, B = 0), or a
particle always in the outer region (A = 0, B �= 0) for any energy E > 0.

Problem 7.11 A neutron is bound in a nucleus. The system is approximated by a
spherical ‘square well’ of radius a and depth −V0 and it is in its ground state. Find
the momentum uncertainty of the system. Consider also the hypothetical case in
which the depth of the well has the special value V0 ≈ 9h̄2π2/16mna2. Show that
in this case there is a unique bound state for zero angular momentum and find its
energy.
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Solution
The lowest-energy state has to have � = 0 and E < 0. The corresponding radial

eigenfunction is

u0(r ) =
{

0 < r < a, A sin qr
a < r < ∞, Be−κr

with

q2 ≡ 2mn

h̄2 (V0 − |E |), κ2 ≡ 2mn

h̄2 |E |
(

q2 + κ2 = 2mnV0

h̄2 ≡ γ 2

a2

)

Continuity implies that

B = Aeκa sin qa = − q

κ
Aeκa cos qa

or

qa cot qa = −κa

The last equation gives the condition determining the existing bound-state eigen-
values. Introducing ξ ≡ qa, we can write it as

ξ cot ξ√
γ 2 − ξ 2

= −1

In order to have at least one solution γ has to be greater than π/2. This is equivalent
to

V0 ≥ π2h̄2

8mna2
≡ Vmin

Our system occupies the ground state, whose energy E0 = −h̄2κ2/2mn corresponds
to values κ and q satisfying the above condition.

The normalization constant N of the ground-state wave function,

u0(r ) = N
[
�(a − r ) sin qr + sin qa�(r − a) e−κ(r−a)

]
is given by

N−2 = 1

2

(
a − sin 2qa

2q

)
+ sin2 qa

2κ

Using the eigenvalue condition, this simplifies to N 2 = 2κ/(1 + κa).
The expectation value of the momentum vanishes, owing to the spherical sym-

metry of the ground state. The expectation value of the square of the momentum is
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proportional to the expectation value of the kinetic energy:

〈p2〉 = 2mn 〈T 〉 = 2mn (E0 − 〈V 〉) = −2mn|E0| + 2mnV0

∫ a

0
dr u2

0(r )

the integral is given by∫ a

0
dr u2

0(r ) = N 2
∫ a

0
dr sin2 qr = N 2

2

(
a − sin 2qa

2q

)

Using the eigenvalue condition, we finally arrive at the uncertainty expression

(�p)2 = (h̄q)2 κa

1 + κa

The special case V0 = 9h̄2π2/16mna2 corresponds to

γ0 = 3π

2
√

2
=⇒ π

2
< γ0 <

3π

2

Note that the upper limit is the minimum value necessary for at least two bound
states, as can be easily seen from a graphical solution of the eigenvalue equation.
Thus, we have a unique bound state with � = 0 corresponding to

ξ cot ξ√
9π2/8 − ξ 2

= −1 =⇒ ξ = 3π

4
=⇒ E0 = − 9h̄2π2

32mna2

Problem 7.12 Derive the Thomas–Reiche–Kuhn sum rule in the form

2µ

h̄2

∑
ν

(Eν − E0) | 〈 ν | n̂ · r | 0 〉 |2 = 1

for a particle of mass µ. The direction n̂ is arbitrary. In the particular case of the
hydrogen atom (|ν〉 → |n � m〉), calculate the contribution of the n = 2 states to
this sum. Take n̂ = ẑ.

Solution
Consider the easily provable commutator identity

[xi , [H, x j ]] = − ih̄

µ
[xi , p j ] = h̄2

µ
δi j

This can be written in the form

xi H x j − xi x j H − H x j xi + x j H xi = h̄2

µ
δi j
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Let us find its matrix element with respect to the ground state |0〉 and introduce a
complete sum of states. We obtain∑

ν

[〈0|xi |ν〉Eν〈ν|x j |0〉 − 〈0|xi |ν〉〈ν|x j |0〉E0

− E0〈ν|x j |ν〉〈ν|xi |0〉 + 〈0|x j |ν〉Eν〈ν|xi |0〉] = h̄2

µ
δi j

This is equivalent to

∑
ν

(Eν − E0)
[〈0|x j |ν〉 〈ν|xi |0〉 + 〈0|xi |ν〉 〈ν|x j |0〉] = h̄2

µ
δi j

Introducing a unit vector n̂ and multiplying both sides by n̂i n̂ j , we obtain

∑
ν

(Eν − E0)|〈0|n̂ · r|ν〉|2 = h̄2

2µ

In the case of the hydrogen atom, we must also include in the above sum rule
the contribution of the continuum of the scattering states in the form of an integral.
The discrete part reads

∞∑
n=1

n−1∑
�=0

+�∑
m=−�

(En − E1)|〈1 0 0|n̂ · r|n � m〉|2

The contribution of the first excited state n = 2 is

(E2 − E1)
∑
�=0,1

�∑
m=−�

|〈2 � m|z|1 0 0〉|2

= (E2 − E1)
[|〈2 0 0|z|1 0 0〉|2 + |〈2 1 1|z|1 0 0〉|2

+ |〈2 1 − 1|z|1 0 0〉|2 + |〈2 1 0|z|1 0 0〉|2]
It is clear that, owing to the odd parity of z, the matrix element 〈2 0 0|z|1 0 0〉 will
vanish. Similarly, from the fact that [Lz, z] = 0, we get

〈2 1 ± 1|[Lz, z]|1 0 0〉 = ±〈2 1 ± 1|z|1 0 0〉 = 0

Thus, only the matrix element 〈2 1 0|z|1 0 0〉 contributes. Using the known forms
of the hydrogen eigenfunctions

ψ100 = (πa0)−1/2e−r/a0

and

ψ210 = (32πa0)−1/2 r

a0
e−r/2a0 cos θ
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we obtain

〈2 1 0|z|1 0 0〉 = a0

(
2
√

2

3

)5

The corresponding contribution to the Thomas–Reiche–Kuhn sum is

2µ

h̄2

3e2

8a0

(
8

9

)5

a2
0 = 3

4

(
8

9

)5

= 0.416 ≈ 40%

Problem 7.13 Consider a repulsive delta-shell potential

V (r ) = h̄2g2

2µ
δ(r − a)

Take the limit g2 → ∞.

(a) Obtain the energy eigenvalues and eigenfunctions that correspond to a particle captured
in the interior of this impenetrable shell. Discuss the ground state as well as the first
few excited states and give a rough estimate of their energies.

(b) Calculate the matrix elements

〈E � m|z|E0 0 0〉
between the ground state and any other energy and angular momentum eigenstate.8

(c) Prove the Thomas–Reiche–Kuhn sum rule

∑
E

(E − E0)|〈E |z|E0〉|2 = h̄2

2µ

for this case. Then show that it reduces to the following sum:

∑
n

(akn)2

[(akn)2 − π2]3
= 3

16π2

where the wave numbers kn correspond to the � = 1 energy levels. Compare numerically
the first and second terms in this sum.

8 Take the following integrals as given:∫ a

0
dr r2 j2

1 (kr ) = 1

4k4a

(
−4 + 2k2a2 + 2 cos 2ka + ka sin 2ka

)
∫ a

0
drr3 j1(kr ) j0

(πr

a

)
= −

(
a3

k

) {
cos ak

π2 − (ak)2
+ 2ak sin ak

[π2 − (ak)2]2

}

+
(

a2

k2

)
sin ak

π2 − (ak)2
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Fig. 33 Plot of (tan x)/x .

Solution
(a) The delta-shell potential in the infinite strength (g2 → ∞) limit (see problem

7.10) leads to the energy eigenfunctions

RE�(r ) =
{

r < a, N j�(kr )
r > a, 0

The corresponding eigenvalues are given by j�(ka) = 0. For � = 0, the eigenvalues
are

En = h̄2n2π2

2µa2
(n = 1, 2, . . .)

For � = 1, the eigenvalue condition has the form

tan ka = ka

As it can be immediately inferred from the graphical solution to this equation (cf.
Fig. 33), the smallest root occurs in the interval (π, 3π/2). Thus, it corresponds to
the first excited state. The numerical value of this root is ka ≈ 4.493 or 1.43π . The
next root occurs at ka ≈ 7.730 or 2.46π . A very rough estimate of the position of
these roots reads

kna ≈ (
n + 1

2

)
π − 1

π

1(
n + 1

2

)
For n = 1 and n = 2 we get ka ∼ 2.5 and ka ≈ 7.72, which are roughly equal to
the previously stated values.

(b) The matrix element 〈E � m|z|E0 0 0〉 can be calculated, starting from∫
d� Y ∗

�m(�) cos θ Y00(�) NE�N0

∫ a

0
dr r2 j�(kr )r j0(k0r )

The angular integral is

1√
4π

∫
d� Y ∗

�m(�) cos θ = 1√
3

∫
d� Y ∗

�m(�)Y10(�) = 1√
3
δ�,1δm,0
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Thus the matrix element will be

〈E � m|z|E0 0 0〉 = 1√
3
δ�,1δm,0 NE1 N0

∫ a

0
dr r2 j1(kr )r j0(k0r )

The ground-state wave number is k0 = π/a, while the wave number k corresponds
to the solutions of j1(ka) = 0 or tan ka = ka. The normalization constants are
given by

NE1
−2 =

∫ a

0
dr r2 j2

1 (kr ) = a3

2[1 + (ka)2]

N−2
0 =

∫ a

0
dr r2 j2

0 (k0r ) = a3

2π2

The integral appearing in the expression for the matrix element is∫ a

0
dr r3 j1(kr ) j0(k0r ) = 2ka cos ka

(k2 − k2
0)2

We have used the eigenvalue condition tan ka = ka. Note that we can also use
cos2 ka = (1 + tan2 ka)−1 = [1 + (ka)2]−1. Substituting this in the above, we get

〈E � m|z|E0 0 0〉 = 4π√
3a3

δ�,1δm,0
ka(

k2 − k2
0

)2

(c) Starting from the Thomas–Reiche–Kuhn sum rule as proved in problem 7.12,∑
n,�,m

(k2 − k2
0)|〈En � m|z|E0 0 0〉|2 = 1

and substituting the calculated matrix element, we obtain

16π2

3

∑
n

(kna)2

[(kna)2 − π2]4
= 1

Now, the sum runs over the � = 1 eigenstates, for which

k1 ≈ 1.43
(π

a

)
, k2 ≈ 2.46

(π

a

)
, . . .

corresponding to the first, third, etc. excited levels. A rough numerical estimate of
the first two terms gives

0.967 + 0.02 + · · · ∼ 1

which shows that the sum rule is very quickly saturated by the first excited state.

Problem 7.14 Consider a hydrogen atom in its ground state. What is the expectation
value of the kinetic energy? What is the probability of finding the atom with a kinetic
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energy larger than the expectation value? Calculate the uncertainty in the position
variable. Do the same for the uncertainty in the momentum and check the validity
of the Heisenberg inequality.

Solution
With the help of the known ground-state wave function we can calculate the

expectation value of the kinetic energy:9

〈T 〉1 = h̄2

2µπa3
0

∫
d3r e−r/2a0 ∇2 e−r/2a0 = − h̄2

µa4
0

∫ ∞

0
dr r2

(
−1

r
+ 1

4a0

)
e−r/a0

= h̄2

2µa2
0

= e2

2a0
= −E1

Alternatively, we could have used the virial theorem

〈T 〉 = − 1
2〈r V ′〉 = − 1

2〈V 〉
which, together with

〈T 〉1 + 〈V 〉1 = E1

implies that 〈T 〉1 = −E1 and 〈V 〉1 = 2E1.
A measurement of kinetic energy is equivalent to a measurement of momentum.

The probability amplitude density for finding the system with momentum p will be

φ(p) =
∫

d3r
eip·r/h̄

(2π h̄)3/2
ψ100(r )

= 2π

(2π h̄)3/2(πa3
0)1/2

∫ ∞

0
dr r2

∫ 1

−1
d cos θ eipr cos θ/h̄ e−r/a0

= − i

p(2π2a3
0)1/2

∫ ∞

0
dr r

{
exp

[
−

(
1

a0
− i

h̄
p

)
r

]
− c.c.

}

= − ia2
0

p(2π2h̄a3
0)1/2

∂

∂a0

(∫ ∞

0
dr

{
exp

[
−

(
1

a0
− i

h̄
p

)
r

]
− c.c.

})

= − ia2
0

p(2π2h̄a3
0)1/2

∂

∂a0

[(
1

a0
− i

h̄
p

)−1

− c.c.

]

= 2a2
0

(2π2h̄3a3
0)1/2

∂

∂a0

(
1

a2
0

+ p2

h̄2

)−1

= 4a−1
0

(2π2h̄3a3
0)1/2

(
1

a2
0

+ p2

h̄2

)−2

= 4

π
√

2

(
a0

h̄

)3/2 (
1 + a2

0 p2

h̄2

)−2

9 The Bohr radius is a0 = h̄2/µe2 and the hydrogen energy levels are En = −e4/2n2a0.
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The corresponding probability density will be

P(p) = 8

π2

(
a0

h̄

)3 1(
1

a2
0

+ p2

h̄2

)4

The probability of finding the system with momentum

p ≥ p0 ≡
√

2µ〈T 〉1 =
√

µe2

a0
= h̄

a0

is given by

P = 4π

∫ ∞

p0

dp p2P(p) = 32

π

∫ ∞

1
dξ

ξ 2

(1 + ξ 2)4

The integral at hand can be easily computed:10

∫ ∞

1
dξ

ξ 2

(1 + ξ 2)4
= π

32
− 4 + 3π

192

Thus, the probability of finding the system with momentum larger than the expec-
tation value is

P = 1

2
− 2

3π
≈ 0.2878

The expectation value of the position 〈1 0 0|x|1 0 0〉 vanishes owing to spherical
symmetry. The square of the position has a non-vanishing expectation value and it
is given by

(�x)2 = 〈r2〉 − 〈x〉2 = 4π

(πa3
0)

∫ ∞

0
dr r4e−2r/a0 = 4

a3
0

(
2

a0

)5

�(5) = 3a2
0

The square root of this value should be comparable to the expectation value of the
radius, which is

〈r〉 = 4

a3
0

∫ ∞

0
dr r3 e−2r/a0 = 3a0

2

Either of these lengths gives the approximate size of the atom in its ground state.
The corresponding uncertainty is

(�r )2 = 〈r2〉 − 〈r〉2 =
(

3 − 9

4

)
a2

0 = 3a2
0

4

10 Consider the change of variable x = tan ϕ.



7 General motion 203

The uncertainty in the momentum is known from the expectation value of the kinetic
energy:

(�p)2 = 〈p2〉 − 〈p〉2 = 2µ〈T 〉 = h̄2

a2
0

The Uncertainty Principle is clearly satisfied since

(�p)2 (�x)2 = 3h̄2

Problem 7.15 Some hadrons can be successfully described as bound states of
heavy quarks in a non-relativistic spin-independent potential. The most common
example is a pair comprising a charmed quark and antiquark (mc = 1.5 GeV/c2)
described in its centre-of-mass frame by a linear interaction potential

V (r ) = g2r + V0

(a) Calculate the expectation values of the radius and the square of the radius for any energy
eigenstate with � = 0. Show that both are expressible in terms of one dimensionful
parameter a, with the dimensions of length, times a dimensionless factor. Show that this
is generally true for any expectation value 〈rn〉 in any energy eigenstate.

(b) Consider the square of the momentum operator and show that the expectation
value of any power of it scales according to the corresponding power of a, for
any energy eigenstate with � = 0. Write down the momentum–position uncertainty
product and derive an inequality for the dimensionless coefficient in the energy
eigenvalues.

(c) Assume now that the same interaction potential is valid not only for the charmed-quark
ground state but also for the bottom-quark–antiquark bound state (mb = 4.5 GeV/c2).
Calculate the corresponding expectation values of the radius and the square of the radius
in any � = 0 eigenstate. Calculate the relative ratio 〈r ν〉c/〈r ν〉b, where ν is an integer,
of the radius expectation values for the charmed-quark case and the bottom-quark
case.

(d) The energy eigenvalues of the ground state (n = � = 0) and the first excited state (n =
1, � = 0) of the charmed-quark system are E (c)

0 ≈ 3.1 GeV/c2 and E (c)
1 ≈ 3.7 GeV/c2.

Assume also that the ground-state energy of the bottom-quark system is E (b)
0 ≈

9.5 GeV/c2. Can the energy eigenvalue E (b)
1 be predicted?

Solution
(a) Following problem 7.5, we can prove that

µ

h̄2

[
2s E

〈
r s−1

〉 − 2s
〈
r s−1V (r )

〉 − 〈
r s V ′(r )

〉]
+ 1

4
[s(s − 1)(s − 2) − 4(s − 1)�(� + 1)] 〈r s−3〉 + 2π |ψ(0)|2 δs,0 = 0
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In our case we have, for any eigenstate with � = 0,

µc

h̄2

[
2s(En − V0)〈r s−1〉 − (2s + 1)g2〈r s〉]

+ 1
4 s(s − 1)(s − 2)〈r s−3〉 + 2π |ψ0(0)|2δs,0 = 0

where n is the principal quantum number and labels the energy eigenstates En . The
mass µc = mc/2 is the reduced mass of the quark–antiquark system. For s = 0, we
get

|ψ0(0)|2 = g2µc

2π h̄2

For s = 1, we have

〈r〉 = 2

3g2
(En − V0)

Finally, for s = 2 we obtain

〈r2〉 = 4

5g2
(En − V0)〈r〉 = 8

15g4
(En − V0)2

The radial Schroedinger equation has the form[
−1

r

d2

dr2
r + �(� + 1)

r2
+ 2µc

h̄2 (g2r + V0)

]
Rn�(r ) = 2µc

h̄2 En Rn�(r )

Equivalently, we can write[
−1

r

d2

dr2
r + �(� + 1)

r2
+ 2a−3r

]
Rn�(r ) = 2µc

h̄2 (En − V0) Rn�(r )

where we have introduced the parameter

a =
(

h̄2

µcg2

)1/3

The parameter combination that multiplies Rn�(r ) on the right-hand side has the
dimensions of inverse length squared. Thus, we can always write

2µc

h̄2 (En − V0) = a−22εn =⇒ En = V0 + εn

(
h̄2g4

µc

)1/3

where εn is a dimensionless function of the quantum number n. Equivalently, we
may write

En = V0 + εn
h̄2

µca2
= V0 + εnag2
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The radial Schroedinger equation takes the form

a2

[
−1

r

d2

dr2
r + �(� + 1)

r2
+ 2r

a3

]
Rn�(r ) = εn Rn�(r )

Therefore, its solutions will be functions of the dimensionless variable r = r/a.
Their normalization constants will equal a dimensionless number times a−3/2. Any
radius expectation value will be given by

〈r ν〉n� = aν In�

in terms of the dimensionless number11 In�.
For the calculated radius expectation values, we get

〈r〉 = 2

3
εna, 〈r2〉 = 8

15
ε2

na2

Note that the ratio

〈r2〉
〈r〉2

= 6

5

is independent of εn .
(b) From the virial theorem12 2〈T 〉 = 〈r V ′(r )〉 we have, for any eigenstate of

the energy with � = 0,

〈p2〉 = 2µ〈T 〉 = µg2〈r〉 = 2

3
µg2aεn = 2

3

h̄2εn

a2

Since owing to spherical symmetry 〈p〉 = 〈x〉 = 0, the Heisenberg uncertainty prod-
uct will be

(�x)2 (�p)2 = 16

45
h̄2ε3

n

Heisenberg’s inequality implies that

εn ≥
(

3

4
× 45

16

)1/3

= 3

4
51/3

(c) The only thing that changes is the mass. This modifies the characteristic
length according to

ac =
(

h̄2

µcg2

)1/3

=⇒ ab =
(

h̄2

µbg2

)1/3

= ac

(
µc

µb

)1/3

11 In� = ∫ ∞
0 dr r2 R2

n�(r ).
12 It can be derived from the general expectation-value relation used in (a).
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The corresponding expectation values are

〈r〉b = 2

3
εnab =

(
µc

µb

)1/3

〈r〉c

〈r2〉b = 8

15
ε2

na2
b =

(
µc

µb

)2/3

〈r2〉c

Thus, we obtain

〈r〉b

〈r〉c
=

(
µc

µb

)1/3

≈
(

1

3

)1/3

,
〈r2〉b

〈r2〉c
=

(
µc

µb

)2/3

≈
(

1

3

)2/3

Note however that, in general, for every energy eigenstate and for every radius
power we may write

〈r ν〉(b)
n�

〈r ν〉(c)
n�

= aν
b I (ν)

n�

aν
c I (ν)

n�

=
(

ab

ac

)ν

=
(

µc

µb

)ν/3

since the dimensionless integrals I (ν)
n� are identical.

(d) In terms of the known values E (c)
0 , E (c)

1 , E (b)
0 , we get

E (c)
1 − E (c)

0 = (ε1 − ε0)

(
h̄2g4

µc

)1/3

, E (b)
1 − E (b)

0 = (ε1 − ε0)

(
h̄2g4

µb

)1/3

or

E (b)
1 = E (b)

0 +
(

µc

µb

)1/3 (
E (c)

1 − E (c)
0

)
≈ 9.9 GeV/c2

Problem 7.16 Consider a spherically symmetric potential of the form

V (r ) = λ2rα

A particle of mass µ is bound in it. Using dimensional analysis, determine the
dependence of the energy eigenvalues on the parameters of the system up to a
multiplicative dimensionless factor. Consider the case where this potential describes
the centre-of-mass interaction between two particles, of masses M and m, and the
first particle is replaced by a similar particle but of mass M ′. How would the energy
eigenvalues change?

Solution
The parameters that appear in the Hamiltonian are h̄2/µ and λ2. Thus

En = εn

(
h̄2

µ

)x

(λ2)y
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where εn is a dimensionless factor depending on the radial quantum number that
labels the energy eigenvalues. The parameters have dimensions as follows:

h̄2

µ
=⇒ ML4T−2, λ2 =⇒ ML2−αT−2

Thus, in order to match the left-hand side of the expression for En we must have
1 = x + y and 2 = 4x + (2 − α)y, or x = α/(2 + α) and y = 2/(2 + α). Then the
energy can be written as

En = εn

(
h̄2

µ

)α/(α+2)

(λ2)2/(α+2)

An equivalent parametrisation makes use of a characteristic length d ≡
(h̄2/µλ2)1/α+2. In terms of d, we have En = εnh̄2/µd2.

For the application considered, the eigenvalues would change to E ′
n , where

E ′
n

En
=

(
µ

µ′

)α/(α+2)

=
[

Mm/(M + m)

M ′m/(M ′ + m)

]α/(α+2)

=
[

M(M ′ + m)

M ′(M + m)

]α/(α+2)

Problem 7.17 Consider the electric dipole and quadrupole moment operators for
a particle of electric charge e:

di ≡ e xi , Qi j ≡ e
(
xi x j − 1

3δi j r2
)

Calculate the expectation values of these operators when the particle occupies the
ground state (n = 1, � = 0) or the first excited state (n = 2, � = 1) of the hydrogen
atom.

Solution
The diagonal matrix elements of the electric dipole moment vanish since these

states are parity eigenstates and the position operator is odd under parity:

PxP = −x

=⇒ 〈n � m|x|n � m〉 = −〈n � m|PxP|n � m〉
= −(−1)�(−1)�〈n � m|x|n � m〉 = − 〈n � m|x|n � m〉 = 0

Since for any spherically symmetric eigenfunction it is true that

〈ψ |xi x j |ψ〉 = δi j J =⇒ J = 1
3〈ψ |r2|ψ〉

we should have

〈n � 0|Qi j |n � 0〉 = e
(〈n � 0|xi x j |n � 0〉 − 1

3δi j 〈n � 0|r2|n � 0〉) = 0
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This takes care of all states but |2 1 ± 1〉. For this state, we have

Qi j = e

64πa5
0

∫ ∞

0
dr r6e−r/a0

∫
d� sin2 θ Mi j

where

Mi j =

 sin2 θ cos2 φ − 1

3 sin2 θ cos φ sin φ sin θ cos θ cos φ

sin2 θ cos φ sin φ sin2 θ sin2 φ − 1
3 sin θ cos θ sin φ

sin θ cos θ cos φ sin θ cos θ sin φ cos2 θ − 1
3




Performing the integrals, we obtain the diagonal electric quadrupole moment

Qi j = ea2
0

64π
(6!)

(
8π

45

) 
1 0 0

0 1 0
0 0 −2


 = 2ea2

0


1 0 0

0 1 0
0 0 −2




Problem 7.18 An electron is moving under the influence of a uniform electrostatic
field E . Consider the probability amplitude that the electron, having momentum pi

at time t = 0, will be found at time t > 0 with momentum pf.

(a) Show that this amplitude vanishes unless

pf = pi + eEt

This is what would be expected classically from a force constant in space and time.
(b) Denote by K(rf, ri; t) the amplitude for finding the electron at the position rf at time

t , when initially (at t = 0) it is at the position ri , and see whether this amplitude
(propagator) satisfies the reflection invariance satisfied by the free propagator in the
absence of an external field:

K0(rf, ri ; t) = K0(−rf, −ri ; t)

(c) How is K(rf, ri ; t) related to K(ri, rf ; t)?
(d) Calculate the propagator explicitly and check all the above results.

Solution
(a) The electron Hamiltonian in the presence of the uniform electric field is

H = p2

2m
− eE · r

The amplitude for finding the electron with momentum pf at time t > 0 when it
had momentum pi initially is

K̃(pf, pi ; t) = 〈pf|e−i Ht/h̄|pi〉
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Consider the commutator

[p, e−i Ht/h̄] = e−i Ht/h̄
(
ei Ht/h̄pe−i Ht/h̄

) − e−i Ht/h̄p = e−i Ht/h̄ [pH(t) − p]

The Schroedinger momentum operator coincides with the initial Heisenberg mo-
mentum operator. Taking the matrix element of the above operator relation between
momentum eigenstates, we obtain

〈pf|[p, e−i Ht/h̄]|pi〉 = (pf − pi)〈pf|e−i Ht/h̄|pi〉 = 〈pf|e−i Ht/h̄ [pH(t) − p] |pi〉
The Heisenberg operator appearing in the right-hand side of the last relation can be
obtained from the solution of the Heisenberg equation as follows:

dpH

dt
= i

h̄
[H, pH] = − ie

h̄
Ej[x j , p] = eE

Thus, integrating with respect to time, we get

pH(t) = p + eEt

Returning to the above momentum matrix element, we can write

(pf − pi)〈pf|e−i Ht/h̄|pi〉 = eEt 〈pf|e−i Ht/h̄|pi〉
or, equivalently,

(pf − pi − eEt) K̃(pf , pi ; t) = 0

which proves that this amplitude vanishes unless

pf = pi + etE

This is something expected classically, since the momentum transfer of a force
that is constant in space and time should be F t = eE t . Note that this amplitude is
related to the spatial propagator as

K(r′, r ; t) ≡ 〈r′|e−i Ht/h̄|r〉 =
∫ ∫

d3 p′d3 p

(2π h̄)3
eip′·r′/h̄ e−ip·r/h̄ K̃(p′, p ; t)

(b) Consider the space-reflected propagator

K(−r′, −r ; t) = 〈−r′|e−i Ht/h̄| − r〉 = 〈r′|Pe−i Ht/h̄P|r〉
where P is the parity operator. This is further equal to

〈r′|e−i Ht/h̄|r〉 + 〈r′|[P, e−i Ht/h̄]P|r〉 = K(r′ , r ; t) + 〈r′|[P, e−i Ht/h̄]P|r〉
Since the last commutator is non-zero as long as the electric field is present, we
conclude that

K(−r′, −r ; t) �= K(r′, r ; t)
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(c) It is useful here to consider the expression for the propagator in terms of
energy eigenstates,

K(r′, r ; t) =
∑

n

ψn(r)ψ∗
n (r′) e−i Ent/h̄

Because of the hermiticity and reality of the Hamiltonian, we have

〈r′|e−i Ht/h̄|r〉 = 〈r|ei Ht/h̄|r′〉∗ =
∑

n

ψ∗
n (r)ψn(r′) e−i Ent/h̄ = K(r, r′ ; t)

Thus, despite the fact that

K(−r′, −r ; t) �= K(r′, r ; t)

we still have

K(r, r′ ; t) = K(r′, r ; t)

as in the free case.
(d) As above, it is convenient to go to the Heisenberg picture, which can be

solved explicitly. The solved Heisenberg momentum and position operators are

pH = p + eEt, rH = r + t

m
p + et2

2m
E

Consider now

r′K(r′, r ; t) = r′〈r′|e−i Ht/h̄|r〉 = 〈r′|re−i Ht/h̄|r〉
= 〈r′|e−i Ht/h̄rH|r〉 =

〈
r′

∣∣∣∣e−i Ht/h̄

(
r + t

m
p + et2

2m
E

)∣∣∣∣ r
〉

=
(

r + et2

2m
E

)
K(r′, r ; t) + t

m
〈r′|e−i Ht/h̄p|r〉

The last term, being of the form

〈ψ |p j |r〉 = 〈r|p j |ψ〉∗ = +ih̄
∂

∂x j
〈r|ψ〉∗ = +ih̄

∂

∂x j
〈ψ |r〉

modifies the above expression into a differential equation,

i
h̄t

m
∇ K(r′, r ; t) =

(
r′ − r − et2

2m
E

)
K(r′, r ; t)

Integrating with respect to r, we get

lnK(r′, r ; t) − lnK(r′, 0 ; t) = i
m

h̄t

(
1

2
r2 − r · r′ + et2

2m
E · r

)
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With an exactly analogous series of manipulations, we can obtain the symmetric
expression

lnK(r′, r ; t) − lnK(0, r ; t) = i
m

h̄t

(
1

2
(r ′)2 − r · r′ + et2

2m
E · r′

)

Taking r′ = 0 in the first expression, we get

lnK(0, r ; t) − lnK(0, 0; t) = i
m

h̄t

(
1

2
r2 + et2

2m
E · r

)

Substituting this into the second expression, we arrive at

lnK(r′, r ; t) − lnK(0, 0; t) = im

2h̄t

[(
r − r′)2 + et2

m
E · (

r + r′)]
or

K(r′, r ; t) = K(0, 0; t) exp

{
im

2h̄t

[(
r − r′)2 + et2

m
E · (r + r′)

]}

In order to calculate the time-dependent coefficient K(0, 0; t), we can use the
identity

K(0, 0; t) =
∫

d3r K(0, r; t − t ′)K(r, 0; t ′)

which holds for any intermediate time t ′ and take t ′ = t/2. Then we have

K(0, 0; t) =
∫

d3r [K(r, 0; t/2)]2

= [K(0, 0; t/2)]2
∫

d3r exp

(
i
2m

h̄t
r2 + i

et

2h̄
E · r

)
or

K(0, 0; t) = [K(0, 0; t/2)]2

(
ih̄t

2m

)3/2

exp

(
−i

e2E2

32mh̄
t3

)

Note that in the free case (E = 0) this relation is immediately satisfied by the known
solution K0(0, 0; t) = (m/2π ih̄t)3/2. It is clear that the appropriate trial ansatz
is K(0, 0; t) = K0(0, 0; t) eiαt3

, which, when substituted, yields α = −e2E2/24mh̄
and

K(0, 0; t) = K0(0, 0; t) exp

(
−i

e2E2

24mh̄
t3

)

Thus, the full propagator is

K(r′, r ; t) = K0(r′, r ; t) exp

{
iet

2h̄

[
E · (

r + r′)]} exp

(
−i

e2E2

24mh̄
t3

)
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where K0 is the free propagator. The non-invariance under spatial reflection and
the r′ ↔ r symmetry are now manifest.

The momentum-space amplitude that we encountered in part (a) is

K̃(pf, pi ; t)

= K(0, 0; t)
∫ ∫

d3r ′d3r

(2π )3
eipf·r′/h̄e−ipi·r/h̄

× exp

[
im

2h̄t

(
r′ − r

)2
]

exp

{
iet

2h̄

[
E · (

r + r′)]}

= K(0, 0; t)
∫ ∫

d3r ′d3r

(2π )3
eiqf·r′/h̄e−iqi·r/h̄ exp

[
im

2h̄t

(
r′ − r

)2
]

= K̃0(qf, qi; t) exp

(
−i

e2E2

24mh̄
t3

)

where

qf = pf + et

2
E, qi = pi − et

2
E

However, the free amplitude is particularly simple. Thus, we have

K̃(pf, pi ; t) = K̃0(qf, qi; t) exp

(
−i

e2E2

24mh̄
t3

)

= 〈qf|e−i H0t/h̄|qi〉 exp

(
−i

e2E2

24mh̄
t3

)

= exp

(
−i

e2E2

24mh̄
t3

)
exp

(
− iq2

i t

2mh̄

)
δ(qf − qi)

= exp

(
−i

e2E2

24mh̄
t3

)
exp

(
− iq2

i t

2mh̄

)
δ(pf − pi − etE)

Problem 7.19 Consider the Hermitian operator

D = 1
2 (x · p + p · x)

This operator is associated with dilatations, i.e. rescalings of the position coordi-
nates.

(a) Establish the commutation relations

[D, x j ] = −ih̄x j , [D, p j ] = ih̄ p j , [D, L j ] = 0

(b) Prove the finite dilatation properties

eiαD/h̄ x j e−iαD/h̄ = eα x j , eiαD/h̄ ψ(x) = edα/2 ψ(eαx)

where α is a parameter and d is the number of space dimensions.
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(c) Show that for a free particle we have

[D, H0] = 2ih̄ H0

Taking the matrix element of this relation between energy eigenstates, we get (E −
E ′)〈E |D|E ′〉 = 2ih̄E〈E |E ′〉. Verify this relation explicitly for plane and spherical
waves.

(d) Consider the one-dimensional Hamiltonian

H = p2

2m
+ λ

x2

Show that it obeys the same dilatation commutator relation as a free Hamiltonian. Is
this property compatible with a discrete energy spectrum?

Solution
(b) We can write

D = x · p − ih̄

2
d

where d is the number of space dimensions. Then, we have

〈x | eiαD/h̄ x j |ψ〉 = eαd/2 eαx·∇ 〈x |x j |ψ〉 = eαd/2 eαx·∇ x j 〈x |ψ〉
Note, now, that the operator exponent is just the Taylor translation operator:

exp (αx · ∇) = exp

(
α

∑
i

xi
∂

∂xi

)
= exp

(
α

∑
i

∂

∂ ln xi

)

Thus, the coordinates are translated as follows:

ln xi → ln xi + α = ln(eαxi ) =⇒ xi → eαxi

Therefore, we have

〈x | eiαD/h̄ x j |ψ〉 = eα(1+d/2) x j 〈eαx |ψ〉 = eα x j 〈x |eiαD/h̄|ψ〉
and, finally,

eiαD/h̄ x j e−iαD/h̄ = eα x j

and also

eiαD/h̄ ψ(x) = eαd/2 ψ(eαx)

(c) It is straightforward to see that [D, p2] = 2ih̄ p2. Taking the expectation
value of the dilatation commutator of the Hamiltonian between energy eigenstates
we get

(E − E ′)〈E |D|E ′〉 = 2ih̄E〈E |E ′〉
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For plane waves (in one dimension, for simplicity), we get

[
k2 − (k ′)2

] ∫
dx

2π
e−ikx

(
−ih̄x

∂

∂x
− ih̄

2

)
eik ′x = 2ih̄k2δ(k − k ′)

or [
k2 − (k ′)2

] (
ih̄k ′ ∂

∂k ′ − ih̄

2

)
δ(k − k ′) = 2ih̄k2δ(k − k ′)

The left-hand side is

−ih̄
∂

∂k ′
{
k ′ [k2 − (k ′)2

]}
δ(k − k ′) = −ih̄

[
k2 − 3(k ′)2

]
δ(k − k ′)

= 2ih̄k2δ(k − k ′)

and, therefore, is equal to the right-hand side.
For spherical waves it is sufficient to verify that

[
k2 − (k ′)2

] ∫ ∞

0
dr r2 j�(kr )

(
−ih̄r

∂

∂r
− 3ih̄

2

)
j�(k ′r ) = ih̄πδ(k − k ′)

The left-hand side is equal to

ih̄
[
k2 − (k ′)2

]
k ′ ∂

∂k ′

∫ ∞

0
dr r2 j�(kr ) j�(k ′r )

= ih̄π

2k2

[
k2 − (k ′)2

]
k ′ ∂

∂k ′ δ(k − k ′)

= − ih̄π

2

∂

∂k ′

[
k ′ − (k ′)3

k2

]
δ(k − k ′) = ih̄π δ(k − k ′)

which coincides with the right-hand side. We have used the orthogonality property
of spherical Bessel functions,∫ ∞

0
dr r2 j�(kr ) j�(k ′r ) = π

2k2
δ(k − k ′)

(d) This Hamiltonian, as well as an analogous higher-dimensional one with
interaction V ∝ r−2, corresponds to the Schroedinger equation[

− d2

dx2
+

(
2mλ

h̄2

)
1

x2

]
ψ(x) = 2m E

h̄2 ψ(x) = k2ψ(x)

Note that the effective interaction parameter λ = 2mλ/h̄2 is dimensionless. The
fact that both the kinetic term and the interaction term scale with the same power
of length is reflected in the commutation relation

[D, H ] = 2ih̄ H

which can be proved in a straightforward fashion.
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If |E0〉 is a normalizable state (i.e. in the discrete spectrum), taking the expectation
value of the above commutation relation in this state gives

〈E0|[D, H ]|E0〉 = 2ih̄〈E0|H |E0〉
or

E0 = 0

Thus, any such Hamiltonian cannot have normalizable discrete eigenstates.

Problem 7.20 Consider an infinite region in which a uniform electric field E = E ŷ
is present. An electron, characterized by a well-localized wave function ψ(r) =
Neik·re−αr2/2, with k = kx x̂ + ky ŷ and ky > 0, enters the region (at t = 0); see
Fig. 34. Find the expectation values of the position and momentum of the electron
at any subsequent time of its presence in the region. Calculate the time T at which
the expectation value of the position component of the electron in the direction of
the field will coincide with its initial value and write down the expectation values
of its position and momentum at that time. Calculate the size of the wave packet
at any time 0 < t ≤ T and show that it is independent of the electric field. Show
also that the momentum uncertainty is the same as in the free case and, therefore,
constant.

Solution
The Hamiltonian of the system is

H = p2

2m
− eE · r

y

E

x

Fig. 34 Motion in a uniform electric field. The small arrows represent the particle’s
velocity.
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Let us consider the Heisenberg equations for the position and momentum; note that
they are linear in the corresponding operators, something that, as in the case of the
harmonic oscillator, suggests strong similarities with the evolution of the classical
system. They are

dr
dt

= p
m

,
dp
dt

= i

h̄
[H, p] = eE

They can be easily integrated out to give

p(t) = p(0) + eEt, r(t) = r(0) + p(0)

m
t + et2

2m
E

The initial expectation values of the electron position and momentum are

〈r〉0 = |N |2
∫

d3r re−αr2 = 0

because of rotational symmetry, and13

〈p〉0 = |N |2
∫

d3r e−ik·re−αr2/2 (−ih̄∇) eik·re−αr2/2

= |N |2
∫

d3r e−αr2
(h̄k + iαr) = h̄k

The evolved expectation values are

〈r〉t = h̄k
m

t + et2

2m
E, 〈p〉t = h̄k + eEt

Writing the position expectation value in components, we get

〈z〉t = 0, 〈x〉t = h̄t

m
kx , 〈y〉t = h̄t

m
ky + et2

2m
E

It is clear that the motion takes place entirely in the xy-plane. In fact, it is the
parabola

〈y〉t = ky

kx
〈x〉t + eEm

2h̄2k2
x

〈x〉2
t

The exit point, at t = T , occurs when the xz-plane is reached again and so 〈y〉T = 0.
The time T is equal to 2h̄ky/|e|E . The exit position and momentum expectation
values are

〈r〉T = 2h̄2kx ky

|e|E x̂, 〈p〉 = h̄k + eET = kx x̂ − ky ŷ

13 Note that |N |2 ∫
d3re−αr2 = 〈ψ |ψ〉 = 1.



7 General motion 217

Taking the square of the position-operator solution of the Heisenberg equation
we obtain

r2(t) = r2(0) + t2

m2
p2(0) + t

m
[p(0) · r(0) + r(0) · p(0)]

+ et3

m2
E · p(0) + et2

m
E · r(0) + e2t4

4m2
E2

The expectation value is

〈r2〉t = 〈r2〉0 + t2

m2
〈p2〉0 + t

m
〈p · r + r · p〉0 + et3h̄

m2
E · k + e2t4

4m2
E2

The square of the expectation value of the position is, however,

〈r〉2
t = t2h̄2k2

m2
+ e2t4

4m2
E2 + h̄t3e

m2
k · E

Subtracting, we get

(�r)2
t = 〈r2〉0 + t2

m2
〈p2〉0 + t

m
〈p · r + r · p〉0 − t2h̄2k2

m2

which is completely independent of the electric field at all times 0 < t ≤ T . It is
not difficult to calculate that

〈r2〉0 = 3

2α
, 〈p2〉0 = 3αh̄2

2
+ k2h̄2, 〈r · p + p · r〉0 = 0

and, finally, obtain

(�r)2
t = 3

2α

[
1 +

(
αh̄t

m

)2
]

Similarly, we can calculate the momentum uncertainty (�p)2
t = 3

2αh̄2 and see that
it is independent of the electric field but also constant, as in the free case.

Problem 7.21 Consider a particle of mass m interacting with a central potential

V (r ) = λ

r2

(a) Write down the radial Schroedinger equation and show that the eigenfunctions corre-
sponding to the continuous spectrum can be expressed in terms of the solutions14 of the
Bessel equation

x2 y′′(x) + xy′(x) + (x2 − n2)y(x) = 0

14 The solutions of the Bessel equation are the Bessel functions Jn(x) and Yn(x).
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which depend upon the dimensionless parameter γ = 2mλ/h̄2 and the wave
number.

(b) Assuming momentarily the possibility of bound states, consider the dependence of the
energy eigenvalues on the available parameters on dimensional grounds. What are the
conclusions? Arrive at a similar conclusion by assuming the existence of bound states
and applying the virial theorem 〈T 〉 = 1

2 〈r V ′〉.
(c) Consider now the particle under a modified potential

V (r ) = −
(

h̄2|γ |
2m

)
1

r2(1−η)

where η is a number smaller than unity. With the help of dimensional analysis determine
the dependence of the discrete energy eigenvalues on the parameters of the system.
Define a characteristic length that determines the size of the discrete eigenfunctions.
What happens to this length in the limit η → 0?

Solution
(a) The radial equation is[

− h̄2

2m

(
d2

dr2
+ 2

r

d

dr

)
+ h̄2

2m

�(� + 1)

r2
+ λ

r2

]
RE�(r ) = E RE�(r )

For E = h̄2k2/2m > 0 it becomes

R′′(x) + 2

x
R′(x) +

[
1 − �(� + 1) + γ

x2

]
R(x) = 0

where x ≡ kr . Changing variable according to

R(x) = xα y(x) =⇒ α = − 1
2

we get the equation

y′′(x) + 1

x
y′(x) +

[
1 − �(� + 1) + γ + 1

4

x2

]
y(x) = 0

This is the Bessel equation with

ν2 = �(� + 1) + γ + 1
4

and solutions Jν(x), Yν(x). The corresponding radial eigenfunctions are

R�(kr ) = 1√
kr

Jν(kr ),
1√
kr

Yν(kr )
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(b) Since the Schroedinger equation is of the form[
−

(
d2

dr2
+ 2

r

d

dr

)
+ �(� + 1)

r2
− |γ |

r2

]
RE�(r ) = −2m|E |

h̄2 RE�(r )

it is clear that there is no dimensionful parameter to express the (length)−2 quantity
2m E/h̄2. This reflects the absence of normalizable discrete eigenstates. Similarly,
if we assume that such a state exists and apply the virial theorem, we get

〈T 〉 = 1
2〈r V ′(r )〉 = −〈V 〉 =⇒ 〈H〉 = 0

(c) The parameters of the problem are h̄2/2m and γ . The first has dimensions
ML4 T−2, while the second has dimension L−2η. If the energy eigenvalues have the
dependence

E =
(

h̄2

2m

)x

(|γ |)y ε̂

where ε̂ is a dimensionless function of the appropriate radial quantum number, we
obtain

ML2 T−2 = (
ML4 T−2

)x
L−2yη =⇒ x = 1, y = 1

η

Thus, we have

E = h̄2

2m
(|γ |)1/η ε̂

It is obvious that the characteristic length of the system is

d = 1

|γ |1/2η
= exp

(
− 1

2η
ln |γ |

)

This length determines the overall extent of the corresponding eigenfunctions. In
the limit η → 0, it tends to zero for strong coupling (|γ | > 1) and becomes infinite
for weak coupling (|γ | < 1).

Problem 7.22 An electron moves in the presence of a uniform magnetic field
B = ẑB. The Hamiltonian of the system is

H = 1

2µ

[
p − e

c
A(r)

]2

(a) Write down the velocity operators v and calculate their mutual commutator [vi , v j ].
(b) Derive the Heisenberg equations of motion for the velocity operators and solve them.
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(c) At a given time, taken to be t = 0, a measurement of the y-component of the velocity of
the electron is performed, yielding the value v′

y . Almost instantaneously, a measurement
is made of the z-component, giving the value v′

z . What is the state of the system at the
moment that these measurements are completed?

(d) Write down the state of the system at a later time t > 0. At what time is this state an
eigenstate of vz with the same eigenvalue v′

z? Also, at what time is this state an eigenstate
of vy with the same eigenvalue v′

y? At which times t > 0 is the system in an eigenstate
of vy with eigenvalue −v′

y?

Solution
(a) The velocity operator is

v ≡ d

dt
r = i

h̄
[H, r] = 1

µ

[
p − e

c
A(r)

]
The commutator of the velocity components is

[vi , v j ] = − e

µ2c
[pi , A j (r)] + e

µ2c
[p j , Ai (r)]

= ieh̄

µ2c

(
∂i A j − ∂ j Ai

) = ieh̄

µ2c
εi jk Bk = ih̄

(
eB

µ2c

)
εi j z

Thus, we get

[vx , vz] = [vy, vz] = 0, [vx , vy] = ih̄

(
eB

µ2c

)

(b) The Heisenberg equations of motion for the velocity operators are

v̇ = i

h̄

[ µ

2
(v)2, v

]
that is,

v̇i = iµ

2h̄
v j [v j , vi ] + iµ

2h̄
[vi , v j ]v j = −eB

cµ
ε j i zv j

or

v̇z = 0, v̇x = eB

cµ
vy, v̇y = −eB

cµ
vx

The first shows that the velocity component parallel to the magnetic field is a
constant of the motion, i.e. vz(t) = vz(0). The transverse components can be de-
coupled by differentiating the above equations once more. We can also introduce
the cyclotron frequency ω ≡ |e|B/µc. We have

v̈x = −ω2vx , v̈y = −ω2vy
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with solution

vx (t) = vx (0) cos ωt − vy(0) sin ωt

vy(t) = vy(0) cos ωt + vx (0) sin ωt

(c) Since the velocity components vy and vz commute, they can be measured
simultaneously. Thus their measurement at t = 0, yielding the eigenvalues v′

y and
v′

z , determines the initial state of the system to be

|ψ(0)〉 = |v′
y, v

′
z〉

(d) Since no subsequent measurement is made, the evolved state at times t > 0
will be

|ψ(t)〉 = e−i Ht/h̄ |v′
y, v

′
z〉

The fact that vz is a constant of the motion, i.e. v̇z = [H, vz] = 0, means that
the evolved state will continue to be an eigenstate of this operator with the same
eigenvalue at all times:

vz|ψ(t)〉 = e−i Ht/h̄ vz|v′
y, v

′
z〉 = e−i Ht/h̄ v′

z|v′
y, v

′
z〉 = v′

z|ψ(t)〉
Acting on the evolved state with the operator vy , we get

vy|ψ(t)〉 = vye−i Ht/h̄|ψ(0)〉
= e−i Ht/h̄

(
ei Ht/h̄vye−i Ht/h̄

) |ψ(0)〉 = e−i Ht/h̄vy(t)|ψ(0)〉
= e−i Ht/h̄

(
vy cos ωt + vx sin ωt

) |v′
y, v

′
z〉

= v′
y cos ωt |ψ(t)〉 + sin ωte−i Ht/h̄vx |ψ(0)〉

It is clear that at the times

tn =
(

2nπ

ω

)
(n = 1, 2, . . .)

the second term disappears and the evolved state becomes an eigenstate of vy with
the original eigenvalue v′

y:

vy|ψ(tn)〉 = v′
y|ψ(tn)〉

Note that it is a simultaneous eigenstate of vz having the original eigenvalue v′
z . It

is also clear that at the times

tn =
(nπ

ω

)
(n = 1, 2, . . .)

the system occupies a simultaneous eigenstate of vy and vz corresponding to eigen-
values −v′

y and v′
z .
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BA

B

C

D

Fig. 35 Phase difference induced by the presence of magnetic flux.

Problem 7.23 Consider a uniform magnetic field that has a non-zero value B = ẑB
inside an infinite cylinder parallel to its direction. A beam of particles of charge q
and mass µ travelling in the plane perpendicular to the field is split into two beams
that are directed towards the same point along different paths, as shown in Fig. 35.
The size of the particle wave packet is much smaller than both the characteristic
lengths of the system and the distances travelled, so that it makes sense to talk
about a particle trajectory. Thus, the particles never travel through the region of
non-zero magnetic field. Write down the vector potential in all space. Calculate the
classical action for a particle travelling in the region of vanishing magnetic field.
Show that there will be a phase difference between the two beams proportional to
the magnetic flux.

Solution
A vector potential that gives the magnetic field ẑB in the cylinder is

A< = B

2
(−yx̂ + x ŷ) = B

2
ρφ̂

This is continuous at the surface of the cylinder (ρ = R) with the pure-gradient
vector potential outside the cylinder,

A> = B R2

2
∇φ = B R2

2

φ̂

ρ

The Lagrangian for a particle of charge q and mass µ moving in the presence of a
vector potential A is

L = µ

2
v2 + q

c
A · v
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The classical action is

S[r; t] =
∫ t

0
dt ′

(µ

2
v2 + q

c
A · v

)
= µ

2

∫ r

0
dr · v + q

c

∫ r

0
dr · A

In the region of vanishing magnetic field, the Lorentz force also vanishes and the
classical equation of motion gives constant v. The vector potential term in the
action, however, takes the form

q B R2

2c

∫ r

dr · ∇φ = q B R2

2c
φ

An approximate expression for the probability amplitude for finding at the point
C a particle that has followed path ABC is ψABC ∝ eiSABC/h̄ . Similarly, for the
alternative path ADC we get ψADC ∝ eiSADC/h̄ . There will be a phase difference

�α = 1

h̄
(SABC − SADC ) = µ

2h̄

∮
dr · v + q B R2

2ch̄
(φABC − φADC )

= 0 +
(

q B R2

2ch̄

)
2π =⇒ �α = q

ch̄
�B

where �B is the magnetic flux.

Problem 7.24 A particle of charge q and mass µ is subject to a uniform magnetic
field B.

(a) Starting from the Hamiltonian

H = 1

2µ

[
p − q

c
A(r)

]2

derive the velocity operator v. Calculate the commutator [vi , v j ]. Prove the operator
identity (

i

h̄

)2

[H, [H, v⊥]] = −ω2v⊥

where ω ≡ |q|B/µc. If |Ea〉 and |Eb〉 are two eigenstates of the energy with eigenvalues
Ea and Eb, show that the matrix element of the transverse velocity between these states
vanishes unless the energy eigenvalues differ by h̄ω, namely

〈Ea|v⊥|Eb〉 �= 0 =⇒ Ea − Eb = ±h̄ω

(b) Show that the expectation value of the velocity component in the direction of the mag-
netic field 〈v||〉 is a constant of the motion. Show that the expectation value of the
velocity in the transverse direction is given by

〈v⊥〉t = 〈v⊥〉0 + q

2µ
〈r〉t × B − q

2µ
〈r〉0 × B
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(c) Calculate the expectation value 〈r⊥〉t and show that its motion is a circle of radius
r2

c = (〈v⊥〉0)2/ω2 around a point R0 = 〈R〉0, where

R = r⊥ + 1

ω
v × B̂

Show also that [H, R] = 0 and calculate the commutator [Ri , R j ].
(d) Calculate the commutators(

i

h̄

)2

[H, [H, (r⊥ − R)] ] ,
i

h̄

[
H, (r⊥ − R)2

]
,

i

h̄

[
H, v2

⊥
]

Show that the matrix elements 〈Ea|(r⊥ − R)|Eb〉 between energy eigenstates obey the
same selection rule as the matrix elements of the transverse velocity.

(e) Show that the uncertainty in the transverse velocity is independent of time, i.e.〈
[v⊥ − 〈v⊥〉t ]

2
〉
t
= 〈

[v⊥ − 〈v⊥〉0]2
〉
0

or, equivalently, 〈
[v⊥ − 〈v〉t ]

2
〉
t = 〈

[v⊥ − 〈v〉0]2
〉
0

Derive the corresponding relation for r⊥ − R.
(f) Derive the time evolution of the angular momentum L. Show that the angular momentum

component parallel to the magnetic field, L||, is conserved.

Solution
(a) As in the first part of problem 7.22, we have

v = 1

µ

[
p − q

c
A(r)

]
=⇒ [vi , v j ] = ih̄q

µ2c
εi jk Bk

It is straightforward to introduce velocity components parallel and transverse to the
direction defined by the magnetic field:

v = v|| + v⊥

where

v|| = B̂(v · B̂)

v⊥ = B̂ × (v × B̂)

If we take B̂ = ẑ, this corresponds to

v|| = vz, v⊥ = −ẑ × (ẑ × v) = vx x̂ + vy ŷ

In an exactly analogous way, we can decompose the position operator as

r = r|| + r⊥ = B̂
(
r · B̂

) + B̂ × (
r × B̂

)
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Since the Hamiltonian is

H = µ

2
(v)2 = µ

2
(v⊥)2 + µ

2

(
v||

)2

and

[v j , v||] = 0, [v⊥ i , v⊥ j ] = [vi , v j ] = ih̄q

µ2c
εi jk Bk

we arrive at

[H, v⊥] = −
(

ih̄q

µc

)
(v × B)

and

[H, [H, v⊥]] = h̄2ω2 v⊥

Rearranging, we obtain (
i

h̄

)2

[H, [H, v⊥]] = −ω2 v⊥

which is the required identity. Note that, starting from Heisenberg’s equation of
motion for the transverse velocity operator and differentiating it with respect to
time, we arrive at the very simple equation of motion

dv⊥
dt

= i

h̄
[H, v⊥] =⇒ d2v⊥

dt2
= −ω2v⊥

which will be used below. Returning to the identity proved above and taking its
matrix element between energy eigenstates, we get

〈Ea| [H, [H, v⊥]] |Eb〉 = (h̄ω)2 〈Ea|v⊥|Eb〉
or

(Ea − Eb)2 〈Ea|v⊥|Eb〉 = (h̄ω)2 〈Ea|v⊥|Eb〉
and finally [

(Ea − Eb)2 − (h̄ω)2
] 〈Ea|v⊥|Eb〉 = 0

This implies that the matrix element has to vanish unless

Ea − Eb = ±h̄ω

(b) We proved in the solution to (a) that [v j , v||] = 0. This implies that

[H, v||] = 0
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which is equivalent to stating that the parallel velocity component is a constant of
the motion,

v||(t) = v||(0)

The parallel component of the position operator will be

r||(t) = r||(0) + v||(0) t

From the Heisenberg equation for the transverse velocity,

dv⊥
dt

= i

h̄
[H, v⊥]

we get

dv⊥
dt

= q

µc
v × B = q

µc

d

dt
(r × B)

or

v⊥(t) + q

µc
B × r(t) = v⊥(0) + q

µc
B × r(0)

The corresponding relation between the expectation values is

〈v⊥〉t = 〈v⊥〉0 + q

cµ
〈r〉t × B − q

cµ
〈r〉0 × B

We can actually do better than this and solve for the transverse velocity opera-
tor using the second-order differential equation for the latter obtained previously,
namely

dv⊥
dt

= i

h̄
[H, v⊥]

It is straightforward to deduce that

v⊥(t) = v⊥(0) cos ωt + [
v⊥(0) × B̂

]
sin ωt

and so

〈v⊥〉t = 〈v⊥〉0 cos ωt + [〈v〉0 × B
]

sin ωt

(c) Integrating the last two equations, we obtain

r⊥(t) = r⊥(0) + 1

ω

{
v(0) × B̂ + v⊥(0) sin ωt − [

v(0) × B̂
]

cos ωt
}

and

〈r⊥〉t = 〈r⊥〉0 + 1

ω

[〈v〉0 × B̂ + 〈v⊥〉0 sin ωt − (〈v〉0 × B̂
)

cos ωt
]
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Introducing

R ≡ r⊥ + 1

ω
v × B̂, R0 ≡ 〈R〉0 , r2

c ≡ ω−2 〈v⊥〉2
0

we can write

〈r⊥〉t − R0 = 1

ω

[〈v⊥〉0 sin ωt − (〈v〉0 × B̂
)

cos ωt
]

or (〈r⊥〉t − R0
)2 = 1

ω2

[
〈v⊥〉2

0 sin2 ωt + (〈v〉0 × B̂
)2

cos2 ωt
]

= r2
c

Thus, 〈r⊥〉t describes a circle of radius rc with its centre at R0. Since 〈r||〉t =
〈v||〉0t , the particle moves in a helix in the direction of the magnetic field. It is
straightforward to see that R is a constant of the motion:

[H, Ri ] = 1

2µ

(
v j [v j , Ri ] + [v j , Ri ]v j

) = 0

since

[v j , Ri ] = 0

Thus, there is a corresponding operator equation for the circle,

[r⊥(t) − R]2 = 1

ω2
[v⊥(0)]2

It is interesting to see that the commutator of different components of R is non-zero:
we have

[Ri , R j ] = − ih̄

µω
εi jkB̂k

(d) It is not difficult to obtain(
i

h̄

)2

[H, [H, (r⊥ − R)]] = i

h̄

[
H,

dr⊥
dt

]
= d2r⊥

dt2

= −ω2 (r⊥ − R0)
i

h̄

[
H, (r⊥ − R)2

] = 0

i

h̄

[
H, v2

⊥
] = − i

h̄
[H, v2

||] = 0

From the first of these commutators we get

(Ea − Eb)2 〈Ea| (r⊥ − R0) |Eb〉 = (h̄ω)2 〈Ea| (r⊥ − R0) |Eb〉
that is, [

(Ea − Eb)2 − (h̄ω)2
] 〈Ea| (r⊥ − R0) |Eb〉 = 0

which clearly means that this matrix element vanishes unless the energy difference
Ea − Eb = ±h̄ω.
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(e) We have [
v⊥(t) − 〈v〉t

]2 = [
v⊥(t) − 〈v⊥〉t

]2 + 〈
v||

〉2
Now substitute into the transverse term on the right-hand side the solved expression
from (b) for the transverse velocity operator:[

v⊥(t) − 〈v⊥〉t

]2 = [
v⊥(0) − 〈v⊥〉0

]2
sin2 ωt + {[

v⊥(0) − 〈v⊥〉0

] × B̂
}2

cos2 ωt

= [
v⊥(0) − 〈v⊥〉0

]2

Thus, we obtain 〈
(v⊥ − 〈v⊥〉t )

2
〉
t = 〈

(v⊥ − 〈v⊥〉0)2
〉
0

or, equivalently, 〈
(v⊥ − 〈v〉t )

2
〉
t = 〈

(v⊥ − 〈v〉0)2
〉
0

From the expressions for the transverse and parallel components of the position
operator,

r⊥(t) = R + 1

ω
v⊥(0) sin ωt − 1

ω
v(0) × B̂ cos ωt

r||(t) = r||(0) + v||(0) t

we can write [
r⊥(t) − 〈r〉t

]2 = [
r⊥(t) − 〈r⊥〉t

]2 + 〈
r||

〉2
t

The transverse term is[
r⊥(t) − 〈r⊥〉t

]2

=
(

R − R0 + 1

ω

[
v⊥(0) − 〈v⊥〉0

]
sin ωt − 1

ω

{[
v⊥(0) − 〈v⊥〉0

] × B̂
}

cos ωt

)2

or, remembering that we are considering an operator equation,[
r⊥(t) − 〈r⊥〉t

]2 = (R − R0)2

+ 1

ω2

{[
v⊥(0) − 〈v⊥〉0

]
sin ωt

− [
v⊥(0) − 〈v⊥〉0

] × B̂ cos ωt
}2

+ 1

ω
(R − R0) · {[

v⊥(0) − 〈v⊥〉0

]
sin ωt

− [
v⊥(0) − 〈v⊥〉0

] × B̂ cos ωt
}

+ 1

ω

{[
v⊥(0) − 〈v⊥〉0

]
sin ωt

− [
v⊥(0) − 〈v⊥〉0

] × B̂ cos ωt
} · (R − R0)
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Rearranging,

[
r⊥(t) − 〈r⊥〉t

]2 = 1

ω2

[
v⊥(0) − 〈v⊥〉0

]2 + (R − R0)2

+ 1

ω

( [
r⊥(0) − 〈r⊥〉0

] · [
v⊥(0) − 〈v⊥〉0

]
sin ωt

+ [
v⊥(0) − 〈v⊥〉0

] · [
r⊥(0) − 〈r⊥〉0

]
sin ωt

+ [
r⊥(0) − 〈r⊥〉0

] · {[
v⊥(0) − 〈v⊥〉0

] × B̂
}

cos ωt

+ {[
v⊥(0) − 〈v⊥〉0

] × B̂
} · [

r⊥(0) − 〈r⊥〉0

]
cos ωt

)
The corresponding expectation value is

〈[
r⊥ − 〈r⊥〉t

]2
〉
t
= 1

ω2

〈[
v⊥(0) − 〈v⊥〉0

]2
〉
0
+ 〈

(R − R0)2〉
+ C

ω
cos ωt + D

ω
sin ωt

with

D ≡ 〈{[
r⊥ − 〈r⊥〉0

] · [
v⊥ − 〈v⊥〉0

] + [
v⊥ − 〈v⊥〉0

] · [
r⊥ − 〈r⊥〉0

]}〉
0

= 〈r⊥ · v⊥ + v⊥ · r⊥〉0 − 2 〈r⊥〉0 · 〈v⊥〉0

and

C ≡ 〈{[
r⊥ − 〈r⊥〉0

] · {[
v⊥ − 〈v⊥〉0

] × B̂
}

+{[
v⊥ − 〈v⊥〉0

] × B̂
} · [

r⊥ − 〈r⊥〉0

]}〉
0

= D − B̂ · 〈r⊥ × v⊥ − v⊥ × r⊥〉0 + 2B̂ · (〈r⊥〉0 × 〈v⊥〉0)

(f) Consider the angular momentum operator L = r × p and its time derivative

dL
dt

= v × p + r × dp
dt

The time derivative of the momentum can be obtained from the corresponding
Heisenberg equation,

dpi

dt
= i

h̄
[H, pi ] = iµ

2h̄

(
v j [v j , pi ] + [v j , pi ]v j

) = q

2c

(
v j

∂ A j

∂xi
+ ∂ A j

∂xi
v j

)

We can choose the vector potential to be

A = 1

2
B × r
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Then, we have15

dp
dt

= q

2c
(v × B)

Going back to the angular momentum, we have

dL
dt

= µ (v × v) + q

2c
v × A(r) + q

2c
r × (v × B)

= i

(
h̄q

µc

)
B − q

2c
[v × (r × B) − r × (v × B)]

After some algebra, we get

[v × (r × B) − r × (v × B)]i = 2ih̄

µ
Bi + εi jk B j (r × v)k

Thus, we finally obtain

dL
dt

= − q

2c
B × (r × v)

It is clear that the parallel component B̂ · L is conserved.

Problem 7.25 An electron moves under the influence of a uniform magnetic field.
The Hamiltonian of the system is

H = 1

2µ

[
p − e

c
A(r)

]2
− e

µc
S · B

where S is the spin operator for the electron.

(a) Write down the velocity operator v, derive the commutator of its components and show
that the Hamiltonian can be put in the form

H = µ

2
(σ · v)2

where σ represents the Pauli matrices. Show that the Hamiltonian is the sum of three
mutually commuting terms

H = H⊥ + H|| + HS

depending on independent sets of variables.

15 Similarly,

dv
dt

= q

µc
(v × B)
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(b) Consider the transverse Hamiltonian H⊥ and show that it can be cast in the form of a
one-dimensional harmonic oscillator,

H1 = � 2

2µ
+ µω2

2
q2

in terms of new variables q and � that satisfy canonical position–momentum com-
mutation relations. Write down the creation and annihilation operators a, a† associated
with these variables. Discuss the energy eigenvalues and eigenstates of the transverse
Hamiltonian.

(c) Show that the angular momentum component along the direction of the magnetic field is
a constant of the motion. Consider its common eigenstates with the transverse Hamilto-
nian and determine its eigenvalues. Construct the spatial eigenfunctions corresponding
to these states.

(d) Show that the spin-dependent part of the Hamiltonian can be put in the form

HS = h̄ω

(
b†b − 1

2

)
, b ≡ 1

h̄

(
Sy − i Sx

)
Show that b and b† satisfy {b†, b} = 1 and b2 = (b†)2 = 0. Show that the number
operator N = b†b has eigenvalues 0 and 1. Consider the operator Q ≡ √

h̄ω ab†, where
a was introduced in part (b), and demonstrate the anticommutation relation{

Q, Q†} = H⊥ + HS

(e) The energy eigenstates are eigenstates of the number operators N = a†a and N = b†b.
Show that the pair of states |n 0〉 and |n − 1, 1〉 is degenerate, corresponding to energy
nh̄ω. Similarly, the pair |n 1〉 and |n + 1, 0〉 corresponds to energy (n + 1)h̄ω. Relate
this degeneracy to the commutator of the operator Q and the Hamiltonian.

Solution
(a) The velocity commutator is easily obtained to be

[vi , v j ] = − e

µ2c
[pi , A j (r)] + e

µ2c
[p j , Ai (r)] = ieh̄

µ2c

(
∂i A j − ∂ j Ai

)
= ieh̄

µ2c
εi jk Bk = ih̄

(
eB

µ2c

)
εi j z

Starting from the expression to be derived, we have

(σ · v)2 = σiσ jviv j = 1
2

({
σi , σ j

} + [
σi , σ j

])
viv j = (

δi j + iεi jkσk
)
viv j

= v2 + i
2εi jkσk

[
vi , v j

]
= v 2 − qh̄

µ2c
σ · B

or

H = µ

2
(σ · v)2 = µ

2
(v)2 − q

µc
(S · B)
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Let us take the magnetic field B = ẑB and choose for a vector potential

A = 1
2 B × r = 1

2 B (−yx̂ + x ŷ)

We can introduce the frequency16

ω ≡ eB

µc

Then, we obtain

vx = px

µ
+ ω

2
y, vy = py

µ
− ω

2
x, vz = pz

µ

Note that

[vx , vy] = i
h̄ω

µ
, [vx , vz] = [vy, vz] = 0

The Hamiltonian is the sum of three commuting terms,

H = H⊥ + H|| + HS

with

H⊥ = µ

2

(
v2

x + v2
y

)
, H|| = p2

z

2µ
, HS = ωSz

(b) Note that the commutation relation satisfied by the transverse velocity com-
ponents is of the position–momentum type, namely(µ

ω

)
[vx , vy] = ih̄

Thus, we can introduce the operators

q ≡ ω−1 vx , � ≡ µ vy

which satisfy

[q, � ] = ih̄

It is straightforward to see that

v2
x + v2

y = ω2q2 + µ−2� 2

and so

H⊥ = � 2

2µ
+ µω2

2
q2

16 Since it is the combination eB that appears, for a negatively charged particle we can always take the magnetic
field to point towards the negative z-axis.
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We can introduce creation–annihilation operators by

a ≡
√

µω

2h̄
q + i√

2h̄µω
� =

√
µ

2h̄ω

(
vx + ivy

)
which satisfy the standard harmonic-oscillator commutation relation

[a, a†] = 1

In terms of them, the transverse Hamiltonian is

H⊥ = h̄ω
(
a†a + 1

2

)
with transverse energy eigenvalues

E (⊥)
n = h̄ω

(
n + 1

2

)
(n = 0, 1, . . .)

and transverse energy eigenstates generated by the multiple action of a† on the
vacuum | 0 〉(⊥), defined as a normalized state that is annihilated by a: a| 0 〉(⊥) = 0.
The transverse energy eigenstates are

|n · · ·〉 =
(
a†)n

√
n!

| 0 〉(⊥)

where the dots signify any additional quantum numbers corresponding to observ-
ables that commute with the transverse Hamiltonian.

(c) Let us first calculate the commutators of Lz with the transverse velocity
components. They are

[Lz, vx ] = ih̄vy, [Lz, vy] = −ih̄vx

These commutators simply state the fact that the transverse velocity operator be-
haves as a vector rotating under the action of Lz , the generator of rotations in
the transverse plane. These rotations should conserve the square of the velocity
operator. It is straightforward to check explicitly that

[Lz, v2
x + v2

y] = [Lz, H⊥] = [Lz, H ] = 0

This means that the transverse Hamiltonian eigenstates are also eigenstates of Lz .
Using the velocity–angular momentum commutators derived above, it is easy to

obtain also the commutators17

[Lz, a] = h̄a, [Lz, a†] = −h̄a†

17

a =
√

µ

2h̄ω

(
vx + ivy

)
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as well as the commutators[
Lz, an

] = nh̄an,
[

Lz,
(
a†)n

]
= −nh̄

(
a†)n

From the spatial representation of the angular momentum in terms of the polar
coordinates ρ, φ it is clear that

〈ρ φ| · · · ν〉 ∝ eiνφ =⇒ ν = 0, ±1, ±2, . . .

where ν specifies the angular momentum. Consider now the n = 0 eigenstate:

Lz|0 ν〉 = h̄ν|0 ν〉
Acting on this state with one of the commutators derived above we have[

Lz,
(
a†)n

]
|0 ν〉 = −nh̄

(
a†)n |0 ν〉

giving

Lz|n ν〉 = h̄(ν − n)|n ν〉
The spatial representation of the annihilation operator is

a = −i

√
h̄

2µω

[
∂

∂x
+ i

∂

∂y
+ µω

2h̄
(x + iy)

]

This becomes in polar coordinates

a = −i

√
h̄

2µω
eiφ

[
∂

∂ρ
+ i

ρ

∂

∂φ
+

(
µω

2h̄

)
ρ

]

We require that the ground-state wave functions are annihilated by a:[
∂

∂ρ
+ i

ρ

∂

∂φ
+

(
µω

2h̄

)
ρ

]
�0,ν(ρ, φ) = 0

Using the fact that

�0ν(ρ, φ) = eiνφ�0ν(ρ, 0)

we get [
d

dρ
− ν

ρ
+

(
µω

2h̄

)
ρ

]
�0ν(ρ, 0) = 0

with solution

�0ν(ρ, 0) ∝ ρνe−µωρ2/4h̄
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Thus, we have finally

�0ν(ρ, φ) = Nνeiνφρνe−µωρ2/4h̄

The normalization constant is calculated to be

Nν = (πν!)−1/2

(
µω

2h̄

)(1+ν)/2

All eigenstates |n, ν〉 of higher energy can now be generated by acting on the ground
state with the creation operator:18

a† = i

√
h̄

2µω
e−iφ

(
− ∂

∂ρ
+ i

ρ

∂

∂ρ
+ µω

2h̄
ρ

)

These states will be eigenstates with angular momentum h̄(ν − n). Their wave
functions are

�nν(ρ, φ) = Nνi n

√
n!

[
e−iφ

(
− ∂

∂ρ
+ i

ρ

∂

∂φ
+ µω

2h̄
ρ

)]n

eiνφ ρν e−µωρ2/4h̄

This can be put in the equivalent form

�nν(ρ, φ) = Nνi n

√
n!

ei(ν−n)φ

(
− ∂

∂ρ
− ν − n + 1

ρ
+ µω

2h̄
ρ

)

× · · · ×
(

− ∂

∂ρ
− ν − 1

ρ
+ µω

2h̄
ρ

)

×
(

− ∂

∂ρ
− ν

ρ
+ µω

2h̄
ρ

)
ρνe−µωρ2/4h̄

It is clear that near the origin

�n,ν(ρ) ∝ ρν−n e−µωρ2/4h̄ + · · ·

A singularity at the origin is present unless

ν ≥ n

This implies that the allowed angular momentum quantum numbers are the positive
integers � = n, n + 1, n + 2, . . . .

18 (
a†

)n

√
n!

|0 ν〉 = |n ν〉
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(d) We can use the Pauli representation, i.e. spin algebra, to derive all these
relations in a straightforward way. We have

b =
(

0 −i
0 0

)
, b† =

(
0 0
i 0

)
=⇒ b2 = (

b†)2 = 0

and

b b† =
(

1 0
0 0

)
, b†b =

(
0 0
0 1

)
=⇒ {

b, b†} = 1

From the relation

b†b =
(

0 0
0 1

)
= 1

2
(1 − σ3) = 1

2

(
1 − 2

h̄
Sz

)

we obtain

HS = −ωSz = h̄ω
(
b†b − 1

2

)
Note that the sum of the spin-dependent and the transverse Hamiltonian is

H⊥ + HS = h̄ω
(
a†a + b†b

)
Introducing the operator

Q ≡ √
h̄ω ab†

we note first that its main ingredients, namely a and b†, commute with each other.
It is, then, straightforward to show that{

Q, Q†} = h̄ω
(
ab†a†b + a†bab†) = h̄ω

(
aa†b†b + a†abb†)

= h̄ω
(
b†b + a†a

(
b†b + bb†)) = h̄ω

(
b†b + a†a

) = H⊥ + HS

(e) From the expression for the Hamiltonian

H⊥ + HS = ω(N + N )

it is clear that its eigenstates have eigenvalues h̄ω(n + n). Thus, both states of each
pair correspond to the same energy eigenvalue. These states are related through the
action of the operator Q, namely

Q|n 0〉 = √
h̄ω |n − 1 1〉

For any two energy eigenstates related by Q, we have

Q| . . .〉 = | . . .〉′ =⇒ H Q| . . .〉 = E ′| . . .〉′
=⇒ [H, Q]| . . .〉 = (E ′ − E)| . . .〉′
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Thus, they are degenerate if

[H, Q] = 0

This is certainly true here.

Problem 7.26 A particle with electric charge q and mass µ moves under the
influence of a uniform magnetic field B = ẑB. The Hamiltonian is

H = 1

2µ

(
p − q

c
A

)2

Consider the following three distinct choices of vector potential that lead to the
given uniform magnetic field:

A1 = x Bŷ, A2 = −y Bx̂, A3 = 1
2 B (−yx̂ + x ŷ)

Find the energy eigenvalues and show that the energy eigenfunctions corresponding
to the different cases are related by

ψ2 = e−iq Bxy/h̄cψ1, ψ3 = e−iq Bxy/2h̄cψ1

Solution
The Hamiltonians in all three cases have the familiar form

H = p2
z

2µ
+ H (⊥),

where

H (⊥)
1 = p2

x

2µ
+ 1

2µ

(
py − q

c
Bx

)2
, H (⊥)

2 = 1

2µ

(
px + q

c
By

)2
+ p2

y

2µ

H (⊥)
3 = 1

2µ

(
px + q

2c
By

)2
+ 1

2µ

(
py − q

2c
Bx

)2

In each case the transverse Hamiltonian can be put into a harmonic-oscillator form.
Introducing � = px and q = x − cpy/q B in the first case, we have

H (⊥)
1 = � 2

2µ
+ µω2

2
q2, [q, � ] = ih̄

where ω = q B/µc. In an analogous fashion, in the second case, introducing � ′ =
py and q ′ = y + cpx/q B, we get

H (⊥)
2 = � ′2

2µ
+ µω2

2
q ′2, [q ′, � ′] = ih̄
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Finally, introducing � ′′ = py − q Bx/2c and q ′′ = y/2 + cpx/q B in the third case,
we get

H (⊥)
3 = � ′′2

2µ
+ µω2

2
q ′′2, [� ′′, q ′′] = ih̄

Thus, in all three cases the eigenvalues are given by

Ekn = h̄2k2

2µ
+ E (⊥)

n , E (⊥)
n = h̄ω

(
n + 1

2

)
(n = 0, 1, . . .)

where k is the wave number in the direction parallel to the magnetic field along
which the particle propagates freely.

The Hamiltonians corresponding to the three vector potential choices can be
related to each other through a momentum-translation operator

e−iβ·x/h̄ p eiβ·x/h̄ = p + β

We have

H (⊥)
1 = p2

x

2µ
+ eiq Bxy/h̄c

p2
y

2µ
e−iq Bxy/h̄c

H (⊥)
2 = e−iq Bxy/h̄c p2

x

2µ
eiq Bxy/h̄c + p2

y

2µ

Thus, introducing ζ = q Bxy/h̄c, we may write

H (⊥)
2 = e−iζ H (⊥)

1 eiζ

In an analogous fashion we have

H (⊥)
3 = e−iζ/2 p2

x

2µ
eiζ/2 + eiζ/2

p2
y

2µ
e−iζ/2

= eiζ/2

{
e−iζ p2

x

2µ
eiζ + p2

y

2µ

}
e−iζ/2

or

H (⊥)
3 = eiζ/2 H (⊥)

2 e−iζ/2 = e−iζ/2 H (⊥)
1 eiζ/2

From the Schroedinger equations, since the eigenvalues are the same, we get

H (⊥)
2 ψ2 = E (⊥)ψ2 =⇒ e−iζ H (⊥)

1 eiζ ψ2 = E (⊥)ψ2

or ψ2 = e−iq Bxy/h̄c ψ1. Similarly, we get ψ3 = e−iq Bxy/2h̄c ψ1. Note that the function
� = 1

2 Bxy appearing in the exponential is just the gauge function involved in the
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Α Β

Γ∆

(0, 0) (L, 0)

(L, D)(0, D)

−mg

Fig. 36 Particle trajectories in the earth’s gravitational field.

gauge transformation among the vector potential choices, namely A1 = A3 + ∇�

and A2 = A3 − ∇�.

Problem 7.27 Consider a particle of mass m moving in a uniform gravitational
field mgẑ.

(a) Starting from the Heisenberg equations of motion, calculate the probability amplitude
for finding the particle at a position r ′ at time t , if initially (at t = 0) the particle is at
the position r (i.e. calculate the propagator).

(b) Consider a classical particle of the same mass moving from the origin to r in time t and
calculate the classical action S = ∫ t

0 dt ′ (
mv2/2 − mgz

)
. Show that the propagator

obtained in (a) is equal to the exponential of the classical action.
(c) Consider now an approximately monoenergetic beam of neutrons, which is split into two

parts that travel along two different paths AB� and A�� and finally meet; see Fig. 36.
The size of the wave packet is much smaller than the length of the path travelled and so
it is meaningful to speak of a particle trajectory. Calculate the phase difference in the
beams induced by the fact that the neutrons travel through regions with different values
of the gravitational potential. Consider the de Broglie wavelength of the neutrons given.

Solution
(a) From the Hamiltonian

H = p2

2m
+ mgz,

we obtain
dr
dt

= p
m

,
dp
dt

= −mgẑ

and thus

p = −mgt ẑ + p(0), r = r(0) + p(0)

m
t − 1

2 gt2ẑ
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The probability amplitude (propagator) for finding the particle at position r′ at time
t if initially it is at position r is

K(r ′, r; t) = 〈r ′|e−i Ht/h̄|r〉
Multiplying the propagator by r ′, we get

r ′ K(r ′, r; t) = 〈r ′|r(0) e−i Ht/h̄|r〉 = 〈r ′|e−i Ht/h̄ r(t) |r〉
=

〈
r ′

∣∣∣∣ e−i Ht/h̄

[
r(0) + t

p(0)

m
− gt2

2
ẑ
]∣∣∣∣ r

〉

= 〈
r ′ ∣∣ e−i Ht/h̄

[
r(0) − 1

2 gt2ẑ
]∣∣ r

〉 + t

m
〈r ′|e−i Ht/h̄p(0)|r〉

From this we obtain19

ih̄t

m
∇K(r ′, r; t) = (

r ′ − r + 1
2 gt2ẑ

)
K(r ′, r; t)

Integrating as in problem 7.18, we arrive at the expression

K(r ′, r; t) = K0(r ′, r; t) exp

[
−i

mg

2h̄
(z + z′)t

]
exp

(
−i

mg2

24h̄
t3

)

where K0 is the free propagator.20

(b) A classical particle of mass m obeys the classical equation of motion

mr̈ = −mgẑ =⇒ r = v(0)t − 1
2 gt2ẑ

assuming that it is at the origin at time t = 0. Its velocity is v = v(0) − gt ẑ. The
classical action will be the time integral of the Lagrangian:

Sc[r; t] =
∫ t

0
dt ′ { 1

2 m[v(t)]2 − mgz(t ′)
}

Substituting the classical trajectory obtained above and integrating, we get

Sc[r; t] = mr2

2t
− 1

2
mgtz − 1

24
mg2t3

Thus, we can write

K(r; t) =
(

m

2π ih̄t

)3/2

exp

(
i

h̄
Sc[r; t]

)

19

〈x |p = −ih̄
∂

∂x
〈x | =⇒ p|x〉 = +ih̄

∂

∂x
|x〉

20
K0(r ′, r; t) =

(
m

2π ih̄t

)3/2

exp

[
i

m

2h̄t
(r ′ − r)2

]
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This formula is exact. Note however that, even for a general Lagrangian, in the limit
h̄ → 0 we have approximately

K ∝ exp

(
i

h̄
Sc[xc]

)

(c) If the size of the neutron wave packet is much smaller than the size of
the distance travelled, it makes sense to assume that the integral involved in the
probability amplitude is dominated by one path. Then, we can use as an approximate
formula the expression

KAB�(r; t) ∝
(

m

2π ih̄t

)3/2

exp

(
i

h̄
SAB�

)

Alternatively, we have

KA��(r; t) ∝
(

m

2π ih̄t

)3/2

exp

(
i

h̄
SA��

)

The classical action calculated for each path is

SA� = m

2t1
D2 − mgDt1 − mg2t3

1

24

S�� = m

2(t − t1)
L2 − mgD(t − t1)

SAB = m

2(t − t1)
L2, SB� = m

2t1
D2 − m Dt1 − mg2

24
t3
1

Thus

SA�� = m

2

(
D2

t1
+ L2

t − t1

)
− mgDt − mg2

24
t3
1

SAB� = m

2

(
D2

t1
+ L2

t − t1

)
− mgDt1 − mg2

24
t3
1

It is clear that between the two amplitudes there is a phase difference

�φ = 1

h̄
(SA�� − SAB�) = −mg

h̄
D(t − t1) = −2πλg

(
m

h̄

)2

L D

where we have replaced the horizontal travel time in terms of the de Broglie wave-
length λ:

t − t1 = L

v
= L

mλ

h
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B

Fig. 37 Magnetic flux quantization. The outer ring represents a possible particle
trajectory.

Problem 7.28 A particle of electric charge q and mass µ moves in a region of
vanishing magnetic field but non-vanishing vector potential. Consider the simple
case where a uniform magnetic field has a constant non-zero value Bẑ in a cylindrical
region of fixed radius R and infinite height inaccessible to the particle; see Fig. 37.
What are the allowed values of B?

Solution
For vanishing magnetic field we have A = ∇�(r). The only constraint on � is

continuity at the border surface surrounding the region of non-vanishing magnetic
field. The Schroedinger equation for the particle in the external region will be

1

2µ

(
p − q

c
∇�

)2
�(r, t) = ih̄

∂

∂t
�(r, t)

The wave function � vanishes on the surface of the cylinder ρ = R. Note however
that

∇ − i
q

h̄c
∇� = eiq�/h̄c∇e−iq�/h̄c

Thus, we may write

eiq�/h̄c

(
− h̄2

2µ
∇2

)
e−iq�/h̄c�(r, t) = ih̄

∂

∂t
�(r, t)

or

�(r, t) = eiq�/h̄c�0(r, t)

where �0 satisfies the free Schroedinger equation. Both � and �0 vanish at the
cylinder boundary. We can write

�(r ′, t) = eiq�(r ′)/h̄c
∫

d3r K0(r ′, r; t)�0(r, 0)

= eiq�(r ′)/h̄c
∫

d3r K0(r ′, r; t)e−iq�(r)/h̄c�(r, 0)
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in terms of the free propagator K0. Note that K0 satisfies the appropriate boundary
condition since it vanishes on the boundary. The full propagator is

K(r ′, r; t) = exp

{
i

q

h̄c

[
�(r ′) − �(r)

]}
K0(r ′, r; t)

The appropriate continuous choice of vector potential is

A< = B

2
(−yx̂ + x ŷ) = Bρ

2
φ̂

A> = B R2

2ρ2
(−yx̂ + x ŷ) = B R2

2ρ
φ̂ = B R2

2
∇φ

where φ and ρ are the standard cylindrical coordinates. Thus,

�(φ) = B R2

2
φ

Since

K0(r ′, r; t) = K0(|r ′ − r|; t)

with

|r ′ − r| =
√

(z − z′)2 + ρ ′2 + ρ2 − 2ρρ ′ cos(φ − φ′)

the propagator takes the form

K = exp

[
i
q B R2

2h̄c
(φ′ − φ)

]
K0(|r ′ − r|; t)

Single-valuedness implies that we require

|q|B R2

2h̄c
= 2πn (n = 1, 2, . . .)

or

B = 4πnh̄c

|q|R2
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Many-particle systems

Problem 8.1 Consider a pair of free identical particles of mass m. For sim-
plicity, suppose that they are moving in one dimension and neglect their spin
variables. Each particle is described in terms of a real wave function, well-
localized around points +a and −a respectively; see Fig. 38. For definiteness,
take ψ±(x) = (β/π )1/4 exp[−β

2 (x ∓ a)2]. A well-localized state corresponds to
β � 1/a2. Write down the wave function of the system and calculate the expecta-
tion value of the energy. Show that if the two particles are fermions then there is an
effective repulsion between them. Compare with the case of two identical bosons.

Solution The given one-particle wave functions ψ±(x) are normalized. The
two-particle wave function is

ψ(x1, x2) = N [ψ+(x1)ψ−(x2) ± ψ−(x1)ψ+(x2)]

The symmetric case (plus sign) corresponds to bosons and the antisymmetric case
(minus sign) to fermions. The normalization constant N is, up to a phase, given by

N = 1√
2

(
1 ± I 2

)−1/2 = 1√
2

(
1 ± e−2βa2

)−1/2

where I is the overlap function,

I =
∫ ∞

−∞
dx ψ+(x)ψ−(x) = e−βa2

Note that a well-localized particle is characterized by a small value of (�x)2. In
order for the system to consist of two relatively well-localized particles, we should
have

(�x)2
± � a2 =⇒ 1

2β
� a2 =⇒ 2βa2 � 1

244
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−a a

Fig. 38 Wave functions of two-particle system.

The Hamiltonian of the system of the two non-interacting identical particles is
just

H = p2
1

2m
+ p2

2

2m

The expectation value of the energy in the above state will be

E = 4|N |2(E ± � I )

where E is the energy expectation value in either of the localized one-particle states,

E = − h̄2

2m

∫ ∞

−∞
dx ψ±(x)ψ ′′

±(x) = h̄2β

4m

and � is the mixed matrix element

� = − h̄2

2m

∫ ∞

−∞
dx ψ±(x)ψ ′′

∓(x) = h̄2β

4m
(1 − 2βa2)e−βa2

The final expression is

E =
(

h̄2β

2m

)
1 ± e−2βa2

(1 − 2βa2)

1 ± e−2βa2

A variation in the distance of the two particles will result in a change in energy
of the system. This defines an effective force between the two particles. If the two
particles are fermions, we have

F ≡ −∂E
∂a

= 2h̄2β2a

m
e−2βa2 −1 + 2βa2 + e−2βa2(

1 − e−2βa2
)2

This is always positive, since e−2βa2 + 2βa2 − 1 > 0. Thus, we always have an
effective repulsion between the two fermions. This is a reflection of the antisym-
metry of the two-particle wave function. In the case of two bosons, we have

F = 2h̄2β2a

m
e−2βa2 e−2βa2 + 1 − 2a2β(

1 + e−2βa2
)2

For well-separated bosons (2βa2 � 1), this force is attractive. It is repulsive only
at very short separations a ≤ 0.8β−1/2.
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Problem 8.2 Consider two particles, each with orbital angular momentum quantum
numbers � = 1, m� = 0. What are the possible values of the total orbital angular
momentum? What is the probability1 that a measurement will find each of these
values? Consider the case where the two particles are spin-1/2 fermions. Neglect
their interaction and assume that they both have the same radial wave function.
What are the total spin and the total angular momentum of the system?

Solution
Going from the eigenstates of L2

1, L1z, L2
2, L2z to eigenstates of the total orbital

angular momentum, we obtain

| . . . ; �1 = 1, 0; �2 = 1, 0〉 =
∑

�

〈� 0|�1 = 1, 0; �2 = 1, 0〉 | . . . ; � 0〉

= 〈� = 0, 0|�1 = 1, 0; �2 = 1, 0〉 | . . . ; � = 0, 0〉
+ 〈� = 2, 0|�1 = 1, 0; �2 = 1, 0〉 | . . . ; � = 2, 0〉

The probability of finding vanishing total orbital angular momentum is

|〈1 0; 1 0|0 0〉|2 =
∣∣∣−1√

3

∣∣∣2
= 1

3

This immediately implies that the probability of finding total angular momentum
quantum number � = 2 will be 1 − 1

3 = 2
3 .

In the case where the two particles are spin-1/2 fermions, their total eigenfunction
must be antisymmetric. Since they have the same radial wave function, their spatial
wave function

|n1 = n, � = 1, m1 = 0; n2 = n, �2 = 1, m2 = 0〉
will be symmetric or, equivalently, |n1 = n; n2 = n; �, m = 0〉 with � = 0, 2 will
be symmetric. Thus, the spinor wave function

|s1 = 1
2 , ms1 ; s2 = 1

2 , ms2〉
must be antisymmetric. This implies that the total spin vanishes (s = ms = 0), since
only this choice (singlet) corresponds to an antisymmetric combination:

|s = 0 ms = 0〉 = 1√
2

(| ↑〉1| ↓〉2 − | ↓〉1| ↑〉2)

The total angular momentum will have values equal to the total orbital angular
momentum: thus j = 0, 2 and m j = 0. The probabilities of these values are 1

3 and
2
3 respectively.

1 You may use the following Clebsch–Gordan coefficient:〈
�1, m1 = �1 − 1, �2, m2 = �2 − 1

∣∣�1, �2 ; � = �1 + �2 − 2, m = m1 + m2
〉

= −
[

(2�1 − 1)(2�2 − 1)

(�1 + �2 − 1)(2�1 + 2�2 − 1)

]1/2
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Problem 8.3 Consider a pair of electrons constrained to move in one dimension
in a total spin S = 1 state. The electrons interact through an attractive potential

V (x1, x2) =
{

0, |x1 − x2| > a
−V0, |x1 − x2| ≤ a

Find the lowest-energy eigenvalue in the case where the total momentum vanishes.
Solution
Since the spin state of the electrons is the triplet2 |S = 1, MS〉 which is sym-

metric in the interchange of the two electrons, their spatial wave function has to be
antisymmetric. In terms of the centre-of-mass variables

X = 1
2 (x1 + x2), P = p1 + p2

x = x1 − x2, p = 1
2 (p1 − p2)

the Hamiltonian becomes

H = P2

4m
+ p2

m
+ V (x)

with eigenfunctions

�(x1, x2) = 1√
2π

ei K Xψε(x)

Here ψε(x) satisfies the Schroedinger equation

ψ ′′
ε (x) = m

h̄2 [V (x) − ε]ψ(x)

The energy eigenvalues are

E = h̄2 K 2

4m
+ ε

Interchange between the two electrons corresponds to

x1 → x2 =⇒ X → X, x → −x

Thus, an antisymmetric spatial wave function corresponds to an odd ψε(x):

�(x1, x2) = −�(x2, x1) =⇒ ψε(−x) = −ψε(x)

2 The triplet states are

|1 1〉 = | ↑〉1| ↑〉2, |1 − 1〉 = | ↓〉1| ↓〉2

|1 0〉 = 1√
2

(| ↑〉1| ↓〉2 + | ↓〉1| ↑〉2)
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Vanishing total momentum corresponds to K = 0. Thus, the lowest-energy
eigenstate �ε will be the state

�ε(x1, x2) = 1√
2π

ψε(x)

where ψε(x) is the odd eigenfunction with the lowest-energy eigenvalue. From the
corresponding Schroedinger equation, we obtain

ψε(x) =



−A eκx , x < −a
B sin qx, −a < x < a
A e−κx , x > a

where

E = − h̄2κ2

m
< 0, E + V0 = h̄2q2

m

From the continuity of the above wave function, we obtain the energy eigenvalue
condition

tan aq = −q

κ

This can be written in terms of ξ = qa and β2 = mV0a2/h̄2 as

tan ξ = − ξ√
β2 − ξ 2

It has a solution only if

β2 = mV0a2

h̄2 >
π2

4

Problem 8.4 Consider N identical particles. Assume that their interactions can
be neglected and that the Hamiltonian of the system is the sum of N identical
one-particle Hamiltonians with known eigenvalues εi :

H =
N∑

a=1

Ha, Ha|i〉a = εi |i〉a

(a) What is the energy of the ground state if these particles are spin-0 bosons? What if they
are spin-1/2 fermions?3

(b) Consider the case of three such particles and write down the corresponding ground-state
wave functions.

3 Ha is spin-independent.
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Solution
(a) In the ground state of N identical bosons each boson is in the lowest-energy

single-particle state. If ε1 is the energy eigenvalue corresponding to it, the ground-
state energy of the system will be

E = Nε1

For N = 2M identical fermions, the particles will occupy its one-particle energy
eigenstate in pairs of opposite spins. Thus, the ground-state energy will be

E = 2(ε1 + ε2 + · · · + εM )

For N = 2M + 1 identical fermions, the situation will be the same with the excep-
tion of one unpaired fermion, which will occupy the highest-energy single-particle
state. Thus

E = 2(ε1 + ε2 + · · · + εM ) + εM+1

(b) The wave function of three identical bosons has to be totally symmetrized
with respect to interchanges of the particles. Since the Hamiltonian is a sum of
commuting terms, the energy eigenfunctions will be products of single-particle
eigenfunctions. If ψ1(x) is the eigenfunction corresponding to the lowest-energy
eigenvalue ε1, the ground-state wave function will be

�(1, 2, 3) = ψ1(1)ψ1(2)ψ1(3) =⇒ E = 3ε1

Three identical fermions must have an antisymmetric wave function. The ground
state corresponds to a pair of these particles occupying the state ψ1 of lowest
eigenvalue ε1 with opposite spins and the third occupying the state ψ2 of eigenvalue
ε2:

�(1, 2, 3) = 1

3!

{[
ψ1,↑(1)ψ1,↓(2) − ψ1,↓(1)ψ1,↑(2)

]
ψ2,↑(3)

− [
ψ1,↑(1)ψ1,↓(3) − ψ1,↓(1)ψ1,↑(3)

]
ψ2,↑(2)

+ ψ2,↑(1)
[
ψ1,↑(2)ψ1,↓(3) − ψ1,↓(2)ψ1,↑(3)

]}
The corresponding energy is

E = 2ε1 + ε2

Problem 8.5 The Hamiltonian of the helium atom4 can be written as

H = H0 + H12

4 We neglect spin–orbit forces, hyperfine interactions, nuclear motion etc.
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where H0 is the sum of two parts Hi , each corresponding to the Hamiltonian of a
single electron interacting separately with the nucleus:

Hi = p2
i

2m
− 2e2

ri

The term

H12 = e2

|r1 − r2|
is the electrostatic repulsion between the two electrons.

(a) What is the ground state of the helium atom if we neglect the electron repulsion? What
is the first excited state? Consider now the repulsion term H12 as a perturbation and
calculate the ground-state energy correction.

(b) Calculate the expectation value of the magnetic dipole moment of the helium atom in
the ground state found in (a). Consider the helium atom in the presence of a uniform
magnetic field B = Bẑ. What is the correction to the energy of the approximate ground
state found in (a)?

(c) Consider the correction to the degenerate 1s2s eigenstates of H0 due to electron repulsion
and calculate the splitting.

(d) Consider a helium atom that at time t = 0 has one electron in a 1s hydrogen-like state
with spin up and an electron in a 2s state with spin down. Write down the state of the
atom at a later time t > 0. Is it possible that at some time T the spins are reversed?
Treating the electron repulsion as a perturbation, calculate this time and comment on
the validity of such a calculation.

Solution
(a) The eigenfunctions of H0 are products of hydrogen-like wave functions

with a0 replaced by a0/2 owing to the change in atomic number of the nucleus. The
energy eigenvalues of H0 will be sums of the energy eigenvalues corresponding to
these states. The wave function has to be antisymmetric in the exchange of the two
electrons. The lowest energy arises for the spatial wave function

ψ11(r1, r2) = ψ100(r1)ψ100(r2)

and is

E11 = −Z2me4

2h̄2 − Z2me4

2h̄2 = 8E1

where E1 = −me4/2h̄2 is the energy of the ground state of the hydrogen atom.
This state is necessarily symmetric. Thus, the spin wave function will have to be
antisymmetric. Among the two-spinor wave functions only the singlet

χ00 → |0 0〉 = 1√
2

(| ↑〉1| ↓〉2 − | ↓〉1| ↑〉2
)
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is antisymmetric. Thus, the ground state of the helium atom (neglecting the electron
repulsion) is

�1s1s;00(r1, r2) = ψ100(r1)ψ100(r2) χ00

The next energy level of H0 corresponds to the combination of a 1s hydrogen-like
electronic state with a 2s or a 2p state. Then

E12 = −Z2me4

2h̄2 − Z2me4

8h̄2 = 5E1

The spatial wave function will be one of the combinations

ψ
(±)
12 (r1, r2) = 1√

2

[
ψ100(r1) ψ2�m�

(r2) ± ψ2�m�
(r1) ψ100(r2)

]
These have to be combined with a suitable spin wave function in such a way that
the total resulting wave function is antisymmetric. There are two combinations:

�
(−)
12;1ms

(r1, r2) = ψ
(−)
12 (r1, r2) χ1ms

�
(+)
12;00(r1, r2) = ψ

(+)
12 (r1, r2) χ00

χ1ms stands for the symmetric triplet spin wave functions

|1 1〉 = | ↑〉1| ↑〉2, |1 − 1〉 = | ↓〉1| ↓〉2

|1 0〉 = 1√
2

(| ↑〉1| ↓〉2 + | ↓〉1| ↑〉2
)

The expectation value of the electron repulsion term in the ground state is

(�E12)11 = e2
∫

d3r1

∫
d3r2 ψ2

100(r1)
1

|r1 − r2|ψ
2
100(r2)

= 64e2

π2a6
0

∫ ∞

0
dr1 r2

1 e−4r1/a0

∫ ∞

0
dr2 r2

2 e−4r2/a0 J12

where5

J12 =
∫

d
2

∫
d
1

1

|r1 − r2| = 4π

∫
d
1

1√
r2

1 + r2
2 − 2r1r2 cos θ

= 8π2

r1r2
(r1 + r2 − |r1 − r2|)

5 For the first angular integration, say 
1, we take the z1-axis to coincide with r̂2. Then the remaining angular
integration is trivial, giving just 4π .
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Substituting back into the radial integral, we obtain eventually6

(�E12)11 = 5e2

4a0
= 5

2
|E1|

(b) The magnetic dipole moment operator is

µ ≡ e

2mc
(L1 + L2 + 2S1 + 2S2) = e

2mc
(L + 2S)

Since

(L1 + L2) ψ100(r1)ψ100(r2) = 0, S|0 0〉 = 0

the magnetic dipole moment of the above ground state vanishes:

〈1 1; 0 0|µ|1 1; 0 0〉 = 0

The fact that not only does the expectation value of the magnetic dipole moment
µ in the ground state vanish but also this state itself gives zero when µ acts on it
implies that higher-order corrections to the energy involving it will vanish as well,
since these corrections depend on 〈· · · |µ|1 1; 0 0〉.

In the presence of a uniform magnetic field B = Bẑ the Hamiltonian H0 becomes

H 0 = 1

2m

[
p1 − e

c
A(r1)

]2
+ 1

2m

[
p2 − e

c
A(r2)

]2

− 2e2

r1
− 2e2

r2
− e

mc
B · (S1 + S2)

where for the vector potential we can choose, up to a gauge transformation,

A = 1

2
B × r = B

2
(−yx̂ + x ŷ)

The Hamiltonian can be written as

H 0 = H0 − eB

2mc
(Lz + 2Sz) + e2 B2

8mc2

(
r2

1 + r2
2 − z2

1 − z2
2

)
The two terms due to the magnetic field, treated as a perturbation, will give a
correction to the ground-state energy equal to their expectation value in that state,
namely

(�E)B = −B · 〈µ〉 + e2 B2

8mc2

∑
i=1,2

〈(
r2

i − z2
i

)〉

6

(�E12)11 = 512e2

a0

∫ ∞

0
dx xe−4x

∫ ∞

0
dy ye−4y (x + y − |x − y|) = 5e2

4a0
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The first term, being proportional to the expectation value of the magnetic dipole
moment operator, vanishes. Each of the other two terms equals

e2 B2

8mc2

∫
d3r |ψ100(r )|2 (

r2 − z2
)

=
(

e2 B2

8mc2

) (
8

πa3
0

) ∫ ∞

0
dr r4 e−4r/a0

∫ 2π

0
dφ

∫ 1

−1
d cos θ sin2 θ = e2 B2a2

0

16mc2

The energy correction can be written as (�E)B = −β B2/2 with β ≡ −e2a2
0/4mc2.

The parameter β represents the magnetic susceptibility of the helium atom. The fact
that β < 0 classifies the He atom as diamagnetic.

(c) Among the degenerate states corresponding to the first excited level of H0

we have the pair

�
(−)
12 = 1√

2
[ψ100(r1) ψ200(r2) − ψ200(r1) ψ100(r2)] χ10 = ψ

(−)
12 χ10

�
(+)
12 = 1√

2
[ψ100(r1) ψ200(r2) + ψ200(r1) ψ100(r2)] χ00 = ψ

(+)
12 χ00

Treating the electron repulsion as a perturbation, we shall have, to first order, the
following corrected energy eigenvalues

E (±)
12 = E12 + �

(±)
12

with

�
(±)
12 ≡ 〈

�
(±)
12

∣∣H12

∣∣� (±)
12

〉 = 〈
ψ

(±)
12

∣∣H12

∣∣ψ (±)
12

〉
that is,

�
(±)
12 =

∫
d3r1

∫
d3r2

e2

|r1 − r2|
[
ψ2

1 (r1)ψ2
2 (r2) ± ψ1(r1)ψ2(r1)ψ1(r2)ψ2(r2)

]
The splitting will be

� = �
(+)
12 − �

(−)
12 = 2

∫
d3r1

∫
d3r2

e2

|r1 − r2|ψ1(r1)ψ2(r1)ψ1(r2)ψ2(r2)

or

� = 256
e2

a0

∫ ∞

0
dx x(1 − x)e−3x (J1 + x J2)

with

J1 =
∫ x

0
dy y2(1 − y)e−3y = x3

3
e−3x

J2 =
∫ ∞

x
dy y(1 − y)e−3y =

(
1

27
+ x

9
− x3

3

)
e−3x
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Thus, finally

� =
(

512

1944

)
e2

2a0
= −0.264 E1

(d) The initial state �(r1, r2; 0) will be the antisymmetric combination

1√
2

[ψ100(r1)ψ200(r2) | ↑〉1| ↓〉2 − ψ200(r1)ψ100(r2) | ↓〉1| ↑〉2]

It can be written in terms of the eigenstates of H0 encountered in (a), namely

�(r1, r2; 0) = 1√
2

[
ψ

(−)
12 (r1, r2) χ10 + ψ

(+)
12 (r1, r2) χ00

]
The time-evolved state of the atom will be |�(t)〉 = e−i t H/h̄|�(0)〉, where H is the
full Hamiltonian. Assume now that we find the system at some time T in a state
�(r1, r2; T ) with reflected spins,

1√
2

[ψ100(r1)ψ200(r2) | ↓〉1| ↑〉2 − ψ200(r1)ψ100(r2) | ↑〉1| ↓〉2]

= 1√
2

[
ψ

(−)
12 (r1, r2) χ10 − ψ

(+)
12 (r1, r2) χ00

]
This means that, up to a phase γ , we have

1√
2

(∣∣ψ (−)
12

〉
χ10 − ∣∣ψ (+)

12

〉
χ00

)
= eiγ e−i H T/h̄ 1√

2

(∣∣ψ (−)
12

〉
χ10 + ∣∣ψ (+)

12

〉
χ00

)
〈
ψ

(−)
12

∣∣e−iTH/h̄
∣∣ψ (−)

12

〉 = e−iγ,
〈
ψ

(+)
12

∣∣e−iTH/h̄
∣∣ψ (+)

12

〉 = −e−iγ

Treating H12 as a perturbation, we can replace it in each exponent by its expec-
tation value in the unperturbed state. This would be legitimate within first-order
perturbation theory. Thus, we get

〈
ψ

(−)
12

∣∣e−iTH 0/h̄ e−iT �
(−)
12 /h̄

∣∣ψ (−)
12

〉 = e−iγ〈
ψ

(+)
12

∣∣e−iTH 0/h̄ e−iT �
(+)
12 /h̄

∣∣ψ (+)
12

〉 = −e−iγ

or

exp
[
− i

h̄

(
E12 + �

(−)
12

)
T

]
= − exp

[
− i

h̄

(
E12 + �

(+)
12

)
T

]
= eiγ

=⇒ T = h̄π∣∣∣�(−)
12 −�

(+)
12

∣∣∣
Since T = h̄π/� is inversely proportional to the perturbation, it should not be
trusted as a quantitative estimate.
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E

Fig. 39 Charged particles in a uniform electric field.

Problem 8.6 Two ions having equal mass m and electric charges q1 and q2 interact
through harmonic forces described by the potential

V (r1, r2) = mω2

2
(r1 − r2)2

The system is subject to a uniform electric field E; see Fig. 39. If the system is
initially (at t = 0) in a state described by a real wave function that is symmetric
in the interchange of the two ions, find the expectation value of the total electric
dipole moment 〈D〉t in terms of its initial value. What is the electric polarizability
of the system?

Solution
The Hamiltonian of the system is

H = p2
1

2m
+ p2

2

2m
+ mω2

2
(r1 − r2)2 − q1 E · r1 − q2 E · r2

In terms of the centre-of-mass variables

R = 1

2
(r1 + r2) , r = r1 − r2

P = p1 + p2, p = 1

2
(p1 − p2)

the Hamiltonian becomes

H = P2

4m
− (q1 + q2) E · R + p2

m
+ mω2

2
r2 − 1

2
(q1 − q2) E · r

The total electric dipole moment is

D = DCM + d ≡ (q1 + q2)R + 1

2
(q1 − q2)r

The Hamiltonian is a sum of two commuting parts, the centre-of-mass part, describ-
ing a particle of mass 2m and charge q1 + q2 under the influence of the electric field,
and a relative part, describing a particle of mass m/2 and charge (q1 − q2)/2 that,
apart from its interaction with the electric field, self-interacts through a harmonic
force.
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The Heisenberg equations of motion for the centre-of-mass variables are

dR
dt

= P
2m

,
dP
dt

= (q1 + q2)R

or

P(t) = P(0) + (q1 + q2) Et

R(t) = R(0) + t

2m
P(0) + t2

4m
(q1 + q2) E

Then we get

〈DCM〉t = 〈DCM〉0 + t

2m
(q1 + q2)〈P〉0 + t2

4m
(q1 + q2)2 E

The corresponding equations for the relative variables are

dr
dt

= 2p
m

,
dp
dt

= −mω2r + 1

2
(q1 − q2) E

These give the second-order equation

d2r
dt2

= −2ω2r + q1 − q2

m
E

with solution

r(t) =
[

r(0) − q1 − q2

2mω2
E

]
cos ω

√
2t +

√
2

mω
p(0) sin ω

√
2t + q1 − q2

2mω2
E

From this we get

〈d〉t = 〈d〉0 cos ω
√

2t + q1 − q2√
2mω

〈p〉0 sin ω
√

2t

+ (q1 − q2)2

2mω2
E sin2 ωt√

2

If the initial wave function is real, we have for the initial expectation values of
p1 and p2

〈p1,2〉0 = −ih̄
∫

d3r1

∫
d3r2 ψ(r1, r2)∇1,2ψ(r1, r2)

= − ih̄

2

∫
d3r1

∫
d3r2 ∇1,2 [ψ(r1, r2)]2 = 0

Since ψ(r1, r2) = ψ(r2, r1) we have

〈d〉0 ∝
∫

d3r1

∫
d3r2 ψ2(r1, r2)(r1 − r2) = 0
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Thus

〈DCM〉t = 〈DCM〉0 + t2

4m
(q1 + q2)2 E

and

〈d〉t = (q1 − q2)2

2mω2
E sin2 ωt√

2

The expectation value of the total electric dipole moment will be

〈D〉t = 〈D〉0 + t2

4m
(q1 + q2)2 E + (q1 − q2)2

2mω2
E sin2 ωt√

2

The terms proportional to the electric field correspond to an induced electric dipole
moment.

The Hamiltonian of the system can be written as

H = P2

4m
− (q1 + q2) E · R + p2

m
+ mω2

2

(
r − q1 − q2

2mω2
E

)2

− (q1 − q2)2

8mω2
E2

Thus, the energy eigenvalues of the relative part of the system will be the eigenvalues
of a shifted oscillator,

En = h̄ω
√

2

(
n + 3

2

)
− (q1 − q2)2

8mω2
E2

For any normalizable state, the energy expectation value will have an electric-field-
dependent part that is quadratic in the electric field:

�E = −α

2
E2 =⇒ α = (q1 − q2)2

4mω2

The parameter α is the electric polarizability of the system.

Problem 8.7 Consider a system of N particles with a Hamiltonian that contains
one-body and two-body interaction terms,7 namely

H =
N∑

i=1

p2
i

2mi
+

N∑
i=1

Vi (ri ) + 1

2

N∑
i, j

Vi j (ri , r j )

The probability current density for particle i is defined as

J i (r1, r2, . . . , rN ; t) = h̄

2mi i

(
�∗∇i� − �∇i�

)
where �(r1, r2, . . . , rN ; t) is the wave function of the system.

7 Vi j is symmetric.
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(a) Show that in the case where only isotropic two-body forces Vi j
(|ri − r j |

)
are present,

the total momentum and total angular momentum are conserved.
(b) Show that the probability density ρ(r1, r2, . . . , rN ; t) = |�|2 satisfies the continuity

equation

∂ρ

∂t
+

N∑
j=1

(∇ j · J j ) = 0

(c) Assume that the N particles are identical fermions. How does the probability density
ρ(r1, r2, . . . , rN ) behave under interchanges of the particles? Show that the quantity

ρ(r, t) = 〈
�(t)| δ(r − r j ) |�(t)

〉
is independent of j and represents the probability density for finding one particle at a
position r at time t .

(d) Introduce the particle density operator

ρ(r) ≡ 1

N

N∑
j=1

δ(r − r j )

Then, show that the probability density for finding a particle at the position r is given by

ρ(r, t) = 〈
�(t)|δ(r − r j )|�(t)

〉
Show that we can introduce a current density operator

J(r) ≡ 1

2m N

N∑
j=1

[
p j δ(r − r j ) + δ(r − r j ) p j

]

that satisfies

J (r, t) = 〈�(t)| J(r) |�(t)〉

Verify the operator relation

i

h̄
[H, ρ(r)] = −∇ · J(r)

and show that it is equivalent to the continuity equation.

Solution
(a) The equation of motion for the total momentum operator is

Ṗ =
∑

j

ṗ j = i

h̄

∑
j

[H, p j ] = −1

2

∑
j

∇ j

∑
k,�

Vk�(|rk − r�|)

= −1

2

∑
jk

V ′
k j

rk − r j

|rk − r j | = 0

since Vi j and V ′
i j are symmetric functions; here V ′

k j abbreviates V ′
k j (|rk − r j |).
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Similarly,

L̇ =
∑

j

L̇ j =
∑

j

r j × ṗ j = −1

2

∑
jk

V ′
k j r j ×

(
rk − r j

|rk − r j |
)

= 0

(b) It is straightforward to see that∑
j

∇ j · J j = h̄

2mi

∑
j

[
�∗∇2

j � − (∇2
j �

)∗
�

]
= i

h̄

[
�∗T� − (T�)∗ �

]

= i

h̄

[
�∗H� − (H�)∗ �

] = − [
�∗�̇ + (

�̇
)∗

�
] = −∂ρ

∂t

(c) For identical fermions the wave function has to be antisymmetric and thus
the probability density will be symmetric:

�(. . . , ri , . . . , r j , . . .) = −�(. . . , r j , . . . , ri , . . .)

and ∣∣�(. . . , ri , . . . , r j , . . .)
∣∣2 = ∣∣�(. . . , r j , . . . , ri , . . .)

∣∣2

We have for the quantity ρ(r, t)

ρ(r, t) =
∫

d3r1 · · ·
∫

d3rN ρ(. . . , r j , . . .) δ(r − r j )

=
∫

d3r1 · · ·
∫

d3r j−1

∫
d3r j+1 · · ·

∫
d3rN ρ(. . . , r j−1, r, r j+1, . . .)

Since j simply denotes the position of the free variable r and ρ(r1, r2, . . .) is
symmetric, the right-hand side does not depend on j . It is clear that the interpretation
of the quantity ρ(r, t) must be the probability of finding a particle at r independently
of where the other N − 1 particles are.

(d) Starting from the particle density operator definition, we get

〈�(t)| ρ(r) |�(t)〉 = 1

N

N∑
j=1

〈
�(t)| δ(r − r j ) |�(t)

〉 = ρ(r, t)

The left-hand side of the operator relation to be verified gives

i

h̄N

N∑
j=1

[H, δ(r − r j )] = i

2mh̄N

N∑
j=1

[p2
j , δ(r − r j )]

= 1

2m N

N∑
j=1

{
p j · ∇ jδ(r − r j ) + [∇ jδ(r − r j )

] · p j
}

= − 1

2m N

N∑
j=1

{
p j · ∇δ(r − r j ) + [∇δ(r − r j )

] · p j
}

= −∇ · J
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Taking the expectation value of this operator equation for the state |�(t)〉 we get

i

h̄
〈�(t)|Hρ|�(t)〉 − i

h̄
〈�(t)|ρH |�(t)〉 = −∇ · J

or [
d

dt
〈�(t)|

]
ρ|�(t)〉 + 〈�(t)|ρ d

dt
|�(t)〉 = d

dt
〈�(t)|ρ|�(t)

= ∂ρ

∂t
= −∇ · J

Problem 8.8 Consider two identical bosons with zero spin subject to a poten-
tial V (|r1 − r2|) that has at least one bound state. The system is in its ground
state |ψ0〉.
(a) Find the expectation values of the electric dipole moment d, the magnetic dipole moment

µ and the electric quadrupole moment Qi j in the ground state.
(b) Find the matrix elements

〈� m�; . . . |µz|0 0; . . .〉, 〈� m�; . . . |dz|0 0; . . .〉
for any state with �, m� �= 0.

Solution
(a) The two-identical-boson state has to be symmetric in the interchange of the

two particles. Thus, the relative wave function will have to be even and so the
ground state |�0〉 will correspond to an even relative wave function. The operator
d = qr, being a vector operator of odd parity, will have a vanishing expectation
value in the parity-even ground state:

PdP = −d =⇒ 〈�0|d|�0〉 = 0

In addition, the lowest-energy bound state of the system must be an s-state, with
vanishing angular momentum. Thus, since for a spin-0 boson µ ∝ L, we shall have

L|�0〉 = 0 =⇒ 〈�0|µ|�0〉 = 0

Since the ground state is an s-state, the expectation value of the electric quadrupole
moment will be

〈Qi j 〉 ∝ 〈
xi x j − 1

3r2
〉 =⇒ 〈�0|Qi j |�0〉 = 1

3δi j 〈�0|Qkk |�0〉 = 0

(b) We have for the first matrix element

〈� m�; . . . |µz|0 0; . . .〉 ∝ 〈� m�; . . . |Lz|0 0; . . .〉 = 0
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For the other,

〈� m�; . . . |dz|0 0; . . .〉 = −〈� m�; . . . |PdzP|0 0; . . .〉
= −� 〈� m�; . . . |dz|0 0; . . .〉 =⇒ � = −1

where � is the parity of the left-hand state. Because a system of two identical bosons
cannot be in an odd-parity (relative) state, since odd parity implies antisymmetry,
this matrix element has to vanish also.

Problem 8.9 The electromagnetic interaction energy between two magnetic dipole
moments is

�H = − 1

4π

(
µ1 · µ2

) ∇2 1

r
+ 1

4π

(
µ1 · ∇) (

µ2 · ∇) 1

r

This interaction between the electron and the proton gives rise to the hyperfine
splitting of electronic energy levels. Find the expectation value of this term for an
energy eigenstate of the unperturbed hydrogen atom |n = 2, � = m� = 1; . . .〉.

Solution
Neglecting all other perturbations, the Hamiltonian will be

H = H0 + ge2

8πmempc2

[(
Se · Sp

) ∇2 1

r
− (Se · ∇)

(
Sp · ∇) 1

r

]

+ ge2

16πmempc2

[(
Le · Sp

) ∇2 1

r
− (Le · ∇)

(
Sp · ∇) 1

r

]

where H0 is the standard unperturbed hydrogen-atom Hamiltonian. The orbital part
vanishes, being proportional to

−4π Spiεi jk x j∇kδ(r) − Sp�εi jk x j∇k∇�

1

r
= −4π Spiεi jk∇k

[
x jδ(r)

] + 4π Spiεi jk(∇k x j )δ(r) + 0

= 0 + 4π Spiεi jkδk j δ(r) = 0

where x j is the jth component of r. The expectation value of the remaining spinor
term, for an eigenstate ψn�m�

(r)χ of H0, the spinor part being arbitrary, is

〈|�H |〉 = ge2

8πmempc2

[(
χ †Se · Spχ

)
I − (

χ †Sei Sp jχ
)

Ii j
]

where

I =
∫

d3r |ψn�m�
(r)|2∇2 1

r
= −4π

∫
d3r |ψn�m�

(r)|2δ(r)

= −4π |ψn�m�
(0)|2
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and

Ii j =
∫

d3r |ψn�m�
(r)|2∇i∇ j r

−1

For n = 2, � = m� = 1, we get

I = 0 , Ii j = 1

64πa5
0

∫ ∞

0
dr r e−r/a0

∫
d
 sin2 θ

(−δi j + 3r̂i r̂ j
)

where r̂i , r̂ j are components of the unit vector r̂ . The non-zero Ii j are

Ixx = Iyy = 1

8 × 15a3
0

, Izz = − 1

4 × 15a3
0

Thus, we get

〈�H〉211 = − ge2

8πmempc2

(
1

8 × 15a3
0

)
χ † [

Se · Se − 3Sez Spz
]
χ

This can be expressed in terms of the total spin

S = Se + Sp

as

Se · Sp = 1
2

(
S2 − 3

2 h̄2
)
, Spz Sez = 1

2

(
S2

z − 1
2 h̄2

)
Then, we can write

Se · Se − 3Sez Spz = 1
2

(
S2 − 3S2

z

)
For total spin eigenstates, this has the expectation value

1
2 h̄2

[
s(s + 1) − 3m2

s

]
Given that the allowed values of s are 0, 1, this gives either 0 or −h̄2/2, h̄2 corre-
spondingly.

Problem 8.10 Assume that the Hamiltonian that describes the interaction of elec-
tron and proton spins, responsible for the hyperfine splitting, in a hydrogen-like
atom has the simplified form

H = H0 + λ
(
Se · Sp

)
where

H0 = p2

2m
− Ze2

r

is the standard unperturbed Hamiltonian and λ is a parameter. Ignore all other
perturbations.
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(a) Express the state with electron quantum numbers n = 2, � = m� = 1, m(e)
s = 1

2 and

proton quantum number m(p)
s = − 1

2 in terms of the eigenstates of the total spin S =
Se + Sp.

(b) The total angular momentum operator is J = L + S. What are the allowed values of
the quantum number j? Assuming that the state of the system is |� = m� = 1; m(e)

s =
1
2 , m(p)

s = − 1
2 〉, what are the probabilities of finding the system with each of these values

of j?
(c) Consider a state with n = 5, even parity and j = 3. What is the total spin of such a

state? What is the energy difference between that state and the state with n = 2, odd
parity and j = 0?

(d) If the system starts at time t = 0 in the state considered in (a), calculate the probability
of finding the system in the same state at a later time t .

Solution
(a) The spin part of the state of the system is | ↑〉e| ↓〉p. The total-spin eigenstates

are the singlet |0 0〉 and the triplet |1 1〉. In terms of them we have

| ↑〉e| ↓〉p = 1√
2

(|1 0〉 + |0 0〉)
(b) The allowed values of the total spin quantum number are s = 0, 1. The

allowed values of total angular momentum are determined by

|� − s| ≤ j ≤ � + s

which for � = 1 implies j = 0, 1, 2. The relation of the two states |� = m� =
1; s = ms = 0〉 and |� = m� = 1; s = 1, ms = 0〉 to the basis |� = 1, s; j, m〉 is
found as follows8∣∣� = m� = 1; s = ms = 0

〉 = ∣∣� = 1, s = 0; j = 1, m = 1
〉∣∣� = m� = 1; s = 1, ms = 0

〉
= 1√

2

(∣∣� = 1, s = 1; j = 1, m = 1
〉 − ∣∣� = 1, s = 1; j = 2, m = 1

〉)
Thus, we may write∣∣� = m� = 1; m(e)

s = 1
2 , m(p)

s = − 1
2

〉
= 1√

2
(|� = m� = 1; s = ms = 0〉 + |� = m� = 1; s = 1, ms = 0〉)

= 1√
2
|� = 1, s = 0; j = 1, m = 1〉 + 1

2 |� = 1, s = 1; j = 1, m = 1〉
− 1

2 |� = 1, s = 1; j = 2, m = 1〉
From this expression it is clear that the probability of finding j = 0 is zero, the
probabilities of finding j = 1 are 1

2 for s = 0 and 1
4 for s = 1, and the probability

of finding j = 2 is 1
4 .

8 See for example problem 5.25.
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(c) For such a state, the allowed values of � are 0, 1, 2, 3, 4. Of these, only 0, 2, 4
correspond to even parity. j = 3 can be achieved from 2 or 4 with s = 1. The state
with n = 2, j = 0 and odd parity corresponds to � = 1 and s = 1. There is no
hyperfine splitting difference between these two states and their energy difference
is just

E5 − E2 = −Z2e2

2a0

(
1

25
− 1

4

)
.

(d) The time-evolved state of the system is

|ψ(t)〉 = exp

[
i

(Z2e2

8a0h̄

)
t

] (
1√
2
e3iλh̄t/4 |� = 1, s = 0; j = 1, m = 1〉

+ 1
2 e−iλh̄t/4 |� = 1, s = 1; j = 1, m = 1〉

− 1
2 e−iλh̄t/4 |� = 1, s = 1; j = 2, m = 1〉

)
The probability of finding the system in the same state as initially is

P(t) = |〈ψ(0)|ψ(t)〉|2 = cos2 λh̄t

2

Problem 8.11 The interaction between the spin magnetic moment of the electron
and the magnetic moment of the proton in a hydrogen atom is

�H = − 1

4π

(
µe · µp

) ∇2 1

r
+ 1

4π

(
µe · ∇) (

µp · ∇) 1

r
Consider a hydrogen atom with its proton replaced by a deuteron, a spin-1 bound
state of a proton and a neutron. Calculate the hyperfine splitting due to this inter-
action when the atom is in the state∣∣n = 1, � = m� = 0

〉 ∣∣ 1
2

1
2

〉 ∣∣1 1
〉

Solution
In terms of the spins, the interaction term is

�H = e2gd

8πmemdc2

[
(Se · Sd) ∇2 1

r
− (Se · ∇) (Sd · ∇)

1

r

]
The shift in energy due to this interaction is

〈�H〉 = e2gd

8πmemdc2

∫
d3r |ψ100(r )|2 χ †

[
(Se · Sd) ∇2 1

r
− (Se · ∇) (Sd · ∇)

1

r

]
χ

that is,

〈�H〉 = − e2gd

3memdc2
|ψ100(0)|2χ † (Se · Sd) χ
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where ψ2
100(0) = (πa3

0)−1. The spin inner product can be written as

Se · Sd = 1
2

(
S2 − S2

e − S2
d

) = h̄2

2

[
s(s + 1) − 3

4 − 2
]

where

S = Se + Sd

is the total spin of the atom, specified by s. Since sd = 1 and se = 1
2 , the possible

values of the total spin quantum number are

s = 1
2 ,

3
2

The spin state of the system

| ↑〉e|1 1〉d

has ms = 3
2 . Therefore, it can only correspond to s = 3

2 . Thus, we get

�E = − e2gdh̄2

6πmemdc2a3
0

= − α4

6π

(
me

md

)
mec

2

Problem 8.12 Consider the HD+ ion consisting of a proton, a deuteron9 and an
electron. As in the case of the H+

2 ion, a good approximation is to neglect the nuclear
kinetic energies and take as the Hamiltonian

H0 = p2

2m
− 2e2

|r − R/2| − 2e2

|r + R/2| + e2

R

The system is in the state with spatial wave function10

ψ(r) = N√
πa3

0

[
exp

(
−|r − R/2|

a0

)
+ exp

(
−|r + R/2|

a0

)]

Assume that the internuclear distance R is given and that it has its optimal value,
determined by the minimization of energy.11 A simplified version of the hyper-
fine splitting interaction between the electron and nuclear spins has the form
(md ≈ 2mp)

�H = e2

4mempc2

[
2gp

(
Se · Sp

)
δ(r − R/2) + gd (Se · Sd) δ(r + R/2)

]

9 The deuteron is a spin-1 bound state of a proton and a neutron.
10 Consider the normalization factor N as given.
11 This is R ≈ 2.45a0 ≈ 1.3 Å. The corresponding value of the normalization constant is N ≈ 0.58.
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Assume that the spin part of the wave function is∣∣ 1
2

1
2

〉(e) ∣∣ 1
2 − 1

2

〉(p) ∣∣1 1
〉(d)

and calculate the correction to the energy due to this factor.
Solution
It is straightforward to obtain

〈�H〉 = N
2
e2

4πmempa3
0c2

[
2gp χ †(Se · Sp

)
χ + gd χ †(Se · Sd

)
χ

]
where

N
2 = N 2

(
1 + e−R/a0

)2

is a dimensionless number.
The spin inner products appearing in the interaction term can be expressed in

terms of the square of the total electron–proton spin,

Sep ≡ Se + Sp

and the square of the total electron–deuteron spin,

Sed ≡ Se + Sp

as

Se · Sp = 1
2

(
S2

ep − 3
2 h̄2

)
and

Se · Sd = 1
2

(
S2

ed − 3
4 h̄2 − 2h̄2

)
The allowed values of sep are 0 and 1, while the allowed values of sed are 1

2 and 3
2 .

Since

| ↑〉e| ↓〉p = 1√
2

(|0 0〉ep + |1 0〉ep
)

we have

χ † 1
2

(
S2

ep − 3
2 h̄2

)
χ = 1

4 (〈0 0| + 〈1 0|)
(

S2
ep − 3

2 h̄2
) (|0 0〉ep + |1 0〉ep

)
= 1

4 h̄2 (〈0 0| + 〈1 0|) (− 3
2 |0 0〉ep + 1

2 |1 0〉ep
) = − 1

4 h̄2

However, the z-component of Sed is given by med = 3
2 and this can only occur for

sed = 3
2 . Therefore,

χ † 1
2

(
S2

ed − 11
4 h̄2

)
χ = 1

2 h̄2
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The energy shift will be

�E =
(

N
2
e2

4πmempa3
0c2

)
h̄2

2

(−gp + gd
)

or

�E = N
2
(

α4

8π

) (
me

mp

)
mec2

(−gp + gd
)

The dimensionless coefficient is N
2 ≈ 0.4.

Problem 8.13 The deuteron is a j = 1 and even-parity bound state of a proton and
a neutron. Consider a toy model of the deuteron in which the dominant centrally
symmetric part of the interaction of the proton and the neutron is approximated by a
harmonic oscillator potential. Use the fact that the deuteron quadrupole moment12

has a known small but non-zero value and obtain the form of the deuteron state.13

Using the general form of the spin–orbit coupling

1

2m2c2

V ′(r )

r
(L · S),

calculate the corresponding correction to the energy.
Solution
The total angular momentum Jd of the deuteron arises from the total proton–

neutron spin S and their relative orbital angular momentum, namely

Jd = L + S, S = Sp + Sn

The possible values of s are 0 and 1. The first would require � = 1, which cor-
responds to negative parity. Therefore, s = 0 is excluded. With s = 1, the value
j = 1 can be achieved either with � = 0 or with � = 2. This can be expressed, for
m j = 0, as

| j = 1, m j = 0〉 = C0|0 0〉 |1 0〉 + C2|2 0〉 |1 0〉

12 Consider the definition Qi j = xi x j − 1
3 δi j r2.

13 You may use the harmonic-oscillator radial wave functions

R20(r ) = N0r2 exp

[
−

(
mω

2h̄

)
r2

]
, R22(r ) = N2

[
3

2
−

(
mω

h̄

)
r2

]
exp

[
−

(
mω

2h̄

)
r2

]

N0 = 4√
15

π−1/4
(

mω

h̄

)7/4

, N2 =
√

8

3
π−1/4

(
mω

h̄

)3/4

The harmonic oscillator mass m ≈ mp/2 is the reduced mass of the neutron–proton system.
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The admixture |C2|/|C0| of the � = 2 component is a measure of the departure from
spherical symmetry. The lowest value of the radial quantum number n compatible
with � = 2 is n = 2.

The expectation value of the electric quadrupole moment operator in the deuteron
state will be14

〈Qi j 〉 = |C0|2〈2; 0 0|Qi j |2; 0 0〉 + |C2|2〈2; 2 0|Qi j |2; 2 0〉
+ C∗

0 C2〈2; 0 0|Qi j |2; 2 0〉 + c.c.

The first expectation value vanishes owing to spherical symmetry. Assuming that
the � = 2 admixture is small, we can take C2 ≈ ε and C0 ≈ 1 + O(ε2). Then

〈Qi j 〉 ≈ ε〈2; 0 0|Qi j |2; 2 0〉 + c.c.

This matrix element is

Qi j = 4

3

√
8

5π

(
mω

h̄

)5/2

JIi j

where

J =
∫ ∞

0
dr r6

[
3

2
−

(
mω

h̄

)
r2

]
e−mωr2/2h̄ = −√

π
15

8

(
h̄

mω

)7/2

and

Ii j =
∫

d
 Y00(
)Y20(
)

(
x̂i x̂ j − 1

3
δi j

)
= 1

3
√

5
Diag (−1, −1, 2)

Finally, we get

〈Qi j 〉 = Q Diag (1, 1, −2)

with

Q ≈
√

2

3

(
h̄

mω

)
ε

from which we can deduce the admixture ε of the � = 2 component.
The spin–orbit correction to the Hamiltonian is

�HSO = ω2

2mc2
L · S = ω2

4mc2

(
J2 − L2 − S2

)
The corresponding correction to the energy is

�ESO = −3(h̄ω)2

2mc2
ε2

14 The first entry in the states is the radial quantum number n = 2. We will drop the common spinor part.
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Problem 8.14 Consider a simplified form for the hyperfine splitting interaction
between the electron and proton spins:

H = p2

2m
− e2

r
+ λ

(
Sp · Se

)
Assume that the atom is initially (at t = 0) in the ground state of the spin-
independent part of the Hamiltonian and with the proton spin ‘up’ and the electron
spin ‘down’, namely the state ψ100(r )χ (p)

↑ χ
(e)
↓ .

(a) Find the wave function at any later time t > 0.
(b) What is the probability of finding the spin of the proton pointing down?
(c) Calculate the expectation value of the magnetic dipole moment of the system at any

time.
(d) Consider now the influence of a uniform (weak) magnetic field on the system. What are

the new eigenstates and energy eigenvalues?

Solution
(a) The evolved state will be

|ψ(t)〉 = e−i Ht/h̄|1 0 0〉| ↓〉(e)| ↑〉(p)

= e−i H0t/h̄|1 0 0〉 exp

[
− iλ

h̄

(
Sp · Se

)
t

]
| ↓〉(e)| ↑〉(p)

For the spin part, we have

Sp · Se = 1
2

(
S2 − S2

e − S2
p

)
= 1

2

(
S2 − 3

2 h̄2
)

and

|s = 1, ms = 0〉 = 1√
2

(| ↑〉(e)| ↓〉(p) + | ↓〉(e)| ↑〉(p)
)

|s = 0, ms = 0〉 = 1√
2

(| ↑〉(e)| ↓〉(p) − | ↓〉(e)| ↑〉(p)
)

Thus,

|ψ(t)〉 = 1√
2

e−i E1t/h̄ |1 0 0〉 exp

[
− iλ

2h̄

(
S2 − 3h̄2

2

)
t

]
(|1 0〉 − |0 0〉)

or

|ψ(t)〉 = 1√
2

e−i E1t/h̄ e3iλh̄t/4 |1 0 0〉 (
e−iλh̄t |1 0〉 − |0 0〉)

with E1 = −e2/2a0. This can be transformed back to electron–proton spin eigen-
states by writing

|ψ(t)〉 = e−i E1t/h̄ eiλh̄t/4|1 0 0〉 |χ〉
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where the spin part |χ〉 is given by

|χ〉 = −i sin
λh̄t

2
| ↑〉(e)| ↓〉(p) + cos

λh̄t

2
| ↓〉(e)| ↑〉(p)

(b) The total spin commutes with the Hamiltonian and is a constant of the motion.
Thus, proton spin down is at all times accompanied by electron spin up. From the
evolved state it is clear that the probability amplitude for finding the proton spin
pointing down will be

〈ψ(t)| ↑〉(e)| ↓〉(p) = −ie−i E1t/h̄ eiλh̄t/4 sin
λh̄t

2

The corresponding probability is

P(t) = sin2 λh̄t

2

This probability becomes unity periodically, at times

tn = (2n + 1)
π

h̄λ
(n = 0, 1, . . .)

(c) The magnetic dipole moment of the system is

µ =
(

e

2mech̄

)
L +

(
gee

2mech̄

)
Se +

( −gpe

2mpch̄

)
Sp

= 1

2h̄

(
µeL + 2µeSe + 2µpSp

)
with ge = 2. Taking the expectation value in the evolved state we get, after some
algebra,

〈µ〉 = µe

h̄
sin2 λh̄t

2
〈↑ |Se| ↑〉 + µp

h̄
cos2 λh̄t

2
〈↑ |Sp| ↑〉

+ µp

h̄
sin2 λh̄t

2
〈↓ |Sp| ↓〉 + µe

h̄
cos2 λh̄t

2
〈↓ |Se| ↓〉

Since S = 1
2 (S+ + S−)x̂ + 1

2i (S+ − S−)ŷ + Sz ẑ, we get

〈µ〉 = 1
2 (µp − µe) cos λh̄t ẑ

(d) The magnetic field will induce on the Hamiltonian the additional term

�H = −µ · B
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The total Hamiltonian is a sum of an orbital and a spin part that commute, namely

Htot = p2

2m
− e2

r
− µe B

h̄
Lz + λ

2

(
S2 − 3h̄2

2

)
− B

h̄

(
µeSez + µpSpz

)
The eigenfunctions will be a product of an orbital and a spinor part,

|E〉 = |n � m� 〉 | . . .〉s

The eigenvalues will be

E = En − µe Bm� + �Es

The spinor parts | . . .〉s and �Es can be determined as follows. Observe that

[Sz, Htot] = − B

h̄

[
Sz, µeSez + µpSpz

] = 0

Acting with µeSez + µpSpz on an arbitrary combination of the states |s = 1,

ms = 0〉 and |s = 0, ms = 0〉, we obtain

(
µeSez + µpSpz

)
(a|1 0〉 + b|0 0〉) = (µe − µp)

h̄

2
(a|0 0〉 + b|1 0〉)

From that, we obtain for the spin part of the Hamiltonian

Hs = λ

2

(
S2 − 3h̄2

2

)
− B

h̄
µs,z

which, acting on the above state, gives

Hs(a|1 0〉 + b|0 0〉)
=

[
λh̄2a

4
− Bb(µe − µp)

2

]
|1 0〉 −

[
3h̄2λb

4
+ B(µe − µp)a

2

]
|0 0〉

Demanding that this is equal to

Hs (a|1 0〉 + b|0 0〉) = (�E)s (a|1 0〉 + b|0 0〉)
leads to (

�Es − λh̄2

4

) (
�Es + 3λh̄2

4

)
= B2(µe − µp)2

4

and

a

b
= − B(µe − µp)

2�Es − λh̄2/2
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The energy eigenvalues are

�Es = −λh̄2

4
∓ λh̄2

2

√
1 − [

B(µe − µp)/λh̄2
]2

The corresponding spin eigenstates will be the above |1 0〉 and |0 0〉 combinations
with coefficient values given by

a

b
= B(µe − µp)/λh̄2

−1 ±
√

1 − [
B(µe − µp)/λh̄2

]2



9

Approximation methods

Problem 9.1 Consider a particle of mass µ and charge e in the central potential

V (r ) =




−e2

r
, 0 < r < R

−e2

r
e−λ(r−R), R < r < ∞

This potential differs from the Coulomb potential only in the region r > R, where
the Coulomb force is screened. The difference becomes negligible if the parame-
ter λ → 0. Consider this difference as a perturbation and calculate the first-order
correction to the energy of the ground state.

Solution
The Hamiltonian can be written as

H = H0 + �V

with

H0 = p2

2µ
− e2

r

and

�V = �(r − R)
e2

r

[
1 − e−λ(r−R)

]
Treating �V as a perturbation, we can compute the first-order energy shift of the
ground state. It will be

�E (1)
1 = 〈1 0 0|�V |1 0 0〉 = 4e2

a3
0

∫ ∞

R
dr re−2r/a0

[
1 − e−λ(r−R)

]
where |1 0 0〉 → ψ100 = (πa3

0)−1/2e−r/a0 is the unperturbed ground state.

273
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Performing the integral, we get

�E (1)
1 = λe2e−2R/a0

[
1 + R

a0
+ λa0

4

(
1 + 2R

a0

)] (
1 + λa0

2

)−2

This vanishes in the limit λ → 0. It also vanishes, as it should, in the limit R → ∞.
Expanding in λ, we obtain to first order

�E (1)
1 ≈ λe2e−2R/a0

(
1 + R

a0

)

Problem 9.2 A particle of mass m moves in one dimension subject to a harmonic
oscillator potential 1

2 mω2x2. The particle oscillation is perturbed by an additional
weak anharmonic force described by the potential �V = λ sin κx . Find the cor-
rected ground state and calculate the expectation value of the position operator in
that state.

Solution
The corrected ground state will be

|0〉 = |0〉 − λ

h̄ω

∞∑
n=1

1

n
〈n| sin κx |0〉 |n〉

The relevant matrix element can be written as the imaginary part of

〈n|eiκx |0〉 =
〈

n

∣∣∣∣∣exp

[
iκ

√
h̄

2mω
(a + a†)

]∣∣∣∣∣ 0

〉

Since the commutator of the operators appearing in the exponent is a c-number, we
can make use of the operator identity

eA+B = eAeBe−[A, B]/2

and obtain

〈n|eiκx |0〉 =
〈

n

∣∣∣∣∣exp

(
iκ

√
h̄

2mω
a†

)
exp

(
iκ

√
h̄

2mω
a

)∣∣∣∣∣ 0

〉
e−h̄κ2/4mω

=
〈

n

∣∣∣∣∣exp

(
iκ

√
h̄

2mω
a†

)∣∣∣∣∣ 0

〉
e−h̄κ2/4mω

=
〈

n

∣∣∣∣∣
∞∑

n′=0

1

n′!

(
iκ

√
h̄

2mω

)n′(
a† )n′

∣∣∣∣∣0
〉

e−h̄κ2/4mω

= 1√
n!

(
iκ

√
h̄

2mω

)n

e−h̄κ2/4mω
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Thus, the corrected state is

|0〉 = |0〉 − λ

2ih̄ω
e−h̄κ2/4mω

∞∑
n=1

1

n

1√
n!

(
iκ

√
h̄

2mω

)n

|n〉 − c.c.

= |0〉 − λ

h̄ω
e−h̄κ2/4mω

∞∑
ν=0

(−1)ν

(2ν + 1)

1√
(2ν + 1)!

(
κ

√
h̄

2mω

)2ν+1

|2ν + 1〉

The expectation value of the position operator in this state will be, to first order,〈
0 | x | 0

〉
= − 2λ

h̄ω
e−h̄κ2/4mω

∞∑
ν=0

(−1)ν

(2ν + 1)

1√
(2ν + 1)!

(
κ

√
h̄

2mω

)2ν+1

〈0|x |2ν + 1〉

= − 2λ

h̄ω
e−h̄κ2/4mω

∞∑
ν=0

(−1)ν

(2ν + 1)

κ2ν+1

√
(2ν + 1)!

(
h̄

2mω

)ν+1

〈0|(a + a†)|2ν + 1〉

= − 2λ

h̄ω
e−h̄κ2/4mω

(
κ

√
h̄

2mω

) √
h̄

2mω
= − λκ

mω2
e−h̄κ2/4mω

Problem 9.3 A particle of mass m moves in one dimension subject to an anhar-
monic potential that is close to but not exactly a harmonic oscillator potential,
namely

V (x) = mω2 x2

2

( x

a

)2λ

where a is a parameter with the dimensions of length and λ � 1 is a dimensionless
exponent. We can write this potential as

V (x) = mω2 x2

2
+ �V

with

�V (x) = mω2 x2

2

[( x

a

)2λ

− 1

]
(a) Treating �V as a small perturbation, calculate the first-order correction to the ground-

state energy.
(b) Consider now a trial wave function for the ground state,

ψ(x, β) =
(

β

π

)1/4

e−βx2/2

and calculate the expectation value of the energy without making any use of the smallness
of λ. Find the value of the parameter β for which the ground-state energy has a minimum
and write down an expression for it as a function of λ.
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(c) Now take into consideration the smallness of λ and see whether the value of the ground-
state energy coincides with the one obtained in part (a) from perturbation theory.

Solution
(a) We have

E (1)
0 = 〈0|�V |0〉 = mω2

2

√
mω

h̄π

∫ ∞

−∞
dx e−mω x2/h̄ x2

[( x

a

)2λ

− 1

]

= − h̄ω

4
+ h̄ω

2
√

π

(
h̄

mωa2

)λ

J (λ)

where

J (λ) ≡
∫ ∞

−∞
dy e−y2

(y2)1+λ = 
(λ + 3/2) ≈ 
(3/2) [1 + λ ψ(3/2)]

Substituting the values of the above functions,1,2 we obtain3

E (1)
0 = λ

h̄ω

4

[
ψ

(
3

2

)
+ ln

(
h̄

mωa2

)]
= λ

h̄ω

2

[
1 − γ

2
+ 1

2
ln

(
h̄

4mωa2

)]

(b) The expectation value of the Hamiltonian with respect to the trial state
ψ(x, β) is

E(β) = 〈ψ |H |ψ〉 = h̄2β

4m
+ mω2

2
√

π
a−2λβ−λ−1


(
λ + 3

2

)

where the gamma function arises from the integral over the potential energy. Min-
imizing with respect to β, we obtain a minimum at

β0 =
[

h̄2√πaλ

2m2ω2(λ + 1)
(λ + 3/2)

]−1/(λ+2)

The minimal ground-state energy value corresponding to β0 is

E0 = (h̄ω)λ/(λ+2)

(
h̄2

ma2

)λ/(λ+2)

I (λ)

where

I (λ) ≡ [
(λ + 3/2)]1/(λ+2) 2−2λ+3/(λ+2)π−1/2(λ+2)

× [
(λ + 1)1/(λ+2) + (λ + 1)−λ+1/(λ+2)

]
1 
(3/2) = ∫ ∞

0 dx
√

x e−x = √
π/2 and ψ(z) ≡ 
′(z)/
(z).

2 ψ(3/2) = −γ + 2 − 2 ln 2, where γ = 0.57721 . . . is the Euler constant.
3 We have expanded (h̄/mωa2)λ = exp

[
λ ln(h̄/mωa2)

]
as approximately 1 + λ ln(h̄/mωa2).
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(c) Expanding around λ → 0, we obtain4

E0 ≈ h̄ω

2
+ λ

h̄ω

4

[
ψ

(
3

2

)
+ ln

(
h̄

mωa2

)]
+ O(λ2)

which coincides with the expression obtained perturbatively in (a).

Problem 9.4 Replace the nucleus of a hydrogen-like atom with a uniform electric
charge distribution of radius R � a0. What is the resulting electrostatic potential
VR(r )? The difference

�V (r ) = VR(r ) −
(

−e2

r

)

will be proportional to the assumed extension R of the nucleus.

(a) Considering �V as a perturbation, calculate the correction to the ground-state energy
to first order.5

(b) Do the same for the 2s and 2p states.6

Solution
(a) Assuming a uniform electric charge density

ρ = |e|
4π R3/3

and using the standard Coulomb law expression for the electrostatic potential,

4 The expansions of the factors involved are

(h̄ω)λ/(λ+2) ≈ h̄ω

(
1 − λ

2
ln h̄ω + · · ·

)
,

(
h̄2

ma2

)λ/(λ+2)

≈ 1 + λ

2
ln

(
h̄2

ma2

)
+ · · ·

[
(λ + 3/2)]1/(λ+2)2−2λ+3/(λ+2) ≈ π1/4

√
2

[
1 − λ

4
ln

(√
π

2

)
+ λ

2
ψ

(
3

2

)
+ · · ·

]

2−2λ+3/(λ+2) ≈
√

2

4

(
1 − λ

4
ln 2 + · · ·

)
, π−1/2(λ+2) ≈ π−1/4

(
1 + λ

8
ln π + · · ·

)

(1 + λ)1/(λ+2) + (λ + 1)−λ+1/(λ+2) ≈ 2 + O(λ2)

5 You will need the integrals of the type

In(λ) =
∫ λ

0
dx xne−x = n!

(
1 − e−λ

n∑
ν=0

λν

ν!

)

6 The corresponding wave functions are

ψ100(r ) = (πa3
0 )−1/2e−r/a0 , ψ200(r ) = (32πa3

0 )−1/2(2 − r/a0)e−r/2a0

ψ210(r) = (32πa3
0 )−1/2(r/a0)e−r/2a0
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we obtain

VR(r ) = − 3e2

4π R3

∫
r≤R

d3r ′ 1

|r ′ − r|

= − 3e2

2R3

∫ R

r
dr ′r ′2

∫ 1

−1
(d cos θ )

1√
r2 + r ′2 − 2rr ′ cos θ

or

VR(r ) =




−e2

r
, r > R

−e2

R

[
3

2
− 1

2

( r

R

)2
]

, r ≤ R

The difference from the standard point-like Coulomb potential is

�V (r ) =



0, r > R

e2

(
1

r
+ 1

2

r2

R3
− 3

2R

)
, r ≤ R

The first-order correction to the ground-state energy will be

E (1)
10 = 〈1 0 0|�V |1 0 0〉 = 1

4πa3
0

∫
d3r e−2r/a0 �V (r )

= e2

a0

∫ λ

0
dx e−2x

(
x + x4

2λ3
− 3x2

2λ

)
where we have introduced the parameter

λ ≡ R

a0
� 1

Performing the integral, we obtain

E (1)
10 = e2

8a0λ3

[
3 − 3λ2 + 2λ3 − e−2λ

(
3 + 6λ + 3λ2

)]
Expanding the exponential around λ = 0 and keeping terms up to fifth order, we
get

E (1)
10 = − e2

2a0

[
4λ2

5
+ O(λ3)

]
(b) The energy correction for the 2s state is

E (1)
20 = 1

32πa3
0

∫
d3r

(
2 − r

a0

)2

e−r/a0 �V (r )

= e2

8a0

∫ λ

0
dx (2 − x)2 e−x

(
x + x4

2λ3
− 3x2

2λ

)



9 Approximation methods 279

Performing the integral, we obtain

E (1)
20 = e2

2a0

(
1

8λ3

)
I (λ)

where

I (λ) ≡ 336 − 24λ2 + 4λ3 − e−λ
(
336 + 336λ + 144λ2 + 36λ3 + 6λ4

)
In the limit of small λ this gives

E (1)
20 ≈ e2

2a0

(
λ2

10

)

The corresponding correction for the 2p state is

E (1)
21 = 1

32πa3
0

∫
d3r

(
r

a0

)2

e−r/a0 cos2 θ �V (r )

Thus

E (1)
21 = e2

24a0

∫ λ

0
dx x2

(
x + x4

2λ3
− 3x2

2λ

)

= e2

48a0λ3

[
720 − 72λ2 + 12λ3 − e−λ

(
720 + 720λ + 288λ2 + 60λ3 + 6λ4

)]
Expanding, we are led to

E (1)
21 ≈ − e2

2a0

(
λ4

240

)

Note that the 2p-state correction is strongly suppressed in comparison to that from
the s-states: ∣∣∣∣∣ E (1)

20

E (1)
21

∣∣∣∣∣ ≈ λ2

24

Problem 9.5 A hydrogen atom is subject to a uniform electric field E . The electric
field is sufficiently weak to be treated as a perturbation.

(a) Calculate the energy eigenvalue corrections for the first excited level (n = 2).
(b) Write down an expression for the induced electric dipole moment of the ground state to

the lowest non-trivial order. Obtain an upper estimate for the polarizability of the atom.

Solution
(a) In the absence of an electric field, the first excited level consists of the four

degenerate states |2 0 0〉, |2 1 0〉, |2 1 1〉 and |2 1 −1〉. The matrix elements of the
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perturbing Hamiltonian in these states are −eE〈2 � m|z|2 �′ m ′〉. It is not difficult
to see that on the one hand

〈�′ m ′|z|� m〉 = δmm ′ 〈�′ m|z|� m〉

On the other hand, parity considerations imply that

〈�′ m ′|z|� m〉 = −〈�′ m ′|PzP|� m〉 = −(−1)�+�′ 〈�′ m ′|z|� m〉

which shows that these matrix elements vanish unless �′ + � = 2ν + 1, where ν is
an integer. Thus, all these matrix elements vanish except

〈2 0 0|z|2 1 0〉 = 1

32πa3
0

∫
d3r r cos2 θ

r

a0

(
2 − r

a0

)
e−r/a0 = −3a0

Therefore, the states |2 1 ± 1〉 do not receive any correction to first order and
both correspond to the eigenvalue E2 = −e2/8a0. In contrast, the states |2 0 0〉 and
|2 1 0〉 mix and split. The new eigenvalues are the eigenvalues E2 ∓ 3eEa0 of the
matrix (

E2 3eEa0

3eEa0 E2

)

The corresponding eigenvectors are

1√
2

(|2 0 0〉 ∓ |2 1 0〉)

(b) The first-order correction to the ground state reads

|1 0 0〉(1) = −eE
∑ ′ 〈n′ �′ m ′|z|1 0 0〉

E1 − En′
|n′ �′ m ′〉

= −eE
∑

n′=2, �′=1, 3,...

〈n′ �′ 0|z|1 0 0〉
E1 − En′

|n′ �′ 0〉

Using this expression, we can write down to first order the expectation value of the
electric dipole moment in the ground state:

〈d〉 = e〈1 0 0|r|1 0 0〉
− 2e2E

∞∑
n′=2

∑
�′=1, 3,...

〈n′ �′ 0|z|1 0 0〉
E1 − En′

〈1 0 0|r|n′ �′ 0〉

The first term (the permanent electric dipole moment) vanishes owing to parity.
The second term, linear in the electric field, represents the induced electric dipole
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moment. It is non-vanishing only in the direction of the electric field.7 Thus

〈dind〉 = −2e2E
∞∑

n′=2

∑
�′=1, 3,...

|〈n′ �′ 0|z|1 0 0〉|2
E1 − En′

Note that this sum should be extended to the continuous part of the spectrum, includ-
ing the scattering states in the form of an integral. The proportionality coefficient
relating the induced electric dipole moment to the electric field is the polarizability,

α = 2e2
∞∑

n=2

∑
�=1, 3,...

|〈n � 0|z|1 0 0〉|2
En − E1

Again, to the sum we should add an integral that includes the continuum states. The
squared matrix element in the sum is multiplied by the positive number8

1

En − E1
= 1

|E1|
n2

n2 − 1
≤ 4

3|E1|
This bound comes from the maximal value9 of n2/(n2 − 1) obtained for the lowest
value n = 2. Thus, we may write

α ≤ 8e2

3|E1|
∞∑

n=2

∑
�=1, 3,...

|〈n � 0|z|1 0 0〉|2

= 8e2

3|E1|
∞∑

n=1

∞∑
�=0

�∑
m=−�

〈1 0 0|z|n � m〉〈n � m|z|1 0 0〉

= 8e2

3|E1| 〈1 0 0|z2|1 0 0〉 = 16a3
0

3

Problem 9.6 An ion of charge q and mass µ is bound in a molecule with forces
that can be approximated by the isotropic oscillator potential10 µω2r2/2.

7 The matrix elements 〈n 1 0|x |1 0 0〉 and 〈n 1 0|y|1 0 0〉 vanish.
8 The corresponding coefficient in the continuum sum is

1

|E1|
1

1 + (ka0)2
≤ 1

|E1|
9 Actually, n2/(n2 − 1) is a slowly varying quantity throughout the sum, starting from its maximal value 4/3 at

n = 2 and approching 1 for n → ∞.
10 You can make use of the radial eigenfunctions of the isotropic harmonic oscillator (γ ≡ µω/h̄),

R00(r ) = 2γ 3/4

π1/4
e−γ r2/2, R11(r ) = 2

√
2γ 5/4

√
3π1/4

re−γ r2/2

R20(r ) =
√

6γ 3/4

π1/4

(
1 − 2γ r2

3

)
e−γ r2/2, R22(r ) = 4γ 7/4

π1/4
√

15
r2 e−γ r2/2
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(a) Show that the electric dipole moment of the system in a given direction d = qz satisfies
the sum rule

∑
n′, �′, m ′

(En − En′ )
∣∣ 〈n � m| d |n′ �′ m ′〉 ∣∣2 = − h̄2q2

2µ

Calculate the matrix elements 〈n′ �′ m ′|d|0 0 0〉 and verify that they satisfy the above
sum rule for n = � = m = 0.

(b) The system is perturbed by a weak electric field E = E ẑ. Calculate the first- and
second-order corrections to the ground-state energy. Determine the ground-state cor-
rection to first order and compute the expectation value of the potential energy to this
order.

(c) Calculate the matrix element 〈n′ �′ m ′|z|1 1 0〉 and verify the above sum rule.
(d) Calculate the second-order correction to the ground state and compute the mean square

radius of the system in the ground state to this order.
(e) Write down the second-order correction to the ground-state energy and compare it with

the exact ground-state energy eigenvalue.

Solution
(a) It is straightforward to show that

[[H, z], z] = −h̄2/µ

Taking the expectation value with respect to the state |n � m〉 and inserting a
complete set of states {|n′ �′ m ′〉}, we arrive at the desired sum rule.

The matrix element 〈n′ �′ m ′|z|0 0 0〉 is equal to∫
d� Y ∗

�′m ′(θ, φ) Y00(θ, φ) cos θ

∫ ∞

0
dr r3 Rn′�′(r )R00(r )

= 1√
3
δm ′0

∫
d� Y ∗

�′m ′(�) Y10(�)
∫ ∞

0
dr r3 Rn′�′(r )R00(r )

= 1√
3
δm ′0δ�′1

∫ ∞

0
dr r2 Rn′�′(r )rR00(r )

= 1√
3
δm ′0δ�′1

√
3h̄

2µω

∫ ∞

0
dr r2 Rn′�′(r )R11(r ) =

√
h̄

2µω
δm ′0δ�′1δn′1

This value can be immediately inserted into the sum rule and reduces it to a trivial
identity.

(b) The first-order correction to the ground-state energy vanishes, since

E (1)
0 = −qE〈0 0 0|z|0 0 0〉 = 0



9 Approximation methods 283

The next correction is

E (2)
0 = q2E2

∑
n′ 
=0, �′, m ′

|〈n′ �′ m ′|z|0 0 0〉|2
E0 − En′

= −q2E2

h̄ω

∑
n′ 
=0, �′, m ′

1

n′

(
h̄

2µω

)
δm ′0δ�′1δn′1 = − q2E2

2µω2

The first-order correction to the ground state is

|0 0 0〉(1) = −qE
∑

n′ 
=0, �′, m ′

〈n′ �′ m ′|z|0 0 0〉
E0 − En′

|n′ �′ m ′〉

= qE
h̄ω

√
h̄

2µω
|1 1 0〉

Thus, the corrected ground state will be

|0 0 0〉 = |0 0 0〉 + qE
h̄ω

√
h̄

2µω
|1 1 0〉

The expectation value of the potential energy in this state, to linear order in the
electric field, will be

〈V (r )〉0 = µω2

2
〈0 0 0|r2|0 0 0〉 + µqEω

h̄

√
h̄

2µω
Re

(〈0 0 0|r2|1 1 0〉)
Note however that the matrix element 〈1 1 0|r2|0 0 0〉 ∝ ∫

d� Y ∗
10Y00 vanishes.

Thus the expectation value will be the same as in the unperturbed case, namely

〈V (r )〉0 = 1

2
µω2〈0 0 0|r2|0 0 0〉 = 3

4
h̄ω

(c) The above matrix element is

〈n′ �′ m ′|z|1 1 0〉 = δm ′0

∫
d� Y ∗

�′1Y10 cos θ

∫ ∞

0
dr r3 Rn′�′(r )R11(r )

Note that, since Y20 = √
5/16π (3 cos2 θ − 1), we can write

cos θ Y10(�) =
√

3

4π
cos2 θ = 1√

3
Y00 + 2√

15
Y20

Thus, we obtain that the matrix element 〈n′ �′ m ′|z|1 1 0〉 is equal to

1√
3
δm ′0δ�′0

∫ ∞

0
dr r3 Rn′0 R11 + 2√

15
δm ′0δ�′2

∫ ∞

0
dr r3Rn′2 R11
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Note now that

r R11 =
√

h̄

µω

(√
3

2
R00 − R20

)

and also

r R11 =
√

h̄

µω

√
5

2
R22

Therefore, we have

〈n′ �′ m ′|z|1 1 0〉 =
√

h̄

µω

(
1√
2
δm ′0δ�′0δn′0 − 1√

3
δm ′0δ�′0δn′2 +

√
2

3
δm ′0δ�′2δn′2

)

The sum rule has the form∑
n′, �′, m ′

(n′ − 1)| 〈n′ �′ m ′|z|1 1 0〉 |2 = h̄

2µω

and it is immediately verified.
(d) The second-order correction to the ground state is

|0 0 0〉(2) =
(

qE
h̄ω

)2 ∑
n′ 
=0, �′, m ′

∑
n′′ 
=0, �′′, m ′′

1

n′n′′

× 〈n′ �′ m ′|z|n′′ �′′ m ′′〉 〈n′′ �′′ m ′′|z|0 0 0〉 |n′ �′ m ′〉

=
(

qE
h̄ω

)2
√

h̄

2µω

∑
n′ 
=0, �′, m ′

1

n′ 〈n′ �′ m ′|z|1 1 0〉 |n′ �′ m ′〉

Substituting the matrix element determined in (c), we get

|0 0 0〉(2) =
(

qE
h̄ω

)2 h̄

2µω

(
− 1√

6
|2 0 0〉 + 1√

3
|2 2 0〉

)
The perturbed ground state complete to second order is

|0 0 0〉 = |0 0 0〉 + qE
h̄ω

√
h̄

2µω
|1 1 0〉

+
(

qE
h̄ω

)2 h̄

2µω

(
− 1√

6
|2 0 0〉 + 1√

3
|2 2 0〉

)
From this state we obtain the mean square radius,

〈r2〉0 = 〈r2〉0 +
(

qE
h̄ω

)2 h̄

2µω

(
1

2
〈1 1 0|r2|1 1 0〉 − 2√

6
〈0 0 0|r2|2 0 0〉

)

= 3

2

h̄

µω
+ 7

4

(
qE
h̄ω

)2 (
h̄

µω

)2
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We thus have

〈0 0 0|r2|2 0 0〉 = −
√

6

2

(
h̄

µω

)
, 〈1 1 0|r2|1 1 0〉 = 5

2

(
h̄

µω

)

(e) The second-order correction to the ground-state energy is

E (2)
0 = −q2E2

h̄ω

∑
n′ 
=0

∑
�′, m ′

1

n′
∣∣ 〈0 0 0|z|n′ �′ m ′〉 ∣∣2

= − q2E2

2µω2

∑
n′ 
=0

∑
�′, m ′

1

n′ δn′1δ�′1δm ′0 = − q2E2

2µω2

The system can be solved exactly by writing the potential as

V (r) = µω2

2

(
r − q

µω2
E

)2

− q2E2

2µω2

= exp

(
− iq

h̄µω2
p · E

) (
µω2r2

2
− q2E2

2µω2

)
exp

(
iq

h̄µω2
p · E

)

From this it follows that the eigenvalues of the system are just

En = h̄ω

(
n + 3

2

)
− q2E2

2µω2

while the eigenstates are the translated states

exp

(
− iq

h̄µω2
p · E

)
|n � m〉.

Notice that the second-order perturbation theory gives the exact result.

Problem 9.7 A particle of charge q and mass µ is bound in the ground state of
an isotropic harmonic oscillator potential. Consider a perturbation in the form of a
weak time-dependent spatially uniform electric field E(t) = E0�(t) cos ωt e−t/τ .
Calculate the probability of finding the system in an excited state at time t � τ , up
to first order.

Solution
The perturbing potential is H ′(t) = −qE0z�(t) cos ωt e−t/τ . The probability of

finding the system in an excited state |n � m〉 
= |0 0 0〉 will be

P = 1

h̄2

∣∣∣∣
∫ t

0
dt ′ ei(En−E0)t ′/h̄ 〈n � m|H ′(t ′)|0 0 0〉

∣∣∣∣
2
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The matrix element of the perturbation 〈n � m|H ′(t ′)|0 0 0〉 is

−qE0 e−t ′/τ cos ωt ′ 〈n � m|z|0 0 0〉 = −qE0

√
h̄

2µω
e−t ′/τ cos ωt ′ δn1δ�1δm0

For the last step, 〈n � m|z|0 0 0〉 = √
h̄/2µω δn1δ�1δm0, see the previous problem.

Thus the probability, to first order, is non-zero only for a transition to the first
excited level. It is

P(t) = δn1δ�1δm0
q2E2

0

2µh̄ω

∣∣∣∣
∫ t

0
dt ′ ei(En−E0)t ′/h̄ e−t ′/τ cos ωt ′

∣∣∣∣
2

Integrating, we obtain∫ t

0
dt ′ ei(ω+ω)t ′−t ′/τ = ei(ω+ω)t−t/τ − 1

i(ω + ω) − τ−1
≈ 1

−i(ω + ω) + τ−1

Thus ∣∣∣∣
∫ t

0
. . .

∣∣∣∣
2

≈ 1

4

∣∣∣∣ 1

−i(ω + ω) + τ−1
+ 1

−i(ω − ω) + τ−1

∣∣∣∣
2

= τ 2

[
1 + (τω)2 + (τω)2

]2 + (τω)2
[
1 + (τω)2 − (τω)2

]2[
1 + τ 2(ω + ω)2

]2 [
1 + τ 2(ω − ω)2

]2

Problem 9.8 Consider a hydrogen atom in its ground state, which, beyond time
t = 0, is subject to a spatially uniform time-dependent electric field E0 e−t/τ .
Treating the electric field as a perturbation, calculate to first order the probabil-
ity of finding the atom in the first excited state (n = 2, � = 1, m).

Solution
The perturbing Hamiltonian is H ′ = −eE0ze−t ′/τ . The first-order expression for

the probability of the transition 1s → 2p is

P1s→2p(t) = e2E2
0

h̄2

∣∣∣∣
∫ t

0
dt ′ ei(E2−E1)t ′/h̄ e−t ′/τ 〈2 1 m|z|1 0 0〉

∣∣∣∣
2

We obtain for the matrix element

〈2 1 m|z|1 0 0〉 = δm0
1

πa4
0

√
32

∫ ∞

0
dr r4e−3r/2a0

∫
d� cos2 θ

= a0δm0
1

3
√

2

(
2

3

)5

4! = a0δm0
256√

2 × 243
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0−L

E

V(x)

xL

∞∞

Fig. 40 Linear perturbation in an infinite square well.

Inserting this into the expression for the probability and performing the integration,
we obtain

P1s→2p(t) = δm0
e2E2

0 a2
0

h̄2

(
256√
2(243)

)2 1 − 2e−t/τ cos ωt + e−2t/τ

1/τ 2 + ω2

where

ω ≡ E2 − E1

h̄
= 3e2

8h̄a0

At very late times t � τ , the probability is

P1s→2p ≈ δm0
e2E2

0 a2
0

h̄2

(
256√
2(243)

)2
τ 2

1 + (ωτ )2

Problem 9.9 A particle of mass m and charge q moves in one dimension between
the impenetrable walls of an infinite square-well potential

V (x) =
{

0, |x | < L
∞, |x | > L

(a) Consider a weak uniform electric field of strength E that acts on the particle; see Fig. 40.
Calculate the first non-trivial correction to the particle’s ground-state energy.11 What is
the probability of finding the particle in the first excited state?

11 You may use the sum

∞∑
n=1

[
1

(4n2 − 1)3
+ 4

(4n2 − 1)4
+ 4

(4n2 − 1)5

]
= 1

2
− π2

64

(
7

4
+ π2

12

)
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(b) Consider now the case of a time-dependent electric field of the form E(t) = E0�(t)e−t/τ .
Calculate the transition probability from the ground state of the system to the first excited
state in first-order time-dependent perturbation theory for times t � τ .

Solution
(a) The perturbing potential is H ′ = −qEx . The first-order correction to the

energy eigenvalues vanishes owing to parity, as will now be seen. Each of the
energy eigenfunctions

ψn(x) = 1

2
√

L

[
einπx/2L + (−1)n+1e−inπx/2L

]
with n = 1, 2, . . . , has parity (−1)n+1. Thus

E (1)
n = −qE〈ψn|x |ψn〉 = −(−1)qE〈ψn|PxP|ψn〉 = qE〈ψn|x |ψn〉 = 0

The second-order perturbation theory correction reads12

E (2)
n = −8mL2q2E2

h̄2π2

∑
n′ 
=n

|〈ψn|x |ψn′ 〉|2
n′2 − n2

For n = 1, we need the matrix elements 〈ψ1|x |ψn′ 〉. Note that, owing to parity, only
the matrix elements 〈ψ1|x |ψ2ν〉 with ν = 1, 2, . . . , are non-zero. After performing
an integral, we obtain

〈ψ1|x |ψ2ν〉 = 8i L

π2
(−1)ν

[
1

4ν2 − 1
+ 2

(4ν2 − 1)2

]

and thus

| 〈ψ1|x |ψ2ν〉 |2 = 64L2

π4

[
1

(4ν2 − 1)2
+ 4

(4ν2 − 1)3
+ 4

(4ν2 − 1)4

]

Thus, the energy eigenvalue correction is

E (2)
1 = −83mL4q2E2

h̄2π6

∞∑
ν=1

[
1

(4ν2 − 1)3
+ 4

(4ν2 − 1)4
+ 4

(4ν2 − 1)5

]

= −83mL4q2E2

h̄2π6

(
1

2
− 21π2

768
− π4

768

)

= −8mL4q2E2

h̄2π2

(
32

π4
− 7

4π2
− 1

12

)

12 The unperturbed energy eigenvalues are En = h̄2π2n2/8mL2.
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The first-order correction to the ground state is

|ψ1〉(1) = 8mL2qE
h̄2π2

∞∑
ν=1

1

4ν2 − 1
〈ψ2ν |x |ψ1〉 |ψ2ν〉

= 82imL3qE
h̄2π4

∞∑
ν=1

(−1)ν
[

1

(4ν2 − 1)2
+ 2

(4ν2 − 1)4

]
|ψ2ν〉

The probability of finding the particle in the first excited state (n = 2) is therefore

P1→2 = ∣∣〈ψ2|ψ1〉
∣∣2 = ∣∣〈ψ2|ψ1〉(1)

∣∣2 = (11)2

(
8

9

)4 (
mL3qE
h̄2π4

)2

(b) The probability for a transition from the ground state to a different eigenstate
ψn is given by

P1→n(t) = q2E2
0

h̄2

∣∣∣∣
∫ t

0
dt ′ ei(En−E1)t ′/h̄−t ′/τ 〈ψn|x |ψ1〉

∣∣∣∣
2

From parity, it is clear again that only transitions 1 → 2ν can occur. The corre-
sponding matrix element squared is

| 〈ψ1|x |ψ2ν〉 |2 = 64L2

π4

[
1

(4ν2 − 1)2
+ 4

(4ν2 − 1)3
+ 4

(4ν2 − 1)4

]

Thus, we may write

P1→2(t) = 64L2q2E2
0

h̄2π4

(
5

9

)2 ∣∣∣∣ ei(E2−E1)t/h̄−t/τ − 1

i(E2 − E1)/h̄ − τ−1

∣∣∣∣
2

For times t � τ , the probability becomes independent of time:

P1→2 ≈ 64L2q2E2
0

h̄2π4

(
5

9

)2
τ 2

1 + (
3h̄π2/8mL2

)2
τ 2

Note that the characteristic time of the unperturbed system is τ0 = h̄/E1 =
8mL2/h̄π2. Thus we may write

P1→2 ≈ 64L2q2E2
0

h̄2π4

(
5

9

)2 (
8mL2

h̄π2

)2
(τ/τ0)2

1 + 9(τ/τ0)2

This can also be written as

P = Pstatic

(
15

11

)2 9(τ/τ0)2

1 + 9(τ/τ0)2

in terms of the static probability obtained in (a).
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1s

2p

g

Fig. 41 Photon emission through 2p → 1s + γ .

Problem 9.10 Consider a hydrogen atom in a 2p state that is perturbed by a plane
electromagnetic wave13 of wave number k and frequency ω = ck:

A(r, t) = 2A0 cos(ωt − k · r)

The positive-frequency part14 of this vector potential gives a semi-classical descrip-
tion of the emission of a photon. Assume that the wavelength λ = 2π/k is much
larger than the effective dimension of the atom a0.

(a) Calculate the probability per unit time of finding the atom in its ground state (n = 1, � =
m = 0) in first-order perturbation theory (Fig. 41). Assume that we are interested in
times t that satisfy t � ω−1 and t � h̄/|E1|. Express your result in terms of the matrix
element of the electric dipole moment of the atom.

(b) Integrate over all possible wave numbers k of the electromagnetic wave and obtain
the 2p → 1s transition rate per unit solid angle corresponding to the direction of the
emitted photon k̂. Determine the amplitude A0 from the condition that the energy density
calculated from the above electromagnetic wave must coincide with the energy density
corresponding to one photon per unit volume.

(c) Obtain the total transition rate assuming that we do not measure the direction and
polarization of the emitted photon.

Solution
(a) The perturbing Hamiltonian is

H ′ = − e

2µc
(p · A + A · p) = H (0) eiωt + H

†
(0) e−iωt

H (0) = − e

2µc
(p · A0 + A0 · p) e−ik·r

Note that

pi e−ik·r = e−ik·r pi − h̄ki e
−ik·r =⇒ A0 · p e−ik·r = e−ik·rA0 · p

since A0 · k = 0.

13 The vector potential is transverse, i.e. ∇ · A = k̂ · A0 = 0.
14 The vector potential can be written as a sum of a positive-frequency and a negative-frequency term, A =

A0eik·x e−iωt + A0e−ik·x eiωt .
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The transition probability is (α = (E2 − E1)/h̄ = 3e2/8a0h̄)

P2p→1s = 1

h̄2

∣∣∣∣
∫ t

−∞
dt ′

[
ei(−α+ω)t ′ + ei(−α−ω)t ′] 〈1 0 0|H (0)|2 1 m〉

∣∣∣∣
2

Since the extent of the atom is roughly a0 and we have ka0 � 1, we make the ex-
pansion e−ik·r ≈ 1 − ik · r + · · · and keep the first term (the dipole approximation).
Then we get, for the matrix element,

〈1 0 0|H ′(0)|2 1 m〉 ≈ − e

µc
A0 · 〈1 0 0|p|2 1 m〉

We can proceed by noting that

[H0, r] = − ih̄

µ
p,

where H0 is the unperturbed hydrogen-atom Hamiltonian. Then

〈2 1 m|p|1 0 0〉 = iµ

h̄
(E2 − E1)〈2 1 m|r|1 0 0〉 = iµα

e
〈2 1 m|d|1 0 0〉

where d is the electric dipole operator. We have

〈2 1 m|H (0)|1 0 0〉 = iα

c
A0 · 〈2 1 m|d|1 0 0〉 = iα

c
A0〈2 1 m|ε̂ · d|1 0 0〉

in terms of the polarization (unit) vector ε̂ for the electromagnetic field, introduced
as A0 = A0ε̂. Note that k̂ · ε̂ = 0.

The time integration gives for large times t � α−1, ω−1

∣∣∣∣
∫ t

−∞
dt ′ ei(ω−α)t ′ +

∫ t

−∞
dt ′ ei(−ω−α)t ′

∣∣∣∣
2

= 2π [δ(α − ω) + δ(α + ω)]

[∫ t

−∞
dt ′ e−i(ω−α)t ′ +

∫ t

−∞
dt ′ ei(ω+α)t ′

]

= 2πδ(α − ω)

(
t +

∫ ∞

−∞
dt ′ e−2iωt ′

)
= 2π tδ(α − ω)

Thus, the probability per unit time is

P2p→1s

t
= 2π A2

0ω
2

c2h̄
δ(E2 − E1 − h̄ω) | 〈2 1 m| (ε̂ · d) |1 0 0〉 |2

The delta function enforces the conservation of energy between the energy of the
atom and the energy of the emitted photon.

(b) In order to get the transition rate we multiply the probability per unit time by
the number of available electromagnetic field modes. If the whole system is put in
a box of volume V → ∞, the allowed wave numbers will be labelled by integers
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nx , ny, nz that are related to the wave number through

kx = 2πnx

V 1/3
, ky = 2πny

V 1/3
, kz = 2πnz

V 1/3

The number of available states will be∑
nx , ny , nz

≈
∫

dnx

∫
dny

∫
dnz = V

∫
d3k

(2π )3
= V

8π3c3

∫ ∞

0
dω ω2 d�k̂

Thus, the rate for the transition 2p → 1s per unit solid angle will be

dW
d�

= V

8π3c3

∫ ∞

0
dω ω2 P2p→1s

t
= V A2

0ω
4

4h̄2π2c5
| 〈2 1 m| ε̂ · d |1 0 0〉 |2

The time-averaged energy density of the electromagnetic field is15

〈U 〉 = 1

2

〈
1

c2
Ȧ2 + (∇ × A)2

〉
= 2ω2

c2
A2

0

Since the transition occurs by the emission of one photon of energy h̄ω, we can
determine the amplitude of the corresponding classical electromagnetic field by
equating its energy density with the energy density corresponding to the emitted
photon,

ω2

c2
A2

0 = h̄ω

V

and the rate becomes

dW
d�

∣∣∣∣
2p→1s

= ω3

4h̄π2c3
| 〈2 1 m| (ε̂ · d) |1 0 0〉 |2

(c) The dipole-moment matrix element can be calculated in terms of the given
hydrogen-atom states and the polarization vector of the electromagnetic wave. It is

〈2 1 m|d|1 0 0〉

= e

32πa4
0

∫ ∞

0
dr r2rre−3r/2a0

∫
d� Y ∗

1mY00r̂

= e4!a0

π
√

32

(
2

3

)5 ∫
d� Y ∗

1m

[
− 1

2

√
2
3 (x̂ − i ŷ)Y1,−1 + 1

2

√
2
3 (x̂ + i ŷ)Y11 + 1√

3
ẑY10

]

= e4!a0

π
√

32

(
2

3

)5 [
− 1

2

√
2
3 (x̂ − i ŷ)δm,−1 + 1

2

√
2
3 (x̂ + i ŷ)δm,1 + 1√

3
ẑδm,0

]

15 The time average required is 〈sin2(k · r − ωt)〉 = T −1
∫ T

0 dt sin2(k · r − ωt) = 1/2.
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The square of this matrix element, which appears in the 2p → 1s transition rate,
is

| 〈2 1 m| (ε̂ · d) |1 0 0〉 |2 = 3e2a2
0

π2

(
2

3

)10 [(
ε̂2

x + ε̂2
y

) (
δm,−1 + δm,1

) + 2ε̂2
z δm,0

]
Note also that | 〈2 1 m| d |1 0 0〉 |2 = 6

(
2
3

)10
e2a2

0/π
2. Therefore, we can write

| 〈2 1 m| ε̂ · d |1 0 0〉 |2 = 1
2 | 〈 d 〉 |2 [(

ε̂2
x + ε̂2

y

) (
δm,−1 + δm,1

) + 2ε̂2
z δm,0

]
and

dW
d�

∣∣∣∣
2p→1s

= ω3

8h̄π2c3
| 〈 d 〉 |2 [(

ε̂2
x + ε̂2

y

) (
δm,−1 + δm,1

) + 2ε̂2
z δm,0

]
If we take k̂ = ẑ then the polarization vector must have ε̂z = 0. We can consider

the two linearly independent polarizations ε̂(1) = x̂ and ε̂(2) = ŷ. For a general
polarization, the differential rate is

e2

4π h̄c

(
ω3

2πc2

)
| 〈 r 〉 |2 [

sin2 ϑ
(
δm,−1 + δm,1

) + 2 cos2 ϑ δm,0
]

Integrating over angles, we obtain

W2p→1s+γ = e2

4π h̄c

(
4ω3

3c2

)
| 〈 r 〉 |2

Problem 9.11 A hydrogen atom is subject to a perturbing electromagnetic wave
with vector potential16

A(r, t) = 2A0 cos(k · r − ωt)

The wavelength of the electromagnetic wave is much larger than the effective
size of the atom, i.e. λ � a0. The atom makes a quantum transition from a state
|A〉 = |n � m ms〉 to another state |B〉 = |n′ �′ m ′ m ′

s〉. Within the framework
of first-order perturbation theory, find the requirements on the parity and angular
momentum of the initial and final states for such a transition to occur (the selection
rules).

Solution
The perturbing potential is

H ′(t) = − e

2µc
(A · p + p · A) − g

e

2µc
S · (∇ × A)

16 The vector potential is transverse, i.e. ∇ · A = 0, or, equivalently, k · A0 = 0. The frequency is ω(k) = ck.
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The probability for a transition A → B to occur is, to first order,

PA→B = 1

h̄2

∣∣∣∣
∫ t

−∞
dt ′ ei(EB−E A)t ′/h̄ 〈B; . . . |H ′(t ′)|A; . . .〉

∣∣∣∣
2

The ellipses (dots) in the initial and final states refer to the photon that is absorbed
or emitted. In our approximation, these states are just products of an atomic state
and a photonic one. Thus, the photonic part is all lumped into a factor 〈. . . A0 . . .〉 =
α̃0 ε̂(k), where ε̂ is a polarization vector (k̂ · ε̂ = 0). Finally, we get

PA→B = e2|α̃0|2
4µ2c2h̄2

∣∣∣∣
∫ t

−∞
dt ′ ei(EB−E A)t ′/h̄ 〈B| X |A〉

∣∣∣∣
2

where

X = cos(k · r − ωt ′) ε̂ · p + p · ε̂ cos(k · r − ωt ′)

−g S · (ε̂ × k) sin(k · r − ωt ′)

At this point, we note that, considering the jth component of p,

p j cos(k · r − ωt) = cos(k · r − ωt)p j + ih̄k j sin(k · r − ωt)

Thus

ε̂ · p cos(k · r − ωt) = cos(k · r − ωt) ε̂ · p

since ε̂ · k = 0.
Since the atomic wave functions fall off rapidly beyond a0 and ka0 � 1, we can

safely expand the cosine and keep at most linear terms:

cos(k · r − ωt) ≈ cos ωt + k · r sin ωt + · · ·
Returning now to the atomic matrix element, we get

〈B| X |A〉 = 2ε̂ · 〈B|p|A〉 cos ωt ′ + 2〈B|(k · r)(ε̂ · p)|A〉 sin ωt ′

+ g(ε̂ × k) · 〈B|S|A〉 sin ωt ′ + O(k2)

The spin term does not play any role since the unperturbed Hamiltonian does not
depend on spin and the spatial states are orthogonal to the spin states.

The dominant term will be proportional to the matrix element of the momentum
operator. This transition is called electric dipole transition (E1) because of the
relation of the momentum matrix element to the electric dipole operator:

〈B|p|A〉 = iµ

h̄
〈B[H0 p]|A〉

= iµ

h̄
(EB − E A)〈B|r|A〉 = iµ

eh̄
(EB − E A)〈B|d|A〉
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Since the momentum or the dipole moment operators are of odd parity, the parities
of the initial and final states must be different, otherwise the matrix element vanishes
and this transition cannot occur. Thus

PdP = −d =⇒ �B�A = −1

However, since these operators are vector operators they can be written as

V = 1√
2

[
(V−1 − V+1)x̂ − i√

2
(V1 + V+1)ŷ + V0ẑ

]
For any component Vq of such an operator, we may deduce, through the Wigner–
Eckart theorem,

〈 jB m B |Vq | jA m A〉 = 1√
2 jA + 1

〈 jA 1 ; m A q | jB m B〉 〈B||Vq ||A〉

that the angular momentum quantum numbers must differ by unity. Otherwise, this
transition vanishes. Thus,

E1 =⇒ | jB − jA| = 1

If the states are such that the electric-dipole matrix element vanishes, the domi-
nant remaining term contains the product xi p j , which can be written as

1
2

(
xi p j + pi x j

) + 1
2

(
xi p j − pi x j

)
The first term gives rise to the electric quadrupole transition (E2); the corresponding
matrix element is

〈B| (xi p j + pi x j
) |A〉 ki ε̂ j

Note, however, the identity

[H0, xi x j ] = − ih̄

2µ

(
pi x j + p j xi + x j pi + xi p j

)
= − h̄2

µ
δi j − ih̄

µ

(
x j pi + xi p j

)
Thus, we may write

〈B| (xi p j + pi x j
) |A〉ki ε̂ j = 〈B|[H0, xi x j ]|A〉 ki ε̂ j + h̄2

µ
k · ε̂

The last term is, of course, zero. Because of transversality, though, we can add to the
commutator any term proportional to δi j . Thus, we can introduce the quadrupole
moment operator

Qi j ≡ xi x j − 1
3r2δi j



296 Problems and Solutions in Quantum Mechanics

and then the matrix element becomes

〈B|Qi j |A〉 ki ε̂ j

Since the quadrupole moment is a parity-even operator, the corresponding se-
lection rule will be

E2 =⇒ �A = �B

Applying the Wigner–Eckart theorem to the second-rank tensor operator, we obtain

〈 jB m B |Qq | jA m A〉 ∝ 〈 jA 2 ; m A q | jB m B〉
and so

E2 =⇒ | jB − jA| ≤ 2 ≤ jA + jB

The remaining term gives rise to the magnetic dipole transition (M1) and corre-
sponds to the matrix element

〈B| (xi p j − pi x j
) |A〉 ki ε̂ j = (k × ε̂) · (r × p)

= (k × ε̂) · 〈B|L|A〉
Since the angular momentum is a parity-even vector operator, the corresponding

selection rules are

M1 =⇒ �A = �B, | jA − jB | = 1

Problem 9.12 A particle of mass m moves in one dimension under the influence
of forces given by the double-well potential

V (x) = mω2

4a2

(
x2 − a2

)2

(a) Consider the propagator and replace the time variable t by the Euclidean time τ , via
t → −iτ . Then show in general that the lowest-energy eigenvalue can be obtained from
the limit

E0 = − lim
T →∞

h̄

T
lnK(x ′, x ; −iT )

where T is the Euclidean time and K is the propagator for a transition of the particle
from the point x to the point x ′.

(b) For the potential given above, obtain a solution of the classical equations of motion, with
the time variable replaced via t → −iτ , in which the particle starts at the local minimum
x = −a at τ = −T/2 → −∞ and ends up at the other local minimum, x ′ = +a, at
τ = T/2 → ∞. Discuss also the possibility of a solution that is the sum of two such
solutions with widely separated centres.
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(c) Consider a classical solution that is the sum of N widely separated solutions of the type
derived in (b). In the limit h̄ → 0 each of these solutions gives an approximation to the
propagator through the formula

K(a, −a; −iT ) ≈
∑

N

AN exp
(−S (N )

c [x]/h̄
)

where AN is an unknown constant andS (N )
c [x] is the classical action17 in Euclidean time

for each of the solutions. Derive the dependence on N of each of the above quantities
and perform the summation.

(d) Calculate the ground-state energy of the system in terms of the given parameters and
the unknown factor AN .

Solution
(a) From the expression for the propagator in terms of the energy eigenstates,

K(x ′, x ; t) =
∞∑

n=0

e−i Ent/h̄ψn(x)ψ∗
n (x ′)

by going to imaginary values of the time via t → −iτ we get

K(x ′, x ; −iτ ) =
∞∑

n=0

e−Enτ/h̄ψn(x)ψ∗
n (x ′) = e−E0τ/h̄ψ0(x)ψ∗

0 (x ′) + · · ·

In the limit τ → ∞ it is clear that the surviving term will be the one corresponding
to the smallest eigenvalue, namely E0. Thus, we can write

E0 = − lim
T →∞

[
h̄

T
lnK(x ′, x ; −iT )

]

(b) The classical equations of motion are

m
d2x(τ )

dτ 2
= V ′(x)

Multiplying by the ‘velocity’ ẋ(τ ), we get

m

2

d

dτ
[ẋ(τ )]2 = dV (x)

dτ
=⇒ d

dτ

[
m(ẋ)2

2
− V (x)

]
= 0

which gives an integral of the motion

E = m(ẋ)2

2
− V (x)

17

Sc =
∫ T/2

−T/2
dτ

[
m(ẋ)2

2
+ V (x)

]
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We are interested in a solution with boundary conditions x(±∞) = ±a. Such a so-
lution is very easily obtained if we make the additional assumption that the velocity
vanishes at the endpoints, i.e. ẋ(±∞) = 0. Then, since the potential vanishes at
these points also, the conserved quantity E must be zero. Thus

dx√
V (x)

= dτ

√
2

m
=⇒ τω = 2a

∫ x(τ ) dx

a2 − x2
= − ln

[
a − x(τ )

a + x(τ )

]
or

x(τ ) = a tanh
ω

2
(τ − τ0)

Note the arbitrary integration constant τ0.
It is not difficult to see that if two such solutions are each localized at two widely

separated points (|τ1 − τ2| � ω−1), the sum x1(τ ) + x2(τ ) will be an approximate
solution since any products x1x2 will have small overlap. The same is true for a
sum of an arbitrary number of solutions.

Substituting the classical trajectory into the classical action, we obtain

Sc = 3mωa2

4

∫ ∞

−∞
dz

1

cosh4 z
= mωa2

This is independent of the centre point. Thus, for a sum of N such solutions the
action will be NSc = Nmωa2.

(c) Each of the centres τi (with i = 1, 2, . . . , N ) can have any value between
−T/2 and T/2. Thus, we need to make N integrations:

1

N !

∫ T/2

−T/2
dτ1

∫ T/2

−T/2
dτ2 · · ·

∫ T/2

−T/2
dτN = T N

N !

The factor N ! is present since any two of these centres are interchangeable. We
may, then, write

AN = AN
0

T N

N !

where A0 is an unknown factor corresponding to a simple amplitude. Thus we get

K(a, −a; −iT ) ≈
∑

N

1

N !
T N AN

0 e−NSc/h̄

Note that in order to create a string of solutions starting at −a and ending at a, we
need an odd number of them. Thus, we must have

K(a, −a; −iT ) ≈
∞∑

n=0

1

(2n + 1)!
T 2n+1 A2n+1

0 e−(2n+1)Sc/h̄

= sinh(A0T e−Sc/h̄)
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This amplitude has to be normalized. We know the corresponding amplitude for
the harmonic oscillator,18

K0(0, 0, −iT ) = |ψ0(0)|2e−ωT/2 + · · · =
√

mω

π h̄
e−ωT/2

Therefore, we can write

K(a, −a; −iT ) ≈
√

mω

π h̄
e−ωT/2 sinh(A0T e−Sc/h̄)

(d) The expression for the propagator just obtained can be written as

K(a, −a; −iT ) ≈ 1

2

√
mω

π h̄

{
exp

[
−

(ω

2
+ A0 e−Sc/h̄

)
T

]
− exp

[
−

(ω

2
− A0 e−Sc/h̄

)
T

]}
From this we can read off the two lowest-lying energy levels:

E = h̄ω

2
± h̄ A0e−Sc/h̄ = h̄ω

2
± h̄ A0e−mωa2/h̄

Which of the two is the lower depends on the sign of the unknown parameter A0.

Problem 9.13 Consider the one-dimensional potential

V (x) = λx4

4
+ λax3

4
− λa2x2

8

(a) Find the points of classical equilibrium for a particle of mass m moving under the
influence of this potential.

(b) Using the variational method, consider the trial wave function

ψ(x) =
(

β

π

)1/4

e−β(x−x0)2/2

where x0 is the global minimum found in (a). Evaluate the expectation value of the
energy for this wave function and find the equation defining the optimal values of
the parameter β, in order to get an estimate of the ground-state energy. Now take a
special, but reasonable, value of the coupling constant, λ = h̄2/ma6, and obtain the
corresponding estimate of the ground-state energy.

(c) Write the potential in terms of the variable x − x0 and, for small values of it, obtain the
frequency ω of small oscillations around the global minimum.

18 In the limit 2a → 0, we should obtain a simple harmonic oscillator.
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Solution
(a) The classical equilibrium points are the minima of the potential, so that

mẍ = −V ′(x) =⇒ V ′(x0) = 0, V ′′(x0) > 0

The extrema of the potential are the solutions of

V ′(x) = λ

4

(
4x3 + 3ax2 − a2x

) = λx

4
(4x2 + 3ax − a2) = 0

The second derivative of the potential is

V ′′(x) = λ

4

(
12x2 + 6ax − a2

)
We obtain a maximum at

x = 0, V ′′(0) = −λa2

4
< 0

and two minima at

x− = −a, x+ = a

4

with

V ′′(−a) = 5λa2

4
> 0, V ′′

(a

4

)
= 5λa2

16
> 0

Of these two minima, x− = −a is the global minimum since it corresponds to the
lower energy:

V (−a) = −λa4

8
< V

(a

4

)
= −3λa4

45

(b) Consider the trial wave function with x0 = −a. The expectation value of the
kinetic energy, thanks to translational invariance, does not depend on x0. It is

〈T 〉 = − h̄2

2m

√
β

π

∫ ∞

−∞
dx e−βx2/2

(
e−βx2/2

)′′
= h̄2β

4m

The expectation value of the potential is

〈V 〉 = λ

4

√
β

π

∫ ∞

−∞
dx e−βx2

[
(x − a)4 + a(x − a)3 − a2

2
(x − a)2

]

= λ

4

(
3

4β2
+ 5a2

4β
− a4

2

)
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Thus we get

E(β) = h̄2

4ma2

[
βa2 + λ

(
3

4a4β2
+ 5

4a2β
− 1

2

)]

where we have introduced the dimensionless coupling λ ≡ λma6/h̄2. Minimizing
the energy with respect to ξ = βa2, we get the equation

ξ 3 − 3λ

2
− 5λ ξ

4
= 0

For λ = 1 there is a special exact solution, namely

λ = 1 =⇒ ξ0 = 3

2
, E0 = h̄2

2ma2

(
13

12

)

(c) In terms of δx = x − x0 = x + a, the potential is

V (x) = 5λa2

8
(δx)2 − 3λa

4
(δx)3 + λ

4
(δx)4 − λa4

8

The frequency of small oscillations is determined by the identification

mω2

2
= 5λa2

8
=⇒ ω =

√
5

4

(
λa2

m

)

Alternatively, we may express the characteristic length of the potential in terms of
the characteristic oscillation length

a =
(

5λ

4

)1/4 √
h̄

mω

Problem 9.14 A particle of mass m and positive charge q, moving in one dimen-
sion, is subject to a uniform electric field E[�(x) − �(−x)]; see Fig. 42.

(a) Consider a trial wave function ψ(x) ∝ e−α|x | and estimate the ground-state energy by
minimizing the expectation value of the energy.

(b) Obtain an estimate of the ground-state energy by applying the Bohr–Sommerfeld WKB
quantization rule.

Solution
(a) Introducing the normalized trial wave function

ψ(x) = √
α e−α|x |
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0

V(x)

E

x

Fig. 42 Particle in an electric field with energy E .

we obtain the expectation value of the kinetic energy,

〈T 〉 = − h̄2α

2m

∫ ∞

−∞
dx e−α|x | (e−α|x |)′′

= − h̄2α

2m

∫ ∞

−∞
dx e−α|x | {−α[�(x) − �(−x)]e−α|x |}′

= − h̄2α

2m

∫ ∞

−∞
dx

[−2αδ(x) + α2
]

e−2α|x | = h̄2α2

m
− h̄2α2

2m
= h̄2α2

2m

The potential experienced by the particle is V (x) = qE |x | and its expectation value
is

〈V 〉 = qEα

∫ ∞

−∞
dx |x |e−2α|x | = 2qEα

1

4α2
= qE

2α

The expectation value of the energy,

E(α) = h̄2α2

2m
+ qE

2α

has a minimum at

E ′(α0) = 0 =⇒ h̄2α0

m
− qE

2α2
0

= 0 =⇒ α0 =
(

qEm

2h̄2

)1/3

This corresponds to a minimum, since E ′′(α0) = 3h̄2/m > 0. The energy value is

E0 = 3

25/3

[
(qE)2h̄2

m

]1/3
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(b) The turning points found using the WKB method are x0 = ±E/qE . Thus
we get ∫ E/qE

−E/qE
dx

√
2m(E − qE |x |) = (

n + 1
2

)
h̄π

Performing the integral, we obtain for the ground state (n = 0)

E ′
0 = (3π )2/3

25/3

[
(qE)2h̄2

m

]1/3

Note that this value is slightly larger than that obtained above, E0, with the varia-
tional method:

E ′
0

E0
= (3π )2/3

3
≈ 4.46

3
≈ 1.49



10

Scattering

Problem 10.1 Consider the scattering of particles of a given energy in a central
potential of finite range.

(a) Show that the energy eigenfunctions ψ
(+)
k (r) depend only on r , an angle and the energy

E . The angle can be taken to be cos−1(k · r). On which variables does the scattering
amplitude fk(r) depend?

(b) Calculate the asymptotic probability current density corresponding to ψ
(+)
k (r) and show

that it can always be written as

J = J i + J sc + �J

where the first term corresponds to the incident particles and the second to the scattered
particles.1 What is the explanation of the third term? Show that

∮
S∞

dS · J sc = −
∮

S∞
dS · �J

where S∞ is a spherical surface of infinite radius with origin at the centre of the
potential.

(c) Use the above to prove the optical theorem,

σ = 4π

k
Im

[
fk(k̂)

]

1 You may use the relation

∫ 1

−1
d cos θ F(θ )e−ikr cos θ = i

kr

[
F(0)e−ikr − F(π )eikr ] + O

(
1

r2

)

304
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Solution
(a) The integral solution to the Schroedinger equation in the asymptotic region

is2

ψk(r) ≈ eikr cos θ

(2π )3/2
− eikr

r

(
m

2π h̄2

) ∫
d3r ′ e−ikr̂·r ′

V (r ′) ψk(r ′)

= 1

(2π )3/2

[
eikr cos θ + eikr

r
fk(θ )

]

It is clear that the second term depends only on k and r. Thus the right-hand side
depends on k, r and θ .

(b) Calculating first the gradient

∇ψk(r, θ ) = 1

(2π )3/2

{
ikeikr cos θ + eikr

r2

[
r fk(θ ) (−1 + ikr ) + θ̂

∂ fk(θ )

∂θ

] }
and substituting it into the probability current density, we obtain

J = J i + J sc + �J

where

J i = 1

(2π )3

(
h̄k
m

)
, J sc = 1

(2π )3

(
h̄k

m

) | fk(θ )|2
r2

r̂

and

�J = h̄

2mi(2π )3

(
1

r

) [
ik f ∗

k (θ )e−ikr (1−cos θ ) + r̂
(

ik − 1

r

)
fk(θ )eikr (1−cos θ )

+ θ̂
∂ fk(θ )

∂θ
eikr (1−cos θ ) − c.c.

]
+ O(r−3)

This expression represents the interference between the incident and the scattered
waves.

Integrating on the surface of a sphere centred at the origin and taking its radius
to infinity, we must have, from probability conservation,∮

S∞
dS · J = 0 =⇒

∮
S∞

dS · J i = −
∮

S∞
dS · (J sc + �J )

Note however that∮
S∞

dS · J i = h̄

m(2π )3

∮
dS · k = h̄k R2

m(2π )3

∫ 1

−1
(d cos θ ) cos θ = 0

2 The approximation

|r − r ′| ≈ r − r̂ · r ′

is valid in the asymptotic region.
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Therefore ∮
S∞

dS · J sc = −
∮

S∞
dS · �J

(c) The total cross section σ is given by3

σ =
∫

d� | fk(θ )|2 = 1

r2

∮
Sr

d S | fk(θ )|2 = 1

r2

∮
SR

dS · r̂| fk(θ )|2

= m(2π )3

h̄k

∮
S∞

dS · J sc = −m(2π )3

h̄k

∮
S∞

dS · �J

As is clear from the expression for �J derived above, the angular (∝ θ̂) component
will not contribute. We get

σ = − 1

2kr

∮
S∞

dS · [
k f ∗

k (θ ) e−ikr (1−cos θ ) + r̂ k fk(θ ) eikr (1−cos θ ) + c.c.
]

= −πr
∫ 1

−1
d cos θ (1 + cos θ )

[
fk(θ )eikr e−ikr cos θ + c.c.

]
= −π

k

[
2i fk(0) − 2i f ∗

k (0)
] = 4π

k
Im [ fk(0)]

Problem 10.2 Consider an attractive delta-shell potential (λ > 0)

V (r ) = − h̄2λ

2µ
δ(r − a)

(a) Calculate the phase shift δ
(k), where 
 is the angular momentum quantum number.
(b) In the case 
 = 0, investigate the existence of bound states by examining the analytic

properties of the partial scattering amplitude. Are there any resonances?

Solution
(a) The radial energy eigenfunction can be written as

Rk,
(r ) =
{

R(<)
k,
 (r ) = Aj
(kr ), 0 < r < a

R(>)
k,
 (r ) = B [ j
(kr ) cos δ
 − n
(kr ) sin δ
] , a < r < ∞

Continuity of the wave function at r = a implies that

R(<)
k,
 (a) = R(>)

k,
 (a) =⇒ A

B
= cos δ
 − sin δ


n
(ka)

j
(ka)

Discontinuity of the radial derivative at the same point gives

R′
k,
(a + ε) − R′

k,
(a − ε) = −λRk,
(a)

3 We take r → ∞.
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or

B
[

j ′

(ka) cos δ
 − n′


(ka) sin δ


] − Aj ′
k,
(ka) = −λAjk,
(ka)

Finally, using both the equations relating A and B, we obtain the required expression
for the phase shift:

tan δ
 = λ j2

 (ka)

j
(ka)n′

(ka) − n
(ka) j ′


(ka) + λn
(ka) j
(ka)

We can also write down an expression for the partial scattering amplitude. It is

S
(k) = exp [2iδ
(k)] − 1 = − 2 tan δ


i + tan δ


or4

S
(k) = 2iλ j2

 (ka)

j
(ka)n′

(ka) − n
(ka) j ′


(ka) + λ j
(ka)h(−)

 (ka)

(b) For s-waves (
 = 0), we have

S0(k) = 2iλa sin ka

ka/sin ka − λaeika

Now introducing5

ka ≡ iξ, λa ≡ g

we get

S0 = − 2g sinh ξ

ξ/sinh ξ − ge−ξ

The condition for bound states is

e−2ξ = 1 − 2ξ

g

It is clear that for g > 1 there is a single solution to this equation. Thus, there is
one bound state provided that

g > 1

The absolute square of the partial scattering amplitude is the appropriate quantity
that will appear in the scattering cross section. Reintroducing ζ = ka, we have

1
4 |S0|2 = g2 sin2 ζ

(ζ/sin ζ − g cos ζ )2 + g2 sin2 ζ

4 h(±)

 = n
 ± i j
.

5 Bound states will correspond to imaginary values of the wave number, i.e. negative energies.
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It is clear that the function on the right-hand side becomes largest, i.e. unity,
when

ζ

sin ζ
= g cos ζ

Approximate solutions of this equation are

ζn ∼ 2πn

(
1 + 1

g

)
+ O

(
1

g2

)

These points are solutions for values of the coupling much larger than the integer
n, namely

g � n

The related values of the energy correspond to resonances. Near a resonance, we
can write

1
4 |S0|2 ∼ (2πn/g)4

(2πn/g)4 + (ζ − ζn)2

Problem 10.3 Particles of a given energy scatter on an infinitely hard sphere of
radius a.

(a) Calculate the phase shift δ
(k).
(b) For s-waves (
 = 0), find the values of the energy for which the partial cross section

becomes maximal.
(c) Consider the case of low energies (ka � 1), write an approximate expression for δ
 and

explain why the cross section is dominated by s-waves and is isotropic. Compare the
low-energy cross section with the geometric value πa2.

Solution
(a) The radial wave function, written in terms of the phase shift, is

Rk,
(r ) = A [ j
(kr ) cos δ
 − n
(kr ) sin δ
]

It has to vanish for r ≤ a. Thus, we obtain

tan δ
 = j
(ka)

n
(ka)

(b) The total cross section can be written as

σ = 4π

k2

∞∑

=0

(2
 + 1) sin2 δ
(k)
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The s-wave partial cross section is

σ0 = 4π

k2
sin2 δ0 = 4π

k2

(
1

1 + cot2 δ0

)

From (a) we have

tan δ0 = j0(ka)

n0(ka)
= − tan(ka) =⇒ cot2 δ0 = cot2 ka

Thus

σ0 = 4π

k2

(
1

1 + cot2 ka

)

and its maximal values are achieved for

k = π

2a
(2n + 1) (n = 0, 1, . . .)

(c) From the behaviour of the spherical Bessel functions near zero, we obtain

tan δ
 ∼ − (ka)2
+1

(2
 + 1)!!(2
 − 1)!!
= −(2
 + 1)

(ka)2
+1

[(2
 + 1)!!]2

It is clear that the scattering is dominated by 
 = 0, for which both tan δ
 and the
cross section have their largest values.

The low-energy cross section for s-waves is

σ0 ≈ 4π

k2

1

1 + (ka)−2
≈ 4π

k2
(ka)2 = 4πa2

This is four times the geometric cross section, πa2. The reason is that the whole
surface of the sphere participates in the quantum mechanical scattering process, not
just the two-dimensional section of the sphere.

Problem 10.4 Consider the scattering of a particle from a real spherically symmet-
ric potential. If dσ (θ )/d� is the differential cross section and σ is the total cross
section, show that

σ ≤ 4π

k

√
dσ (0)

d�

Verify this inequality explicitly for a general central potential using the partial-wave
expansion of the scattering amplitude and the cross section.

Solution
The differential cross section is related to the scattering amplitude through

dσ (θ )

d�
= | fk(θ ) |2
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Since | f |2 = (Re f )2 + (Im f )2 ≥ (Im f )2, we can write

dσ (θ )

d�
≥ [Im fk(θ )]2

On the other hand, from the optical theorem we have

σ = 4π

k
Im fk(0) ≤ 4π

k

√
dσ (0)

d�

For a central potential the scattering amplitude is

fk(θ ) = 1

k

∞∑

=0

(2
 + 1)eiδ
 sin δ
 P
(cos θ )

and, in terms of this, the differential cross section is

dσ (θ)

d�
= 1

k2

∞∑

=0

∞∑

′=0

(2
 + 1)(2
′ + 1) eiδ
−iδ
′ sin δ
 sin δ
′ P
(cos θ )P
′(cos θ )

The total cross section is

σ = 4π2

k2

∞∑

=0

(2
 + 1) sin2 δ


Using the fact that P
(1) = 1, we obtain

dσ (0)

d�
= 1

k2

∣∣∣∣∣
∞∑


=0

(2
 + 1)eiδ
 sin δ


∣∣∣∣∣
2

= 1

k2

∣∣∣∣∣
∞∑


=0

(2
 + 1)
(
sin δ
 cos δ
 + i sin2 δ


) ∣∣∣∣∣
2

= 1

k2

[ ∞∑

=0

(2
 + 1) sin δ
 cos δ


]2

+ 1

k2

[ ∞∑

=0

(2
 + 1) sin2 δ


]2

=⇒ dσ (0)

d�
≥ 1

k2

[ ∞∑

=0

(2
 + 1) sin2 δ


]2

= k2σ 2

16π2

Problem 10.5 The radial Green’s function is defined by the equation

1

r2

d

dr

[
r2 d

dr
Gk,
(r, r ′)

]
+

[
k2 − 
(
 + 1)

r2

]
Gk,
(r, r ′) = 1

r2
δ(r − r ′)

(a) Verify the choice

G(−)
k,
 (r, r ′) = C

[
θ (r ′ − r ) j
(kr )h(−)


 (kr ′) + θ (r − r ′) j
(kr ′)h(−)

 (kr )

]
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by substituting in the above differential equation. Also find the normalization
constant C .

(b) Show that the radial wave function satisfies the integral equation6

Rk,
(r ) = j
(kr ) +
∫ ∞

0
dr ′ r ′2U (r ′)Gk,
(r, r ′)Rk,
(r ′)

Solution
(a) Using the fact that j
 and h(±)


 are solutions of the free radial Schroedinger
equation, as well as the identity n′


(x) j
(x) − j ′

(x)n
(x) = 1/x2, we can verify that

the Green’s functionGk,
(r, r ′) is a solution of the above equation. The normalization
constant is C = k.

(b) Acting with the radial Schroedinger operator on both sides of the above
integral equation, we get

U (r )R(r ) = 0 +
∫ ∞

0
dr ′r ′2U (r ′)

1

r2
δ(r − r ′)R(r ′) = U (r )R(r )

Problem 10.6 Consider the double delta-shell potential V (r ) = (h̄2/2m)U (r ),
where

U (r ) = −λ1δ(r − a1) − λ2δ(r − a2)

with a2 > a1 > 0, and calculate the phase shift δ
. In the case of s-waves (
 = 0)
investigate the existence of bound states and resonances.

Solution
Introducing the potential into the integral equation of the previous problem, we

obtain the solution

Rk,
(r ) = j
(kr ) − λ1a2
1Gk,
(r, a1)Rk,
(a1) − λ2a2

2Gk,
(r, a2)Rk,
(a2)

In the three different regions, we have the following expressions for the Green’s
function:
For r ≥ a2 > a1,

Gk,
(r, a1,2) = k j
(ka1,2) h(−)

 (kr )

For a1 ≤ r ≤ a2,

Gk,
(r, a1) = k j
(ka1) h(−)

 (kr )

and

Gk,
(r, a2) = k j
(kr ) h(−)

 (ka2)

For r ≤ a1 < a2,

Gk,
(r, a1,2) = k j
(kr ) h(−)

 (ka1,2)

6 U = (2m/h̄2)V .
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Introducing

gi ≡ ka2
i λi , Rk,
(ai ) ≡ Ri

j
(kai ) ≡ ji , h(−)

 (kai ) ≡ hi

where i = 1, 2, we get

Rk,
(r ) =




j
(kr ) − (g1 R1 j1 + g2 R2 j2) h(−)

 (kr ), r ≥ a2 > a1

(1 − g2 R2h2) j
(kr ) − g1 j1 R1h(−)

 (kr ), a1 ≤ r ≤ a2

j
(kr ) (1 − g1 R1h1 − g2 R2h2) , r ≤ a1 < a2

These expressions carry R1 and R2 as unknown parameters. These can be deter-
mined from the system of the two equations that we get by considering the top
expression at r = a2 and the bottom at r = a1, namely

(g1 j1h2) R1 + (1 + g2 j2h2) R2 = j2

(1 + g1h1 j1) R1 + (g2h2 j1) R2 = j1

Since we are interested in the phase shift, it suffices to consider the external wave
function, which has the form

Rk,
(r ) = j
(kr ) − (g1 R1 j1 + g2 R2 j2) h(−)

 (kr ) = j
(kr ) − Ah(−)


 (kr )

and in which a particular combination of R1 and R2 appears. Solving for this
combination, we get

A = gi j2
1 + g2 j2

2 + g1g2 j1 j2( j2h1 − j1h2)

1 + g1 j1h1 + g2h2 j2 + g1g2 j1h2( j2h1 − j1h2)

and, thus,

Rk,
(r ) = j
(kr ) − gi j2
1 + g2 j2

2 + g1g2 j1 j2( j2h1 − j1h2)

1 + g1 j1h1 + g2h2 j2 + g1g2 j1h2( j2h1 − j1h2)
h(−)


 (kr )

for r > a2 > a1.
Setting

α
 ≡ 1 + g2 j2n2 + g1 j1n1 + g1g2n2 j1( j2n1 − j1n2)

β
 ≡ g1 j2
1 + g2 j2

2 + g1g2 j1 j2( j2n1 − j1n2)

we can write

A = β


α
 + iβ
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which implies that the external radial wave function can be given as

Rk,
(r ) = 1

α
 + iβ


[α
 j
(kr ) − β
 n
(kr )]

= exp

[
−i tan−1

(
β


α


)]
[ j
(kr ) cos δ
 − n
(kr ) sin δ
]

Thus, the final expression for the phase shift is

tan δ
 = β


α


= g1 j2
1 + g2 j2

2 + g1g2 j1 j2( j2n1 − j1n2)

1 + g2 j2n2 + g1 j1n1 + g1g2n2 j1( j2n1 − j1n2)

For s-waves (
 = 0) the phase shift is just

tan δ0 = β0

α0

where α0 and β0 are obtained by substituting j0(kai ) = (sin kai )/kai and n0(kai ) =
−(cos kai )/kai . The explicit expressions are

α0 = 1 − λ1

2k
sin 2ka1 − λ2

2k
sin 2ka2

+ λ1λ2

4k2
{−1 + cos[2k(a1 − a2)] + cos 2ka1 − cos 2ka2}

and

β0 = λ1

2k
+ λ2

2k
− λ1

2k
cos 2ka1 − λ2

2k
cos 2ka2

+ λ1λ2

4k2
{sin [2k(a1 − a2)] + sin 2ka2 − sin 2ka1}

The partial scattering amplitude is

S0 = e2iδ0 − 1 = − 2 tan δ0

i + tan δ0
= 2iβ0

α0 − iβ0

Bound states correspond to

α0 = iβ0 (k = iκ)

and resonances correspond to positive energy values that make the partial cross
section

1
4 |S0|2 = β2

0

β2
0 + α2

0

maximal, i.e.

α0(k) = 0
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The explicit condition for bound states is

1 − λ1

2κ
− λ2

2κ
− λ1

2κ
sinh 2κa1 − λ2

2κ
sinh 2κa2 + λ1

2κ
cosh 2κa1 + λ2

2κ
cosh 2κa2

= λ1λ2

4κ2
{−1 + cosh[2κ(a1 − a2)] + cosh 2κa1 − cosh 2κa2

+ sinh[2κ(a1 − a2)] + sinh 2κa2 − sinh 2κa1}
Introducing the dimensionless numbers

ν ≡ a2

a1
, γi ≡ λi ai , ξ ≡ 2κa1

we can write this condition as

f (ξ ) = νξ 2 − γ1νξ − γ2ξ + γ1νξ e−ξ + γ2ξ e−νξ

+ γ1γ2
[
1 − e−(ν−1)ξ − e−ξ + e−νξ

] = 0

At the origin, ξ = 0, we have

f (0) = f ′(0) = 0

and

f ′′(0) = 2[ν − ν(γ1 + γ2) + γ1γ2(ν − 1)]

For very large values ξ → ∞, we get f (ξ ) ∼ νξ 2. Thus, there will be one zero of
f (ξ ) corresponding to one bound state, provided that

γ1 + γ2 > γ1γ2
ν − 1

ν
+ 1

This is equivalent to

λ1a1 + λ2a2 > 1 + λ1λ2a1(a2 − a1)

As an example, we consider the special case λ1 = λ2 = a−1
1 , a2 = 2a1. Plotting

f (ξ ) in this case, we get the graph shown in Fig. 43. By inspection of the graph we
can safely conclude that in the 
 = 0 case there will be one bound state.

The condition for resonance takes the explicit form

g(ζ ) = νζ 2 − γ1νζ sin ζ − γ2ζ sin νζ

+ γ1γ2 {−1 + cos[(ν − 1)ζ ] + cos ζ − cos νζ } = 0

with ζ ≡ 2ka1. For ζ → ∞ this function goes to +∞, while at the origin we have

g(0) = g′(0) = 0
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Fig. 44 Plot of g(ζ ).

and

g′′(0) = 2ν(1 − γ1 − γ2) + g1g2(ν − 1)(2 − ν)

There will be a zero and, therefore, resonance, provided that

γ1 + γ2 > 1 + γ1γ2
(ν − 1)(ν − 2)

2ν

or, equivalently, that

λ1a1 + λ2a2 > 1 + λ1λ2

2
(a2 − a1)(a2 − 2a1)

For the special value of the couplings and radii considered previously, g(ζ ) is as
shown in Fig. 44.

Problem 10.7 Consider the one-dimensional delta function potential

V (x) = h̄2λ

2m
δ(x)
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(a) Solve the energy eigenvalue problem for both signs of the coupling λ. Verify the ortho-
normality and completeness of the eigenfunctions. In the case of the continuum (scat-
tering states), write the eigenfunctions in terms of the scattering amplitude. Examine
the analytic properties of the scattering amplitude in the k-plane. Are there poles? What
do they correspond to?

(b) Determine the one-dimensional Green’s function(
d2

dx2
+ k2

)
Gk(x, x ′) = −4πδ(x − x ′)

and solve the above eigenvalue problem with the help of the scattering integral equation7

ψk(x) = ψ
(0)
k (x) − 1

4π

∫
dx ′ Gk(x, x ′)U (x ′)ψk(x ′)

Solution
(a) For the continuum (0 < E = h̄2k2/2m) the energy eigenfunctions are

ψk(x) =




x < 0,
1√
2π

(
eikx + f e−ikx

)
x > 0,

1√
2π

geikx

From the continuity of the wave functions at the origin, we get

g = 1 + f

and from the discontinuity of the derivative

ψ ′(+0) − ψ ′(−0) = λψ(0)

or

2ik f = λ(1 + f )

These lead to the form

ψk(x) = 1√
2π

[
eikx + f (k)eik|x |]

with

f (k) = 1

−1 + 2ik/λ

Note however that the eigenfunctions

ψ̃k(x) = 1√
2π

[
e−ikx + f (k)eik|x |]

7 U ≡ 2mV/h̄2.
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correspond to the same energy. The latter describe a particle incident on the potential
from the right, while the former describe one incident from the left.

In the case of an attractive potential (λ < 0) there is also a single bound state
with wave function

ψ�(x) = √
κ e−κ|x | =

√
|λ|/2 e−|λ| |x |/2

corresponding to the energy

E� = − h̄2κ2

2m
= − h̄2λ2

8m

The proof of orthonormality is straightforward:∫ +∞

−∞
dx ψ∗

k (x)ψk ′(x)

=
∫ +∞

−∞

dx

2π

[
e−ikx + f (−k)e−ik|x |] [

eik ′x + f (k ′)eik ′|x |
]

= δ(k − k ′) +
∫ +∞

−∞

dx

2π

[
e−ikx+ik ′|x | f (k ′)+eik ′x−ik|x | f (−k)

+ f (−k) f (k ′)e−i(k−k ′)|x |
]

= δ(k − k ′) −
(

i

π

)
1

k2 − k ′2
[
k ′ f (k ′) + k f (−k) + (k + k ′) f (−k) f (k ′)

]
= δ(k − k ′)

Similarly, for the orthogonality of the continuum states to the discrete state, we
have ∫ +∞

−∞
dx ψ�(x)ψk(x) =

√
κ

2π

∫ +∞

−∞
dx e−κ|x | [eikx + f (k)eik|x |] = 0

taking into account that f −1(k) = −1 − ik/κ .
Completeness corresponds to∫ +∞

0
dk ψk(x)ψ∗

k (0) +
∫ +∞

0
dk ψ̃k(x)ψ̃∗

k (0) + ψ�(x)ψ�(0) = δ(x)

Using the fact that

f + f ∗ = −2| f |2

and that

f ∗(k) = f (−k)
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we can write the continuum contribution above as∫ +∞

0

dk

2π

[
eikx + f (k)eik|x |] [

1 + f ∗(k)
]

+
∫ 0

−∞

dk

2π

[
eikx + f ∗(k)e−ik|x |] [1 + f (k)]

Thus, we arrive at the following form for the left-hand side of the completeness
relation:

δ(x) +
∫ +∞

0

dk

2π

[
eikx f ∗ + e−ikx f ∗ + ( f − f ∗)eik|x |] + �(−λ)κe−κ|x |

= δ(x) +
∫ +∞

−∞

dk

2π
f (k)eik|x | + �(−λ)κe−κ|x | = δ(x)

The integration has been performed in the upper complex k-plane and it gives a
non-vanishing result only when the pole of the amplitude (−1 + 2ik/λ)−1 is there,
i.e. when λ < 0.

The scattering amplitude is

f (k) = 1

−1 + 2ik/λ

and it has a pole for

k = iκ� = − iλ

2

This pole corresponds to a bound state (λ < 0).
(b) Solving the Green’s function equation through a Fourier transform,

Gk(x − x ′) =
∫

dq√
2π

Gk(q)eiq(x−x ′) = 2
∫

dq
eiq(x−x ′)

q2 − k2 + iε

we obtain

Gk(x − x ′) = 2π i

k
eik|x−x ′|

Substituting this Green’s function into the integral equation we get exactly the same
scattering solutions as those we examined above.

Problem 10.8 Prove the formula

eiδ
 sin δ
 = −k
∫ ∞

0
dr r2 U (r ) j
(kr )Rk,
(r )
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and get from it a closed expression for the phase shift in the Born approximation.
Apply this last expression for the potential

V (r ) = g2 e−µr

with 
 = 0.
Solution
Using the integral equation

Rk,
(r ) = j
(kr ) +
∫ ∞

0
dr ′ r ′2U (r ′)Gk,
(r, r ′)Rk,
(r ′)

and substituting the Green’s function in the asymptotic region r → ∞, we obtain

Rk,
(r ) = j
(kr ) + kh(−)

 (kr )

∫ ∞

0
dr ′ r ′2U (r ′) j
(kr ′)Rk,
(r ′)

This is of the form

Rk,
(r ) = j
(kr ) + Xh(−)

 (kr )

with

X ≡ k
∫ ∞

0
dr ′ r ′2U (r ′) j
(kr ′)Rk,
(r ′)

However, from the asymptotic behaviour of Rk,
(r ),

Rk,
(r ) ∼ 1

kr
sin

(
kr − 
π

2
+ δ


)
= j
(kr ) + i

2
(e2iδ
 − 1) h(−)


 (kr )

we obtain that

i

2
(e2iδ
 − 1) = k

∫ ∞

0
dr ′ r ′2U (r ′) j
(kr ′)Rk,
(r ′)

or

eiδ
 sin δ
 = −k
∫ ∞

0
dr ′ r ′2U (r ′) j
(kr ′)Rk,
(r ′)

In the Born approximation, we can assume that δ
 is small and also replace the
radial eigenfunction in the integrand with j
(kr ). Then we get

δ
 ≈ −k
∫ ∞

0
dr ′ r ′2U (r ′) j2


 (kr ′)

For the particular potential

U (r ) = 2mg2

h̄2 e−µr
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we obtain

δ
 = −2mg2k

h̄2

∫ ∞

0
dr r2e−µr j2


 (kr ) = −2mg2

k2h̄2

∫ ∞

0
dx x2 e−µx/k j2


 (x)

For s-waves, we get

δ0 = − mg2

k2h̄2

∫ ∞

0
dx e−µx/k (1 − cos 2x)

= − mg2

µkh̄2

1

1 + (µ/2k)2

This is negative for our repulsive potential.

Problem 10.9

(a) Prove the identity

G(±)(E) = G(±)
0 (E)

[
1 + V G(±)(E)

]
with

G(±)
0 (E) ≡ (E ± iε − H0)−1 , G(±)(E) ≡ (E ± iε − H )−1

(b) From the equation

|ψ (±)
k 〉 = |k〉 + G(±)(E)V |k〉

derive the operator scattering equation (the Schwinger–Lipmann equation)

|ψ (±)
k 〉 = |k〉 + G(±)

0 (E)V |ψ (±)
k 〉

(c) Establish the orthonormality property

〈ψ (±)
k ′ |ψ (±)

k 〉 = 〈k ′|k〉 = δ(k − k ′)

(d) If k ′ = k, prove the relation

〈ψ (−)
k ′ |V |k〉 = 〈k ′|V |ψ (+)

k 〉

(e) Introduce the operator

T (E) ≡ V + V G(+)(E)V

and show that

T (E) − T †(E) = −2π i V δ(E − H ) V
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Solution
(a) Multiplying by G−1

0 from the left and G−1 from the right, we arrive at the
identity

G−1
0 = G−1 + V ↔ E − H0 = E − H + V

(b) We have

|k〉 = (1 + GV )−1|ψk〉
This, substituted back, gives

|ψk〉 = |k〉 + GV (1 + GV )−1|ψk〉
This would be the Schwinger–Lipmann equation if

GV (1 + GV )−1 = G0V

which is equivalent to

GV = G0V (1 + GV )

or

GV = G0(1 + V G)V

This, thanks to the identity proved in (a), is always true.
(c) We have

〈ψk ′ |ψk〉 = 〈ψk ′ | [1 + G(E)V ] |k〉 = 〈ψk ′ |k〉 + 〈ψk ′ |(E − H )−1V |k〉
= 〈ψk ′ |k〉 + 〈ψk ′ |(E − E ′)−1V |k〉 = 〈ψk ′ |k〉 − 〈ψk ′ |V (E ′ − H0)−1|k〉
= 〈ψk ′ |k〉 − 〈ψk ′ |V G0(E ′)|k〉 = 〈ψk ′ | [1 − V G0(E ′)

] |k〉
= 〈k ′|k〉 = δ(k − k ′)

(d)

〈ψ (−)
k ′ |V |k〉 = 〈k ′| [1 + G(−)(E)V

]†
V |k〉 = 〈k ′| [1 + V G(+)(E)

]
V |k〉

= 〈k ′|V [
1 + G(+)(E)V

] |k〉 = 〈k ′|V |ψ (+)
k 〉

(e)

T (E) − T †(E) = V

(
1

E + iε − H
− 1

E − iε − H

)
V

= V
−2iε

(E − H )2 + ε2
V = −2π iV δ(E − H )V
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− e

Fig. 45 Scattering from a dipole.

Problem 10.10 Consider an electric dipole consisting of two electric charges e and
−e at a mutual distance 2a. Consider also a particle of charge e and mass m with
an incident wave vector k perpendicular to the direction of the dipole; see Fig. 45.

(a) Calculate the scattering amplitude in the Born approximation. Find the directions at
which the differential cross section is maximal.

(b) Consider a different system with a target consisting of two arbitrary charges q1 and q2

similarly placed. Calculate again the scattering amplitude and the directions of maximal
scattering.

Solution
(a) The potential created by the dipole is

V (r) = − e2

|r + a| + e2

|r − a|
We have placed the charge −e at −a and the charge e at a. The scattering amplitude
in the Born approximation is

fk(k ′) = −4π2m

h̄2 〈k ′|V |k〉 = −4π2me2

h̄2

∫
d3r

(2π )3
eir·q

(
− 1

|r + a| + 1

|r − a|
)

= −4π2me2

h̄2

∫
d3r

(2π )3
eir·q 1

r

(−e−iq·a + eiq·a)
We have denoted q ≡ k − k ′. The integral involved is∫

d3r eir·q 1

r
= 2π

∫ ∞

0
dr r

∫ 1

−1
(d cos θ ) eiqr cos θ = 4π

q2

Thus, the scattering amplitude is

fk(k ′) = −2me2

h̄2

1

q2

(−e−iq·a + eiq·a) = −4ime2

h̄2

(
sin q · a

q2

)
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Taking k = kẑ and a = ax̂, we have k ′ = k sin θ x̂ + k cos θ ẑ, q2 = 2k2(1 − cos θ )
and q · a = −ka sin θ . Thus

∣∣ fk(k ′)
∣∣2 = 4m2e4

(h̄k)4

sin2(ka sin θ )

(1 − cos θ )2

The cross section becomes maximal when

2a sin θ = π

k
(2n + 1) = λ

2
(2n + 1)

(b) The scattering amplitude will be

fk(k ′) = −4π2me

h̄2

∫
d3r

(2π )3
eir·q 1

r

(
q2e−iq·a + q1eiq·a)

= −2me

h̄2

1

q2

(
q2e−iq·a + q1eiq·a)

= − me

(h̄k)2

(q1 + q2) cos(ka sin θ ) + i(q1 − q2) sin(ka sin θ )

1 − cos θ

The differential cross section is

∣∣ fk(k ′)
∣∣2 = m2e2

(h̄k)4

(q1 + q2)2 cos2(ka sin θ ) + (q1 − q2)2 sin2(ka sin θ)

(1 − cos θ )2

= m2e2

(h̄k)4

q2
1 + q2

2 + 2q1q2 cos(2ka sin θ )

(1 − cos θ )2

For q1q2 > 0, maximal cross section is achieved at

2a sin θ = n
2π

k
= nλ

while if q1q2 < 0 it is achieved at

2a sin θ = (2n + 1)
π

k
= (2n + 1)

λ

2

Problem 10.11 Consider the scattering of particles of mass m from an attractive
potential that has a constant strength −V0 within a sphere of radius R but vanishes
elsewhere. Calculate the differential and the total cross section for k R � 1 (i.e.
small energies).

Solution
The phase shift is given by the formula

tan δ
 = j ′

(k R) − α
 j
(k R)

n′

(k R) − α
 n
(k R)
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where α
 is the logarithmic derivative8 at r = R. In the limit k R � 1, using the
small-argument behaviour of the spherical Bessel functions, we get

tan δ
 ≈ − (2
 + 1)

[(2
 + 1)!!]2 (k R)2
+1 α
 R − 


α
 R + 
 + 1

These phase shifts are small; the scattering will be dominated by small values of 
.
The differential cross section is

dσ

d�
∼ 1

k2
|δ0 + 3δ1 P1(cos θ ) + · · ·|2 ∼ C0 + C1 cos θ + · · ·

where

C0 = δ2
0

k2
= R2 R2α2

0

(1 + Rα0)2

C1 = 6δ0δ1

k2
= 2R2(k R)2 α0 R(−1 + Rα1)

(1 + Rα0)(2 + Rα1)

and

C1

C0
= 2(k R)2 (−1 + Rα1)(1 + Rα0)

Rα0(2 + Rα1)

It is clear that C1/C0 � 1 in the limit of low energies.
The total cross section will be

σ =
∫

d� (C0 + C1 cos θ + · · ·) ≈ 4πC0 = 4π R2

(
α0 R

1 + α0 R

)2

= 4π R2

(
1 − tan q R

q R

)2

Problem 10.12 The scattering amplitude of a particle of mass m in a potential V (r )
can be written as

fk(r̂) = −4mπ2

h̄2

〈
k
∣∣V ∣∣ψ (+)

k

〉
where ψ

(+)
k is the scattering wave function, which satisfies the integral equation9

∣∣ψ (+)
k

〉 = ∣∣k〉 + G(+)
0 (E) V

∣∣ψ (+)
k

〉
Write down the Born expansion of the scattering amplitude. Using the optical

8 The logarithmic derivative at r = R is α
 = j ′(q R)/ j
(q R). The wave number q is defined as q ≡√
2m(E + V0)/h̄2.

9 The Green’s function operator is defined as

G(+)(E) = 1

E + iε − H
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theorem calculate the total cross section for the potential V (r ) = g2 e−µ r to the
lowest non-trivial order.

Solution
The scattering amplitude in the forward direction is

fk(k) = −4π2m

h̄2

〈
k
∣∣V ∣∣ψ (+)

k

〉
= −4π2m

h̄2

[
〈k|V |k〉 + 〈k|V G(+)

0 (E)V |k〉 + · · ·
]

Its imaginary part will be

Im [ fk(k)] = −4π2m

h̄2

{
Im [〈k|V |k〉] + Im

[
〈k|V G(+)

0 (E)V |k〉
]

+ · · ·
}

= −2π2m

ih̄2

〈
k

∣∣∣∣V
(

1

E + iε − H0
− 1

E − iε − H0

)
V

∣∣∣∣ k
〉

= −2π2m

ih̄2 (−2i)

〈
k

∣∣∣∣V ε

(E − H0)2 + ε2
V

∣∣∣∣ k
〉

= 4π3m

h̄2 〈k|V δ(E−H0)V |k〉= 4π3m

h̄2 〈k|V
∫

d3q |q〉〈q|δ(E−H0)V |k〉

= 4π3m

h̄2

∫
d3q 〈k|V |q〉 〈q|V |k〉δ (E(k) − E(q))

= 4π3m

h̄2

∫
d3q |〈k|V |q〉|2 δ (E(k) − E(q))

= 8π3m2

h̄4

∫
d3q |〈k|V |q〉|2 δ(q2 − k2)

Let us now calculate the potential matrix element, first setting Q ≡ k − q. We
have

〈k|V |q〉 = g2
∫

d3r

(2π )3
e−iQ·r−µr

= g2

4π2

∫ ∞

0
dr r2e−µr

∫ 1

−1
(d cos θ ) e−i Qr cos θ

= ig2

4π2 Q

∫ ∞

0
drr

[
e−(µ+i Q)r − e−(µ−i Q)r

]
= − ig2

4π2 Q

∂

∂µ

∫ ∞

0
dr

[
e−(µ+i Q)r − e−(µ−i Q)r

]
= − ig2

4π2 Q

∂

∂µ

(
1

µ + i Q
− 1

µ − i Q

)

= ig2

4π2 Q

(
1

(µ + i Q)2
− 1

(µ − i Q)2

)
= µg2

π2

1

(µ2 + Q2)2
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For q = k, we may write

Q2 = 2k2(1 − cos θ )

Thus, the imaginary part of the scattering amplitude is

Im [ fk(k)] = 8g4µ2m2π

h̄4

∫
d3q

1

(µ2 + Q2)4
δ(q2 − k2)

= 8g4µ2m2π2

h̄4

∫ ∞

0
dq qδ(q − k)

∫ 1

−1
(d cos θ )

1

(µ2 + Q2)4

= 8g4kµ2m2π2

h̄4

∫ 1

−1
(d cos θ )

1

(µ2 + 2k2 − 2k2 cos θ )4

= g4µ2m2π2

2k7h̄4

∫ 1

−1
(d cos θ )

1

(−µ2/2k2 − 1 + cos θ )4

= 16

3

(
g4m2kπ2

h̄4µ4

)
3µ2(µ2 + 4k2) + 16k4

(µ2 + 4k2)3

The total cross section is

σ =
(

64π3g4m2

3h̄4µ4

)
3µ2(µ2 + 4k2) + 16k4

(µ2 + 4k2)3

Problem 10.13 Consider a one-dimensional potential that vanishes beyond some
point, i.e. V (x) = 0 for |x | ≥ a > 0.

(a) The scattering wave functions satisfy the following integral equation10

ψ
(+)
k (x) = φk(x) +

∫ ∞

−∞
dx ′ G(+)

0 (x − x ′)V (x ′)ψ (+)
k (x ′)

where φk(x) = eikx/
√

2π . Determine the Green’s function G(+)
0 (x − x ′). Show that it

can be written as the position matrix element of an operator.
(b) Show that in the asymptotic region |x | � a, we can write

ψk(x) ∼ φk(x) + eik|x |
√

2π
f (k, k ′)

Determine the scattering amplitude f (k, k ′) in terms of V and ψ .
(c) What is the connection of the scattering amplitude f (k, k ′) to the reflection and transmis-

sion coefficients, familiar from standard one-dimensional problems? Prove the relation

Re [ f (k, k)] = − 1
2

[| f (k, k)|2 + | f (k, −k)|2]

10 The wave number corresponds to the energy in the standard way, E = h̄2k2/2m.
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(d) Consider the exactly soluble problem for which V (x) = gδ(x). Calculate the scattering
amplitude in the Born approximation and compare with the known exact answer. Show
that, in the attractive case, the Born approximation is valid only when the energy is large
in comparison to the bound-state energy.

Solution
(a) Acting on both sides of the integral equation with the operator H0 − E , we

obtain

[H0(x) − E] ψ
(+)
k (x)

= [H0(x) − E] φk(x) +
∫ ∞

−∞
dx ′ [H0(x) − E] G(+)

0 (x − x ′)V (x ′)ψ (+)
k (x ′)

or

−V (x)ψ (+)
k (x) =

∫ ∞

−∞
dx ′ [H0(x) − E] G(+)

0 (x − x ′)V (x ′)ψ (+)
k (x ′)

which implies that

[E + iε − H0(x)] G(+)
0 (x − x ′) = δ(x − x ′)

We have added the term +iε to the energy in order to fix the boundary conditions
at infinity. Fourier transforming, we obtain∫

dq

2π
eiq(x−x ′)

(
E + iε − h̄2q2

2m

)
G̃(+)

0 (q) =
∫

dq

2π
eiq(x−x ′)

and

G̃(+)
0 (q) =

(
h̄2k2

2m
− h̄2q2

2m
+ iε

)−1

Thus finally we get

G(+)
0 (x − x ′) =

∫ ∞

−∞

dq

2π
eiq(x−x ′)

(
h̄2k2

2m
− h̄2q2

2m
+ iε

)−1

= 2im

h̄2

[
�(x − x ′)

eik(x−x ′)

2k
− �(x ′ − x)

eik(x ′−x)

(−2k)

]
= − im

h̄2k
eik|x−x ′|

It is easy to see that the position matrix elements of the operator

G(+)
0 (E) = 1

E + iε − H0

give exactly the Green’s function

〈x |G(+)
0 (E)|x ′〉 =

∫
dq 〈x |q〉 〈q|G(+)

0 (E)|x ′〉

=
∫

dq

2π
ei(x−x ′)q

(
E + iε − h̄2q2

2m

)−1
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(b) In the asymptotic region we can make the approximation

|x − x ′| =
√

(x − x ′)2 =
√

x2 + (x ′)2 − 2xx ′ ≈
√

x2 − 2xx ′

≈ |x |
(

1 − x ′

x

)
= |x | − x ′ |x |

x

Thus, defining k ′ ≡ k|x |/x , we approximate the Green’s function as follows:

G(+)
0 (x − x ′) = − im

h̄2k
eik|x−x ′| ≈ − im

h̄2k
eik|x |−ik ′x ′

Then we have

ψ
(+)
k (x) ≈ 1√

2π

[
eikx − i

√
2πm

h̄2k
eik|x |

∫
dx ′ e−ik ′x ′

V (x ′)ψ (+)
k (x ′)

]

The scattering amplitude is

f (k, k ′) = −mi
√

2π

h̄2k

∫
dx ′ e−ik ′x ′

V (x ′)ψ (+)
k (x ′)

(c) In the far positive region, x � a, the wave function is

eikx

√
2π

+ f (k, k)
eikx

√
2π

In the far negative region, x � −a, it is

eikx

√
2π

+ f (k, −k)
e−ikx

√
2π

From these expressions we can recognize immediately

(1) the incident wave and current

eikx

√
2π

, Ji = h̄k

m(2π )

(2) the reflected wave and current

f (k, −k)
e−ikx

√
2π

, Jr = − h̄k

m(2π )
| f (k, −k)|2

(3) the transmitted wave and current

[1 + f (k, k)]
e−ikx

√
2π

, Jt = h̄k

m(2π )
|1 + f (k, k)|2

Thus, the reflection and transmission coefficients are

T = Jt/Ji = |1 + f (k, k)|2, R = |Jr|/Ji = | f (k, −k)|2
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Probability conservation dictates that

R + T = 1

which is equivalent to

|1 + f (k, k)|2 + | f (k, k)|2 = 1

=⇒ | f (k, −k)|2 + | f (k, k)|2 = −2 Re[ f (k, k)]

(d) The exact answer for the scattering amplitude of the delta function potential
is

f = −ig

ig + h̄2k/m

and the bound-state energy is

Eb = −mg2

2h̄2

On the other hand, the Born approximation to the scattering amplitude gives

fB ≈ −i
gm

h̄2k

Notice that the exact answer can be rewritten as (g < 0)

f = −i

i − √
E/|Eb|

In the high-energy limit E � |Eb|, this is approximated by

f ≈ i

√
|Eb|

E
= −i

mg

h̄2k
= fB

which coincides with the Born approximation result.

Problem 10.14 The neutron–proton scattering amplitude is of the form

f = χ
†
f

(
a + 4h̄−2b Sn · Sp

)
χi

where χi and χf are the initial and final states. Calculate the cross section for
neutron–proton scattering when the initial and final proton spins are not measured.

Solution
The operator appearing in the amplitude is

Sn · Sp = 1
2

{
S(+)

p S(−)
n + S(−)

p S(+)
n + 2Spz Snz

}
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The cross section corresponding to the scattering of neutrons from protons when
the target spin is not measured will be

σ
m ′

n
mn =

∑
mp, m ′

p

∣∣∣ f
m ′

p, m ′
n

mp, mn

∣∣∣2

In particular, we have

σ+ ≡ σ+
+ =

∑
mp, m ′

p

∣∣∣ f
m ′

p, +
mp, +

∣∣∣2
and σ− ≡ σ−

+ =
∑

mp, m ′
p

∣∣∣ f
m ′

p, −
mp, +

∣∣∣2

The first relevant amplitude is

f
m ′

p, +
mp, + =

〈
mp

∣∣〈mn = 1
2

∣∣(a + 4h̄−2 b Sn · Sp
)∣∣ m ′

n = 1
2

〉∣∣ m ′
p

〉
= (

a + 2bmp
)
δmpm ′

p

and leads to the cross section

σ+ =
∑

mp, m ′
p

∣∣ a + 2bmp

∣∣2
δmpm ′

p
=

∑
mp

∣∣ a + 2bmp

∣∣2

= | a + b |2 + | a − b |2 = 2|a|2 + 2|b|2

Similarly, we have for the other amplitude

f
m ′

p, −
mp, + =

〈
mp

∣∣〈mn = 1
2

∣∣(a + 4h̄−2 b Sn · Sp
)∣∣ m ′

n = − 1
2

〉∣∣ m ′
p

〉
= 2bδm ′

p, 1/2δmp,−1/2

and for the corresponding cross section

σ− =
∑

mp, m ′
p

4|b|2δm ′
p, 1/2δmp,−1/2 = 4|b|2

The polarization � will be

� = σ+ − σ−
σ+ + σ−

= |a|2 − |b|2
|a|2 + 3|b|2

Problem 10.15 Consider the scattering of a particle by a distribution of scattering
centres. Each scatterer is located at a point ri and scatters with a given potential
V0(|r − ri |). Write down the scattering amplitude in the Born approximation.

(a) Consider the case of a cube of side a with the scatterers placed at its eight vertices.
(b) Do the same for an infinite cubic lattice of lattice spacing a.
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Solution
The Born-approximation scattering amplitude is (q ≡ k − k ′)

fk(r̂) = − m

2π h̄2

∫
d3r ′ eiq·r ′ ∑

i

V0(|r ′ − ri |)

= − m

2π h̄2

∑
i

eiq·ri

∫
d3ρ eiq·ρ V0(ρ) = −m

√
2π

h̄2 Ṽ0(q)
∑

i

eiq·ri

where Ṽ0 is the Fourier transform of the given potential V0.

(a) In the case of the cube, the sum is

8 cos(aqx/2) cos(aqy/2) cos(aqz/2)

The cross section will be

dσ

d�
= 64m2(2π )

h̄4 |Ṽ0|2 cos2 qxa

2
cos2 qya

2
cos2 qza

2

Maximal value is achieved when all qi = 2niπ/a.

(b) In the case of an infinite lattice, the sum is
∞∑

nx =0

eiaqx nx

∞∑
ny=0

eiaqyny

∞∑
nz=0

eiaqznz

= (1 − eiaqx )−1(1 − eiaqy )−1(1 − eiaqz )−1

= −8i e−i(qx +qy+qz)a/2
(

sin
qxa

2
sin

qya

2
sin

qza

2

)−1

The cross section will be

dσ

d�
= 64m(2π )

h̄4 |Ṽ0|2
(

sin2 qxa

2
sin2 qya

2
sin2 qza

2

)−1

Maximal (infinite) cross section corresponds to any of the momentum transfers

qx = 2nxπ

a
, qy = 2nyπ

a
, qz = 2nzπ

a
(nx , ny, nz = 1, 2, . . .)
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addition of angular momenta, 125, 129, 146, 150, 153
angular momentum, 118
anharmonic perturbation, 275

Bell’s inequality, 157, 158, 161
Born approximation, 319, 322, 324, 330

central potential, 183, 206, 217
charged harmonic oscillator, 84
classical action, 297
coherent states, 100
Coulomb interaction screened at short distances, 273,

277
cross section, 306, 309, 330

delta function near a wall, 50
delta function potential, 45, 66, 70, 315
delta-shell potential, 190, 192, 198, 306
density matrix, 171
deuteron, 264, 267
dilatations, 212
double delta-shell potential, 311
double-well potential, 296
driven harmonic oscillator, 112

Einstein–Podolsky–Rosen paradox, 157
electric dipole moment, 207, 255, 260, 279, 281
electric quadrupole moment, 207, 260, 267
electromagnetic transitions, 290, 293
energy–time uncertainty relation, 22
entanglement, 157, 175
expanding square well, 38
exponential decay, 171

free particle, 17

Gaussian wave function, 25, 27

hard sphere, scattering from, 308
harmonic oscillator, 82
harmonic oscillator dispersion, 90
harmonic oscillator with a delta function, 91
heavy quark–antiquark bound states, 203

helium atom, 249
hydrogen atom in a magnetic field, 118, 122, 131
hydrogen atom in an electric field, 279
hyperfine splitting interaction, 262, 264, 269

identical particles, 244, 247, 248
infinite square well, 42
infinite square well with a delta function, 55
infinite square well with time-dependent electric

field, 287
instantaneous momentum transfer to a harmonic

oscillator, 94
isotropic harmonic oscillator, 185, 281

linear potential, 74

magnetic dipole moment, 137, 139, 261, 264
magnetic flux quantization, 242
many-particle systems, 244

neutrino oscillations, 161
neutron interferometer, 164, 174
neutron–proton scattering, 329
number–phase uncertainty relation, 104

one-dimensional scattering, 326
one-dimensional well, arbitrary shape, 63
operator scattering equation, 320, 324
optical theorem, 304, 309, 324
oscillating magnetic field, 141, 164

parabolic well, 64
partial scattering amplitude, 306
particle in a gravitational field, 239
particle in a magnetic field, 132, 134, 135, 146, 219,

223, 230, 237
particle in an electric field, 132, 134, 208, 215, 255,

281, 301
periodic system, 5
phase difference due to magnetic flux, 222
phase shift, 306, 308, 318, 323
plane-wave superposition, 6
potential step with a delta function, 47

333
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propagator, 8–10, 110, 208, 242, 296
proton–deuteron ion, 265

quantum behaviour, 155
quantum measurement, 157, 166
quantum Zeno effect, 156, 168

radial square well, 178, 194, 323
rotations, 124, 126

scattering, 304
scattering amplitude, 304
scattering integral equation, 311
Schwinger–Lipmann equation, 320
sinusoidal perturbation, 274
spin, 122, 139, 141, 144, 146, 148, 150, 153, 164,

230
spin–orbit interaction, 267
square barrier with a delta function, 73
square well, 52, 247

step potential, 39, 41
Stern–Gerlach analyzer, 157, 166
system of three spinors, 151

teleportation, 177
Thomas–Reiche–Kuhn sum rule, 196, 198
three-dimensional reflection, 32
three-dimensional refraction, 32
time-dependent uniform electric field, 285, 286
triangular well, 64
two-delta-function potential, 59, 61
two-dimensional harmonic oscillator, 187, 189
two-state system, 155, 171

variational method, 299, 303
vector operator, 126, 128
virial theorem, 181

wave function, 1
WKB approximation, 77, 78, 79, 301
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