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Preface

The aim of this book is to weave together the diverse threads of epidemiological

research in schizophrenia into a single volume that captures the new and exciting

themes that have been emerging over recent years. Diverse topics are juxtaposed to

expose synergy and to reveal new avenues of work, while the power of the epi-

demiological method runs throughout the book. The sections correspond to

different subdisciplines within epidemiology: social, genetic and developmental

epidemiology, with additional sections for special and emerging issues relevant to

the epidemiological study of schizophrenia. Despite the multiple authorship, we

have tried to maintain a unified approach to epidemiological thinking throughout

the book. Authors were asked to concentrate on findings that have been established

through robust epidemiological investigation.

The book provides an overview of the current state of epidemiological know-

ledge and research in schizophrenia and is intended as a reference for those involved

in research about schizophrenia or in clinical work with individuals who suffer

from schizophrenia. We have placed much emphasis on findings that may elucidate

the causes of this complex illness. No previous training in epidemiology is assumed

and a glossary of epidemiological terms is included at the back of the book. The

editors are based in the UK, the USA and the Netherlands and are all engaged in

schizophrenia. We are very fortunate in having gathered together a talented and

internationally respected group of contributors and we thank them for their enthu-

siastic participation.

The editors
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Foreword

Schizophrenia may be the leading unsolved disease afflicting humans. Ranked

fourth among causes of disability worldwide, the disease syndrome is associated

with an immense financial burden for clinical care and living support across the 50

or so years that the average patient is identified as ill. Secondary costs in lost pro-

ductivity, homelessness and entanglement with law enforcement are also high, but

the most poignant burden of illness is experienced by patients and their families.

Subtle impairments in information processing and neurointegrative function are

often present from birth, curtailing achievement and social engagement years

before hallucinations, delusions, disorganized thought and behaviour make public

the presence of illness and the need for treatment. Erosion of the fundamental

building blocks of human experience lead to a reduced level of functioning and

quality of life. Stigma further pains and isolates the person who suffers from this

illness. The picture is also complicated by low drive and restricted affect in many

patients, and dysphoric mood and suicide in others. Patients are at increased risk

for drug abuse, and intense nicotine consumption causes additional health prob-

lems. Although illness manifestations, treatment response, course pattern and func-

tional outcome are quite variable, most life stories reflect serious adverse effects of

schizophrenia.

Treatment remains a part-way technology. Antipsychotic drugs and supportive

and educationally oriented psychosocial therapies reduce psychotic symptoms and

relapse rate, but no treatment is documented as efficacious for primary negative

symptom and cognitive impairments. Little wonder that the long-term disease

effects were modified little during the 20th century. Neither cure or prevention is

yet in sight. Investigation of this illness syndrome is especially challenging because

human behaviour is complex, the human brain is the most difficult organ system

to manipulate and access experimentally, tissue pathology is not yet determined,

and model systems (including animal preparations) are partial and difficult to val-

idate. Finally, it is not yet known whether one disease or many resides in the schizo-

phrenia syndrome.

This view of schizophrenia issues a clarion call for epidemiology.

xv



Substantial progress in understanding schizophrenia aetiopathophysiology is

dependent on discovery of cause. It is here that the aetiological discipline of

epidemiology provides the most compelling data. Skewed distribution of cases in

identified populations has led to discovery of risk factors that, in turn, now orga-

nize the search for specific aetiological variables. The range of inquiry is necessar-

ily broad, for increased risk for schizophrenia is associated with geography, season

of birth, migration, urbanization, gestational insult, birth complications, physical

and social developmental patterns and, of course, genes. There are also interesting

comorbid groupings relating schizophrenia to violence, suicide, drug abuse and

reduced lifespan. These studies in schizophrenia are profoundly important in

understanding this disease (or diseases), but methodology and concepts in psychi-

atric epidemiology are not well understood by the nonspecialist. There has been

considerable recent accumulation of knowledge in this field, and the time is right

for a succinct and critical presentation of concepts, methods and facts regarding the

epidemiology of schizophrenia.

Murray, Jones, Susser, van Os and Cannon have organized a text that is both

thorough and readable. For the student of schizophrenia, it will provide a contem-

poraneous review and critical interpretation of the rich data generated in epidemi-

ological investigations. For the generalist and the informed lay reader, it is plainly

presented and highly informative. Each chapter stands on its own but is carefully

integrated and cross-referenced with other chapters. With a distinguished group of

authors, it is especially pleasing that the writing styles and chapter organization are

consistent, providing seamless transitions from topic to topic. I found this text gen-

erously informative and believe that both the serious and the casual student of

schizophrenia will profit from time spent with this book.

William Carpenter

xvi W. Carpenter



Part I

The social epidemiology of schizophrenia





Introduction

Social epidemiology studies the link between the social environment and the devel-

opment and distribution of diseases in populations (Kaufman and Cooper, 1999).

Research into social and behavioural determinants of health and illness is an area

of interest for both sociologists and social epidemiologists. This section provides

an introduction to some design and conceptual issues in social epidemiology and

detailed discussion of temporal and geographical variations in the incidence,

course and outcome of schizophrenia, with particular emphasis on issues of urban-

ization and migration.

Epidemiologists are very familiar with individual-level effects or risk factors such

as birth complications, smoking or substance misuse. However Bresnahan and

Susser in Chapter 1 emphasize the importance of societal-level effects (such as

racism or level of socioeconomic development) in elucidating disease trends and

mechanisms. The use of age–period–cohort effect analyses and life-course

approaches to epidemiology are also included.

One of the central tenets of schizophrenia epidemiology is that the (narrowly

defined) disorder appears to occur with equal incidence worldwide. However some

variation in incidence rates between the developed and developing world has been

noted for broadly defined schizophrenia. Bresnahan and colleagues examine this

issue in Chapter 2 but recognize that the question of variation in incidence will

remain unresolved ‘while we await incidence rates based on rediagnosis using

modern diagnostic systems’. On the other hand, there is ‘clear and convincing evi-

dence’ currently available for more favourable course and outcome of schizophre-

nia in developing countries. This finding is ‘remarkable’ in view of the scarcity of

treatment options in the developing world. Bresnahan and colleagues conclude that

some aspect of the cultural circumstances in developing countries may provide a

more therapeutic context for recovery.

Is schizophrenia disappearing? In Chapter 3 Bresnahan and colleagues investigate

whether the incidence of schizophrenia has been declining over the past few

decades. They consider that the apparent decline appears to reflect mainly period

effects, pointing again to the role of social environment. Is schizophrenia becoming

3



less severe? Bresnahan and colleagues also examine time trends in course and

outcome of schizophrenia and find that improvements in outcome from the begin-

ning to the end of the 20th century are modest. As the authors point out, this is sur-

prising in view of the dramatic impact of antipsychotic medication on symptoms.

Unfortunately, the data used to detect changes in outcome are unsystematic and do

not yield insight into possible explanatory factors.

In Chapter 4, Boydell and Murray examine urban birth and migration as risk

factors for schizophrenia. They conclude that there is ‘substantial’ evidence that

urban birth and/or upbringing are associated with an increased risk for psychosis

and that this effect may be increasing. The high rate of schizophrenia and psycho-

sis among migrant groups, particularly first- and second-generation African-

Caribbean immigrants in the UK, has been the subject of much discussion and

debate over the past few years. Boydell and Murray examine the many possible

reasons why ‘urban birth’ and ‘migration’ may increase the incidence of schizophre-

nia. Although there are no clear answers at present, the authors conclude that social

and psychological aetiological factors are likely to be important. It seems as though

researchers into schizophrenia will have to pay more attention to the social envi-

ronment in the future to help to solve these unanswered questions.

REFERENCE

Kaufman JS, Cooper RS (1999) Seeking causal explanations in social epidemiology. American

Journal of Epidemiology 150, 113–120.
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1

Investigating socioenvironmental influences
in schizophrenia: conceptual and design
issues

Michaeline Bresnahan and Ezra Susser
Division of Epidemiology, Columbia University, New York, USA

The investigation of socioenvironmental influences began early in the history of

schizophrenia research. As far back as the 19th century, reports emerged that insan-

ity was more common among the lower social classes, and early in the 20th century

this association was reported specifically for the diagnosis of schizophrenia. The

association between low social class and schizophrenia was later confirmed by the

classic study of Hollingshead and Redlich in New Haven in the 1950s (Hollingshead

and Redlich, 1958). They suggested that the relation was causal: lower social class

increased the risk of schizophrenia. This view was shortly disputed, however, in

another classic study by Goldberg and Morrison (1963). Relying upon national reg-

istry data to establish occupation of father at birth, Goldberg and Morrison found

that fathers of patients had a social class distribution similar to the population as a

whole. Despite decades of work and further exceptional contributions (Link et al.,

1986; Dohrenwend et al., 1992; also see Table 1.1), the matter is still not entirely

resolved; however, the weight of evidence suggests that socioeconomic status has at

most a modest effect on risk of schizophrenia. Therefore, while social class pro-

vided an early foothold in the examination of socioenvironmental influences in

schizophrenia, no clear findings have emerged.

Nonetheless, emanating from this initial concern with social class, researchers

have extended investigations to a broad range of socioenvironmental influences in

schizophrenia. This section addresses socioenvironmental influences that are an

active focus of current research and appear to have an impact on schizophrenia. The

chapters to follow deal in turn with socioeconomic development (Ch. 2), time

trends (Ch. 3), and urbanicity and immigration (Ch. 4). What ties these together is

that, in each domain, social environment is likely to be a significant contributing

factor to any observed variation in schizophrenia morbidity. In addition, they rep-

resent societal influences that cause populations to differ from one another, but they

may not account for differences between individuals within a given population.
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Societal influences have rarely been addressed in recent reviews of schizophrenia

epidemiology. Of course, neither societal nor individual social experience are con-

sidered as alternatives to biological causation; they are, however, often antecedent

and account for patterns of biological exposures.

In order to appreciate and understand fully the range of epidemiological studies

represented, it is helpful to be familiar with certain central concepts in the epidem-

iology. Epidemiological studies of socioenvironmental influences often address

questions framed by contrasts (Schwartz and Carpenter, 1999). Why do some indi-

viduals in a population develop disease and not others? Why is the rate of disease

higher/lower in one population compared with another? Why is the rate of disease

changing over time? How does experience in each stage of life build on risk arising

from earlier experience? These questions all fall squarely within one of the key mis-

sions of epidemiology: to identify determinants of disease. The strategies that can

be used to answer each of these questions are quite different, however, and focus

attention on distinct effects. As these differences are often overlooked and have

important implications, we draw attention to them here.

Effects at the level of the individual

Why do some individuals develop schizophrenia and not others? This question per-

tains to individuals. To answer this question, we focus on variation between indi-

viduals in hypothesized risk factors. Thus, we establish both the exposure and

disease experience for individuals under study within a given population, using

such strategies as cohort and case-control studies. When there is evidence of asso-

ciation between exposure and disease, effort is directed at determining if the con-

nection is causal (Schwartz and Susser, 2001).

In searching for determinants in this way, the natural focus is on factors that vary

between individuals within the population at hand. For example, we hypothesize

that prenatal exposure to influenza is a risk factor for schizophrenia. This hypoth-

esis is testable in a population when some individuals are exposed and some are

not. We then compare the proportion of those exposed to prenatal influenza who

develop schizophrenia with the proportion of those not exposed to prenatal

influenza who develop schizophrenia.

This much is well known to most schizophrenia researchers. There are two con-

straints to the approach, however, that are not widely recognized. First, when there

is no interindividual variation in a factor, it cannot explain why some people within

a population get disease and not others. A factor that is ubiquitous in a given popu-

lation will not contribute to individual variation of risk in that population even if

it can and does contribute to disease (Schwartz and Carpenter, 1999). For example,

in an ethnically homogeneous population, there may be little variation between
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individuals in skin complexion; therefore, complexion may not be identified as a

determinant of individual risk for skin cancer within this population.

Paradoxically, this could occur within a population consisting wholly of individu-

als whose complexion puts them at extremely high risk (e.g. a Nordic population).

A number of individual factors that are of compelling interest in schizophrenia

research may be ubiquitous within samples commonly studied (e.g. poverty, race),

with the result that their effects are undetectable.

An intriguing example of an ubiquitous exposure are childhood vaccinations. In

the field of psychiatry, interest in the impact of vaccines has surfaced in the context

of childhood autism. Recently, hypotheses have been advanced relating the MMR

(measles, mumps and rubella) vaccine to autism. Because this vaccination is ubiq-

uitous in most developed countries, it is extremely difficult to examine the impact

of vaccines on differences in risk for autism within one of these populations.

Second, the relationship of exposure to disease necessarily varies across popula-

tions. Because disease causation is multifactorial, whether or not a given factor

causes disease will depend upon the presence of other factors (i.e. cofactors in

disease causation). The presence of these other factors will clearly vary between

populations. Consequently, there is no expectation that individual risk factors

identified in studies of individual level effects will be exactly the same from popu-

lation to population, nor is there an expectation that the magnitude of relative risk

pertaining to the risk factor will be the same from population to population. For

example, if prenatal influenza acts as a risk factor for schizophrenia only in con-

junction with adverse postnatal exposures, the association of influenza and schizo-

phrenia will be affected by the prevalence of these postnatal cofactors in the

population. Despite this caveat, one generally does expect some consistency across

studies in different populations, and the lack of it is a source of concern or interest.

Studies of individual risk factors for schizophrenia are vital, and in subsequent

chapters we will see that they have made important contributions in schizophrenia

research. It is equally important, however, to investigate the role of societal level

factors in the causation of schizophrenia.

Effects at the societal level 

Usually the investigation of societal effects begins with the question: Why is the rate

of disease higher/lower in one population compared with another? This question

contrasts populations rather than individuals within populations, focusing on

differences in the rates of disease between populations. With the shift in focus from

individual to societal level effects, the range of substantive questions has changed

(Rose, 1992; Schwartz, 1994; Schwartz and Carpenter, 1999).

The critical contribution of contrasting populations, rather than individuals
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within populations, is to draw attention to factors with meaning residing at the

societal level. Contextual factors such as stage of socioeconomic development are

defined at the societal level: individuals within a society share the experience of

living in a ‘developed’ or ‘developing’ country. Similarly, average individual income

in a society, although constructed from an individual factor, describes a milieu or

societal characteristic: individuals living in the population share the experience of

living in a low-income or high-income society. Societal racism (political, economic

and social) is also definable at the group level. The association of societal measures

of the degree of contextual racism with rates of schizophrenia in groups of minor-

ities living in different societies may illuminate the impact of a broad group-level

phenomenon. Investigations of differences between populations are particularly

crucial to identifying and describing these sorts of factor as determinants of rates

of disease.

Sometimes the distinction between an individual- and population-level factor is

obvious; however, in other instances it is not. It is important to clarify the distinc-

tion or delineate levels in order to avoid mistaken inference. An example particu-

larly germane to schizophrenia research is the impact of ‘treatment’. There is

definitive evidence that within given populations modern treatments (e.g. medica-

tions, family interventions) reduce the risk of relapse in patients with schizophre-

nia. From this evidence, however, it cannot be inferred that a society with more

highly developed treatment systems – even including the most effective treatments

– will have lower rates of relapse among patients with schizophrenia. In fact, for

reasons that remain unclear, the course of schizophrenia is substantially better in

societies with the least developed treatment systems (Ch. 2). Some have speculated

that treatment systems lead to segregation and enhanced stigma on a societal level,

and that they interfere with reintegration. Therefore, ‘treatment’ has a different

meaning at societal and individual levels. This distinction is often overlooked.

It is possible to conduct studies where both individual and societal level effects

are examined at the same time. For example, in a multisite study conducted in

several countries, it would be possible to consider both individual income and

mean societal income/level of socioeconomic development in the same analysis.

The impact of societal level factors on individual processes, and their interaction

with individual level factors to affect individual processes, can be examined. With

notable exceptions (van Os et al., 2000), there are still few examples of such analy-

ses in schizophrenia research.

Sometimes studies contrast populations when seeking to identify individual

effects. It is always risky to make comparisons at one level and inferences at another.

Nonetheless, differences between populations can provide important indirect evi-

dence for the impact of individual factors that do not vary within a given popula-

tion. In the example described above, skin complexion was confined to a very
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narrow range in a hypothetical population. A comparison of this population with

another ethnically dissimilar population may yield a comparison of two popula-

tions of wholly different complexion (e.g. Nordic versus Ugandan). This compari-

son might contribute important information about complexion as a determinant

of skin cancer. Migrants studies, most often used to isolate genetic from environ-

mental causes of disease, may also uncover the causal contribution of ubiquitous

environmental exposures. Systematic first- and second-generation differences

between rates in immigrant populations in the country of destination and popula-

tion rates in the country of origin provide nonspecific evidence for environmental

determinants. Higher rates of schizophrenia among African-Caribbean immi-

grants than found in countries of origin are consistent with a number of possible

mechanisms including discrimination stress, a potential ubiquitous exposure

among immigrants (Ch. 4). Unfortunately, migrant populations are not always

available for study.

Age–period–cohort effects

Why is the rate of disease increasing/decreasing within a population over time?

Contrasting the same population at different points in time is akin to comparing

different societies. Instead of comparing the rate in one society with that in another,

the rate of disease in the same society is being compared at one time with another.

In spite of the apparent similarities between these comparisons, there are impor-

tant differences. Dynamic socioenvironmental influences are the leading suspect as

a cause of secular trends. The time periods analysed are generally too brief to

capture significant shifts in population genetics. In comparisons between popula-

tions, however, population genetic differences are more likely to play a role along-

side socioenvironmental factors.

Another important distinction is in the analytic techniques. Time is continuous,

whereas populations are categorical. The differences over time are measured in

change. Moreover, change over time can be measured in three dimensions: histor-

ical period, age and cohort (usually birth cohort defined by year of birth). The view

of rate change is different in each of these metrics. Disentangling the three time

effects is essential for interpretation of secular trends; for understanding the liter-

ature on change in schizophrenia incidence, it is helpful to understand how these

dimensions are differentiated.

Period effects

Period effects capture the point-in-time experience of a population, i.e. specific his-

torical conditions such as an economic depression or war. Increased rates of suicide

during economic depression or decreased rates of suicide in wartime are examples
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of period effects. Similarly, a change in the diagnostic system in use during the

period of measurement will be reflected as a period effect. Thus, the incidence rate

of schizophrenia should be higher in years when a broader definition of disease is

in use, and lower in years when a narrower definition of disease is in use (e.g. rates

of schizophrenia in 1960 versus 1990). Secular trends attributable to artifact (i.e.

changes in diagnostic criteria, changes in ascertainment) are often subsumed in

period effects.

Age effects

Age effects reflect the varying susceptibility to disease over the life cycle. In schizo-

phrenia, peak risk for onset occurs during young adulthood. Because age structures

risk, the underlying age structure of a population will affect overall rates. A popu-

lation that is ‘younger’ (i.e. where a greater proportion of individuals are in their

young adult years) will be expected to have higher overall incidence rates than a

population that is ‘older’ (i.e. where a greater proportion of individuals are in ages

of lower risk of onset). In studies of schizophrenia trends, the principal reason for

interest in age effects is based on their capacity to introduce artifact or confound-

ing in trend analyses. When the age structure of the population changes, the overall

population rates will change. Age stratification and age standardization are used to

address these problems.

Generational effects

Generational effects or cohort effects capture the effect of cumulative experiences

in population groups, usually defined by birth year. Trends based on the disease

experience of birth cohorts reflect the unique group experience of being in utero in

a given year, experiencing childhood during a given historical period and adult-

hood during a specific period. Therefore, the cumulative experience of people who

are 30 years old in 1960 is different from people who are 30 years old in 1990. When

this causes a difference in disease rates, it is a generational effect. If the investigator

is interested in the impact of childhood exposures, individuals who are 30 years old

in 1960 are the same as people who are 5 years old in 1935. When there is evidence

of generational shifts in rates over short periods of time (measured in birth years),

differences arising from fetal or infant experience are implicated.

Discriminating age–period–cohort effects

For interpretation of secular trends, it is essential to separate these component

effects: period, age and cohort. This represents a first step to developing hypothe-

ses and investigating the causes of the rate changes (Susser, 1973). It can be diffi-

cult, however, to disentangle these effects. Figures 1.1 and 1.2 are graphical displays

that allow visual discrimination of these effects.
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Age–period confusion is common. For example, risk of drug use varies with age,

adolescents and young adults being at highest risk. At the same time, the availability

of illicit substances varies over historical period. A period effect owing to the

increased availability of illicit drugs could be masked by a change in the age struc-

ture in the population. If adolescents and young adults decrease as a proportion of

the population from one historical period to another, this will produce a counter-

vailing trend towards reduced drug use. A comparison of historical period within age

groups would expose the period effect.

Age–cohort confusion can also occur. For example, when a generation particu-

larly inclined to drug use enters adolescence, it will at first appear that there is a high

rate of drug use among adolescents. This would suggest an age effect. However, fol-

lowing this generation as they age will reveal their proclivity to drug use. As the gen-

eration grows older, they will have higher rates at every age than the preceding or

subsequent generations examined at the same age. A comparison of birth years

within age groups would expose the cohort effect.

Discriminating between period and generation effects can be illuminating in

understanding disease processes. The classic example of a Gordian knot was posed

by trends in tuberculosis mortality (Susser, 1973). As the rates of tuberculosis

declined over time (1880 to 1930), a steady increase in risk with age was observed

13 Socioenvironmental influences in schizophrenia
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Fig. 1.1. This graph shows age-stratified incidence of schizophrenia by calendar year. These period

data for four age groups (male aged 16–17 (�), 18–19 (�), 20–21 (�) and 22–23 (�)

years) are taken from Suvisaari et al. (1999). The study followed individuals born from

1954 to 1965 over the period from 1970 to 1991 for schizophrenia. In this figure, we see a

period effect with generally declining rates over time in all age groups except the 16–17

year olds, and age effects with ages 16–17 years at lowest risk and ages 20–21 and 22–23

years at highest risk.



in later historical periods. The shift from younger age at maximum risk to older age

at maximum risk over historical periods may have led some to conclude that, while

tuberculosis was on the wane, it had become more lethal to the elderly. Analysing

trends by generation, however, revealed that in each generation the peak in rates

occurred between 20 and 30 years of age, and that over each succeeding generation

rates were declining in an orderly fashion. The disease had not undergone a meta-

morphosis, nor had the elderly developed a peculiar susceptibility to the disease;

instead, experience had changed over successive generations. Understanding this

also pointed to early life experience as crucial to risk for the disease.

Graphical display analysis is useful in visually discriminating period and age, or

chort and age effects. Data displayed as in Fig. 1.1 discriminates period and age

effects, and data displayed as in Fig. 1.2 discriminates cohort and age effects.

However, there are limitations to assessing these three effects simultaneously.

Period, age and cohort effects may all be influential in a given secular trend, as is

made obvious in the example of tuberculosis. Using ordinary graphical displays, it

is not possible to control two while examining the third. Thus, in Figure 1.1, while

examining period trends we control for age but not for cohort effects; and in Figure

1.2, while examining cohort trends we control for age but not for period effects.

Statistical methods have been developed to examine the three effects simultan-

eously (e.g. Holford, 1983; Clayton and Schifflers, 1987). However, these methods
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downwards – and the age effect with ages 16–17 years at lowest risk, and ages 20–21
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require additional complex assumptions. Notwithstanding its limitations, graphi-

cal display still provides a direct and understandable method of analysis (Case,

1956).

Life-course effects

The structure of age–period–cohort trends emerges from the multitudes of indi-

vidual life-course effects. Life-course effects capture the longitudinal component of

human biological as well as social exposures and existence to the point of disease

or risk assessment. Individual life-course effects are framed at each given age within

a unique historical period, creating an experience set that is particular to each gen-

eration.

Evidence and reason suggest that socioenvironmental factors influence health

risk over the lifespan, contributing as early as the prenatal period to adult disease

(Kuh and Ben-Shlomo, 1997; Marmot and Wadsworth, 1997; Davey Smith et al.,

1997). Evidence for prenatal and childhood exposures contributing to risk of adult

disease is perhaps more well known in psychiatry than other fields of study. For

example, prenatal nutritional and viral exposures have been linked to risk of schizo-

phrenia, and childhood neglect, abuse and loss have been linked to risk of adult

depression. The notion that many prenatal and childhood exposures are socially

patterned is also widely accepted. From this starting point, the individual pro-

gresses through time, accumulating risk associated with age and historical period.

The relative importance of prenatal, childhood and adult experience in shaping

risk for disease, and the importance of cumulative experiences, may vary with spe-

cific diseases. Studies at the individual level, for example, indicate that childhood

social status and related childhood pulmonary exposures are relatively more

influential in tuberculosis, whereas adult social status and adult behaviour are more

influential in lung cancer (Davey Smith, 2001). In the case of cardiovascular mor-

tality, there is evidence for independent risk attached to socioeconomic adversity

during different phases of life, and for the accumulation of risk associated with

socioeconomic adversity (Davey Smith et al., 1997). For this reason, a longitudinal

view of individual development is necessary to identify critical periods, to develop

a schema for understanding the accumulation of risk and to translate ‘vulnerabil-

ity’ to disease into a more specific set of risk factors. This was described by G. Davey

Smith in 2001:

Human bodies in different social locations become crystallized reflections of the social experi-

ences within which they have developed. The socially patterned nutritional, health and environ-

mental experiences of the parents and of the individuals concerned influence birthweight, height,

weight and lung function, for example, which are in turn important indicators of future health

prospects. These biological aspects of bodies (and the history of bodies) should be viewed as

frozen social relations . . .

15 Socioenvironmental influences in schizophrenia
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Schizophrenia was not identified as a discrete illness until the dawn of the 20th

century and was once widely considered a ‘disease of civilization’. Later evidence

suggested that at least some cases of schizophrenia could be identified in any com-

munity at whatever level of development, but the incidence rate of schizophrenia

in developing countries is still largely a matter for bold speculation based on

minimal data. In the meantime, strong evidence has emerged for a surprising

result: the course of schizophrenia is more benign in the developing countries,

where treatment options are minimal.

In this chapter, we review the evidence for differences in incidence as well as

course of schizophrenia between developing and developed countries. Present day

researchers often prefer the more neutral designation of ‘low-income’ versus ‘high-

income’ countries, which does not imply any universal continuum of economic

development. For clarity, however, we retain the term used in the literature we

review.

Incidence

In a recent review of schizophrenia incidence studies, the annual incidence rates

ranged from 0.04 to 0.58 per 1000 (Eaton, 1999). Because the observed variation is

likely to result in part from differences in the methods of individual studies

(Bresnahan et al., 2000), its meaning with respect to geographic distribution is

unclear. Systematic patterns of variation are obscured by these and other artifacts.

Here we have chosen to examine variation across sociocultural settings by com-

paring developing and developed countries. This approach is promising, in view of
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the high contrast between the sociocultural environments in these two settings. In

addition, the division has been shown to have predictive value for studies of

outcome.

Is the incidence of schizophrenia different in developing and developed coun-

tries? Our capacity to answer this question is constrained by the small number of

studies conducted in developing countries. The total developing country evidence

is slim and includes four published incidence studies (Jablensky et al., 1992;

Hickling and Rodgers-Johnson, 1995; Bhugra et al., 1996; Mahy et al., 1999) based

on first treatment contact and direct assessments in a defined population. The

study locations include rural and urban Chandigarh, Trinidad, Barbados and

Jamaica (Table 2.1). (One additional incidence study conducted in Madras

(Rajkumar et al., 1993) ascertained cases based on a door-to-door community

screening and direct assessment in a defined urban area. However, as the method

was different from other studies, and the number of cases small, it has little bearing

on the question at hand.)

Among these four developing country studies reporting incidence, the

Chandigarh study provides the most important evidence. It was part of the World

Health Organization (WHO) Ten Country Study (Jablensky et al., 1992), in which

both developed and developing country sites were included. In this landmark

project, also referred to as the Determinants of Severe Mental Disorder Study

(DOSMeD), the collection of comparable evidence in the same time period offers

sound comparison of incidence rates across a variety of sociocultural settings.

Furthermore, both an urban and a rural site were studied in Chandigarh.

The Ten Country Study

The Ten Country Study is often cited, in our view mistakenly, as providing the evi-

dence for worldwide ‘uniform’ incidence and symptom expression of schizophre-

nia. Twelve centres in ten countries were represented: Denmark (Aarhus), India

(Chandigarh urban, Chandigarh rural, Agra), Ireland (Dublin), USA (Honolulu,

Rochester), England (Nottingham), Soviet Union (Moscow), Japan (Nagasaki),

Czeckslovakia (Prague), Columbia (Cali), Nigeria (Ibadan). Cases were ascertained

for 2 years, identifying first-contact patients with nonaffective psychosis in well-

defined populations. Equivalent methods of ascertainment, assessment and diag-

nosis were implemented across sites. Eight sites had sufficiently complete case

ascertainment to yield incidence rates. Urban and rural Chandigarh were the only

developing country sites among the eight reporting incidence rates.

Two key findings were reported. The first was that the incidence of narrowly

defined schizophrenia demonstrated no significant variation across sites. The

observation of no significant variation for narrowly defined schizophrenia,
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Table 2.1. Selected incidence studies (ICD-9 or CATEGO)

Annual incidence

Study
rates per 1000

Site Years Author S� SPO ICD-9

Madras 87–88 Rajkumar et al. (1993) 0.35

Chandigarh Urban 78–80 Jablensky et al. (1992) 0.09 0.25 0.29a

Chandigarh Rural 78–80 Jablensky et al. (1992) 0.11 0.35 0.32a

Jamaica 1992 Hickling and Rodgers-Johnson (1995) 0.21 0.24

Trinidad 1990 Bhugra et al. (1996) 0.16 0.22b

Barbados 94–95 Mahy et al. (1999) 0.28 0.32b

Moscow 79–81 Jablensky et al. (1992) 0.12 0.22 0.43c

Aarhus 78–80 Jablensky et al. (1992) 0.07 0.11 0.06a

Dublin 78–80 Jablensky et al. (1992) 0.09 0.14 0.21a

Honolulu 78–80 Jablensky et al. (1992) 0.09 0.09 0.13a

Nagasaki 79–81 Jablensky et al. (1992) 0.10 0.16 0.19a

Nottingham 78–80 Jablensky et al. (1992) 0.14 0.18 0.17a

Cantabria 89–91 Vazquez-Barquero et al. (1995) 0.13 0.19

Ireland 73– Ninulaain et al. (1987) 0.17

London 91–92 Goater et al. (1999) 0.22

London 91–93 Bhugra et al. (1997) 0.39d

Salford 74–84 Bamrah et al. (1991) 0.19

Saskatchewan D’Arcy et al. (1993) 0.10

Vancouver 82–85 Iancano and Beiser (1992) 0.08e

Notes:

CATEGO, computer algorithm diagnoses using Present State Exam; ICD, International Classification of

Disease – ninth revision – Clinical Modification; S�, narrowly defined schizophrenia; SPO, broadly defined

schizophrenia.

To facilitate comparison between developing and developed countries, only incidence study sites reporting

CATEGO diagnoses or ICD-9 diagnoses are included in the table. For a more complete view of incidence

studies see Eaton (1999).
a ICD-9 rates for the WHO Ten Country Study sites were calculated based on cases with 295 diagnoses

reported in Jablensky et al. (1992; p. 29).
b Rates CATEGO SPO�.
c Moscow was a priori a developed country; this may be in error.
d Based on total population base and total cases over three reported ethnic groups in two health districts

selected for ethnic diversity
e Based on mean rate between men and women given.



however, was based on CATEGO S� diagnoses, which was the definition of

‘narrow’ schizophrenia in the Ten Country Study. CATEGO S� criteria focus exclu-

sively on first-rank, positive symptoms during the month before interview using

the Present State Examination (PSE). The concordance between S� and schizo-

phrenia under modern diagnostic systems is not high (Mason et al., 1997). Because

of these uncertainties about diagnosis, it is difficult to draw conclusions from S�

variation in the Ten Country Study. The second finding was that incidence of

schizophrenia broadly defined demonstrated significant cross-country variation,

with the highest rates being reported in Chandigarh, the only developing country

sites.

Continuation studies of the initial WHO cohorts at both developed and devel-

oping country sites, and rediagnosis of cases using modern criteria, will contribute

important information with respect to the generalizability of the S� findings to

schizophrenia currently conceived. Preliminary analyses of rediagnosed

Chandigarh urban and rural site cases suggest that variation may be substantially

greater than the S� incidence findings would indicate. Cases were rediagnosed

according to ICD-10 (World Health Organization, 1992) criteria, based on all

information available at last follow-up. In the combined Chandigarh sites (n�

209), lifetime diagnoses were assigned to 141 cases based on information available

at 12–15 years of follow-up, to 15 based on information available at 5–11 years

follow-up, and to 43 based on information available 0–4 years after intake; rediag-

noses for 10 cases are currently unavailable. Based on known cases, urban and rural

Chandigarh rates of lifetime ICD-10 F-20 schizophrenia in the original cohort are

1.85 (95% confidence interval (CI) 1.46–2.31) and 2.68 (95% CI 1.84–3.76) per

10000. These rates are intermediate between the rates of broadly defined schizo-

phrenia (urban Chandigarh 3.5, rural Chandigarh 4.2 per 10000) and narrowly

defined schizophrenia (urban Chandigarh 0.9, rural Chandigarh 1.1 per 10000) in

the original report.

Interpretation of the Chandigarh incidence rates for ICD-10 schizophrenia is

limited by the unavailability of similar incidence data from developed country sites

in the Ten Country Study. However, somewhat comparable diagnoses are available

for the Nottingham site. In a rediagnosis exercise, ICD-10 diagnoses were rendered

based on information available at intake. The rate of ICD-10 F-20 schizophrenia

was 1.41 per 10000 (95% CI 1.03–1.78) (Brewin et al., 1997). This rate is markedly

lower than those reported above for the urban Chandigarh and rural Chandigarh

sites. Therefore, comparison of the preliminary findings from Chandigarh and

reports from Nottingham suggest that for ICD-10 schizophrenia there may be sub-

stantial variation across sites, as observed for broadly defined, not narrowly

defined, schizophrenia in the original report.
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Caribbean studies

The remaining incidence studies were conducted in Caribbean countries not

plainly representative of developing countries. The level of socioeconomic devel-

opment in the three Caribbean countries is relatively high for the developing world.

Based on the United Nations Development Programme (1998), Barbados ranked

2nd, Trinidad 13th, and Jamaica 45th highest among developing nations. The

health indicators and standards of living for these countries may be considered

intermediate on the development continuum.

The three Caribbean studies (Hickling and Rodgers-Johnson, 1995; Bhugra et

al., 1996; Mahy et al., 1999) emulated the design used in the WHO Ten Country

Study: all patients making first contact with care agencies for a possible schizo-

phrenic episode during a 1-year period were assessed for schizophrenia. The rates

per 10000 person-years at risk for narrowly defined schizophrenia (CATEGO S�)

were 2.1 (Jamaica), 1.6 (Trinidad) and 2.8 (Barbados). For schizophrenia using a

broad CATEGO definition, the rates per 10000 were 2.4 (SPO schizophrenia,

Jamaica), 2.2 (SPO� schizophrenia,Trinidad) and 3.2 (SPO� schizophrenia,

Barbados). It should be noted that the rates for the narrow and broad diagnoses are

quite similar, as there were few non-S� cases reported by these sites. Relative to

findings in the Ten Country Study, the point estimates for CATEGO S� incidence

rates in the Caribbean countries (range 1.6–2.8 per 10000) were higher than those

reported at any Ten Country Study site (range 0.7–1.4 per 10000). For schizophre-

nia broadly defined using equivalent diagnostic classifications (SPO, SPO�) the

Caribbean rates are higher than those reported by the WHO study developed

country sites, except Moscow, and similar to those reported by developing country

sites.

What does the total evidence suggest about variation in incidence of schizophre-

nia between developing and developed countries? Clearly there are insufficient data

to support the claim that there is no difference in incidence between these two set-

tings. However, the existing evidence is also insufficient for any inference of system-

atic variation across developing and developed countries. In sum, a strong case can

be made for variation in incidence across place, but a patterned distribution based

on country level of development is inconclusive.

Nonaffective acute remitting psychosis

It would be wrong, however, to conclude that no evidence has emerged from inci-

dence studies relating to systematic variation in any nonaffective psychoses

between developing and developed countries. Susser and collaborators found evi-

dence for a distinct nonaffective psychotic disorder that mainly occurs in the devel-

oping world. Susser and Wanderling (1994) reported a marked variation in

incidence of nonaffective acute remitting psychosis (NARP) between developed
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and developing country settings. The incidence of NARP was 10-fold greater in the

developing than developed country settings in the Ten Country Study.

Susser and colleagues have argued that such results support the idea of a distinct

disorder. Biological as well as cultural influences are suspected in the aetiology of

these psychotic disorders (Collins et al., 1996, 1999). In one study, patients with

NARP were more likely to have experienced fever in the 12 weeks preceding onset

than controls (odds ratio 6.2).

Moreover, this class of remitting psychotic disorders constitutes a potential

source of misclassified cases in studies of schizophrenia. In fact, all patients with

NARP that Susser and Wanderling (1994) identified had been diagnosed, by their

definition of NARP, with ICD-9 schizophrenia. The influence of NARP on inci-

dence rates of schizophrenia, however, does not explain most of the difference

between developed and developing countries in the incidence of schizophrenia

broadly defined in the Ten Country Study, or the differential in incidence suspected

based on the preliminary data on ICD-10 schizophrenia. Differences remained

after removing those with NARP.

Some other differences between developing and developed countries remain

unexplained. In particular, differences in the frequencies of psychotic individuals

diagnosed as catatonic in the Ten Country Study (10% in developing countries and

extremely rare in developed countries) have not been accounted for. Together with

the finding of high rates of NARP in developing country settings, the evidence sug-

gests possible aetiologic and disease diversity across the developing/developed

divide.

Course and outcome

Scattered early reports that complete remission of schizophrenia was common in

developing countries, in spite of the unavailability of treatment, suggested that

course and outcome were more favourable in these settings (e.g. Lambo, 1960; Rin

and Lin, 1962; German, 1972). The subsequent evolution of evidence did not

disturb this initial impression (Murphy and Raman, 1971; Jablensky et al., 1992;

Leff et al., 1992) (Table 2.2). A study on the island of Mauritius (Murphy and

Raman, 1971), examining 12-year outcomes of all patients with a clinical diagno-

sis of schizophrenia on first admission to the local hospital, found that 64% had no

symptoms and were independent. The authors also compared their results with a

British study (Brown et al., 1966) and concluded that schizophrenic psychosis had

a better overall prognosis in Mauritius than in Britain.

In this context, the WHO embarked upon an ambitious course of research to

examine the issue of varied outcomes in different cultural settings. Two large multi-

centre studies, the International Pilot Study of Schizophrenia (IPSS) and the Ten
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Country Study described above, forged the methodological basis for studying

outcome in transcultural settings. These studies still provide the best available evi-

dence.

International Pilot Study of Schizophrenia

The IPSS, carried out simultaneously in nine countries (World Health

Organization, 1973, 1979), had a prospective design and implemented standard-

ized instruments for data collection and assessments. The countries included were

Columbia (Cali), Denmark (Aarhus), India (Agra), England (London), Nigeria

(Ibadan), USA (Washington DC), Czech Republic (Prague), Soviet Union

(Moscow) and Taiwan (Taipei). Of the 1202 patients identified for study, 811 were

diagnosed with schizophrenia; 75% of those with an initial diagnosis of schizophre-

nia were assessed at 2-year follow-up.

The IPSS strengthened the idea that the outcome of schizophrenia might be

better in developing than in developed countries (Tables 2.2 and 2.3). The result is

illustrated by the overall outcome. Overall outcome was rated in five categories

based on combined criteria in three outcome domains: percentage of follow-up

time spent in psychotic episode, presence or absence of social impairment, and type

of remission after episodes. ‘Good’ represents the two best categories, and ‘poor’

the two worst categories of overall outcome. The three centres reporting the highest

proportion of patients with ‘good’ overall outcome were in developing countries

(Agra 66%, Cali 53%, and Ibadan 86%). The three centres reporting the highest

proportion of patients with ‘poor’ overall outcome were in developed countries

(Aarhus 48%, London 41%, and Washington 45%).

Eight of the nine centres went on to participate in a 5-year follow-up study

(follow-up 74%), in which the outcome profile in developing country sites remained

superior to that found in developed country sites (Leff et al., 1992). Approximately

two-thirds of the patients at the Ibadan site and two-thirds of the patients at the Agra

site were asymptomatic at the 5-year follow-up, and the pattern of course for these

two sites was exceptional, in both the high proportion of patients with best course

and the low proportion of patients with worst course ratings. Clinical course reports

from Cali were more comparable to those from developed country sites.

Long-term outcomes (10 years or more) were reported separately by two devel-

oping country sites and one developed country site, extending the evidence. Leon

(1989) was able to trace and assess 83% of the Cali IPSS patients with an initial diag-

nosis of schizophrenia 10 years after inclusion. Overall clinical outcome at 10 years

was good (complete or partial recovery) in 51% of the patients. Dube et al. (1984)

traced and examined 62 of the 140 IPSS patients in Agra 13–14 years after inclusion.

Sustained remission was observed in 46% of those with an initial diagnosis of

schizophrenia, and 59% were judged to be clinically ‘normal’ at assessment.
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Carpenter and Strauss (1991) assessed 40% of the original Washington DC IPSS

cohort at 11 years and found little change in the functioning of patients (in terms of

social contacts, employment or symptoms) compared with functioning at 2 years.

The Ten Country Study

The IPSS was followed by another study coordinated by the WHO, the Ten Country

Study described above (Sartorius et al., 1986; Jablensky et al., 1992). Data on

outcome after 2 years were obtained for 78% (n�1078) of the original sample. The

outcome for patients diagnosed with broad schizophrenia was more favourable in

developing countries than in developed countries, for example, on five of the six

measures of ‘best outcomes’ examined.

Though limited, these reports support the view that patients fare better, on

average, in the developing countries. Additional evidence from follow-up at the

Chandigarh sites raises the possibility that there may be greater variability in out-

comes in developing countries (Mojtabai et al., 2001). In Chandigarh, there was a

group of subjects that did poorly in the first 2 years (n�15); nearly half had died

by the time of the 15-year follow-up. In two patients, malnutrition was a contrib-

uting cause of death. These findings are generally consistent with another study

conducted in Brazil. Menezes and Mann (1996) carried out a 2-year follow-up of a

prevalent sample of 120 patients with schizophrenia who had been consecutively

admitted to psychiatric hospitals of a catchment area of São Paulo, Brazil and found

an eightfold increased risk of dying compared with the general population (stan-

dardized mortality ratio 8.4), and a dramatically increased risk for suicide.

Several explanations of the fundamental differences in outcome between devel-

oped and developing countries in the Ten Country Study beg consideration.

Artifact is one potential explanation. It is possible that the disease ‘mix’ in develop-

ing countries (higher incidence of non-S� schizophrenia, higher proportion

NARP) is at the foundation of the improved prognosis. However, improved or

better course and outcomes apply to both acute and nonacute onset disease, and

that broadly and narrowly defined (Jablensky et al., 1992). The ‘mix’ may be differ-

ent, but it does not explain all of the difference in prognosis. Other explanations

relating to background characteristics of the underlying samples and ascertain-

ment bias have been considered (Jablensky et al., 1992; Hopper and Wanderling,

2000); however, none has been shown to account for the difference.

International Study of Schizophrenia

Further development of this finding has been taken on by the WHO International

Study of Schizophrenia (ISoS). This is a collaborative project based on numerous

cohorts including the original IPSS and Ten Country Study cohorts. Using the ISoS

sample, Hopper and Wanderling (2000) replicated the developed versus developing
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differential both in the long term (�13 years follow-up), and under ICD-10 diag-

nostic criteria for schizophrenia. They demonstrated that various biases (ascertain-

ment bias, bias in loss to follow-up, diagnostic issues including NARP and

classification systems for developing/developed countries) could not account for

the differences in outcome.

Possible explanations for differences in outcome

It appears, therefore, that some aspect of the economic or cultural circumstance in

developing countries may provide a more therapeutic context for recovery. The

most commonly proposed explanations fall into four categories: family relation-

ships, informal economies, segregation of the mentally ill and community cohe-

sion. 

Family relationships

Family relationships may be more conducive to recovery in developing country set-

tings. In India and some other developing countries, families are closely involved

in treatment, support, recuperation and rehabilitation of individuals with schizo-

phrenia (Susser et al., 1996). An individual is never removed from the family’s care;

social integration within the family setting is not disrupted. Furthermore, data

support the view that family expressed emotion, a characteristic predicting relapse

in developed country populations, may differ in developing country settings (Leff

et al., 1987; Wig et al., 1987). 

Informal economies

Students of developing countries often argue that, in subsistence economies, rein-

tegration into work roles is the rule rather than the exception (Warner, 1985). Based

on data from developed countries, reintegration into work roles would seem to be

beneficial (Bell and Lysaker, 1997). In low-income countries, informal economies

may provide more diverse opportunities for this reintegration to occur. 

Segregation of the mentally ill

In developing countries, individuals with mental illness are less likely to be segre-

gated in hospitals or other institutions. It has also been suggested that mental illness

may be less stigmatized in developing countries, although there are no convincing

data on this point. 

Community cohesion

Communities may differ on dimensions of social integration and isolation, poten-

tially creating contexts that are more or less therapeutic, affecting chances for

recovery.
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Societal basis

The bases for each of these speculations are societal phenomena. That developing

countries better serve those with schizophrenia than developed countries stands in

contrast with what is known about the benefit to individuals of modern therapies

(e.g. medication, family interventions), treatments often unavailable in these set-

tings. One possible explanation is that societal level processes and system features

of treatment as determinants of disease outcomes are responsible.

Conclusion

The contrasting experiences of developed and developing countries with respect to

schizophrenia may be interpreted as providing evidence for socioenvironmental

influences in this disorder. The findings in incidence rates are inconclusive; the evi-

dence for differences in outcome, however, is clear and convincing.

Two main findings regarding the incidence of schizophrenia emerged from the

landmark Ten Country Study: first, the incidence of schizophrenia narrowly

defined showed little variation across sites; and second, the incidence of schizo-

phrenia broadly defined was significantly higher in developing than developed

country sites. The underpinnings of the narrow definition have been questioned,

but the alternative posed by the broad definition is probably overinclusive. While

we await incidence rates based on rediagnosis using modern diagnostic systems, the

question of variation in incidence rates remains unresolved.

Course and outcome appear to be more favourable in developing countries. In

light of the scarcity of treatment options, this finding is remarkable. A point deserv-

ing further investigation is that there may be a greater risk of adverse outcomes, as

suggested by mortality rates in two developing countries.
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In 1871, Maudsley presented a paper entitled ‘Is Insanity on the Increase?’

(Maudsley, 1872). Over 100 years later, Der published a paper entitled ‘Is

Schizophrenia disappearing?’ (Der et al, 1990). Investigations of time trends in

schizophrenia encompass centuries of disease reports and records, and generations

of research. In this chapter, we will examine the evidence for secular trends in the

incidence and outcome of schizophrenia.

Time trends are of sustained research interest because they address a basic ques-

tion: Are things getting better or worse? A quantitative answer to this question is

central to health services planning: it provides a means to anticipate the future, and

a means to judge past efforts. The analysis of time trends has yet another purpose.

Examining secular trends may also contribute to our understanding of the nature

and the determinants of disease. In seeking to describe temporal variations in a

population’s disease experience, we may obtain the first glimpse of factors influenc-

ing the occurrence and shaping the outcome of disorders. An underlying shift in

the human gene pool can only occur over a great deal of time; in contrast, changes

in the social, biological and physical environment may occur over a shorter span of

time. These environmental influences are potentially reflected in variation in rates

of disease over years and decades. In this endeavour, we are limited by the types of

information available to establish these trends, particularly in psychiatric disorders,

and must appreciate the implications of these limitations as we wend our way

through these time effects.

Time trends in incidence

The 19th century: the growth of asylums

In the historical epidemiology of schizophrenia, the fulcrum of interest resides in

the 19th century. The pace and scope of change in the social environment was
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unprecedented in human history, with dramatic increases in population and the

industrialization of many western countries. A heated debate developed in both

Europe and North America, not only among psychiatrists but also among the

general public, over whether insanity was increasing. One view was that there was

a genuine increase in incidence; indeed, some have subsequently hypothesized that

schizophrenia is a modern disease ushered in by these social transformations

(Torrey, 1980; Hare, 1983). There are, however, many alternative explanations for

the rising asylum populations in both Europe and the USA, which suggest that

there was no increase in the occurrence of mental disease.

That there was a perceived ‘fearful increase’ in the number of individuals in

need of asylum care is not contested (Rosen, 1959). Proponents of the view that

the increase represented something other than increasing incidence offer many

explanations implicating changes in the visibility, definition and provision of

treatment for mental illness. Some consider that rapid urbanization meant that

the seriously mentally ill could no longer be contained in communities as they had

been in previously largely rural society (Scull, 1984). Perhaps related to these

social changes, the view of insanity and of ‘what constituted committable

madness’ may also have been expanding over the period of increase. (Scull 1984,

p. 434). Even the mere existence of an asylum system has been seen as a possible

cause of the increase – creating the need for care by posing an alternative to family

care, and creating incentives for use and expansion of the system (e.g. Maudsley,

1877).

Credible arguments have been made, however, that the increasing asylum pop-

ulation indicated a real increase in mental illness. Though the contribution of

schizophrenia to the trend is a matter of conjecture, some modern commentators

have argued that the increase in insanity reflected an increase in the incidence of

schizophrenia. The absence or rarity of schizophrenia in medical and literary

descriptions of madness prior to the 1800s is used to buttress this argument. The

trend has been explained variously as resulting from a greater number of vulner-

able individuals surviving to the age of illness (lower infant and child mortality

rates), and the increasing risk associated with modernization. Urbanization may

have carried specific risk related to social changes in family and community struc-

tures, the nature of work (Cooper and Sartorius, 1977) and the spread of infectious

disease (Torrey, 1980).

Unfortunately, the only data available on the time trend from the 19th century

are on treated patients, and are prevalence not incidence data. Although historical

studies of the treated prevalence of insanity in the 19th century are intriguing, con-

flicting interpretations of the evidence have not been, and indeed may never be,

resolved (Goldhammer and Marshall, 1953; Cooper and Sartorius, 1977; Torrey,

1980; Hare, 1983; Scull, 1984; Jeste et al., 1985; Bark, 1988; Shepherd, 1993).
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The 20th century

For most of the 20th century, the assumption was that the incidence of schizophre-

nia was relatively unchanging. It was only towards the end of the 20th century that

the assumption of constant incidence came under intense scientific scrutiny. The evi-

dence suggests that, if anything, the rate of schizophrenia declined over this century.

Both the trend and the uncertainty of the data are evident in a study in Wales

that ‘bookends’ a 100-year period by comparing hospital utilization rates in two

periods, 1894–96 and 1996 (Healy et al., 2001). This study also attempts to address

one of the most vexing limitations of prior historical work: diagnostic uncertainty.

The research was based on hospitalized cases arising in an area in Wales with rela-

tively stable population size, urbanicity and ethnic mix over the 100 years captured.

Using archival records, the 1894–96 cases were rediagnosed under ICD-10 (World

Health Organization, 1992) criteria. Based on the newly rendered chart diagnoses,

it was found that the annual rate of first hospitalizations for schizophrenia was not

much different in 1996 than during the period 1894–96 (in 1996 0.9 and in 1894–96

0.7 per 10000, age 15–55 years). Assuming that treatment was far less accessible in

1894–6 than in 1996 (a reasonable assumption even though there are no empirical

data to demonstrate this), the result of this rate comparison supports the view that

the incidence of schizophrenia was either stable or declining.

Examining time trends: age–period–cohort effects

While data are insufficient for definite conclusions about changes over the centu-

ries, with the advent of psychiatric registries and diagnostic systems we can now

examine time trends in more detail. For the analyses of these data, epidemiologists

call on the methods discussed in Chapter 1. Briefly, changes in incidence rates over

time are measured in three metrics: age, period and cohort. Each indicate different

underlying processes. Changes in the rates of disease over age reflect the human life

cycle. Changes in the rates of disease measured over calendar years (historical

period) reflect period effects and are potential indicators of factors acting near or

at the time of disease onset (e.g. changes in diagnostic criteria and diagnostic prac-

tices). Changes in rates of disease measured over birth years reflect cohort effects

and are potential indicators of early experience (e.g. prenatal exposures) as well as

cumulative experience of groups of individuals born at a certain time. Age, period

and cohort effects tend to be entangled, so it is important to specify which you are

focusing on in the analysis of trends.

Declining incidence: period effects?

In the last two decades of the 20th century, reports started appearing of a possible

decrease in the incidence of schizophrenia in several developed countries (e.g.

Scotland, England and Wales, New Zealand, Denmark), beginning in the 1960s and
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extending into the 1990s (Table 3.1). The decline was usually reported as a period

trend, that is a trend in rates reported over calendar years rather than over age or

birth years. Therefore, we will first consider the hypothesized decline as a period

effect. Period effects are of great interest because they may reflect changes in the

environment proximal to the onset of illness. These would include aetiological

influences such as head trauma or social environment.

Most studies have shown a decline in schizophrenia as defined by ICD-8 or ICD-

9 criteria (World Health Organization, 1967, 1978; Joyce, 1987; Eagles et al., 1988;

Der et al., 1990; Geddes et al., 1993; Munk-Jørgensen, 1995; Osby et al., 2001;

Waddington and Youssef, 1994). Comparison between studies is difficult, however,

because different methodologies and different definitions of schizophrenia have

been used. In addition, many of these studies obtained diagnoses from routine case

registers of uncertain reliability.

Considerable attention has been paid to establishing the validity of this period

trend, as there are a number of potential sources of artifact (Kendell et al., 1993).

For example, changes in the underlying age structure of the population can give rise

to misleading declines in incidence when there is a decline in the number of indi-

viduals in the population who are at high risk ages for illness; age standardization

of rates remove the influence of such age effects. Period trends reflecting something

other than changes in underlying incidence can also emerge from ascertainment

varying with changing treatment systems or diagnostic practices.

The observed decline in incidence in recent decades corresponds to a time of

great service change in developed countries. Treatment systems were increasingly

emphasizing community-based care. A shift from inpatient to outpatient care

might account for findings of decline in studies based solely on first admissions

(Harrison et al., 1991). However, several studies of incidence of treatment contacts

– outpatient, inpatient and daypatient – support the period decline in incidence

(Eagles et al., 1988; de Alarcon et al., 1990, Munk-Jørgensen and Mortensen, 1992;

Brewin et al., 1997). There has been no indication that the proportion of never-

treated cases has increased over this period, ruling out a final effect of service

change in accounting for the decline.

Another threat to the validity of the period decline is changing diagnostic prac-

tices. Diagnoses are susceptible to change over time as diagnostic fashions come

and go. This could lead to the impression of rate change even though the underly-

ing population is experiencing no such change in the true rates of disorder. There

was a shift in diagnostic practices with the introduction of effective treatments for

disorders other than schizophrenia (e.g. lithium; Parker et al., 1985) and, with the

publication of DSM-III (American Psychiatric Association, 1980), towards a nar-

rower diagnosis of schizophrenia. The movement towards narrower diagnostic cri-

teria for schizophrenia has not yet been excluded as a viable explanation of the

observed decline in rates.
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An illustration of the perils of diagnosis comes from Scotland, one of the countries

that has shown the most consistently reported decline (Eagles et al., 1988; Geddes et

al., 1993; Takei et al., 1996). Allardyce et al. (2000) have recently shown that an appar-

ent decline in the incidence of schizophrenia in southwest Scotland from 1979 to 1998

(summary rate ratio linear trend 0.77 (95% confidence interval (CI) 0.68–0.88)),

based on clinician diagnosis in administrative records, was in fact the result of a nar-

rowing of the concept of schizophrenia that clinicians were using. There was no

change in the incidence when consistent OPCRIT-derived (Operational Checklist for

Psychotic Disorders, McGuffin et al., 1991) ICD-10 and DSM-IV (American

Psychiatric Association, 1994) diagnoses were used. However, some studies incorpo-

rating ICD-10 criteria partially support the hypothesis of declining period incidence.

A study of incidence in Nottingham, in which the ICD-10 diagnoses were made by

consensus, reported an increase in psychosis as a whole, though a decrease in nar-

rowly defined schizophrenia over a 16-year period (1978–1994; Brewin et al., 1997).

Finally, the evidence for contemporary trends is not uniform. While most studies

show a period decline in schizophrenia, there have also been other reports of no

decline (Oldehinkel et al., 1995; Folnegovic et al., 1990) and reports of increasing

rates (van Os et al., 1993; Preti and Miotto, 2000; Boydell et al., 2001; Tsuchiya and

Munk-Jørgensen, 2002). Boydell and colleagues investigated changes in OPCRIT-

derived Research Diagnostic Criteria (RDC: Spitzer et al., 1990) schizophrenia (i.e.

broadly defined) from 1965 to 1997 in South London. This study had the advan-

tage that it covered all patients presenting with schizophrenia either on an out-

patient or an inpatient basis from a geographically defined area. Psychiatric care

was provided by services linked to the Maudsley hospital and the case registers and

records were maintained to relatively high standards. RDC diagnoses were made by

OPCRIT ratings of these records. The incidence of RDC schizophrenia approxi-

mately doubled over 30 years.

In summary, based on period data, evidence for declining incidence is not con-

clusive. Clearly, some portion of the reported decline is accounted for by artifact.

It is notable that authors have not offered any explanations of period effects (i.e.

suggesting processes proximal to the onset of disorder) other than sources of arti-

fact. We must also consider the possibility that some portion of the reported

declines in incidence may actually reflect cohort effects, capturing aetiological

influences acting early in life. Strictly speaking, period analyses are not appropriate

to examine cohort effects.

Declining incidence: birth cohort effects?

If the decline in incidence rates was observed over birth cohorts (i.e. mapping rates

by year of birth), this would suggest that at least part of a secular decline is deter-

mined by processes occurring early in life. There are fewer studies seeking to estab-

lish trends in incidence of schizophrenia over birth cohorts than over historical
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period. One example is a study of incidence in South Verona, Italy. Using computer-

based diagnoses on first treatment contact, Balestrieri and colleagues (1997)

reported an overall decrease over birth years in ICD-10 paranoid and undifferen-

tiated schizophrenia, with a consistent decline observed in males.

As in the previously described studies, however, the cohort and period effects are

entangled. Discriminating between cohort and period effects (i.e. changes in inci-

dence over birth years and changes in incidence over calendar years), in an attempt

to disentangle the influence of aetiological factors acting early in life from factors

acting closer to the time of disease onset, requires that they be considered simulta-

neously. Two studies have used age–period–cohort analysis to separate these effects.

Takei et al. (1996) found most of the decrease in clinical diagnosis of schizophre-

nia in Scotland between 1966 and 1990 was accounted for by period effects (88%),

but there was still a small cohort effect. Suvisaari et al. (1999a) found both period

and cohort effects in a nationwide Finnish study of people born between 1954 and

1965 that demonstrated a significant decline in relatively early-onset, narrowly

defined schizophrenia.

Factors contributing to observed birth cohort effects have received some atten-

tion, but findings are inconclusive (e.g. Eagles et al., 1995; Procopio and Marriot,

1998; Suvisaari et al., 1999b) and explanations speculative. Prenatal nutritional

deficiency has been associated with risk of schizophrenia (Susser and Lin, 1992;

Susser et al., 1996); therefore, generally improving nutrition could explain part of

the decline. A more systematic assessment of influences on the nutritional status of

populations may be illuminating (e.g. fortification of the food supply, dietary rec-

ommendations to pregnant women and uptake of prenatal vitamins, trends in

breast feeding and neonatal nutrition). Maternal exposure to infectious disease

during pregnancy, including polio and rubella, has been associated to varying

degrees with schizophrenia (Susser et al., 1999; Suvisaari et al., 1999c; Brown et al.,

2000). Effective immunization programmes have impacted on these prenatal expo-

sures and correspond to the principal years involved in the decline. Obstetric com-

plications have been associated with risk of schizophrenia (Ch. 5). The influence of

improvements in obstetrics and neonatal care may be ‘double-edged’, causing both

decreases in mortality among those who may have died without intervention and

improved health of those who would survive without intervention. The balance of

these influences in terms of the number of at-risk infants surviving is not clear and

is probably changing over time.

Time trends in course and outcome

When William Farr turned his attention to assessing mortality in asylums during

the 19th century, the findings were grim. He found annual mortality rates of

patients in these institutions ranging from 11 to 27%; the latter was ‘as high as the
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rate of mortality experienced by the British troops upon the western coast of Africa

and by the population of London when the plague rendered its habitations deso-

late’ (Susser and Adelstein, 1975, p. 429). At the end of the 19th century, the circum-

stances remained bleak, as borne out in the study by Healy et al. (2001). Excluding

individuals diagnosed with dementias and organic disorders, the death rate of

those admitted to the Denbigh Asylum in Wales during the period 1894–96 was

24%. Clearly, the mortality rate in the 20th century was lower than that in the 19th

century. This decline was related to higher standard of living and lower mortality

in the general population. It probably also reflected better accommodation of indi-

viduals with schizophrenia, although these individuals remained at much higher

risk of death than the general population (Ch. 15).

During the 20th century, an apparent decline in the numbers of individuals with

the most severe forms of schizophrenia (Bleuler, 1978; Jablensky et al., 1992;

Jablensky, 1997) gave rise to speculation that schizophrenia is becoming more

benign. Consequently, the companion to the hypothesis of declining incidence was

the hypothesis of diminishing severity of schizophrenia (Hare, 1983; Zubin et al.,

1983; Harrison and Mason, 1993). However, establishing time trends for a broader

set of outcomes than mortality has proven difficult. Outcome is multidimensional

(e.g. clinical or social outcomes), requires longitudinal assessment of patients and

can be defined at various moments following the diagnosis of disease (e.g. short-

and long-term outcomes). Lacking systematic data, several authors have addressed

outcome trends in meta-analyses (Warner, 1985, 1995; Hegarty et al., 1994) and

substantive reviews (e.g. Shepherd et al., 1989) of rather heterogeneous follow-up

studies.

An ambitious meta-analysis of outcome studies constructed a foundation for

analysing trends in outcome over a 100-year period (Hegarty et al., 1994). The anal-

ysis focused on studies in which there was a diagnosis of schizophrenia or demen-

tia praecox with numerical outcome data for this diagnostic group, a mean length

of follow-up of at least 1 year with less than a third of the study population lost to

follow-up. All inclusion criteria were met by 320 studies, representing 51800 sub-

jects. In the final analysis, outcomes at the beginning and end of the century were

roughly comparable (‘improved’: 1895–1955 35% and 1986–1992 36%).

In an analysis based on much of the same outcome research, Warner (1985)

focused on economic influences on trends over roughly the same time interval.

Warner examined 68 studies conducted exclusively in developed country settings.

Studies were assessed to determine the proportion recovered. Graphing recovery

rates for the North American and European studies combined against US and UK

unemployment rates, Warner observed a close correspondence between more

favourable outcomes and periods of low unemployment.

Some investigators have focused our attention on shorter periods of time and
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outcomes deriving from clinical contexts. Before and after designs have been used

to examine the impact of neuroleptic medications (Wyatt, 1991; Wyatt and Henter,

1998). These studies suggest, for the most part, rather modest improvements in

outcome over time related to medication effects. An interesting early example was a

study of psychiatric hospitalizations in Norway (Ødegärd, 1964). This study evalu-

ated the impact of the introduction of antipsychotic medications into the treatment

mix in 1954 on psychiatric outcomes. Based on data from a national register of all

individuals with psychosis admitted to psychiatric hospitals, Ødegärd compared the

outcomes for patients first admitted to the hospital in 1936–40 (largely pre-war),

1948–52 (preneuroleptic medication) and 1955–59 (postneuroleptic medication).

Two treatment outcomes were assessed: length of hospital stay, and discharge from

hospital with no readmission in following 12 months. Based on the comparison of

pre- and postneuroleptic period outcomes, he concluded that there was a slight

improvement associated with the introduction of new medications. Because of the

narrow time frame involved, other significant changes in treatment systems or prac-

tices were considered an unlikely explanation for the difference observed. The

graphical data including the pre-war, preneuroleptic, and postneuroleptic cohorts

of first admissions for functional psychosis illustrate, however, that a larger more

decisive difference in discharge outcomes was observed between the first two time

periods. The author attributed the earlier improvement to social changes and spec-

ulated that low unemployment during the post-war period may have played a role.

It is puzzling that the overall change is modest, despite the introduction of med-

ications. Perhaps accounting for the unimpressive improvements in outcome, evi-

dence indicates that most persons with schizophrenia do not receive recommended

care, including appropriate medication (Lehman and Steinwachs, 1998).

Competing factors may also be involved. These could include other dimensions of

treatment systems, economic fluctuations, levels of support provided to the dis-

abled, supplies of low-income housing and trends in substance use. The data used

to detect trends in outcome, however, are unsystematic and do not yield insight into

these and other factors. Given these limitations, the adequacy of the data for estab-

lishing trends in schizophrenia outcomes remains in question.

Today, at the start of the 21st century, trends in extreme negative outcomes are a

matter of concern. The possibility of worsening trends in suicide among individu-

als with schizophrenia has been raised by Mortensen and Juel (1993) (Chs. 14 and

15). A recent study in Stockholm County reported increases in the relative risk for

mortality associated with schizophrenia in the period 1976–95 (Osby et al., 2000).

Finally, individuals with schizophrenia in some countries, notably the USA, have

been devastated by homelessness, human immunodeficiency virus (HIV) and

addiction disorders (Cournos and McKinnon, 1997; Susser et al., 1997; Herman et

al., 1998).
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Conclusions

The contemporary incidence of schizophrenia appears to be in decline, although

the data are not conclusive. The decline seems mainly to reflect period effects,

pointing to the potential important role of social environment, but it is entirely

unclear what these social factors might be. Recent improvements deriving from

economic advantage and related improvements in health (e.g. prenatal nutrition,

maternal immunization and infection control) might be sufficient for a major

socioeconomic impact to be plausible. The most compelling changes, however, are

most relevant to the decline over birth cohorts rather than to period effects.

Changes in outcome are more difficult to judge. Based on meta-analyses of a

large literature on schizophrenia outcomes, improvements in course or outcome

from beginning to end of the 20th century are modest. This is surprising in light of

the rather dramatic impact of modern medications on symptoms. Perhaps the

explanation lies in countervailing influences of the modern social environment;

conceivably these may be similar to influences accounting for worse outcome in

developed countries in comparison with developing countries. Perhaps the explan-

ation lies in the reality that most patients do not receive the recommended treat-

ment or necessary care (Lehman, 2001).
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Influence of urban life

Historical context

A number of early studies (reviewed by Freeman, 1994) have shown that the rates

of schizophrenia are increased in inner city areas in Western societies. One of the

first papers to demonstrate this clearly was the classic monograph of Faris and

Dunham (1939), who showed that first admission rates of schizophrenia were par-

ticularly high in certain areas of inner city Chicago and then decreased again

towards the periphery of the city. There were considerable differences within the

inner city area itself: rates were higher in the disorganized ‘hobohemia’ area than in

the more cohesive working class and ethnic minority areas. The authors suggested

that characteristics of certain neighbourhoods, such as social isolation and lack of

cohesion, may be responsible for the increased rates of schizophrenia. Interestingly,

in contrast to schizophrenia, the incidence of manic depression was not higher in

the inner city, a finding that has recently been replicated by Mortensen et al. (1999).

Sadly, the refinements of Faris and Dunham’s study and their discussion of pos-

sible causes of the increased rates of schizophrenia were largely ignored for many

years. During the latter half of the 20th century, the generally accepted view was

that the high rates of schizophrenia in the inner city could be accounted for by the

tendency of people with schizophrenia, or with incipient schizophrenia, to move

into the more urbanized and deprived areas. This was known as the ‘social drift’

hypothesis. A variant on this theme implied that the more able move out to better

areas in the suburbs, as a city develops, leaving a residual population in the centre

with a high risk of psychiatric disorders. This was known as the ‘social residue’

theory. The idea that causal agents are associated with urbanization (the ‘breeder’

hypothesis) was largely dismissed.

In an ingenious study looking back at the 19th century, Torrey et al. (1997a) used

the comprehensive 1880 census of the ‘insane’ in the USA to examine the associa-

tion between urbanicity and severe mental illness. ‘Insanity’ in 1880 included
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people who would be considered to have a psychotic illness today but, of course,

also many others. Torrey and coworkers calculated prevalence rates for different

degrees of urbanicity: urban was defined as including the 30 largest cities; semi-

urban was 50% or more people living in towns of �4000; semi-rural was 25–50%

living in towns of �4000; rural was 1–25% living in towns of �4000; and com-

pletely rural was no-one living in a town of �4000. Odds ratios (OR) were calcu-

lated using completely rural as a baseline and showed a strong linear trend (OR:

urban 1.66, semi-urban 1.46, semi-rural 1.44, rural 1.37). This study is important,

despite its limitations, because a gradient was found between areas that would all

be considered rural today.

Recent studies

Most recent studies on urbanization as a risk factor for schizophrenia have come

from Northern Europe, where good-quality national records have made large-scale

epidemiological studies possible. In the first of these, Lewis et al. (1992) investi-

gated the association between place of upbringing and incidence of schizophrenia

using data from a cohort of over 49000 male Swedish conscripts, linking it to the

Swedish National Psychiatric Register. There was a strong significant linear trend

(chi-squared 9.9; p�0.002), with the highest rate of clinically diagnosed ICD-8

(World Health Organization, 1967) schizophrenia in those who had mostly lived in

cities (Stockholm, Goteborg, Malmo) while they were growing up (crude OR 1.65).

There were intermediate rates in large towns (�50000; crude OR 1.39) and small

towns (�50000; crude OR 1.28) with the lowest rates found in country areas,

which were taken as baseline. A similar, though weaker, trend was found for other

psychoses. Adjusting for family finances, parental divorce and family psychiatric

history (relative ‘on medication for nervous trouble’) had little effect. Adjusting for

cannabis use and any psychiatric disorder at conscription (as these may have been

part of a prodrome) reduced but did not eliminate the associations. The authors

suggested that causal environmental factors are implicated as the association

remained after adjusting for family history. However, this study could not distin-

guish between place of birth, place of upbringing and place of residence at the onset

of psychosis.

Subsequently, Marcelis et al. (1998) used the Dutch National Psychiatric Register

and the Dutch Birth Register to explore further whether urban birth is specifically

associated with schizophrenia. Urban birth was linearly associated with later

psychosis and there were quantitative differences between diagnostic categories in

the strength of the association. The incidence rate ratio (IRR) linear trend was 1.39

for broadly defined schizophrenia, 1.18 for affective psychosis and 1.27 for other

psychoses. The strongest association was for narrowly defined schizophrenia and

urban exposure (incidence rate ratio/linear trend 1.44; 95% confidence interval
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(CI)/1.39–1.5). This study also found an interaction with gender in that the effect

of urbanicity on all psychosis was greater for men than for women. The effect of

urban birth was greatest for individuals from the most recent birth cohorts and

with early-onset disease even after correcting for length of follow-up.

In a separate study in the Netherlands, Peen and Decker (1997) also found a sig-

nificant positive correlation between admission rates for clinically diagnosed ICD-

9 (World Health Organization, 1978) schizophrenia and degree of urbanization.

This correlation was not accounted for by differences in the availability of psychi-

atric services, as the average length of hospital admission and average number of

readmissions did not differ between urban and rural areas.

In the largest study to date, Mortensen et al. (1999) investigated the effect of place

and season of birth on risk of admission with ICD-8 schizophrenia in a large

Danish population-based cohort of 1.75 million. The relative risk associated with

birth in Copenhagen compared with birth in rural areas was 2.40 (95% CI

2.13–2.7). There was a clear dose–response relationship for urbanicity, in that the

larger the town of birth, the greater the risk. A family history of schizophrenia did

not explain or affect the results. Mortensen and colleagues calculated that the pop-

ulation attributable risk for urban birth was 34.6%, compared with 9% for having

a mother with schizophrenia. Therefore, the effect of urban birth was much larger

than the effect of having a relative affected with schizophrenia (though having an

affected parent does not equate with genetic predisposition). Like the original study

of Faris and Dunham (1939), Mortensen and his colleagues (1999) found the inci-

dence of manic depression to be fairly evenly distributed across rural and urban

areas.

Dauncey and colleagues (1993) examined where patients had lived 5 years

before their first admission in Nottingham, UK but were unable to find evidence

for systematic geographic drift. Furthermore, it is unlikely that the drift occurred

in the previous parental generation, as the magnitude of this movement would

need to have been extremely high to explain the findings. For example, in the

Danish study, Mortensen and colleagues (1999) calculated that nearly 50000 chil-

dren born in the capital and its suburbs needed to have a parent who transmitted

a genetic risk equal to that transmitted by a parent with diagnosed schizophrenia

to account for the urban excess. Furthermore, a family history of schizophrenia did

not explain or affect the urban–rural difference. This is also relevant for the social

residue theory (that those at greater risk are left behind in an area as it becomes

less desirable). The evidence for an early effect is strong but there may also be an

effect of urbanization around the time of onset for non-early-onset schizophrenia,

and there is recent evidence of a cumulative effect of urban exposure throughout

childhood.

Most of the studies investigating urbanicity and psychosis have used admission
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data to measure incidence and have relied on national case registers of clinical diag-

noses. This enables wide coverage but leaves the possibility that bias (owing to

referral, admission, and diagnostic practices for instance) may have affected the

results. In an attempt to address this, Allardyce et al. (2001) examined case note

data on all incident cases (both admitted and not admitted) of psychosis from two

areas in the UK: a largely rural part of southwest Scotland and urban south London.

Case records of all individuals who developed their first psychosis were rated,

whether or not they were admitted, to obtain computer-generated diagnoses of

schizophrenia according to Research Diagnostic Criteria (RDC; Spitzer et al.,

1990), thereby avoiding potential bias introduced by different admission policies

and diagnostic traditions. The incidence was 61% higher in the urban than in the

rural area (standardized incidence ratio 1.61; 95% CI 1.42–1.81), and once again

the urban excess was more marked in males than females.

Timing of exposure: urban birth, upbringing or residence

As urban birth is strongly correlated with both urban upbringing and residence at

the time of onset of psychosis, it is not clear whether the urban risk factor is oper-

ating at the time of gestation and birth, at around the time of onset, or throughout

the period in between. This question was investigated by Marcelis et al. (1999) in

the Netherlands among a cohort of all people born between 1972 and 1978, using

a national psychiatric database of first admissions that included information on

place of birth and of residence. Individuals were followed up through the register

until the oldest were 23. Urban exposure was defined as living in the ‘Randstad’,

three provinces where the population density is 1000 persons/km2, in contrast to

all other provinces, where the population density is 300 persons/km2. Using popu-

lation and internal migration data, they characterized the birth cohort as exposed

born/exposed resident (EBER), exposed born/nonexposed resident (EBNR), non-

exposed born/exposed resident (NBER) and nonexposed born/nonexposed resi-

dent. The relative risk for narrowly defined schizophrenia was 2.05 (95% CI

1.18–3.57) for EBNR and 1.96 (95% CI 1.55–2.46) for EBER, implying that there

is no additional risk for urban residence at the time of onset, above that of urban

birth. However, this study could not distinguish between urban birth and urban

upbringing and only applied to relatively early-onset schizophrenia.

Few studies have been able to separate out the effects of place of birth and place

of upbringing. Astrup and Ødegärd (1961) found a stronger effect of city upbring-

ing amongst those who had moved to the city. However, Pedersen and Mortensen

(2001), using a comprehensive national registration system that accurately

recorded every change of residence, have shown that schizophrenia risk increased

with the number of years (between 0 and 20 years of age) that an individual lived

in an urbanized area and with increasing degree of urbanization. Relative risk for
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those who had spent their entire childhood in the capital was 2.75 (95% CI

2.31–3.28) compared with 1 for those who had always lived in the most rural areas.

Further details of this study are awaited but it suggests aetiological factors of a per-

vasive and long-term nature are operating in urbanized areas.

Possible explanations for the risk-increasing effect of cities

Social class

It has been suggested that social class might confound the urban/rural difference.

Hare (1955) studied all male admissions in a UK city over 5 years and found a

marked excess of schizophrenia amongst people from social class 4 and 5. Castle et

al. (1993) carried out a case-control study in south London and found that people

with schizophrenia were more likely to have been born in the socially deprived areas

and to have fathers with manual occupations. Ohta et al. (1992) did not find a sig-

nificant urban/rural difference in Nagasaki and attributed this to there being few

social class differences between areas. It is unlikely that the entire urban effect can

be attributed to social class as some of the positive findings have come from coun-

tries where there is a higher standard of living in cities than in the rural areas.

Furthermore, in the Swedish conscript study of Lewis et al. (1992), the urban effect

remained after adjusting for ‘family finances’. It is entirely possible, however, that

the aetiological agent(s) might be related to both urbanization and low social class,

for example aspects of nutrition.

Obstetric complications

Obstetric complications are considered to be a risk factor for schizophrenia (Ch.

5). Since pre- and perinatal complications are more common among the urban

working classes, Eaton et al. (2000) tested the hypothesis that the urban–rural

difference may be mediated by obstetric complications in a Danish case-control

study. Birth in Copenhagen was a strong risk factor for schizophrenia, as discussed

earlier. Prospectively measured obstetric complications had a moderate relation-

ship to early-onset schizophrenia but the relationship of urban birth to schizophre-

nia was unaffected by adjusting for obstetric complications. Recent data from the

Netherlands has raised the question of whether or not malnutrition during preg-

nancy (Susser et al., 1996, 1998; Hoek et al., 1998) increases risk of schizophrenia,

though this finding has yet to be replicated. Again, it is conceivable that mothers in

poor inner city areas have poorer nutrition, but there is no empirical evidence that

this explains the urban effect.

Infectious disease

Increased maternal exposure to infectious disease at the time of fetal brain devel-

opment is a possible risk factor for schizophrenia (Ch. 5) and another possible
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mechanism to explain the increased incidence of schizophrenia in cities, since

many infections are transmitted more readily in crowded urban environments.

Brown et al. (2000) suggested that maternal exposure to rubella is associated with

increased risk of schizophrenia. Polio and measles may also be relevant. Mothers

who had children who developed schizophrenia were more likely to have had toxo-

plasmosis during pregnancy, as evidenced by IgM antibodies (an indicator of recent

infection) (Torrey et al., 2001).

Drug abuse

The relationship between drug use and psychosis is complex (Ch. 16), but if we

accept that drug abuse can increase the incidence of schizophrenia, then this could

confound the association between urbanization and schizophrenia. However, the

early studies were carried out before recreational drug use was so prevalent.

Furthermore, this issue was also addressed in the Swedish conscript study by Lewis

et al. (1992), and the effect of urban upbringing remained after adjusting for can-

nabis use.

Psychosocial stress

Three prospective studies have found an association between life events and onset

of psychosis (Ventura et al., 1989; Malla et al., 1990; Bebbington et al., 1993). Once

again, it is possible that adverse life events may be more common in the inner city,

but there is no direct evidence that this explains the increased urban risk of schizo-

phrenia. Indeed, given that the effect size for life events is greater in affective

psychosis than schizophrenia, this hypothesis would have predicted an increased

urban incidence of manic-depression, which, as we noted earlier, has not been

found.

Social isolation

Hare (1956) reported that social isolation, as measured by the proportion of single

person households in a geographical area, is associated with increased rates of

schizophrenia The findings were not accounted for by movement into the area of

people with, or developing, schizophrenia. There has been a recent resurgence of

interest in these ideas. Thornicroft et al. (1993) noted that clustering of individu-

als with schizophrenia in deprived areas occurs only in urban areas and suggested

that social isolation is an important mediator of this. However, it is difficult to dis-

tinguish between cause and effect in this context. Related to these ideas is the theory

that disruption of social networks decreases an individual’s capacity to cope with

psychosocial stress and increases the risk of schizophrenia. Van Os et al. (2000)

found evidence for person–environment interaction in the Netherlands. People

who were single had a slightly higher risk of developing psychosis if they lived in a

54 J. Boydell and R. Murray



neighbourhood with fewer single people than if they lived in a neighbourhood with

many other single people. The authors suggested that single status might give rise

to perceived (or actual) social isolation if most other people are living with a

partner. The question of whether social isolation may increase risk of schizophre-

nia (or whether a close relationship may be protective) is also raised by Jablensky

et al. (1997), who showed that marriage had a protective effect and that this was not

simply a consequence of better-adjusted males being able to marry.

Summary

There is substantial, but not universal, evidence that urban birth and/or upbring-

ing are associated with an increased risk of psychosis – at least in Western societies

as there is little evidence regarding developing countries. The effect appears to be

increasing and to be stronger for narrowly defined schizophrenia, early-onset

schizophrenia and males. Although we cannot totally discount the effects of the

‘social drift’ hypothesis, it cannot account for the results of recent studies that

implicate urban birth, implying a return to the ‘breeder’ hypothesis.

An important question is whether the causal aetiological factors associated with

urban birth have a general effect on the population at large or only on those who

develop schizophrenia. To address this, van Os et al. (2001) examined psychiatric

symptoms in a large Dutch study of the general population (n�7500). Psychotic-

like symptoms (isolated delusions or hallucinations) were found in 17.5% of the

community sample, largely in people who had never presented to psychiatric ser-

vices. Furthermore, the prevalence of such symptoms increased with increasing

urbanization (i.e. just like schizophrenia).

Possible causal factors associated with urbanization include those resulting from

the high concentration of people in an area (population density) or living unit

(overcrowding), and those resulting from the deprivation that is so commonly seen

with urbanization. Many factors that influence fetal and early child development

and are relevant to the neurodevelopmental model of schizophrenia (Murray et al.,

1992; Murray and Fearon, 1999; Ch. 5) such as infectious disease, obstetric compli-

cations, poor nutrition and pollution, are more prevalent in cities. Increased head

injury, drug abuse and psychosocial stress, especially from noise and isolation, are

also possible agents

Influence of season of birth on the incidence of schizophrenia

There is a small but significantly increased risk for schizophrenia and other psycho-

ses among individuals born in late winter and early spring (Bradbury and Miller,

1985). More than 250 studies were reviewed by Torrey et al. (1997b), who con-

cluded that the results were remarkably consistent in showing a 5–8% winter excess.
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It was once fashionable to attribute this to an ‘age-incidence’ effect, i.e. more of the

people born early in the year will have developed schizophrenia simply because

they are a number of months older than those born later in the year (Lewis, 1989).

However, this notion cannot be sustained since the excess in the southern hemi-

sphere, though weaker than in the northern hemisphere, occurs in their spring,

which is in the second half of the calendar year. McGrath et al. (1995) carried out

an ingenious test of the seasonal effect by examining the dates of birth of schizo-

phrenic patients in Queensland and contrasted those born in Australia with those

who were born in Europe. The latter group showed an excess of births early in the

year (i.e. the European spring) while the former group showed the excess later (in

the Australian spring). Furthermore, recent studies that have calculated person-

years have still shown an effect. Other methodological problems such as inaccuracy

of data, duplication of subjects, choice of controls, taking account of migration,

choice of period of analysis, sample size, and use of appropriate statistics have been

taken into consideration and the finding still holds (Adams and Kendell, 1999). The

large methodologically robust Danish study described above (Mortensen et al.,

1999) showed a season of birth effect with a peak rise in early March (relative risk

1.1; 95% CI 1.06–1.18).

Possible causes of the season of birth effect

The cause or causes of the season of birth effect are not yet clear despite decades of

speculation and investigation. One theoretical possibility concerns the procrea-

tional habits of parents of people with schizophrenia. However the birth dates of

siblings of individuals with schizophrenia show no seasonal variation (Torrey,

1989), although one study suggested that the siblings of people with manic depres-

sion may show some seasonal variation (Hare, 1976). Increased pregnancy and

birth complications in winter, nutritional deficiencies and season variations of

trace elements have all been implicated but not definitively proven. Effects of higher

temperature, light and weather have been suggested but not substantiated (Torrey

et al., 1997b). Few studies have investigated the deficit of schizophrenia in those

born in summer months, although this might be just as informative.

Maternal exposure to influenza

Investigators have theorized that the spring excess of births of individuals with

schizophrenia could be secondary to prenatal exposure to viruses such as those

causing influenza, which are more prevalent during winter. Suvisaari et al. (2000)

addressed this issue in a large nationwide sample of all Finnish patients with schizo-

phrenia born between 1950 and 1969. They found that seasonal variation was par-

ticularly marked in patients born between 1955 and 1959 but decreased in those

born from 1960 onwards. The authors suggested that poliomyelitis or influenza
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epidemics could account for their findings. A full discussion of maternal influenza

as a risk factor for schizophrenia can be found in Chapter 5.

Season of birth and the urban effect

Since many infections are passed on more readily in crowded areas, researchers

have enquired whether the season of birth effect is greater in urban than rural set-

tings, and early studies reported positive results (O’Callaghan et al., 1995). Takei et

al. (1995) tested the hypothesis that winter birth and urban birth potentiate each

other in a sample of first-admission patients with schizophrenia born 1936–1963

in England and Wales. They calculated that city birth was only associated with an

increased risk of schizophrenia in those born in autumn (OR 1.19; 95% CI

1.057–1.347) and winter (OR: 1.21 95% CI 1.079–1.364) but not summer or spring.

Verdoux et al. (1997) found a greater season of birth effect in densely populated

areas in France (20% excess for �136 inhabitants/km2). However, the Danish study

discussed above did not find any interaction between urbanicity and season of birth

(Mortensen et al., 1999) or urbanicity and exposure to influenza (Westergaard et

al., 1999). Similarly, the large population-based studies described above from

Finland (Suvisaari et al., 2000) and the Netherlands (Marcelis et al., 1998) did not

find a significant interaction between season and place of birth. Overall, it seems

that the urban effect can operate independently of season of birth. The season of

birth effect is not only seen in highly populated areas but there is some evidence,

mainly from UK, Ireland and France, that the two can interact. It could be that

household overcrowding rather than population density is the important determin-

ant.

Differences between people with schizophrenia according to their season of birth

Considerable endeavour has been directed towards identifying differences between

summer- and winter-born patients with schizophrenia (Torrey et al., 1997b). Some

studies have reported lower skin conductance (Ohlund et al., 1990, 1991; Katsanis

et al., 1992) and increased computed tomographic scan abnormalities in the winter

born (Sacchetti et al., 1992; d’Amato et al., 1994). Studies of seasonality in obstet-

ric complications and schizophrenia have yielded mixed results (Jones et al., 1991;

Cantor-Graae, 1994): Bary and Bary (1964) suggested that the winter birth effect

was only seen in lower socioeconomic groups, but this has not been confirmed

(Ødegärd, 1974). Large studies have not shown increased seasonality in men

(Dalen, 1975; Torrey and Torrey, 1980). An interaction between season of birth and

genetic risk has been sought, the majority of studies showing that those with no

family history are more likely to have been winter born; however, studies in the

other direction have also been reported (Torrey et al., 1997b).

In short, there do not seem to be any consistent correlations between winter
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birth with symptom patterns or subtypes, and no consistent neuropsychological

differences have been found. It is perhaps not surprising that this line of research

has been relatively unproductive, since the fact that the season of birth effect is

small suggests that the majority of summer- and winter-born people with schizo-

phrenia are subject to similar aetiological factors. This means that most studies

have insufficient power to detect what will only be small differences.

Migration, ethnic minority status and incidence of schizophrenia

Historical context

As early as 1932, Ødegärd (1932) showed that Norwegian migrants to the USA had

an increased risk of psychosis. One early interpretation was that this resulted from

selective migration, in that those at risk, less connected with their families, are more

likely to leave their homeland. An alternative interpretation was that the alienation

and suspicion engendered in the migrant by their unfamiliar surroundings led to

psychosis. Thus, Ødegärd (1932) wrote:

Everywhere you are surrounded by people with strange and unfamiliar ways . . . They do not seem

to be as friendly as the people at home and many of them do their best to profit by your lack of

experience. Even if you have not had any disagreeable experiences yourself, your imagination is

stirred by all the stories you have heard about how crooked and dangerous they may be. You notice

that your own appearance, clothing and language points you out to everyone as a greenhorn.

In the 1940s and 1950s, a number of studies from the USA (particularly New York)

and Canada demonstrated high rates of admission for schizophrenia amongst

migrants. Interestingly, not all migrant groups showed the same pattern. Jewish

migrants did not show any excess of psychosis and UK-born migrants to the USA

had lower rates than the native USA-born individuals, although the second gener-

ation (children of UK-born migrants) had higher rates than both the native born

and their own parents (Malzberg, 1969).

Interest in this topic has grown with new evidence that the incidence of psycho-

sis is high amongst migrant groups and their children (Thomas et al., 1993; King

et al., 1994). Mortensen et al. (1999) found that children born in Greenland to

Danish mothers had a relative risk of 3.71 for schizophrenia. The most striking

findings have come from the UK, where numerous studies have reported an

increased incidence of psychosis among African-Caribbean people (Harrison et al.,

1988; Castle et al., 1991; van Os et al., 1996a). Increased rates have also been found

in the UK amongst people of African origin (van Os et al., 1996a). King et al. (1994)

found higher rates of schizophrenia amongst Asians in the UK. Although this was

not confirmed by Bhugra et al. (1997), neither of these studies had sufficient power
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to be definitive. Increased rates have also been found in Carribean and some other

migrant groups living in the Netherlands (Selten and Sijben, 1994; Selten et al.,

2001).

Methodological problems

There are serious methodological problems associated with migration and minor-

ity group research, which will be outlined below.

Category fallacy

The possibility of ‘category fallacy’, that the categories of mental illness used in one

culture cannot be applied to another, is still raised. However, even when migration

between very similar cultures is considered, there is still evidence of an increased

risk. Bruxner et al. (1997) found higher rates of hospital admission with psychosis

among British, Irish and southern European migrants to Western Australia and the

risk persisted many years after migration.

Misdiagnosis

A related question is whether psychiatrists in the host country may wrongly diag-

nose schizophrenia in migrants because of prejudice or a lack of understanding of

their cultural norms. However, one study (Hickling et al. 1999), which invited a

black Caribbean psychiatrist to rediagnose African-Caribbean patients at a south

London hospital, found that a similar proportion were subsequently diagnosed as

having schizophrenia (although there was disagreement as to whether individual

patients had schizophrenia). A related theory is that migrants might be more likely

to come into contact with services, through lack of family support or because

primary and secondary care doctors might be more likely to refer or admit a patient

from a different background to themselves. These various theories are reviewed by

Sharpley et al. (2001).

Estimating the denominator

A major methodological problem with migration research is the accurate estima-

tion of the denominator. Mortensen et al. (1997) suggested that transient visitors

contribute to the excess of psychosis found in migrant studies. However, northern

European countries such as the Netherlands and Denmark seem to have the most

accurate and comprehensive data and still report the effect. Furthermore, even

studies that have taken these pitfalls into account have still found increased rates of

psychosis in several migrant and minority groups (van Os et al., 1996a) as have

case-control studies that avoided the need for denominator data (Wessely et al.,

1991).
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Separating the effects of migration and ethnicity

Migration and ethnic minority status are related but not synonymous. They may

influence rates of schizophrenia by different mechanisms, but so far most studies

have not attempted to separate the two. This separation may be relevant to under-

standing the higher rates that some have reported in second- rather than first-

generation African-Caribbean immigrants in the UK (Harrison et al., 1988). As

third-generation children in Europe enter the ‘at-risk’ age group, it should be pos-

sible to separate out the effects of being a migrant from those of being a member

of an ethnic minority.

A different illness?

There has been considerable debate as to whether migrants with psychosis have the

same illness as their host population. Hutchinson et al. (1999a) compared

symptom profiles in 96 white patients and 64 African-Caribbean patients hospital-

ized in south London who met the criteria for broadly defined schizophrenia

(RDC). They identified six symptom dimensions from factor analysis of Present

State Examination (PSE) symptoms: mania, depression, first-rank delusions, other

delusions, hallucinations and mixed mania/catatonia. African-Caribbean patients

were slightly over-represented on the mixed mania/catatonia dimension (which

included incoherent speech and inappropriate affect) but this did not reach signifi-

cance. Other studies have shown high levels of affective, particularly manic, symp-

toms presenting concurrently with the more classical schizophrenic ones (van Os

et al., 1996b).

There have also been claims that migrants to Western countries from developing

countries who develop schizophrenia have a different outcome than white patients

with such a diagnosis (Mackenzie et al., 1995; Callan, 1996). A 4-year follow-up

study of consecutive admissions with recent-onset psychosis in south London com-

pared course and outcome of psychotic illness between 53 African-Caribbeans and

60 British-born Whites (McKenzie et al., 1995). African-Caribbeans were more

often admitted involuntarily and more often imprisoned over the follow-up period.

However, with regard to clinical outcome, the Caribbeans were less likely to have

had a continuous unremitting illness course (adjusted OR 3). These results suggest

that the high incidence of schizophrenia observed in UK African-Caribbeans is

coupled with a less-deteriorated illness course. More recent studies comparing

outcome among African-Caribbean and white British patients with psychosis have

reported decreased likelihood of a continuous illness course in African-Caribbean

patients. However, the differences between the African-Caribbean and white

patients were not large (Harrison, 1999; McKenzie et al., 2001).
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Possible causes of the migration effect

Genes or environment

Genetic predisposition cannot be the sole explanation for the increased rates of

psychosis in the African-Caribbeans in the UK, since the increased risk is not

shared by the population of origin in the Caribbean (Bhugra et al., 1997; Mahy et

al., 1999). However, Hutchinson et al. (1996) found that the morbid risk for schizo-

phrenia among siblings of second-generation (African-Caribbeans born in the UK)

psychotic probands was approximately seven times higher than that for their white

counterparts, although morbid risks for schizophrenia were similar for parents and

siblings of white and first-generation African-Caribbean patients. This study rep-

licates the work of Sugarman and Crauford (1994) and suggests the operation of

gene–environment interaction. The question, therefore, arises as to the nature of

this environmental factor, which appears to be present in the UK but not the

Caribbean countries.

Neurodevelopmental impairment

Increased exposure, or susceptibility, to neurodevelopmental insult such as obstet-

ric complications (Glover et al., 1989; Harrison, 1990; Hutchinson et al., 1997) have

been largely excluded as possible explanations. The possibility of prenatal exposure

to infection has been raised, as migrant mothers may not have developed immu-

nity to influenza or other viruses and, therefore, their fetuses may have been more

likely to have been affected by prenatal exposure to viral infections. However, Selten

et al. (1998) examined the numbers of migrants in the Nertherlands with schizo-

phrenia from Surinam and the Dutch Antilles who were born after the 1957

influenza epidemic. They found that individuals who were in the second trimester

at the peak of the epidemic were at no greater risk of schizophrenia.

Drug abuse

The role of drug abuse as an aetiological factor in migrant populations is contro-

versial. McGuire et al. (1995) found no difference in drug abuse between their

White and African-Caribbean patients in south London. Selten et al. (1997) found

that consumption of cannabis was lower amongst Caribbean migrants to the

Netherlands than amongst the native population but the incidence rates of schizo-

phrenia were higher in the former.

Social causation

The combination of more affective symptoms and a less-deteriorated course has led

to the theory that factors in the social environment might cause psychosis in those

migrants predisposed but who might not otherwise develop the disease (McKenzie
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et al., 1995). Racism (overt and institutionalized), social isolation and reduced

social networks may contribute (Hutchinson et al., 1999b). Boydell et al. (2001)

have recently found that incidence rates of broadly defined schizophrenia increased

in ethnic minorities as the proportion of ethnic minorities in the locality fell, sug-

gesting that social experience contributes to the development of the disorder.

Janssen et al. (2002) measured subjective experience of discrimination and subse-

quent development of psychotic illness years later. Experience of discrimination

strongly predicted the development of a psychotic illness (OR 2.8; CI 1.9–4.2).

Ethnic minority status was no longer significant when experience of discrimination

was controlled for. Some people may be more susceptible to the deleterious effects

of such events than others because they are less able to derive support from those

around them (Sharpley et al., 2001). Mallett et al. (1998) demonstrated that one of

the main distinguishing features of first-onset patients of Caribbean origin with

psychosis in London was that they lived alone and additionally were separated from

their mother at an early age, while Bhugra et al. (1997) found that unemployment

was particularly high amongst people of Caribbean origin first presenting with

schizophrenia. Interest has recently focused on the cognitive processing of external

events and whether this increases the risk of psychosis. Attributional style (partic-

ularly making external attributions) could be a pathway through which discrimi-

nation and social adversity could lead to psychosis (Sharpley et al., 2001).

Urbanization

Increased rates of schizophrenia amongst migrants and ethnic minorities might

be attributed (at least in part) to the urban effect discussed earlier, as most

migrants live in cities and often in the most deprived areas. This might explain

why second-generation African-Caribbeans seem to have higher rates than their

parents (Hutchinson et al., 1999a,b). Malzberg (1969) found that controlling for

urbanicity reduced but did not explain the excess of psychosis amongst migrants

to the USA.

Summary

When high rates of psychosis were identified in migrant groups, it was thought that

a single risk factor would be found to explain the excess. Maternal exposure and

low resistance to viral agents during gestation were considered but have largely been

excluded. The evidence of increased rates across many disparate groups argues

against specific biological or genetic factors and suggests that social and psycholog-

ical aetiological factors are operating. It is likely that the same environmental

factors are acting on the minority as on the majority group, but the former are more

exposed or less protected against them.
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Part II

The developmental epidemiology of
schizophrenia





Introduction

The term developmental epidemiology was originally confined to the study of the

distribution and risks of childhood disorders (Costello and Angold, 1995) but has

extended to include the study of early antecedents and risk factors for adult-onset

illness and chronic diseases (Buka and Lipsitt, 1994). It is also known as ‘life-course

epidemiology’ (Kuh and Ben-Schlomo, 1997). Developmental epidemiology

studies causation in the context of development and investigates causal chain

mechanisms and person–environment interaction.

From its first descriptions, schizophrenic psychosis had a longitudinal dimen-

sion. Thomas Clouston (1892) recognized a syndrome of ‘developmental insanity’

in which developmental physical abnormalities were associated with early-onset

psychotic phenomena, particularly in men. While defining the schizophrenia syn-

drome more clearly, both Kraepelin (1896) and Bleuler (1911) noted that people

who developed the psychotic syndrome were often different from their peers before

psychosis began, but these observations were incorporated into the psychodynamic

formulations prevalent at the time.

During the 1980s, a ‘neurodevelopmental hypothesis’ of schizophrenia became

prominent (Murray & Lewis, 1987; Weinberger, 1987). This hypothesis broadly

proposed that interaction between early pathology or insult and normal processes

of structural and functional brain development yielded a nervous system prone to

psychosis. Jones (1999) has pointed out that the neurodevelopmental hypothesis of

schizophrenia ‘is not really a hypothesis at all, rather a general position or thesis . . .

that has directed research towards early life in terms of causation’.

Central to a developmental model of schizophrenia is the identification of pre-

and perinatal risk factors and the demonstration of childhood manifestations of

deviance long before the frank onset of the illness. Cannon and colleagues in

Chapter 5 examine the evidence for pre- and perinatal risk factors for schizophre-

nia, including such diverse risk factors as winter/spring birth, urban birth, prena-

tal infection, prenatal stress, prenatal malnutrition and birth complications. The

authors conclude that there is now secure evidence for the existence of pre- and

perinatal risk factors for schizophrenia and warn that there is little to be gained
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from continuing to replicate these findings. Research should instead focus on col-

laboration with other disciplines to elucidate the mechanisms behind these intri-

guing associations.

The existence of a developmental theory of schizophrenia implies that the pres-

ence of developmental abnormalities should be detectable during childhood and

adolescence. In Chapter 6, Cannon and colleagues seek to clarify the nature of these

childhood developmental abnormalities by drawing on two robust sources of evi-

dence: general population birth cohort studies and genetic high-risk studies.

Despite their very different designs, the studies indicate that children who later go

on to develop schizophrenia show early motor, language, cognitive, emotional and

sociobehavioural developmental abnormalities compared with their peers or sib-

lings. There is some evidence for a dose–response relationship and the most likely

unifying mechanism is a genetic one. More refined and detailed study of these

developmental trajectory disorders will be a challenge for the future.

The next two chapters chart the development of schizophrenia through the pro-

dromal stage and the first episode. In Chapter 7, Häfner outlines the various stages

of the prodrome and the problems in defining when onset actually occurs. In

Chapter 8, Clarke and O’Callaghan acknowledge these problems but point out the

value of studying the illness from its first episode. Using this strategy, we can get

information about risk factors, brain structure and functional abnormalities in

schizophrenia without bias from treatment or chronicity.

Although the peak age of onset for schizophrenia is in the late teens and early

twenties, the disorder can also have its onset in childhood or in old age. In Chapter

9, Orr and Castle provide an overview of the characteristics of early- and late-onset

schizophrenia and conclude that ‘detailed comparative studies of these groups of

patients can enhance our understanding of schizophrenia at any age’.
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Historical context

A neurodevelopmental model of schizophrenia

The existence of pre- and perinatal risk factors for schizophrenia as outlined in this

chapter is central to the notion of schizophrenia as a neurodevelopmental disorder.

The ‘neurodevelopmental hypothesis’ of schizophrenia proposes a subtle deviance

in early brain development, the full adverse consequences of which are not mani-

fest until adolescence or early adulthood. The hypothesis came to prominence in

the late 1980s (Murray and Lewis, 1987; Weinberger, 1987), though similar models

had been proposed by other researchers decades, even centuries, earlier (Clouston,

1891, 1892; Southard, 1915; Pasamanick et al., 1956).

The 1980s version of the neurodevelopmental hypothesis originated from a

number of strands of evidence available at that time, including retrospective

studies revealing a pattern of abnormalities in neurological and behavioural char-

acteristics during childhood (Watt, 1978; Aylward et al., 1984), histopathological

studies indicating developmental abnormalities in the hippocampus (Kovelman

and Scheibel, 1984; Jakob and Beckman, 1986) and neuroimaging studies showing

cerebral ventricular enlargement (Johnstone et al., 1976; Weinberger et al., 1979),

even at the time of the first episode (Turner et al., 1986). Not all of this evidence

has withstood the test of time, particularly the original histopathological findings.

However, new, convincing information to support the neurodevelopmental

hypothesis has emerged from epidemiological investigations, longitudinal studies

of high-risk offspring, imaging studies and recent, robust neuropathological inves-

tigations (for review see Marenco and Weinberger, 2000; McDonald et al., 2000).

The neurodevelopmental hypothesis is now viewed as an aetiological model that

directs research towards early life (Jones, 1999). These early risk factors for schizo-

phrenia represent some of the most challenging and interesting targets of schizo-

phrenia epidemiology.
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Prenatal risk factors for schizophrenia

Time and place of birth

There is consistent evidence for a 5–8% winter/spring excess of births for both

schizophrenia and mania/bipolar disorder (Hare et al., 1974; Bradbury and Miller,

1985). It appears to be a robust finding, at least in the northern hemisphere (Hare,

1975; Kendell and Adams, 1991; Mortensen et al., 1999), although the effect seems

to be absent, or at least much weaker, in the southern hemisphere (McGrath and

Welham, 1999). The cause of the ‘season of birth’ effect is not known. An environ-

mental factor that fluctuates with the season and has its effects around the time of

birth is the presumptive explanation and seasonal infections are the most popular

candidate (Torrey et al., 1997). Detailed reviews of this literature are provided by

Cotter et al. (1995) and Torrey et al. (1997) and the topic is discussed further in

Chapter 4.

The risk of developing schizophrenia has consistently been found to be increased

among those born in cities compared with those born in rural areas (Torrey and

Bowler, 1990; Lewis et al., 1992; Takei et al., 1995; Marcelis et al., 1998; Mortensen

et al., 1999), but effect sizes are small, ranging between 1.5 and 2.5. Many earlier

studies presented good evidence that the excess of schizophrenia found in the

central areas of large cities was largely a result of migration into these areas of ado-

lescents and young adults a few months or years before they developed overt schizo-

phrenia (Gerard and Houston, 1953; Hare, 1956). Therefore, attempts have been

made to tease apart the effects of urban birth and urban living. Marcelis et al.

(1999) found that the greatest risk was for those born in urban areas with no addi-

tional effect of later urban residence. Urban dwellers who were not born in the city

were not at increased risk of schizophrenia. These results indicate that the urban

risk factor or factors associated with an increase in risk of schizophrenia appear to

act in early life rather than around the time of illness onset. Linear trends for risk

of schizophrenia with increasing population density of area of birth have been

noted (Marcelis et al. 1998; Mortensen et al., 1999). However, like winter/spring

birth, urban birth is a proxy variable that could encompass a large number of pos-

sible risk factors, including prenatal and childhood infections, the prevalence of

which tends to increase with increasing population density. This topic is discussed

in detail in Chapter 4.

Prenatal infection as a risk factor for schizophrenia

Prenatal influenza

Much of the evidence regarding the role of prenatal infections has come from eco-

logical or population-association studies. In 1988, Mednick and colleagues demon-

strated that the offspring of women who were in the second trimester of pregnancy

during the 1957–58 influenza A2 pandemic in Helsinki were about twice as likely to
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be hospitalized with a diagnosis of schizophrenia as those not exposed during preg-

nancy or exposed earlier or later in pregnancy. There have been many attempts to

replicate this intriguing finding in different populations using an ecological design

(Kendell and Kemp, 1989; Mednick et al., 1990; Kendell and Adams, 1991;

O’Callaghan et al., 1991; Torrey et al., 1992; Erlenmeyer-Kimling et al., 1994;

McGrath et al., 1994; Kunugi et al., 1995; Izumoto et al., 1999). The effect sizes dem-

onstrated in these studies are small – somewhere between 1.5 and 2.0 (Cannon and

Jones, 1996) – and not all ecological studies have replicated the association (Torrey

et al., 1988; Kendell and Kemp, 1989; Selten and Slaets, 1994; Susser et al., 1994;

Selten et al. 1999; Westergaard et al., 1999), but this is not inconsistent with a small

effect on the threshold of detectability. The balance of evidence suggests that mater-

nal influenza in the 1957 epidemic was associated with a slightly raised incidence of

schizophrenia if it occurred in the second trimester of pregnancy, particularly the

fifth or sixth month (for review, see McGrath et al., 1995; Wright et al., 1999). In most

studies where the sexes are examined separately, the positive association was found

mainly or exclusively in females (Kendell and Kemp, 1989; Mednick et al., 1990;

O’Callaghan et al., 1991; Adams et al., 1993; McGrath et al., 1994; Takei et al., 1994,

1996; Izumoto et al., 1999) but no satisfactory explanation has yet been offered for

this. Likewise, the association with prenatal influenza does not adequately account

for the ‘season-of-birth effect’ reviewed in the previous section (Torrey et al., 1991).

Studies of longer-term trends in the association between the timing of influenza

epidemics and the birth dates of people with schizophrenia have yielded generally

positive results in most (Barr et al., 1990; Sham et al., 1992; Adams et al., 1993; Takei

et al. 1994) but not all (Torrey et al., 1988; Selten and Slaets, 1994; Morgan et al.,

1997) studies. Those studies based on whole countries or large regions (such as

Western Australia) will, in general, be less powerful than those based solely in urban

areas where infection is concentrated (Kendell and Kemp, 1989), and studies based

on highly mobile populations, such as occur in the USA (Torrey et al., 1988), will

be weak because the ecological design assumes that most people are still living in

the state or region in which they were born when they develop schizophrenia two

or three decades later.

The ecological design has many limitations. There may be unknown confound-

ing with other factors, such as maternal fever or medication, that could explain the

association. Another major limitation of the design is the so-called ‘ecological

fallacy’: we cannot be certain that the individuals in the population who were

exposed to influenza in utero are the same individuals who are diagnosed with

schizophrenia as adults.

The application of cohort and case-control methodology to this question then

followed. Two case-control studies replicated the association between second tri-

mester exposure to influenza and later schizophrenia but relied on maternal recall

for information about the exposure (Stöber et al., 1992; Wright et al., 1995). Two
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cohort studies have failed to support the influenza–schizophrenia association

(Crow and Done, 1992; Cannon et al., 1996). The British 1958 birth cohort study

(National Child Development Study (NCDS)) collected information on all chil-

dren born in one week in March 1958. In the first study, mothers were asked after

they had given birth whether they had suffered influenza (the 1957 A2 pandemic)

during pregnancy. There was no association between reported maternal influenza

and schizophrenia in the offspring (Crow et al., 1991; Crow and Done, 1992).

Cannon and colleagues (1996) followed a group in Dublin who had been exposed

to the same 1957 pandemic. Valid information on exposure had been collected for

an earlier report by Coffey and Jessop (1959, 1963). There was no evidence of an

excess of schizophrenia in the exposed group during adult life, although a secon-

dary analysis suggested a link with affective disorder.

The negative results of these cohort studies must, of necessity, be viewed in the

light of their limited power to detect an effect (Adams and Kendell, 1996) and the

evidence that self-report of influenza infection is not an accurate indication of sero-

logical infection (Elder et al., 1996). Certainly the prevalence of recall of pregnancy

infection in the NCDS (Crow and Done, 1992) was much lower than would have

been expected given the severity of the influenza pandemic only a few months pre-

viously.

Other prenatal infections

Interest in prenatal infection as a risk factor for schizophrenia is not restricted to

influenza. Influenza lends itself to study because of the frequent occurrence of well-

defined epidemics. Brown et al. (2000a) showed that second trimester exposure to

a wide variety of respiratory infections (including influenza, pneumonia, tubercu-

losis and acute bronchitis among others) was associated with a significantly

increased risk of schizophrenia spectrum disorders in the Prenatal Determinants of

Schizophrenia Study (adjusted relative risk 2.13). These results indicate that several

infections, both bacterial and viral, may increase the risk of schizophrenia pre-

sumably through some common pathogenic mechanism. An ecological study from

Finland by Suvisaari and colleagues (1999) found an association between second

trimester exposure to poliovirus infection and later schizophrenia. Jones and col-

leagues (1999) have followed a large group of individuals whose mothers were iden-

tified during pregnancy as suffering from identified viral infections (Fine et al.,

1985) and have found evidence relating neurotrophic virus exposure with a range

of adverse central nervous system (CNS) outcomes, including mental retardation,

epilepsy and psychosis.

Prenatal rubella

Brown and colleagues (2000b) investigated a cohort of individuals who were sero-

logically documented to have sustained in utero exposure to rubella and found that
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the rubella-exposed subjects, most of whom were exposed in the first trimester, had

a substantially higher risk (relative risk 5.2) of developing nonaffective psychoses

than those who were not exposed, independent of hearing status. The cohort meth-

odology with proof of individual exposure status is robust and the effect size for the

association between prenatal rubella and schizophrenia is much larger than that

reported for prenatal influenza. These findings suggest that nonaffective psychosis

may be a remote neuropsychiatric consequence of prenatal rubella.

Neonatal and early childhood infection

The time window during which early exposure to infection may exert an effect

appears to extend into childhood. The North Finland 1966 birth cohort contains

all live births (12058 in total) to women in northern Finland (Oulu and Lapland

provinces) during 1966 (Rantakallio, 1969). Rantakallio and colleagues (1997)

identified through record linkage all cohort members who had been hospitalized

during childhood for a CNS infection (mainly encephalitis and meningitis). They

then identified those members of the cohort who had been hospitalized for psychi-

atric illness. Of 145 in the group with serologically diagnosed childhood CNS infec-

tions who had survived to age 16 years, four (2.8%) developed schizophrenia,

compared with 0.7% of the unexposed majority. This fourfold relative risk may

even underestimate the true risk because of the restriction to severe exposure. The

relative incidence of schizophrenia was particularly high among a group of 16 indi-

viduals who contracted neonatal coxsackievirus B meningitis during an epidemic

in one maternity unit.

There is biological plausibility for this high relative risk to be interpreted in terms

of causality, the CNS was known to have been affected, and similar findings emerged

in this sample for mental retardation and childhood epilepsy (Rantakallio and von

Wendt, 1986). An estimate of the population attributable fraction (the amount by

which the population burden of schizophrenia would be reduced if the effect of the

exposure, if causal, were removed) is around 4%. As with any causal inference, one

must consider the possibility of reverse causality. The CNS may already have been

abnormal in the individuals who developed infection and schizophrenia, and these

abnormalities may have made them liable to CNS infection. Unknown genetic or

epigenetic factors may be necessary components of the causal pathway.

Prenatal infection: possible mechanisms and future directions

What are the possible aetiological mechanisms underlying the association between

prenatal exposure to infection and later schizophrenia? Brown et al. (2000a) offer

a number of possibilities: hyperthermia, medication, and the maternal inflamma-

tory response to infection (proinflammatory cytokines and chemokines) (Nelson

et al., 1998). Immune mechanisms have also been suggested (Fatemi et al., 1999;
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Wright et al., 1999). The role of genetic vulnerability remains unclear (Murray et

al., 1992).

These are all interesting possibilities. The availability of stored prenatal serum

from birth cohorts in the USA, who are now in the period of risk for schizophrenia

may help to answer some of these questions and test these hypotheses more pre-

cisely (Susser et al., 2000). A new generation of studies on the prenatal infection and

schizophrenia story is beginning. Using stored prenatal serum samples from the

Providence cohort of the National Collaborative Perinatal Project, Buka et al.

(2001) has reported a strong association between maternal antibodies to herpes

simplex virus type 2 gG2 glycoprotein and later psychosis (odds ratio (OR) 5.8; con-

fidence interval (CI) 1.7–19.3). The investigators also found an association between

adult psychosis and maternal levels of certain cytokines, but these were preliminary

results. The future of this field of enquiry lies in the combination of molecular bio-

logical techniques to define exposure (Yolken and Torrey, 1995), molecular genet-

ics to define susceptibility and the opportunistic use of population-based samples.

Other putative prenatal epigenetic risks

Prenatal famine

A series of ecological studies of exposure to prenatal famine (Susser and Lin, 1992,

1994; Susser et al., 1996) have demonstrated dose–response relationships between

maternal nutritional deprivation during the Nazi blockade of the Netherlands in

the winter of 1944–45 and risk of later schizophrenia in the offspring. The initial

finding to emerge from these studies was that birth cohorts exposed to the famine

in early but not late gestation had a twofold increase in risk for schizophrenia

(Susser and Lin, 1992; Susser et al., 1996). A subsequent study using military con-

scription data demonstrated that prenatal famine during early gestation was asso-

ciated with a twofold elevation in risk for schizoid or schizotypal personality

disorders (Hoek et al., 1996). The authors postulate that severe nutritional depri-

vation is the aetiological mechanism involved (Butler et al., 1999; Hoek et al., 1999)

and this possibility has received indirect support from a finding that a short inter-

val between siblings is associated with an increased risk of schizophrenia

(Westergaard et al., 1999). Again, there is biological plausibility for this putative

cause; congenital CNS defects in this population were related to famine exposure

in a similar fashion (Stein et al., 1975). Confounding and interaction with genetic

effects are issues that the investigators are tackling by studying the individuals and

by more detailed studies of nutritional status in birth cohorts (Hoek et al., 1999).

Rhesus incompatibility

Rhesus (Rh) incompatibility, characterized by a Rh-negative mother pregnant with

a Rh-positive fetus, has been associated with an elevated risk for schizophrenia.
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Hollister et al. (1996) used data on males from the Danish Perinatal Cohort and

found an elevated risk for schizophrenia among offspring of Rh-incompatible

pregnancies compared with Rh-compatible pregnancies. Rhesus incompatibility

can give rise to haemolytic disease of the newborn, which results, among other

things, in childhood neuromotor abnormalities and behavioural disorders such as

emotional instability. It is possible that schizophrenia is yet another possible con-

sequence of rhesus haemolytic disease (Hollister and Brown, 1999). Rhesus haemo-

lytic disease occurs most commonly in mothers who have already delivered a

Rh-positive child, thus triggering the production of the antibody against the Rh(D)

antigen. As hypothesized, the risk for schizophrenia among males in the Danish

Perinatal Cohort Study was increased over threefold in second and later-born off-

spring from Rh-incompatible pregnancies, but there was no increased risk for first-

born offspring (Hollister et al., 1996).

Prenatal stress

Psychosocial stress may play a role in the precipitation of the adult schizophrenia

syndrome (Brown and Birley, 1968; Steinberg and Durrell, 1968). Stress may also

act early in life, even in the prenatal period, and play a role in predisposition

(Kinney, 2001). A classic paper by Huttunen and Niskanen (1978) show a greatly

increased risk of schizophrenia (OR 6.2) among individuals whose fathers died

before the child’s birth compared with those whose fathers died in the first year

after birth. This appears to provide evidence for the involvement of prenatal stress

in the aetiology of schizophrenia.

The possibility of an association between prenatal exposure to stress and schizo-

phrenia has been investigated in a series of ingenious ecological studies based around

discrete, highly stressful events. Van Os and Selten (1998) demonstrated a small

increased risk of schizophrenia among individuals in the Netherlands who were in

utero during the Nazi invasion in May 1940. Selten et al. (1999) found a nonsignifi-

cant increased risk of psychosis (RR 1.8; 95% CI 0.9–3.5) among those exposed

during gestation to the 1953 Dutch Flood Disaster. Kinney et al. (1999) report a

similar effect for prenatal exposure to a tornado in Worcester, Massachusetts.

More subtle forms of prenatal stress may also have an effect. In the 1966 North

Finland birth cohort, both maternal depression in late pregnancy (Jones et al.,

1998) and ‘un-wantedness’ of a pregnancy by the mother (Myhrman et al., 1996)

were independently associated with a modest increase in the risk of schizophrenia

in the offspring. The reasons for the pregnancy being unwanted were unknown, as

was the attitude of the mother once the child was born. Many potential confound-

ers such as maternal age, physical conditions and socioeconomic status were taken

into account, but a diluted genetic effect cannot be excluded. Mednick and

Schulsinger (1968) reported from the Copenhagen High Risk Study that 69% of the
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mothers of the high-risk children who suffered severe early psychiatric breakdown

were under severe stress (e.g. jailing of a husband) at the time of the pregnancy

compared with 29% of the mothers of the ‘well’ high-risk children. This finding

suggests an interaction between genetic vulnerability to psychosis and prenatal

exposure to stress.

There is a considerable animal literature concerning the effects of prenatal stress on

brain development and behaviour of the offspring (for review, see Suomi 1997). The

effect is thought to be mediated by glucocorticoid effects on the fetal hypothalamo–

pituitary–adrenal axis. Glucocorticoids increase susceptibility to hypoxic-ischaemic

injury both in rats and in cultured fetal hippocampal neurons (Sapolsky and

Pulsinelli, 1985; Tombaugh et al., 1992), and maternal anxiety during pregnancy is

associated with increased uterine artery resistance (Teixeira et al., 1999). Therefore,

the effects of prenatal stress could mediate the association with some of the other

obstetric complications noted in schizophrenia and discussed below.

Perinatal risk factors for schizophrenia: obstetric complications

Case-control studies

There is a large literature on the possible role of obstetric complications (OCs) in

schizophrenia (for reviews, see McNeil, 1988, 1995; Cannon, 1997; McNeil et al.,

2000). Before 1997, most of the studies showing an association were of case-control

design using maternal recall for assessment of the exposure. They also had small

sample sizes and were prone to various forms of bias. Geddes and Lawrie (1995)

carried out a meta-analysis of the results from 16 case-control studies and two

cohort studies published by that time, and reached three main conclusions: (i) a

pooled OR of 2.0 (95% CI 1.6–2.4) suggested that OCs did have a small effect on

increasing risk for schizophrenia (ii) there was evidence for selection and publica-

tion bias; and (iii) there was significant heterogeneity between the results from the

case-control studies and the two birth cohort studies.

Geddes and colleagues followed up this work by carrying out an individual

patient data meta-analysis of 12 case-control studies that had used the same rating

scale (Lewis and Murray scale) to measure the exposure (Geddes et al., 1999).

Significant associations (with effects sizes of 1.5–3.0) were found between schizo-

phrenia and premature rupture of membranes, gestational age shorter than 37

weeks and use of resuscitation or incubator, and there was an almost significant

association with birthweight �2500g. Studies using birth record data found a sig-

nificant association with pre-eclampsia while the studies based on maternal recall

found a significant association with forceps delivery, indicating that agreement

between birth records and maternal recall varies for different categories of birth

complication.
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Population-based studies

Because of methodological problems associated with the classic case-control

design, particularly when measuring such early exposures, cohort and population-

based study designs have now been exploited to investigate the relationship

between OCs and later schizophrenia. This ‘phase’ of the OC and schizophrenia lit-

erature began in earnest in about 1997 and continues to date. Details of the designs

and results of these population-based studies are given in Table 5.1. They all have

the following characteristics: large and psychiatrically well-defined schizophrenic

samples drawn from population-based registers; use of standardized, prospectively

collected obstetric information from birth records or registers; general population

control subjects with OC information from the same source and context; and

control of demographic confounding factors through either matching or statistical

adjustment. It can be seen from the results of the studies listed in Table 5.1 that

these methodological advances have not confirmed the earlier findings. Moreover,

although the designs of these studies are broadly similar, their results are quite

diverse and no consensus has yet been reached. What are the reasons for this?

Methodological issues

The studies are drawn from different populations, in terms of geography, cohort

and period effects and age of onset. Measurement of obstetric exposures is highly

dependent on the quality of the birth record information available. Obstetric prac-

tices and the nomenclature and meaning of different complications vary between

countries and over time. For example, ‘uterine inertia’ is a Scandinavian concept

not mentioned in birth records from the UK or USA. Another problem is that many

complications are not recorded in sufficient detail to give useful aetiological infor-

mation: bleeding during pregnancy is mentioned in many studies but there is

usually no information on timing or amount of bleeding. Equally, it is often unclear

whether caesarian section was an elective or emergency procedure. The problems

inherent in this field of study can be illustrated by examining two large studies

based on broadly the same dataset and with similar methodology, but which find

different, even contradictory, associations between various obstetric exposures and

schizophrenia (Dalman et al., 1999; Hultman et al., 1999). As discussed previously

with regard to prenatal infection, even small methodological differences can have

a major influence on study results when one is dealing with small relative risks on

the threshold of detectability.

There are so many discrete exposures wrapped up in the term ‘obstetric compli-

cation’ that it is essentially meaningless to consider them as one risk factor

(Zornberg et al., 2000a). If the field is to progress, it must define and clarify the

exposures under scrutiny. There are many distinct associations to be considered in

terms of chance, bias or confounding before beginning to judge how any associa-
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tion should be interpreted as causal or not. A broad definition of OCs should no

longer be used as it will not increase our understanding of the field. Greater defini-

tion of the exposure (such as prenatal measurement of maternal antibodies) or use

of quantitative measures (such as birthweight, head circumference) are likely to

show larger and more consistent effects.

Statistical power issues

Unfortunately, when one gets to the level of individual OCs as risk factors for

schizophrenia, one rapidly runs into difficulties with statistical power, particularly

if the obstetric factors have small effect sizes. The meta-analysis of Geddes et al.

(1999) with 700 cases and 835 controls had 90% power to detect an OR of 2.0 at a

population prevalence of 5%, but only 44% power to detect an OR of 1.5. As shown

in Table 5.1, many of the cohort studies did not have sufficient statistical power to

detect an odds ratio of 2.0 for an obstetric exposure with a population prevalence

of 10%. These figures are actually conservative. Many OCs occur at a population

prevalence of less than 10% and reported effect sizes are often less than 2.0. At best,

the power of the largest studies to detect OR values of 1.5 was less than 70%.

The issue of interactive effects is even more problematic. Pregnancy, birth and

neonatal complications do not act independently of each other. Pregnancy factors

that have been associated with schizophrenia, such as rhesus incompatibility and

prenatal stress (see previous section) can increase the risk for hypoxic-ischaemic

damage during delivery. Current studies have negligible statistical power to detect

such interactive effects.

Some studies try to overcome these problems by examining only one exposure

based on a prior hypothesis, and this has proved relatively fruitful, showing signifi-

cant effects for the putative risk-increasing mechanism of hypoxic–ischaemic

damage (Buka et al., 1993; Cannon et al., 2000; Rosso et al., 2000; Zornberg et al.,

2000b). The main problem with this approach is that no two sets of researchers

have used exactly the same combinations of exposures. This makes direct compar-

isons between the studies or synthesis of the results difficult, and it prevents pooling

of data between studies.

Timing of exposure

As with infections, the period of risk during which hypoxic brain damage may lead

to later schizophrenia appears to extend beyond birth. In the North Finland 1966

cohort, a group of CNS insults that had hypoxia as a common mechanism was

identified and termed ‘perinatal brain damage’ (PBD) (Rantakallio et al., 1987).

This exposure has been used to investigate possible causes of mental handicap and

childhood epilepsy. Given this link with other developmental CNS disorders, there

was an a priori hypothesis for an association with schizophrenia. Of 125 survivors
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Table 5.1. Summary of studies of obstetric complications and schizophrenia with epidemiological design

Design (cohort or No. cases Birth Age range
Study Country case-control) (% female) No. controls Match criteria Diagnosis years cases (years)

Done et al. UK Cohort: NCDS 35 (39) 16812 N/A PSE S� 1958 16–28
(1991)

Buka et al. US Cohort: NCPP 8 (32) 685 N/A DSM-III 1960–66 18–27 
(1993) (Providence centre) (mean 23)
Sacker et al. UK Cohort: NCDS 35 (39) 16812 N/A PSE S� 1958 16–28
(1995)

Jones et al. Finland Cohort: 1966 North 76 (32.9) 1074 N/A DSM-III-R 1966 27–28
(1998) Finland Birth Cohort

Hultman Sweden Case-control 167 (34.9) 835 Sex, dob, hosp ICD-9 1973–79 15–21 
et al. (1999)

Dalman et al. Sweden Cohort 238 (41.6) 507278 N/A ICD-9 1973–77 15–22
(1999)

Kendell (1) Scotland Case-control 296 (21.3) 296 Sex, dob, hosp, mat ICD-9, ICD-10 1971–74 22–26
et al. (2000) age, parity, seg

Kendell (2) Scotland Case-control 156 (24.4) 156 Sex, dob, hosp, ICD-9, ICD-10 1975–78 18–21
et al. (2000) mat age, parity, seg

Byrne et al. Ireland Case-control 431 (40.6) 431 Sex, dob, hosp, ICD-9 N/S N/A
(2000) mat age, parity, seg

Cannon et US Cohort: NCPP 72 (35.3) 7941 normal; N/A DSM-IV 1959–66 19–36
al. (2000) (Philadephia centre ) 63 siblings

Rosso et al. Finland Case-control 80 (52) 56 controls; Sex, age, seg ICD-8 1955 36
(2000) 61 siblings
Zornberg US Cohort: NCPP 12 (32) 681 N/A DSM-IV 1960–66 18–27 
et al. (2000b) (Providence centre) (mean 23)

Dalman Sweden Case-control 524(34) 1043 Sex, hosp, dob, ICD-8 ICD-9 N/S Mean 29.5
et al. (2001) parish

Notes:

NCPP, National Collaborative Perinatal Project; NCDS, National Child and Development Study; PSE, Present State Examination;

DSM, Diagnostic and Statistical Manual [of Mental Disorders]; ICD, International Classification of Disease; N/A, not applicable; 

N/S, not specified; dob, date of birth; hosp, hospital; mat, maternal; seg, socioeconomic group; OC, obstetric complications; 
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Source of obstetric
Powera Source of cases information Findings

40 Mental Health Midwife report No overall association between risk factors for perinatal 
Enquiry 1974–86 death and later schizophrenia. Low maternal weight and

medications given to baby were associated with narrowly
defined schizophrenia

10 Follow-up tracing and lay NCPP records Nonsignificant increased risk of psychosis in those 
interviewer exposed to chronic fetal hypoxia (OR 2.6)

40 Mental Health Enquiry Midwife report Re-analysis of Done et al. (1991). The following variables 
1974–86 were associated with increased risk of narrowly defined

schizophrenia: low maternal weight, maternal psychological
problems, smoking in pregnancy, poor antenatal attendance,
rhesus negative, parity �2, previous births �2500g,
bleeding in pregnancy, untrained person delivering, baby’s
weight �2500g, other drugs given to baby

50 National Hospital Midwife report Low birthweight (OR 2.4; 1–5.6); combination of
Discharge Register to 1993 low birthweight and prematurity (OR 3.5; 1.3–9.6) and

perinatal brain damage (OR 6.9; 2.9–16.3) were associated
with schizophrenia

80 National Hospital Birth register: Schizophrenia was associated with multiparity 
Discharge Register obstetrician (OR 2.0); bleeding during pregnancy (OR 3.5); 
1987–(?)1994 winter birth (OR 1.4); small for gestational age (males only

OR 3.2); parity �4 (males only OR 3.6)
95 National Hospital Birth register: Increased risk of pre-eclampsia (OR 2.5); 

Discharge Register obstetrician vacuum extraction (OR 1.7); malformations (OR 2.4), parity
1987–95 1 (OR 1.3); bleeding during pregnancy (OR 2.0); threatened

premature delivery (OR 2.3); gestational age �32 weeks (OR
2.7); prolonged delivery (OR 1.6); uterine inertia (OR 2.4;
ponderal; index �20 (OR 3.4); respiratory illness (OR 1.5);
birthweight �2500g (males only OR 2.2); birthweight
�1500g (females only OR 6.0); small for gestational age
(males only OR 1.9); pre-eclampsia remained significant
after adjusting for all other complications

78 National Hospital Birth register: No association found between any OC and schizophrenia
Admission Register to 1996 obstetrician or 

midwife
50 National Hospital Birth register: Emergency caesarian section (OR 3.7; CI 1.02–13.1) 

Admission Register to obstetrician or and labour �12 hours were associated with 
1996 midwife subsequent schizophrenia

92 Dublin Psychiatric Case Labour ward records No overall differences in rates of OC. Caesarian section 
Register 1972–92 and narrow maternal pelvis commoner among cases; males

with early-onset schizophrenia had greater frequency and
severity of OCs than controls

55 The Penn Longitudinal NCPP records Hypoxia-related complications �3 increased the 
Database risk of schizophrenia (OR 3.84) and particularly early-onset

schizophrenia (OR 7.3)
25 Finnish Hospital Birth records: Risk of early-onset schizophrenia increases (OR 

Discharge Register midwife 2.16; CI 1.3–3.5) per hypoxia-related OC
15 Rediagnosis of interview  NCPP records Re-analysis of Buka et al. (1993). Composite variable

information from Buka entitled ‘hypoxic-ischaemia-related fetal/neonatal 
et al. (1993) complications’ associated with schizophrenia (OR 4.56; CI

2.42–8.6)
99 Stockholm county Birth records: Signs of asphyxia at birth were associated with increased 

inpatient register 1971–94 midwife risk for schizophrenia (OR 4.4; CI 1.9–10.3) after adjusting
for other complications and confounders

OR, odds ratio; CI, confidence interval.
a Power to detect an odds ratio of 2.0 with 95% confidence for an exposure with a prevalence of 10% among controls.



of PBD, six (4.8%) developed schizophrenia in adult life: a sevenfold relative risk

(Jones et al., 1998). The estimate of the proportion of schizophrenia in the general

population that may be attributable to this mechanism was 5–8% in this study.

Specificity

The specificity of these obstetric exposures for schizophrenia is not established

(Tarrant and Jones, 1999). It is possible that other mental disorders, such as affec-

tive disorders, have similar obstetric risk factors, but these have not been investi-

gated to the same extent. We do not advocate repeating the whole cycle of

investigation again for other disorders but recommend including them as addi-

tional groups in the investigation of mechanisms. Another approach would be to

follow up a cohort of individuals who have suffered certain pre- and perinatal com-

plications and assess a range of outcomes during development – a return to the

approach advocated by Pasamanick and colleagues many decades ago (1956).

Meta-analysis of findings from population-based studies

The standardized fashion of reporting results and the methodological similarities

of the population-based studies lend themselves to a meta-analytic approach.

Meta-analysis provides a method for integrating quantitative data from multiple

studies by using a weighted average of the results in which larger studies have more

influence than smaller studies. It improves the estimates of effect size, increases the

statistical power and helps to make sense out of studies with conflicting conclusions

(Fleiss, 1993; Egger et al., 1997).

Cannon et al. (2002) carried out a meta-analytic synthesis of the prospective

‘population-based’ studies that had published data on individual OCs and found

that three groups of complications were significantly associated with schizophrenia:

(i) complications of pregnancy (bleeding, diabetes, rhesus incompatibility, pre-

eclampsia); (ii) complications of delivery (uterine atony, asphyxia, emergency cae-

sarian section); and (iii) abnormal fetal growth and development (low birthweight,

congenital malformations, reduced head circumference). Pooled estimates of effect

sizes were generally small (OR values �2). Interactive effects and independence of

obstetric risk factor could not be examined using this design. A meta-analysis of

individual patient data on these population-based studies, such as that carried out

by Geddes et al. (1999) on case-control studies, may help to elucidate such issues.

Conclusions and speculations on the study of pre- and perinatal risk factors
for schizophrenia

Investigation of the role of pre- and perinatal risk factors in the genesis of schizo-

phrenia provides a good example of the development of epidemiological thought

and methodology since the 1960s, beginning with ecological studies, then progress-
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ing through case-control studies to general population cohorts and enriched

samples where specific exposures are identified. What conclusions can be drawn

from the large literature reviewed in this chapter?

It seems that many pre- and perinatal risk factors are somehow involved in

increasing the risk for schizophrenia in later life. Those with the best evidence to

date are prenatal (probably second trimester) exposure to influenza and other res-

piratory infections, prenatal rubella, hypoxia-related OCs and low birthweight or

intrauterine growth retardation. Evidence is less secure for prenatal stress or pre-

natal malnutrition, principally because of the difficulties in obtaining suitable

samples in which to examine these exposures.

Gene–environment interaction

The effect sizes for these prenatal and perinatal risk factors are small, with OR values

or relative risks of around 2 (Table 5.2). Similarly, the results of genetic studies in the

1990s suggest that multiple genes with small effect sizes are involved in causation of

schizophrenia (Chs. 10 and 11). Taken together, these and other findings indicate

that we are likely to be dealing with interactive effects of prenatal and genetic factors.

The presence of interactive effects has implications for statistical power, model-

building and study design (for further discussion of these issues, see Ch. 12).

Schizophrenia has been posited as a neurodevelopmental disease with a strong

genetic component (Jones and Murray, 1991; Tsuang, 2000). Genes control the

development of the brain and nervous system but the environment modifies it.

Insults such as second trimester infection or hypoxia during delivery may interact

with the genotype to increase the risk of schizophrenia. The story probably does

not end at birth, as brain maturation continues through the first two decades of life

and is influenced by experience.

Programming

In thinking about causation, we will increasingly have to take into account the

dynamic interplay between genes and environment in utero. While development is

genetically programmed, the programme is continually modified in utero, as the

expression of genes is determined in part – as when genes are turned on or off – by

their molecular environment (Kandel, 1998). Furthermore, both epidemiological

and animal studies increasingly support the view that the in utero environment has

another, more profound, impact on the developmental programme (Barker, 1992;

Liu et al., 2000). Depending upon the amount and the kind of nutrients that are avail-

able in utero, the fetus appears to select among alternative paths of development that

entail different homeostatic setpoints. This may have evolved as a means to anticipate

and thereby increase survival in widely variable postnatal environments. Thus,

normal variation in the fetal environment may have important implications for off-

spring risk of schizophrenia because it modifies the developmental programme. We
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do not yet know the relative importance for schizophrenia risk of specific fetal insults,

such as infection, and of normal fetal variation such as in fetal nutrient supply.

The interplay between genes and environment may precede even the conception

of the offspring at risk for schizophrenia. Recent findings confirm earlier reports

that increasing paternal age is associated with an increased risk of schizophrenia

(Hare and Moran, 1979; Malaspina et al., 2001). The most parsimonious interpre-

tation attributes the effect to mutations in the male sperm line prior to conception.

These mutations, in turn, are to a large extent environmentally determined, by both
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Table 5.2. Estimate of approximate effect sizes for pre- and perinatal risk factors for

schizophrenia

Approximate effect size

Pre- or perinatal risk factor (relative risk or odds ratio)

Place or time of birth

Winter birth 1.15

Urban birth 1.5–2.4

Infection

Prenatal influenza 2.0

Prenatal respiratory infection (T2) 2.1

Prenatal rubella 5.2

Prenatal poliovirus (T2) 1.05

Neonatal and childhood CNS infection 4.0

Malnutrition

Prenatal famine (T1) 2.0

Prenatal stress

Bereavement of spouse 6.2

Flood (T2) 1.8

War (T2)

‘Unwantedness’ 2.4

Maternal depression (T3) 1.8

Obstetric complications

General 2.0

Rhesus incompatibility 2.8

Hypoxia-related 2.1–4.4

Perinatal brain damage 7.0

Low birthweight (�2500g) 1.6

Pre-eclampsia 2.5

Notes:

T1, T2, T3, trimesters 1–3, respectively.



the cumulative life experience (age) and specific environmental exposures (e.g.

toxins) of the biological father.

Techniques for investigating genetic and environmental risk factors are begin-

ning to converge, with case-control and cohort designs being used for genetic asso-

ciation studies (Ch. 11). Molecular genetic studies are including measures of

environment, and cohort studies are collecting both DNA samples and informa-

tion on early and later environmental risk factors. In the first decade of the 21st

century we may see the first reports of studies examining precisely measured

genetic and environmental causes of schizophrenia in the same population.

Confounding and proxy variables

The precise nature of these early risk factors for schizophrenia is often unclear,

which makes interpretation of the aetiological mechanism involved very difficult.

In the case of season of birth or urban birth, one is dealing with a ‘proxy’ variable

that encompasses many even smaller unknown risk factors, possibly interacting

with each other to produce an effect. The association with prenatal infection could

be confounded by fever or medication. The association with hypoxia-related birth

complications could be confounded by earlier prenatal factors or sociodemo-

graphic factors. Current approaches do not easily allow us to explore these issues

further, other than just to report an association, and these problems can never be

resolved within the framework of a uni-level, risk factor model. As a result, inves-

tigations of pre- and perinatal risk factors for schizophrenia have become ‘stuck’ at

this point, reporting risk factors of vanishingly small effect over and over again –

an example of circular epidemiology (Kuller, 1999). In epidemiological research in

general, it has been postulated that the vogue for risk factor epidemiology is reach-

ing the limits of its usefulness (Taubes, 1995; Susser, 1998; Fearon et al., 2001) and

that other approaches which incorporate, but are not restricted by, the traditional

individual risk factor approach should also be utilized (Susser and Susser, 1996;

Schwartz et al., 1999).

Future directions

Some related approaches for future research into early life exposures and schizophre-

nia have emerged during the 1990s and are already being put into practice. These

include new conceptual approaches to causality and collaborative approaches.

New conceptual approaches to causality

Longitudinal or life-course approach

First, risk factors have traditionally been modelled as static characteristics of the

individual, but disease causation can be a dynamic process that involves a time

dimension and an interplay of causal interactions (Kreiger, 1994). Introducing the
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element of development over time is necessary, and causation should be considered

in terms of a pathway over a life course, rather than in terms of a certain set of risk

factors at a certain point in time. Developmental, or life-course, epidemiology is

concerned with early-life risk factors for adult diseases. This far-reaching, longitu-

dinal approach is transforming our understanding of a number of chronic physi-

cal disorders (Barker and Osmond, 1986; Barker et al., 1989, 1990; Barker, 1992;

Kuh and Ben-Shlomo, 1997) and is likely to do the same for schizophrenia

(Keshavan and Murray, 1997). The life-course model incorporates such elements

as cumulative insults over the life course, critical periods of susceptibility through-

out life, and interaction between early and late factors (Kuh and Ben-Schlomo,

1997). For schizophrenia, this process has been conceptualized by some as a ‘self-

perpetuating cascade of abnormal function’ (Jones et al., 1994; also see Tarrant and

Jones, 1999; Waddington et al., 1999; Bramon et al., 2001).

Multilevel approach

Second, a new paradigm should allow for causes to be considered at multiple levels

of organisation: a multilevel eco-epidemiology (Susser and Susser, 1996). The pre-

vailing methods are well suited for finding factors that influence the risk of disease

within individuals but not for finding causes best characterized at higher levels of

organization, such as societal context, or at lower levels of organization, such as

genes and molecules. This means that in an investigation of schizophrenia we may

need to consider characteristics of the society, such as level of development (Ch. 2),

characteristics of individuals, including development over time (Ch. 6), and

genetic and molecular factors (Chs. 11 and 12). Not only does the environment

vary over time but genes are expressed at varying times and to varying extents.

Statistical and epidemiological methods that can encompass dynamic and multi-

level processes will need to be developed and refined. As an example of future direc-

tions, these principles are being applied to the study of causes of schizophrenia in

the Prenatal Determinants of Schizophrenia Study (PDS) (Susser et al., 2000).

Collaborative ventures

The collection or opportunistic use of increasingly large cohorts will be necessary;

researchers will need to think in terms of tens or hundreds of thousands of subjects.

The need for these large cohorts will arise once strong associations are established

from molecular genetic studies; they will allow us to model epigenetic effects

involving small pre- and perinatal risk factors and combinations of genes. This will

be a major challenge for traditional cohort designs. Whether necessary samples and

investigations can be funded will be a matter for society as much as for scientists

(Jones, 1999). Collaboration and cross-fertilization will be needed with research-

ers in other disciplines, such as neuroimaging, genetics, statistics, molecular and
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developmental biology, and also with other chronic disease epidemiologists inves-

tigating the early origins of adult health, for instance in the area of cardiovascular

disease or diabetes (Leon and Ben-Schlomo, 1999; McKeigue, 1999). The same

cohorts and methods can often be useful to researchers in different fields. It is

increasingly evident that mental and physical health are linked in many ways

throughout life, and research on early adult exposures should consider outcomes

in both domains (Susser et al., 1999).

We now have the chance to enter a ‘new age of epidemiology for schizophrenia’

(Susser et al., 2000). The combination of new paradigms and larger cohorts, with

the tools of modern epidemiology and biomedical science, has the potential greatly

to advance our understanding of the causal pathways to schizophrenia.
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Historical context

From its first descriptions, schizophrenic psychosis had a longitudinal dimension.

Thomas Clouston (Clouston, 1892; Murray, 1994; Murray and Jones, 1995) recog-

nized a syndrome of ‘developmental insanity’ in which developmental physical

abnormalities were associated with early-onset psychotic phenomena, particularly

in men. Kraepelin (1896) and Bleuler (1908, 1911) noted that people who devel-

oped the psychotic syndrome were often different from their peers before psycho-

sis began. The notion that there may be psychological differences predating

psychosis was initially incorporated into psychodynamic formulations of the dis-

order. However, during the 1980s, a new causal paradigm emerged: the ‘neurode-

velopmental hypothesis’ of schizophrenia (Murray and Lewis, 1987; Weinberger,

1987), which proposed a subtle deviance in early brain development, the full

adverse consequences of which were not manifest until adolescence or early adult-

hood. The evidence for this hypothesis has been discussed in Chapter 5.

Central to a neurodevelopmental model of schizophrenia is the identification of

manifestations characterizing those at risk during childhood and adolescence –

before the overt symptoms of the illness appear. We might expect people who later

develop schizophrenia to show either neurological or behavioural abnormalities

during childhood or adolescence. Accordingly, information about childhood

development and schizophrenia has been gleaned from a wide variety of sources

since the 1960s including school records (Watt et al., 1978; Cannon et al., 1999),

child guidance clinic records (Robins, 1966; Hartman et al., 1984; Ambelas, 1992;
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Hollis, 1995; Cannon et al., 2001), conscript assessment records (David et al., 1997;

Malmberg et al., 1998; Davidson et al., 1999) and even childhood ‘home movies’

(Walker and Lewine, 1990; Walker et al., 1993, 1994). Although these samples are

biased to varying degrees, as a body of evidence they point to many social, behav-

ioural, motor and intellectual precursors of schizophrenia (Rutter, 1984; Jones,

1999; Marenco and Weinberger, 2000). This review will focus on evidence of child-

hood developmental deficits preceding schizophrenia taken from two robust

sources of prospective information: genetic high-risk cohorts and general popula-

tion birth cohorts.

Genetic high-risk cohorts

In the genetic high-risk design, risk is determined by the individual’s genetic relat-

edness to an affected proband. Individuals with a higher than normal genetic

loading for schizophrenia, by virtue of having at least one affected first-degree rel-

ative (usually a parent), are identified and studied longitudinally. Individuals with

one schizophrenic parent have a slightly greater than 10% risk of developing

schizophrenia; this is 10–12 times higher than the risk in the general population.

This design entails determining whether a given measure, assessed at one time

point, predicts later manifestation of schizophrenia and related disorders. These

high-risk studies permit the opportunity to observe the developmental course of

schizophrenia. The identification of developmental precursors of schizophrenia

entails the hope that characteristics assessed early in life can be used to differentiate

offspring who develop psychopathology from those who do not.

We will review the literature about childhood development in children at

genetic risk for schizophrenia and developmental precursors and predictors of

adult schizophrenia. The high-risk studies recruit children at different times in

the lifespan (Table 6.1). Two studies, the Fish High-Risk Study (Fish et al., 1992)

and the Jerusalem Infant Development Study (JIDS; Marcus et al., 1981, 1993;

Hans et al., 2000), began follow-up from infancy; others, such as the New York

High Risk Project (NYHRP) and the Israeli High Risk Study, began in early and

middle childhood. Studies that began in adolescence, such as the Copenhagen

High Risk Study and the Edinburgh High Risk Study are less informative about

childhood development. So far, only a few studies have followed high-risk

samples into adulthood, notably the high-risk study of Barbara Fish (Fish et al,

1992), the Copenhagen High Risk Study (Cannon and Mednick, 1993), the Israeli

High Risk study (Cannon et al., 2002) and the NYHRP (Erlenmeyer-Kimling et

al., 2000).
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What do we need to know about childhood developmental markers of schizophrenia from

genetic high-risk studies?

There are a number of questions that can be examined using genetic high-risk

studies:

• which childhood developmental impairments are associated with genetic risk for

schizophrenia?

• which childhood developmental impairments predict later schizophrenia among

those at genetic risk?

• what is the nature of the relationship: subgroup, dose–response or other?

• what about the false positives (i.e. those with childhood developmental impair-

ments who do not develop schizophrenia); can they provide us with information

about interactive risk factors or protective factors?

• are the findings from high-risk studies regarding childhood development gener-

alizable to the majority of schizophrenia?

Studies with information from infancy

New York Infant Development Study

Barbara Fish began the New York Infant Development Study in 1952 and identified

at birth 12 offspring of chronic schizophrenic mothers and 12 controls from similar

low socioeconomic status backgrounds. Developmental assessments were made at

10 points between birth and age 2 years. Subsequent assessments were carried out

at ages 9–10, 15–16, 18–19 and 20–22 years. The last assessment of current psychi-

atric status to date was in 1991, at ages 27–34 years. From her detailed infant obser-

vations, Fish noted abnormal timing and pattern of acquisition of milestones and

growth retardation among the high-risk group (Fish, 1960; Fish and Hagin, 1973).
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Table 6.1. Genetic high-risk studies of schizophrenia reviewed in Chapter 6

Age at Age at last Completed (C)

High-risk study recruitment assessment or ongoing (O)

New York Infant Development Study Birth 27–34 years C

Jerusalem Infant Development Study (JIDS) Birth 14–21 years O

Copenhagen Obstetric High Risk Study Birth 1 year C

New York High Risk Project (NYHRP) Mean 9 years Mean 30 years O

Israeli High Risk Project Mean 11 years 35–36 years C

Copenhagen High Risk Study Mean 15 years Mean 42 years C

Finnish Adoptive Study of Schizophrenia Mean 16 years 21–23 years O

Edinburgh High Risk Study Mean 21 years Mean 24 years O



She invented the term pandysmaturation (PDM) to describe this constellation of

infant developmental abnormalities (Fish, 1987) and considered this a marker in

infancy for an inherited neurointegrative defect in schizophrenia, as in Meehl’s

‘schizotaxia’ hypothesis (Meehl, 1962, 1989). Of the seven high-risk children diag-

nosed with PDM, all seven have been diagnosed (nonblindly) with schizophrenia

or schizotypal personality disorder in adulthood (Fish, 1987). Fish partially repli-

cated her findings in the JIDS (see below) and concluded that the findings of pan-

dysmaturation may provide a strategy for looking at at-risk individuals before adult

psychopathology becomes evident (Fish et al., 1992).

The Jerusalem Infant Development Study

The JIDS recruited high-risk and control children at birth (1973–77), and detailed

information is, therefore, available from infancy on all subjects. The sample sizes

vary at each assessment as siblings have been recruited to increase the numbers in

the offspring groups. At the latest follow-up assessment, the sample comprised 24

offspring of schizophrenic parents, 25 offspring of parents with other mental illness

and 16 offspring of parents with no mental illness. However, the subjects have not

yet reached the peak risk period for schizophrenia so one cannot yet identify pre-

dictors of later schizophrenia with any degree of certainty. The subjects have been

followed up at school age (7–13 years) (Marcus et al., 1993) and in adolescence

(14–21 years) (Hans et al., 1999).

Neurobehavioural assessments

A global measure of poor neurobehavioural functioning was derived from factor

analysis of 20 adolescent neurobehavioural variables. This resulted in two principal

components: cognitive–attentional and motoric. The sample were divided into good

and poor functioning by an Epanechnikov kernel procedure. The offspring of schizo-

phrenic parents were three times more likely to be defined in this way as poorly func-

tioning compared with offspring of nonschizophrenic parents (Hans et al., 1999). Of

the offspring of schizophrenic parents, 40% showed consistently poor functioning at

all three assessments. Although the JIDS offspring are still early in the period of risk

for schizophrenia, seven subjects have already received diagnoses in the schizophre-

nia spectrum. Four are offspring of schizophrenic parents (one schizophrenia, two

schizotypal personality disorder and two paranoid personality disorder); all four

showed a consistently poor pattern of neurobehavioural functioning at both school

age and adolescence, and three out of four also showed poor infant functioning and

probable pandysmaturation (Fish et al., 1992). These findings from the current

assessment of the JIDS support the hypothesis that global neurodevelopmental defi-

cits may be premorbid indicators of genetic vulnerability to schizophrenia.
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Copenhagen Obstetric High Risk Project

The Copenhagen Obstetric High Risk Project differs from the others in that it did

not involve tracing or interviewing subjects (Mednick et al., 1971). A perinatal reg-

ister from the University Hospital in Copenhagen, containing information on

obstetric histories and 1-year developmental checks on children born between 1959

and 1961, was linked with the Danish Central Psychiatric Register. The sample for

this study comprised 83 children born to a schizophrenic parent, 83 children born

to a parent with personality disorder and 83 children born to normal parents.

Retarded motor reflexes in the neonatal period and retarded 1-year development

among the schizophrenia offspring (late in attaining milestones) were observed

among the high-risk schizophrenia group. Low birthweight was significantly

related to 1-year developmental status among the offspring of schizophrenic

parents only.

Studies with information from middle childhood

Israeli High Risk Study

The Israeli High Risk study began in 1964 with the aim of capitalizing on a unique

child-rearing circumstance found nowhere else in the world: the children’s house

in the kibbutz. A professional child-care worker, or metapelet, was responsible for

rearing the children in a communal children’s house, although the children usually

spent some part of the day with their parents. The study aimed to identify a group

of children at genetic risk for schizophrenia who were being raised on kibbutzim

and to follow them over time. It was theorized that the stability and continuity

afforded the group-raised children would have a favourable effect on their devel-

opment. Such children would be less likely than those raised in the nuclear family

to suffer the unpredictable behaviour and frequent absences of a mentally ill parent

(for discussion see Mirsky et al., 1995).

Children were first identified at mean age 11 years and assessed again at mean

age 17 years with a 15-year follow-up at ages 25–26 years and a 25-year follow-up

in the early–mid thirties. Fifty index children at high risk for schizophrenia (off-

spring of high-risk parents) and 50 control children were identified. The initial data

from the first and second round of interviews provided numerous instances of the

ways in which index children differed from controls (Marcus et al., 1985). The

differences involved virtually every area of functioning and included soft neurolog-

ical signs such as clumsiness, poor left–right orientation and motor overflow,

impaired visual motor coordination and greater distractibility, lower sociometric

rankings by peers and impaired interpersonal relations, work and play activities,

self-esteem and mood.
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Circumstances of rearing and later psychopathology

In order to examine the effects of kibbutz and family rearing, the sample was

recruited so that the 50 high-risk (index) and 50 control children could be subdi-

vided into equal groups of 25 as follows: the kibbutz index (KI) group and the town

index (TI) group, the kibbutz control (KC) group and the town control (TC) group.

At follow up in 1981 when aged 26 (Mirsky et al., 1985), the KI group (23 inter-

viewed) had the highest incidence of psychiatric disorder: three schizophrenia,

three other schizophrenia spectrum, five major affective, four minor affective, one

other diagnosis and seven with no diagnosis. Corresponding figures for the 23

members of the TI group interviewed were two schizophrenia, one other schizo-

phrenia spectrum, one major affective, no minor affective, three other diagnosis

and 16 with no diagnosis. There were a total of four minor diagnoses for the control

groups and 40 control cases with no diagnosis. Although one could not conclude

that the kibbutz environment was associated with significantly more schizophrenia

than the nuclear family, there appeared to be more psychopathology in the KI

group compared with the TI group.

At the last follow-up, no new cases of schizophrenia were found (Mirsky et al.,

1995). However 44% of the KI group had a severe axis 1 disorder compared with

16% in the TI group (p�0.03). Only 8% of the pooled control group (KC�TC)

had an axis 1 disorder (p�0.0007). The authors concluded that kibbutz rearing in

high-risk children increases the risk of major psychiatric disorder – though not

necessarily schizophrenia. What are the potential mechanisms for this effect? One

possibility is that conformity to kibbutz norms is greatly encouraged and deviant

or odd behaviours are not tolerated; therefore, differences between children vulner-

able to schizophrenia and controls would be exaggerated in the ‘hot house’ atmos-

phere of the kibbutz and would add to their feelings of isolation and loneliness.

Another stress for the kibbutzim-reared child may lie in the forced conformity and

intolerance for deviation involved in the mandatory military experience.

Other childhood predictors of later schizophrenia

The social and behavioural profile (at 11 and 17 years) of the index child who devel-

ops schizophrenia spectrum disorder was antisocial personality; did not get on with

parents, teachers or peers; was rated low in social desirability by peers; low self-

esteem, suspicious and withdrawn; and poor communication skills (Hans et al.,

1992). Poor attention skills at age 11 (on average) were highly related to develop-

ment of schizophrenia spectrum disorders in adulthood.

Protective factors

Index cases who were free of any diagnosis at the last follow-up had the highest

‘sense of coherence’ scores of any group, suggesting that positive self-esteem may
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be a protective factor for subjects at risk of schizophrenia (Mirsky et al., 1995). The

future affective disorder cases had the highest intelligence quotient (IQ) of all sub-

jects (Mirsky et al., 1995). Higher IQ may also serve as a protective factor among

high-risk children in that affective disorder rather than schizophrenia developed.

The New York High Risk Project

NYHRP (Erlenmeyer-Kimling et al., 1995, 1997) was set up to look for endophen-

otypic markers for the genetic susceptibility to schizophrenia and began recruiting

subjects in 1971–72 (sample A) with a second round of recruitment in 1977–79

(sample B). Children were recruited at ages 7–12 years (mean 9.5 years). The

samples comprised 79 offspring of schizophrenic parents, 57 offspring of parents

with affective disorder (40% were psychotic) and 133 offspring of parents with no

mental illness. There has been some reclassification of parents originally diagnosed

as schizophrenic as suffering from affective illness. Children have been assessed at

six evaluation rounds, about 3 years apart, between ages 7 and 12 and ages 26 and

30 years. The last assessment was in 1994–95 (mean age 30.1 years) when full diag-

nostic assessments were carried out. At that time, 15% (n�12) of the 79 offspring

of schizophrenic parents, 7% (n�4) of the 57 offspring of the affectively ill parents

and 0.8% (n�1) of the 133 offspring of normal parents fulfilled diagnostic crite-

ria for schizophrenia-related psychoses (Erlenmeyer-Kimling et al., 1995, 1997).

Neuropsychological predictors

At the baseline assessment at age 7–12 years, a neuropsychological battery was

administered to the children (Erlenmeyer-Kimling et al., 2000). Models containing

the variables ‘attention deviance’, ‘memory’ and ‘gross motor’ were significantly

related both to high-risk status and to risk of later developing a schizophreniform

psychosis. These mediating neurobehavioural variables may be phenotypic indica-

tors of the genetic liability to schizophrenia-related psychoses and in combination

with high-risk status may predict future development of schizophrenia-related psy-

choses.

Combination of impairment on all three variables together achieved better

classification among the offspring of schizophrenic parents with respect to false-

positive rate, positive value and overall accuracy than any of the variables individ-

ually (Erlenmeyer-Kimling et al., 2000). For a model containing all three variables,

sensitivity in identifying the future development of schizophrenia-related psycho-

ses among offspring of schizophrenic parents was 50%, with a specificity of 89.6%,

positive predictive value of 46.2% and overall accuracy of 83.5%. The false-positive

rate was 10.4%. The nonpsychotic offspring of schizophrenic parents who were

among the 10% falsely classified when all three variables were combined are of

interest because they appear to be carriers of some of the susceptibility genes for
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schizophrenia and may yield information about some of the other factors that may

be needed for the development of overt illness. False-positive subjects may have

experienced less exposure to environmental factors that interact with susceptibility

genes to result in full clinical expression of the illness. Among the offspring of affect-

ively ill parents, no subjects were predicted to develop schizophrenia-related

psychosis by all three models.

It is likely that deficits in attention, memory and gross motor skills reflect only

some of the phenotypic indicators of a large complex of susceptibility genes. There

is still a significant effect of family background on schizophrenia-related psychoses

when the influence of these three mediating variables is controlled. Other meas-

ures, such as functional brain imaging or more refined neuropsychological batter-

ies, may have been better predictors if they had been carried out during childhood.

Impaired attention in childhood appears to remain as a stable trait through

childhood and into adulthood in those at risk of schizophrenia in the NYHRP

(Cornblatt and Erlenmeyer-Kimling, 1985; Cornblatt et al., 1992; Erlenmeyer-

Kimling and Cornblatt, 1992). Unaffected offspring in this group showed abnor-

mal childhood attentional deficits, which were associated with later personality

traits of social indifference and insensitivity (Cornblatt et al., 1992). Children of

parents with affective psychosis also displayed some attentional impairment but

not to the extent of schizophrenia-risk children (Cornblatt and Erlenmeyer-

Kimling, 1985; Cornblatt et al., 1992) and the attentional impairments in this

group were not related to the later behavioural disturbances (Cornblatt et al.,

1992).

Behavioural predictors

Childhood behavioural problems in the NYHRP were rated from a parent inter-

view at the first assessment when the children were aged 7–12 years (Amminger et

al., 1999). A childhood behaviour measure, reflecting mainly externalizing behav-

iours, was derived from this interview using factor analysis. Items reflecting other

behaviours such as social withdrawal did not yield sufficiently high loadings to be

included in the analysis. No differences between the offspring groups were found

with regard to childhood behaviour but, after exclusion of subjects who later devel-

oped substance abuse, subjects who developed adulthood schizophrenia-related

psychoses (from sample A) displayed significantly more behavioural problems in

childhood than those with adulthood affective disorders or anxiety disorders or

those with substance abuse only or no disorder.

Cognitive predictors: intelligence

Intelligence scores (on Wechsler Intelligence Scale for Children (WISC) and Adult

Intelligence Scale (WAIS)), were lower in the offspring of schizophrenia parents
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than in the offspring of affective disorder parents at the first assessment (mean age

9.4 years) but not at the second assessment (mean age 15.2 years) (Ott et al., 1998).

Overall intelligence quotient (IQ) as measured in adulthood could not be conclu-

sively linked with later schizophrenia. However, a low score on the measure of

scatter (the variability in performance between subtests at the individual level) was

a significant predictor of later schizophrenia-related psychoses. The authors spec-

ulate that low levels of scatter indicate a flattening of the cognitive profile in the pre-

schizophrenic state, possibly related to inflexibility of cognitive functioning, but

without deficiencies of particular abilities.

Studies with information from adolescence

Copenhagen High Risk Study

The Copenhagen High Risk Study is the largest high risk study in schizophrenia

conducted to date and began in 1962 by recruiting 207 offspring of schizophrenic

mothers and 104 offspring of control mothers when the children were, on average,

15 years. The study has followed subjects right through the risk period for schizo-

phrenia – up to 42 years of age on average. At the last assessment (Mednick et al.,

1987), 40 (19%) of the high-risk offspring fulfilled diagnostic criteria for an axis I

functional psychotic illness; 42 (20%) fulfilled diagnostic criteria for cluster A per-

sonality disorder and a further 42 (20%) fulfilled diagnostic criteria for other axis

I and II disorders. Among the low-risk offspring, only three (2.8%) fulfilled diag-

nostic criteria for an axis I functional psychotic illness; five (4.8%) fulfilled diag-

nostic criteria for cluster A personality disorder; and 33 (32%) fulfilled diagnostic

criteria for other axis I and II disorders.

Although the recruitment in the mid-teens meant that there were no assessments

of the sample in childhood, nevertheless some childhood data are available from

obstetric records and from teacher reports. Mednick et al. (1987) reported that

high-risk subjects who later developed schizophrenia had experienced more, and

more severe, perinatal complications than those who did not. Teacher reports were

available for this sample at age 15 (Olin and Mednick, 1996). Teachers more fre-

quently judged both males and females later diagnosed with schizophrenia to be

emotionally labile and more susceptible to future breakdown. They more fre-

quently rated males as disruptive, anxious, lonely and rejected by peers and more

likely to have repeated a grade. In contrast, they rated females as nervous and with-

drawn. In a reanalysis of this project, Cannon et al. (1990) separated those with pre-

dominantly negative symptom schizophrenia from those with predominantly

positive symptom schizophrenia. The former in their adolescence were rated by

teachers to be passive, socially isolated and unresponsive to praise, while the latter

were rated as overactive, irritable, distractible and aggressive.

108 M. Cannon, C. J. Tarrant, M. O. Hattunen and P. Jones



Finnish Adoptive Family Study of Schizophrenia

The Finnish Adoptive Study of Schizophrenia focused on family environment as a

risk factor for later schizophrenia (Tienari et al., 1987). It is not informative about

childhood development but has given interesting information on gene–environ-

ment interaction in schizophrenia.

A nationwide sample was collected of all women who had been hospitalized

because of schizophrenia between 1960 and 1979 in Finland (n�19447). Through

linkage with adoption registers, it was found that 264 of these schizophrenic

mothers had given up 291 offspring for adoption. A total of 179 offspring of 164

index schizophrenic mothers comprised the final sample of index cases. Subjects

were recruited at a mean age of 16 years. Index cases were matched with control

adoptees (adopted-away offspring of parents who had not been hospitalized with

psychosis) and their adoptive families. The adoptive index and control families

were intensively studied in their homes with 2-day assessments, including couple

and family interviews, the consensual Rorschach and the interpersonal perception

method. Follow-up telephone interviews 5–7 years after the original assessment

revealed that 15 adoptees had developed a psychotic illness: 13 from the index

group and two from the control group. The families were divided into two groups

on the basis of their globally rated family functioning: healthy and disturbed (mod-

erately/severely). In the healthy rearing families, there was little mental illness

among the adoptees regardless of whether or not the biological parent was schizo-

phrenic. In disturbed families, the adoptees were much more disturbed, especially

among the index adoptees (Tienari, 1991). The results are consistent with the

hypothesis that healthy families have possibly protected the vulnerable child from

developing schizophrenia, whereas in disturbed homes the vulnerable children are

more sensitive to dysfunctional rearing.

A further analysis involved a narrower measure of family pathology – commu-

nication deviance – than the original global rating, and a measure of thought dis-

order as an indicator of vulnerability to schizophrenic illness (Wahlberg et al.,

1997). This analysis also addressed the issue of reverse causality (i.e. whether a dis-

ordered child can alter the family dynamics or communication style of the parents).

In a subsample of 58 index adoptees and 96 comparison subjects and their fami-

lies, there was no significant relationship between index or control status of the

adoptee and communication problems in the rearing parents. There was a highly

significant gene–environment interaction effect; as in the families with high levels

of communication deviance, a higher proportion of high-risk than comparison

adoptees showed evidence of thought disorder. This is an example of genetic

control of sensitivity to the environment: the extent to which genes control the

degree to which individuals are sensitive to the predisposing, risk-increasing

aspects of the environment (Ch. 12).
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The Edinburgh High Risk Study

The Edinburgh High Risk Study recruited subjects with at least two family

members with a diagnosis of schizophrenia (Hodges et al., 1999; Johnstone et al.,

2000). High-risk subjects were recruited from age 16–25 years and this study is,

therefore, not informative about early childhood development. The focus was on

identifying neuroimaging and neuropsychological predictors of genetic vulnerabil-

ity to schizophrenia. The high-risk group reported more psychiatric contacts

during childhood and adolescence, and more childhood antisocial behaviour,

childhood social isolation and interpersonal sensitivity than normal controls

(Hodges et al., 1999). Significant neuropsychological differences between high-risk

subjects and controls at baseline were observed for all tests of intellectual function

and on aspects of executive function and memory (Byrne et al., 1999).

Summary of the data on childhood development from the high-risk studies

The following points summarize the data from all the high-risk studies described

here.

1 Genetic high-risk studies show that 25–60% of high-risk children display some

or all of the following developmental abnormalities: pandysmaturation

(infancy), gross and fine motor impairment (early childhood), attentional and

information processing deficits (early and middle childhood), cognitive and

neuropsychological deficits (childhood and adolescence) and behavioural prob-

lems and social adjustment difficulties (adolescence). These deficits may indicate

the influence of susceptibility genes for schizophrenia.

2 Pandysmaturation, motor and attentional deficits among high-risk children are

predictive of later schizophrenia-related disorders, with positive predictive

values of about 50%.

3 The circumstance of the child’s upbringing (deviant communication within the

family or kibbutz-rearing) appears to interact with genetic risk for schizophre-

nia and increases the risk of subsequent schizophrenia or other major psycho-

pathology.

4 The false positives, high-risk children who have developmental impairments but

do not develop schizophrenia, are interesting because they could provide infor-

mation about possible protective factors or other risk factors required to precip-

itate the onset of schizophrenia. However the high-risk samples have not yet

been followed through the entire period of risk. More information about false

positives can be obtained in the following section in the discussion of the

National Collaborative Perinatal Project.

5 Problems associated with the design of high-risk studies include small

samples sizes, incomplete follow-up and the perennial problem of generalizabil-

ity (since only 10% of schizophrenic patients have a parent with a diagnosis of
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schizophrenia). The issue of generalizability can be examined by comparing the

results of the genetic high-risk cohorts with general population birth cohorts

(see below).

General population birth cohort studies

General population birth cohorts are a valuable source of unbiased and prospect-

ive data on childhood development that is not restricted to patients with an affected

first-degree relative. These cohorts are derived from a general population of births

and are unselected for specific genetic or environmental exposures. The cohort

usually undergoes a comprehensive baseline assessment at birth or during early

childhood and then is assessed at subsequent follow-ups. Data on child develop-

ment are usually detailed and standardized. A wide range of factors can be exam-

ined within one study; confounding can be controlled and causal pathways can be

explored. The recent prominence of these types of study in the psychiatric litera-

ture is a consequence of the ‘coming-of-age’ of birth cohorts that were established

by far-sighted researchers many decades earlier (Susser, 1999). Most of these

cohorts were set up to study childhood health and development and were not orig-

inally envisaged as a resource for schizophrenia research. Outcome data are usually

obtained through psychiatric screening interviews in adulthood or linkage to

national health care registers. The major problem with these cohorts is the diffi-

culty in obtaining sufficient cases for analysis, stemming from the relative rarity of

schizophrenia in the general population. Approaches to overcoming this problem

include the use of nested case-control designs (Cannon et al., 1999) and combina-

tion of data from several similar cohorts (Jones and Done, 1997; Susser, 1999).

Medical Research Council National Survey of Health and Development (1946 British birth

cohort)

Jones and colleagues (1994) reported on the Medical Research Council National

Survey of Health and Development. This cohort is a stratified, random sample of

births occurring in Britain during a week in March 1946 (Wadsworth 1991). In this

survey, 5362 children were followed up at regular intervals, including 11 contacts

up to the age of 16 years. Since that time, there have been nine contacts, with the

most recent at 43 years. Cases of schizophrenia were identified on the basis of infor-

mation from the cohort questionnaires, the Present State Examination at age 36,

and the Mental Health Enquiry, a central independent register of psychiatric hos-

pital admissions. Of 4746 subjects alive and living in the UK at age 16 years, 30 sub-

sequently met the DSM-III-R criteria (American Psychiatric Association, 1987) for

schizophrenia. The remaining 4716 subjects were considered not to have been at

risk and were used as control subjects.
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The children who later developed schizophrenia (cases) were shown to have a

significant delay in achieving developmental milestones over the first 2 years of life.

At age 2 they were less likely to have attained all the milestones of sitting, standing,

walking and talking. Walking and talking showed the greatest differences, with the

preschizophrenic group having an average delay of 1.2 months for each. Between

ages 2 and 15 years, speech problems were also more frequent.

Consistently poorer results in the cognitive tests, conducted at ages 8, 11 and 15

years, were achieved by the cases when compared with the controls. Particular areas

of deficit were verbal, nonverbal and mathematical skills. These differences

appeared to widen in adolescence, although this was statistically uncertain. In

terms of sociability, the children who later developed schizophrenia preferred to

play on their own at ages 4 and 6 years, and showed a statistically significant linear

trend for being more socially anxious as teenagers. There was no indication that low

social class or disadvantaged home circumstances was associated with the later

development of schizophrenia.

Regarding specificity of these precursors to schizophrenia and affective disorder,

van Os et al. (1997) used the same birth cohort to show that female sex and lower

scores on childhood cognitive tests predicted later depression in the total group of

subjects. For those who developed childhood-onset affective disorder, there were

also significant discriminant characteristics in later motor milestones attainment

and the presence of more twitches and grimaces at 15 years of age. Only those in

the adult-onset affective disorder group did not show these developmental delays

and abnormal movements.

The National Child Development Study (1958 British birth cohort)

Another British birth cohort with a similar design has been reported by Done et al.

(1991, 1994). The National Child Development Study followed subjects born in a

week in March 1958. Data were collected at birth and at ages 7, 11, 16 and 23 years.

At age 7, 15398 subjects were traced. Cases were identified by means of the Mental

Health Enquiry (see previous section) and Present State Examination diagnoses

were made from ratings of medical notes. By 1994, 29 of the subjects were judged

to have a ‘narrow’ diagnosis of schizophrenia, 29 were considered to have under-

gone an affective psychosis and 71 were judged to have a neurotic illness. A control

group comprised a randomly selected sample (10%) of cohort members who had

not received psychiatric treatment.

Ratings of motor function and neurological soft signs were made at ages 7 and

11. At age 7, the group that went on to develop narrowly defined schizophrenia and

affective psychoses was significantly more abnormal than controls on coordination

and clumsiness (Crow et al., 1995). At age 11, differences in hand preference/rela-

tive hand skill, coordination and central nervous system (CNS) impairment were
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apparent for the schizophrenia group compared with controls. However, some

abnormalities in coordination, CNS impairment and tics and twitches were also

associated with later development of affective psychosis.

Poorer educational achievement was found in the group who went on to develop

schizophrenia. This encompassed a wide range of tasks and there was no change in

the relative difference between the cases and controls over the age range 7 to 16

(Crow et al., 1995). Only minor cognitive deficits were measured for the preaffect-

ive psychosis subjects, but there were more marked abnormalities in the neurotic

group and evidence of a decline in function in the females with age. Social disad-

vantage did account for some of the difference within this group.

1966 Northern Finland Birth Cohort

The Northern Finland Birth Cohort was started in 1966 and prospectively followed

12058 children born in that year (Isohanni et al., 2000). Data have currently been

collected up until age 31 on 11017 members of the cohort who were living in

Finland at the age of 16. Later achievement of developmental milestones (standing,

walking or becoming potty trained) in the first year predicted the highest risk of

future psychoses, while earlier attainment of these skills held a lower risk than

expected. The relationship between age of acquiring motor milestones and risk of

psychoses later in life appeared linear (Isohanni et al., 2000, 2001). Adolescents who

performed at school below their expected grade were three times more likely to

develop schizophrenia than those in their normal grade (Isohanni et al., 1998).

However, a small subgroup of boys who had a fourfold increased risk of develop-

ing schizophrenia compared with comparison subjects had excellent school perfor-

mance (Isohanni et al., 1999). Hence, both scholastically poor and excellent

performers in this cohort appear to have an increased risk of schizophrenia.

Helsinki 1951–1960 Birth Cohort

The Helsinki 1951–1960 Birth Cohort is an example of a nested case-control study

within a birth cohort of all children born over a 10-year period in Helsinki

between the beginning of 1951 and the end of 1960 (Cannon et al., 1999). Those

with schizophrenia (cases) were identified by using three national health-care

databases and controls were taken as the next child with the same year of birth

listed in the child health archives. School records were ultimately traced for 400

cases and 403 controls. School performance was compared between cases and con-

trols for the 4 years of schooling common to all (ages 7–11). There were no differ-

ences in the mean rank in class for academic subjects between cases and controls

at age 11, but those who developed schizophrenia were then less likely to progress

and go on to further education at high school. The preschizophrenia group had

significantly poorer performances in nonacademic subjects such as sports and
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handicrafts, supporting the notion of motor coordination deficits preceding

schizophrenia.

Swedish Conscript Cohort

A Swedish cohort of male conscripts (David et al., 1997) found strong relationships

between lower IQ scores measured at age 18 and later development of schizophre-

nia. Lack of sociability and increased sensitivity in childhood and adolescence

(Malmberg et al., 1998) similarly conveyed an increased risk of later disease. All

individuals who had a learning disability, a major neurological condition or an

onset of schizophrenia before age 18 were excluded from this population at risk.

The strength of these associations may, therefore, be underestimated.

Israeli Draft Board Conscript Cohort

The Israeli Draft Board assesses all Israeli males at 16 or 17 years for their eligibil-

ity to military service. Physical and psychiatric status, cognition, personality and

behavioural traits are assessed. Data from these assessments on male adolescents

between 1985 and 1991 have been used and linked with the National Psychiatric

Hospitalization Case Registry between 1970 and 1995 to identify a group with

schizophrenia (Davidson et al., 1999). Compared with matched controls, healthy

males at draft assessment who went on to develop schizophrenia had significantly

lower scores on all measures. A linear association between increasing risk for

schizophrenia and poorer cognitive performance was found. A poorer ability to

function independently, fewer social relationships and decreased organizational

ability were behavioural characteristics significantly associated with the preschi-

zophrenic group compared with controls.

The National Collaborative Perinatal Project: the Philadelphia cohort

From 1959 to 1966, the National Collaborative Perinatal Project (NCPP) enrolled

for study 9236 offspring of 6753 mothers who delivered at two inner city hospital

obstetric wards in Philadelphia. In 1996, a search of the Penn Longitudinal

Database showed that 3.7% of the cohort members had ever had a psychotic illness

(194 with schizophrenia or schizoaffective disorder and 145 with affective or drug-

induced psychosis) and 9.3% had ever had a nonpsychotic diagnosis. A chart

review of 144 showed that 72 fulfilled criteria for DSM-IV schizophrenia

(American Psychiatric Association, 1994) or schizoaffective disorder (cases). This

cohort study is unique in that it also allows investigation of childhood development

among the siblings of schizophrenic patients, as the 72 cases had 63 unaffected sib-

lings who were also NCPP study participants. Siblings of schizophrenic patients are

a group at genetic high risk for schizophrenia who have not developed the condi-

tion. In a sense they can be viewed as false positives: a proportion of the siblings
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may display the same endophenotypic traits as the probands but have escaped

developing the condition. They can be used to study possible markers of genetic

liability to schizophrenia that are distinct from the precursors of the condition

itself. The sibling design can also allow examination of possible interactive risk

factors or protective factors for schizophrenia.

Childhood developmental variables as predictors of schizophrenia or sibling status

Motor variables

Two measures of childhood motor coordination were derived from standardized

neurological and psychological examinations conducted at 8 months, 4 years and

7 years of age: unusual movements (all time points) and motor coordination (age

7 only). Motor coordination was a significant predictor of both adult schizophrenic

status and unaffected sibling status (Rosso et al., 2000). 12.5% of siblings but only

4.4% of normal controls were deviant on tests of motor coordination at 7 years of

age. Unusual movements at age 4 and 7 predicted adult schizophrenia status but

not unaffected sibling status. The authors speculate that motor coordination prob-

lems index a familial or genetic liability to the disorder, while unusual movements

were specific to those who had developed the disorder.

Cognitive functioning

Standardized tests of cognitive functioning were administered to the cohort: the

Stanford–Binet intelligence test at age 4 and the WISC at age 7 years. Both subjects

with schizophrenia and their unaffected siblings performed worse than controls on

the cognitive tests at both ages (Cannon et al., 2000). There was an inverse linear

relationship between IQ and risk of schizophrenia versus sibling status, in that the

lower the childhood IQ the greater the chance of being a schizophrenic proband

rather than an unaffected sibling.

Language abnormalities

At age 7, 29% of the cohort (21 schizophrenia, 17 siblings and 2047 controls) were

administered a speech, language and hearing examination by a speech pathologist

(Bearden et al., 2000). This test assessed expressive and receptive language ability

as well as speech mechanism and production. A measure of speech intelligibility

was obtained from the child’s performance on this test. Speech was coded as abnor-

mal if the child received a rating of 3 or greater on this speech intelligibility

summary variable. Subjects were also administered a quantitative measure of lan-

guage ability: the Auditory–Vocal Association Test, which assesses expressive lan-

guage ability and word association. This test was administered to 76% of the

cohort. Abnormal speech at age 7 years was a highly significant predictor of schizo-

phrenia outcome (Bearden et al., 2000). Both schizophrenia subjects and siblings
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performed more poorly than controls on the Auditory–Vocal Association Test at

age 7 years.

Behavioural deviance

Global social maladjustment was derived from assessments made by a clinical

psychologist at 8 months, 4 years and 7 years (Bearden et al., 2000). Behaviour was

rated as normal or abnormal. There were no differences between schizophrenia

subjects and controls on behavioural measures at the 8 month or 4 year assessments

(Bearden et al., 2000). However at age 7, social maladjustment was a significant pre-

dictor of schizophrenia. Unaffected siblings did not show any abnormality on this

measure. Focal deviant behaviours, such as meaningless laughter or hand motions,

excessive crying, echolalia, stereotyped behaviour, speech difficulties, thumb-

sucking, nail biting, were examined at 4 and 7 years. Deviant behaviour at both 4

and 7 years of age was a significant predictor of later schizophrenia and unaffected

sibling status (Bearden et al., 2000).

The role of obstetric complications

The well-established role of obstetric complications (OCs) in the development of

both childhood handicaps and adult schizophrenia (Ch. 5) gives rise to the question

of their contribution to childhood developmental precursors of schizophrenia. The

relationship between developmental deficits and later schizophrenia in the NCPP

was adjusted for the presence of OCs. Unusual movements at age 4 years were asso-

ciated with hypoxia-related OCs among schizophrenic patients (Rosso et al., 2000).

However, apart from this, there were no significant relationships between OCs and

motorcoordinationdeficits, cognitive test results, languageabnormalitiesorbehav-

ioural deviance and later schizophrenia. The results suggest that childhood devel-

opmental impairments in schizophrenia may represent relatively stable indicators

of genetic aetiological influences and are not caused solely by obstetric influences.

The Dunedin Multidisciplinary Health and Developmental Survey

Cannon et al. (2002) have investigated childhood developmental precursors to later

schizophreniform disorder and other psychiatric outcomes in the Dunedin

Multidisciplinary Health and Development Study. This 1-year (1972–73) birth

cohort of 1037 children has been assessed six times between ages 3 and 13 years on

a range of measures including motor development; language development; IQ; and

psychological, social and behavioural adjustment. At age 26, psychiatric status was

ascertained using the Diagnostic Interview Schedule and diagnostic criteria for

DSM-IV and this yielded two groups with psychotic illnesses (schizophreniform

disorder (n�36; 3.7%) and mania (n�20; 2%)) and one group with nonpsychotic
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illness (anxiety/depression (n�278; 28.5%)). All those with the psychiatric out-

comes at age 26 assessed in this study (schizophreniform disorder, mania and

anxiety/depression) showed significant impairment in emotional and social/inter-

personal development throughout childhood. However, neuromotor, language and

cognitive developmental impairments in childhood were only seen in schizophren-

iform disorder. The relationship between developmental impairment and schizo-

phreniform disorder was independent of effects of sex, socioeconomic status, OCs

or maternal factors. These results provide evidence for a pandevelopmental child-

hood impairment that occurs early in childhood and appears to be specific for

schizophreniform disorder. In the same sample, Poulton et al. (2000) have shown

that self-reported psychotic symptoms at age 11 predicted a very high risk of a

schizophreniform disorder at age 26 years (odds ratio 16.4; 95% confidence inter-

val 3.9–67.8). At age 11 years, psychotic symptoms did not predict mania or depres-

sion, suggesting specificity of prediction to schizophreniform disorder. Early

childhood developmental impairments were related to self-reported psychotic

symptoms at age 11 as well as to schizophreniform disorder at age 26, indicating

continuity of the syndrome across the lifespan (Cannon et al., 2002).

Summary of information on developmental markers in schizophrenia from birth cohort

studies

The following points summarize the data obtained on developmental markers for

schizophrenia.

1 There is strong and consistent evidence of delays in attaining developmental

milestones, cognitive and language deficits and abnormalities in social function-

ing in childhood among individuals who go on to develop schizophrenia or

schizophreniform disorder in adulthood.

2 These developmental effects can be noted from infancy and persist throughout

childhood, adolescence and early adulthood, providing support for life span

models of schizophrenia.

3 Early-emerging neuromotor, receptive language and cognitive developmental

deficits appear to be specific to schizophrenia (or at least schizophreniform dis-

order), while childhood social and emotional problems may be a more general

marker of risk for a range of psychiatric illnesses in adulthood.

4 The relationship between developmental impairments and later schizophrenia

appears to be linear: a dose-response relationship – with little evidence for a

‘developmental’ subgroup.

5 Both genetic high-risk and birth cohort studies show remarkable confluence of

results, suggesting that results of the former are relevant to the majority of those

with schizophrenia.
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6 These developmental deficits do not appear to be mediated by obstetric or

maternal factors and the most likely unifying mechanism is a genetic one (Jones

and Murray, 1991).

Conclusions

The developmental epidemiology of schizophrenia points to early causes of this

syndrome. Knowledge of the developmental precursors to schizophrenia may

suggest the timing and content of preventive interventions (Ch. 20). This is not

yet feasible because the predictive power of any models in current cohort studies

is so low owing to the combination of modest relative risks, involving fairly

common childhood characteristics, and, thankfully, a relatively rare adult

outcome. With lifetime odds in the general population of 99% for not getting

schizophrenia, it is a much safer proposition to identify who will not get the dis-

order than it is those who will. Nevertheless, prevention research can be concep-

tualized as true experiments in altering the course of development, thereby

providing insight into the aetiology and pathogenesis of disordered outcomes

(Cicchetti and Cannon, 1999).

What is the nature of the relationship?

There is evidence for dose–response relationships between risk for schizophrenia

and timing of developmental milestones, cognitive functioning and behaviour.

Findings from the birth cohort studies suggest that many children at 100% risk for

schizophrenia (i.e. those who later develop schizophrenia) are showing small

effects, not scoring as highly as they would have done if they had not been subject

to some abnormal developmental mechanism. Thus, the whole population of chil-

dren at 100% risk is shifted relative to the population at zero risk. So too, precipi-

tating factors such as drugs, for instance cannabis consumption, have a

dose–response relationship with later risk of schizophrenia (Andreasson et al.,

1987). Once a child suffers a developmental perturbation in any domain, then its

micro- or social environment is changed and the development of brain and mind

will also be affected. This might further impinge upon the environment, setting up

what has been termed a ‘self-perpetuating cascade of abnormal development’

(Jones et al., 1994). The limitations of currently available statistical methods and

study designs do not allow us easily to test such ‘cascade’ models. Further discus-

sions of developmental models in schizophrenia have been set out in detail by us in

previous publications (Jones, 1999; Tarrant and Jones, 1999a,b).

Further investigation of developmental markers in schizophrenia will require

extremely large samples that incorporate genetic information and this will pose a

major challenge for traditional cohort designs. Statistical methods that can encom-
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pass dynamic developmental processes rather than merely cross-sectional processes

need further development and application. This will not be an endeavour for epi-

demiology alone. It is increasingly evident that understanding the complex molec-

ular mechanisms underlying brain growth, connectivity and maturation will be

crucial to understanding the aetiology of schizophrenia.
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7

Prodrome, onset and early course of
schizophrenia

Heinz Häfner
Central Institute of Mental Health, Mannheim, Germany

The first treatment contact of persons falling ill with schizophrenia is usually pre-

ceded by incipient psychosis with a mean duration of 1 year or more and a prodro-

mal phase of several years (Table 7.1). The length of these early phases of illness is

a predictor of an unfavourable short- and long-term illness course (Crow et al.,

1986; Loebel et al., 1992; McGorry et al., 1996; Wyatt et al., 1998). Hope exists that

early detection and early intervention will enable us to prevent, delay or alleviate

psychosis onset (McGorry et al., 1996). However, the prognostic significance of

untreated psychosis or disorder is confounded by disease-related prognostic indi-

cators: an insidious versus an acute type of onset (Verdoux et al., 2001).

The prodrome

Historical context

As early as 1861, Wilhelm Griesinger described a melancholic prodromal phase of

psychotic illness. Kraepelin (1893) observed a gradual deterioration of mental

functioning, disturbances of attention and daydreaming before the emergence of

psychotic symptoms and ‘advanced dementia’ in dementia praecox. According to

Mayer-Gross (1932), difficulties with thinking and concentration as well as loss of

acitivity marked an insidious onset and persisted without other symptoms of the

illness for long periods of time before the first psychotic symptoms appear. Eugen

Bleuler (1911) called the prephase characterized by irritability, introversion,

eccentricity and changes of mood ‘latent schizophrenia’. He believed that the

illness could come to a halt at any stage of this early development and turn into a

neurosis.

Harry Stack Sullivan (1927) supplemented Eugen Bleuler’s psychodevelopmen-

tal approach by a psychodynamic model. He explained the hysteric, neuraesthenic

and obsessive-compulsive symptoms, which often preceded the onset of psychosis

for lengthy periods of time, as dysfunctional ways of coping with more profound
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disturbances in the prodromal illness phase. But he did not succeed in developing,

on this basis, reliable prognostic indicators and effective ways of early intervention.

Cameron (1938) was the first to assess the mean duration of untreated psycho-

sis: 32.4% of the patients experienced their first psychotic symptoms within 6

months of first admission for schizophrenia, 17.5% within 6 months to 2 years and

48.1% 2 years or more before first admission for schizophrenia. He described a pro-

dromal phase characterized by social withdrawal, reduced work performance,

affective flattening and bizarre beliefs as well as a continuous transition to ideas and

delusions of persecution. After Cameron, the research efforts into the early course

of schizophrenia were interrupted for almost half a century.

Assessment of prodromal signs and symptoms

First attempts at defining and systematically assessing prodromal signs were made

in the context of a targeted antipsychotic therapy of relapses of schizophrenia. An

advantage of this procedure was that its prognostic efficiency could be prospect-

ively validated (Carpenter and Heinrichs, 1983; Birchwood et al., 1989; Cutting

and Dunne, 1989; Hirsch and Jolley, 1989; Gaebel et al., 1993). The results,

however, were inconsistent, mainly because of (i) differences in the type of prodro-

mal sign included and in the definitions of a psychotic relapse and (ii) insufficient
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Table 7.1. Duration of the prodromal and psychotic prephase until first contact according

to nine selected studies with different diagnostic definitions and methods of assessment 

Duration from

Duration from first psychotic

Author Number first sign (years) symptom (years)

Gross (1969) Germany 290 3.5

Lindelius (1979) Sweden 237 4.4a

Huber et al. (1979) Germany 502 3.3

Loebel et al. (1992) USA 70 2.9 1.0

Beiser et al. (1993 ) Canada 70 2.1 1.0

McGorry et al. (1996) Australia 200 2.1 1.4

Lewine (1980) USA 97 1.9

Häfner et al. (1995) Germany 232 5.0b 1.1

Johannessen et al. (1999) Norway 43 2.2

Notes:
a Age at first psychotic symptoms or marked personality changes indicative of mental illness.
b Prodromal phase until appearance of first psychotic symptom only.

Source: modified from Häfner et al. (1998a).



monitoring of their development over time. Nevertheless, various items from the

early scales for the identification of early signs and symptoms of psychotic relapses

have been integrated in subsequent instruments for the assessment of onset and

early course (Häfner et al., 1992; Maurer and Häfner, 1995; Yung et al., 1998).

The domains in which changes in incipient psychosis can basically occur are:

• biological (e.g. increase in morphological brain anomalies, dopamine activity,

neurophysiological (electroencephalographic changes, changes in evoked poten-

tials))

• neuropsychological (attention, memory)

• observed behaviour

• self-experienced signs or symptoms.

The difficulty in generating biological indicators of a psychosis onset lies in the fact

that current knowledge of the disease process is still limited and that such changes

have a continuous nature. Most of the biological findings associated with psycho-

sis are trait factors that appear to be indicators of lifetime risk and may not be cau-

sally involved in onset. For example, studying the 1966 North Finland birth cohort

until age 32 years, Isohanni et al. (1999) found that a greater number of deviant

biological and behavioural abnormalities in childhood and adolescence did not

correlate with an earlier illness onset. Cornblatt et al. (1998) showed in adolescents

and young adults in their first episodes of schizophrenia that biological abnormal-

ities, attention and social skills deficits, cognitive dysfunction and abnormal eye

tracking preceding the clinical symptoms did not correlate significantly with the

patient’s clinical state. These ‘behavioural markers’, Cornblatt and Keilp (1994)

demonstrated, ‘remained constant across development’ (Cornblatt et al., 1998).

One likely explanation is that they are expressions of early premorbid neurodevel-

opmental disorders.

For these reasons, schizophrenia and psychosis continue to be defined exclusively

in clinical terms. Psychosis onset is currently depictable only at the level of self-

experienced symptoms and observable behaviour. Nonetheless, the monitoring of

the neuropsychological and neurophysiological indicators of the disorder from the

earliest possible timepoint on is a highly promising approach to modelling the early

course of schizophrenia. Efforts to this end are underway at various sites (McGorry

et al., 1996; Klosterkötter et al., 1997; Bilder; 1998; Cornblatt et al., 1998;

Salokangas et al., 1999). The question whether most of the prodromal symptoms

emerge additionally or merely aggravate persisting developmental impairments

and anomalies can only be answered in this way.

The instruments for the assessment of symptoms of schizophrenia based on the

DSM-IV (American Psychiatric Association, 1994) or ICD-10 (World Health

Organization, 1992) almost invariably fail to provide a comprehensive list of the

prodromal signs. Using the nine prodromal syndromes (social isolation or with-
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drawal; marked impairment in role functioning; markedly peculiar behaviour;

marked impairment in personal hygiene; blunted, flat or inappropriate affect;

digressive, vague or metamorphic speech; odd or bizarre ideation; unusual percep-

tional experiences; marked lack of initiative, interest or energy (McGorry et al.,

1995) listed in the DSM-III-R (American Psychiatric Association, 1987) that are

artificially generated on the basis of the full-blown disorder, Jackson et al. (1995)

analysed their comparative frequencies and diagnostic efficiencies in a sample of

313 first episodes of functional psychosis. Individual prodromal symptoms were

relatively poor at distinguishing between diagnoses and were not pathognomonic

of schizophrenia. McGorry et al. (1995) studied the prevalence of these nine pro-

dromal symptoms prospectively in a large representative sample (n�2525) of

Australian school children at mean ages of 16, 14 and 12 years. The prevalences

ranged from 8 to 51%, indicating a high frequency in the healthy population and a

low specificity for schizophrenia.

On the basis of several retrospective long-term longitudinal studies, Huber and

his colleagues generated a list of ‘basic disturbances’ (Huber, 1966, 1997; Gross,

1969, 1989; Huber et al., 1979, 1980; Klosterkötter et al., 1994, 1996, 1997), which

as self-experienced phenomena are close to the negative syndrome, precede the first

psychotic epsiode and follow it as residual symptoms. In a follow-up of 502 first

hospital admissions diagnosed according to the criteria of Bleuler and Schneider

for schizophrenia, with an average duration of 22.4 years, the authors found a pro-

dromal phase of 3 months to 3 years (Huber et al., 1979) in only 36.6%, whereas in

another 15% intermittent prodromal symptoms had been present (Gross, 1969).

The comparatively small number presumably resulted from the extremely long

period of retrospection. The most frequent prodromal and residual symptom was

cenaesthesia, a construct of the authors encompassing changes in bodily percep-

tion such as congestion in the head, tremor, oppression on the chest, dizziness,

weakness, palpitations, etc.

On the basis of their findings, Huber and Gross constructed the Bonn Scale for

the Assessment of Basic Symptoms (BSABS: Gross et al., 1987). It includes sub-

scales on dynamic deficiency; cognitive disturbances of thought, perception and

motor action; cenaesthesias; and disturbances of the central autonomic nervous

system (sleep disturbances etc.). Each single item is rated by its closeness to posi-

tive symptoms in three degrees: (i) characteristic, i.e. the phenomenon observed is

sufficiently similar to certain full-blown psychotic symptoms; (ii) accompanied by

a sense of strangeness, splitting or restlessness; and (iii) associated with a delusional

explanation. The BSABS is useful in depicting transition from attenuated positive

symptoms to a full-blown psychosis (Klosterkötter et al., 2001). However, because

its terminology differs from that in the DSM-III, DSM-IV, ICD-9 and ICD-10,

comparisons with other scales are difficult.
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In contrast to Chapman and his colleagues (McGhie and Chapman, 1961;

Chapman, 1966; Chapman and Chapman, 1980, 1987), who produced their list of

early symptoms studying first-episode cases of schizophrenia retrospectively,

Huber and colleagues (Gross et al., 1987) constructed theirs on the basis of post-

psychotic residual symptoms. Nevertheless, several of the BSABS items have proven

useful and have been included in the instrument for a Comprehensive Assessment

of At Risk Mental States (CAARMS; Yung and McGorry, 1996; Yung et al., 1998)

and the semi-structured interview IRAOS (Häfner et al., 1992). Yung and McGorry

(1996) listed the nine most important prodromal symptoms from previous publi-

cations: reduced attention and concentration; reduced energy, motivation and

anergia; depressive mood; sleeping disturbances; anxiety; social withdrawal; mis-

trust; social dysfunctioning; and irritability.

Phase models of early illness course

Conrad (1958) studied 107 young German soldiers returning from the frontline

because of a psychosis. Proceeding from gestalt psychology, he distinguished four

phases of developing schizophrenia.

1 Trema, characterized by depression, anxiety, tension, irritability and mysterious

experiences, and likened by Conrad to stagefright.

2 The transition from trema to apopheny, corresponding to the transition from the

nonspecific prodromal phase to incipient psychosis, which was presumed to be

marked by predelusional mood. Conrad referred to delusional mood (Jaspers

calls it Wahnstimmung) as ‘the most important notion of classic psychiatry’,

denoting the peculiarly threatening, but vague, experience of changed meaning

that the person affected cannot explain. Although not showing clear delusional

content, it is frequently reported to precede full-blown delusional phenomena.

3 Anastrophae, in which these new experiences become attributed to external

causes: delusions and hallucinations. Reality control and insight into illness are

lost.

4 The apocalypse phase, corresponding to full-blown psychosis. This refers to a

complete loss of structure in perception, experience and thought.

Following Conrad, Docherty et al. (1978) proposed six stages of progressive

decompensation, which they believed to explain how both first episodes and

relapses evolve: (i) overextension, (ii) restricted consciousness, (iii) disinhibition,

(iv) psychotic disorganization, (v) psychotic resolution and (vi) equilibrium. Their

aim was to use this model for preventive intervention. Hambrecht and Häfner

(1993) tested Conrad’s phase model on IRAOS data from the ABC (Age, Beginning

and Course) Schizophrenia Study. In 76% of the cases, trema preceded apopheny

(i.e. a prodromal phase led to an incipient psychosis). Significant transitions to the

other phases could not be proven. Both Conrad and Docherty and colleagues
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proceeded from the assumption that a majority of the cases of incipient schizo-

phrenia run through these presumed regular sequences of phases, but this has not

yet been shown to be the case.

Prospective validation of prodromal and attenuated psychotic symptoms

The predictive efficiency of prodromal symptoms must be validated prospectively

against the actual psychosis onset. A shortened version of the BSABS has been sub-

jected to a prospective validation in a high-risk group (Klosterkötter et al., 2001):

160 patients up to age 50 with various diagnoses in need of psychiatric treatment

who were referred to five German psychiatric outpatient university departments

for diagnostic clarification. The patients were suspected of suffering from schizo-

phrenia but had not yet developed psychotic symptoms. They were interviewed

using the BSABS and Present State Examination (PSE) 9 on admission and re-

examined 9.5 years later on average. At the initial assessment, 110 patients reported

prodromal symptoms.

Almost 50% of the total sample and 70% of the patients with ‘prodromal’ symp-

toms subsequently developed a schizophrenic episode fulfilling the DSM-IV criter-

ia: women an average of 4.3 years later and men 6.7 years later. The item list as a

whole showed an extremely high predictive power with a sensitivity of 0.98, a neg-

ative predictive power of 0.98, but a clearly lower specificity (0.59) and positive pre-

dictive power (0.70). In this study, the single symptoms that were most predictive

of an early diagnosis of schizophrenia were not true prodromes but attenuated pos-

itive symptoms (Table 7.2). The state approach (Yung et al., 1998) used in this study

reflects two fundamental issues. First, if the aim is to predict an imminent psycho-

sis onset and not only the lifetime risk, a distinction must be made between persis-

tent trait markers and truly prodromal symptoms (Cornblatt et al., 1998). Second,

the extremely high psychosis risk in this group leads to a high predictive efficiency

of the BSABS symptoms, but the results are not valid for the general population or

even clinical groups because the inclusion criteria defining the risk are not clear.

A recent study by Yung et al. (1998) of individuals with an imminent psychosis

onset was the first to use an indicator of change in patients in need of early inter-

vention. The following trait factors were used: age of risk 16 to 30 years, and schizo-

typal personality or a first-degree relative with a history of psychotic disorder.

Attenuated psychotic symptoms and BLIPS (Brief Limited Intermittent Psychotic

Symptoms; Yung et al., 1998) were selected as state indicators, and the criterion ‘any

change in mental state and functioning, which results in a loss of 30 points or more

in the Global Assessment of Functioning (GAF) scale for at least one month’ was

selected as an indicator of the processlike accumulation of the disorder. Of 119

individuals referred for treatment to the PACE clinic in Melbourne, 20 fulfilled the

criteria and were followed up at monthly intervals. Eight (40%) of these patients
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developed a frank psychosis according to BPRS (brief psychiatric rating scale) cri-

teria within 6 months, five patients as early as the first month. The conclusion from

this study (Yung et al., 1998) is that, at least in this particular sample, attenuated

and transient psychotic symptoms, together with an indicator of a rapid deteriora-

tion in the patient’s mental state, are powerful predictors of an imminent psycho-

sis onset at least in individuals with a high lifetime risk.

Onset and early course

Defining onset and early course

The end of the early illness phase or prodrome is usually defined by first treatment

contact or first admission. But this event is also determined by the patient’s help-

seeking behaviour and the availability of care. A suitable illness-related event to

mark the end of the early illness phase is the climax of the first psychotic episode,

operationalized as the maximum level of positive symptoms (Häfner et al., 1995).

Illness onset is more difficult to define. One factor is the diagnostic criteria used.

For example, the C criterion of a DSM-III-R or DSM-IV diagnosis of schizophre-

nia (i.e. persistence of at least 6 months of cognitive and social impairment)

increases the proportion of insidious onsets and excludes acute-onset psychoses.

For this reason, no course-related criteria should be used in assessing onset.

The best way of assessing the onset of schizophrenia would be a prospective

design, for example the study of how developmental delays and cognitive and social

impairments (Done et al., 1994a,b; Jones and Done, 1997; van Os et al., 1997;

Isohanni et al., 1999) are transformed into a prodromal phase of schizophrenia

(Nuechterlein et al., 1992; Dohrenwend et al., 1995). A prospective population

study is not practical because of the low incidence rate and the rather poor predic-

tive power of developmental antecedents (Jones, 1999). In addition, the prodromal

phase cannot be assessed prospectively because schizophrenia starts with nonspe-

cific signs in about 75% of all schizophrenics. What can be investigated by a pros-

pective design, until we are able to diagnose the disorder earlier, are risk factors for

psychosis, without drawing a precise distinction between premorbid traits and

mutable prodromal signs.

A Swedish conscript study (Malmberg et al., 1998) among 50087 young men aged

18 to 20 years showed that the items ‘having fewer than two friends’, ‘preference for

socializing in small groups’, ‘feeling more sensitive than others’ and ‘not having a

steady girlfriend’were associated with a high relative risk (odds ratio 30.7) for devel-

oping schizophrenia in a period of risk of 15 years. But in the total sample, a posi-

tive response to all four items predicted psychosis only in 3%, because of the high

prevalence of these features in the general population. A similar finding has been

reported from an Israeli conscript study (Davidson et al., 1999). Davidson et al.
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(1999) and Rabinowitz et al. (2000) conducted a similar controlled study of Israeli

male conscripts aged 16–17 years born during a 7-year period. Using the National

Hospitalization Psychiatric Case Register, the authors identified 692 individuals

who had been hospitalized for schizophrenia for the first time in a 9-year period fol-

lowing the initial testing. The results for these individuals, who were compared with

the entire conscript population and matched controls, pointed in the same direc-

tion as the results of the Swedish study. With effect sizes ranging from 0.40 to 0.58,

the young males diagnosed with schizophrenia fared significantly worse than the

controls in all tests of cognitive functioning. The same was true for behavioural

functioning although, as in the Swedish study, it was poor social functioning, with

an effect size difference of 1.25, that turned out to be the main indicator of risk.

Rabinowitz et al. (2000) also tested the effect of time that elapsed from initial

testing to first admission and found that the shorter this period was the more the

probands differed from controls on IQ test scores (Raven’s Progressive Matrices)

and on social functioning in particular. The distribution of the differences on these

two dimensions of assessment showed a significant linear trend. A significant rela-

tionship between these two measures and age at illness onset as an indicator of a

greater severity of illness in persons with a lower age at illness onset did not emerge.

It is, therefore, reasonable to assume that the more pronounced cognitive and social

impairment in the group with a short latency between illness onset and first admis-

sion was accounted for by a higher proportion of individuals in advanced stages of

the prodromal phase or early illness.

Selecting probands at an increased lifetime risk for schizophrenia (e.g. persons

with an increased familial load, severe perinatal brain damage (Isohanni et al.,

1999) or mental disorder in need of treatment and suspected to be schizophrenic

(Klosterkötter et al., 2001)) improves the chances of finding prodromal cases and

making correct predictions. But by enriching the psychosis risk in this way, the pool

of persons at risk for schizophrenia in the general population is reduced to a small

high-risk group, at the cost of the external validity of the results. This might be a

correct design for intervention studies because in this way it might be possible to

increase the proportion of individuals who will benefit from treatment (Yung et al.,

1998). However, the only way to obtain generally valid results at present is to study

onset and early course retrospectively in large, population-based samples of first

episodes of schizophrenia from the entire age range of illness.

Assessment of onset

Caution is needed to reduce psychosis-related memory distortion and recall defi-

cits. At present, the first episode is the closest we can get to onset. Patients must be

interviewed immediately after the psychosis has remitted sufficiently. The time

matrix must be structured by anchor events, such as birthdays or holidays spent
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abroad (Häfner et al., 1992). No ideal solution has yet been found for discriminat-

ing between nonspecific initial symptoms and premorbid antecedents of schizo-

phrenia or symptoms of other causes. In the ABC Schizophrenia Study, a

hierarchical model reflecting the different degrees of specificity of three symptom

categories was used, as initial signs of the disorder qualified only phenomena that

were new at a certain point in time. Nonspecific symptoms were required to have

persisted continuously from that time on, and negative symptoms were required to

have been present either continuously or recurrently up until the psychosis.

Positive symptoms were counted in all instances, even if transient.

Systematic retrospective analysis of onset and early course: the ABC Study

The ABC Schizophrenia Study is a population-based sample of 232 first-illness epi-

sodes (representing 84% of first treatment episodes). The Instrument for the

Retrospective Assessment of the Onset of Schizophrenia (IRAOS), a semi-structured

interview (Häfner et al., 1992, 1999), was designed for the assessment of individual

social development, premorbid adjustment, onset of prodromal signs and symptoms,

functional impairment and social disability. The test construction has been described

elsewhere (Häfner et al., 1992). In addition to the closed questions on prodromal

items, interviewees are also asked open-ended questions about the prodrome and the

time of emergence of the disorder. The IRAOS was used by psychiatrists and psychol-

ogists to interview the patients and their significant others and in a modified version

to evaluate other sources of information such as medical case records. The informa-

tion obtained was arranged in a time matrix with the help of individual anchor events.

Perception of prodromal signs and symptoms by others is an important precon-

dition for an early recognition of the illness. Hambrecht and Häfner (1997) studied

the ABC first-episode sample of patients with schizophrenia and the family

members who were in sufficiently close contact with the patients during the period

of onset and early illness. Both the patients, in their first psychotic episodes, and

family members went through an IRAOS interview simultaneously. The authors

found a surprisingly high degree of agreement between the estimates of the time of

illness onset between the patients and their family members. Single phenomenon

positive symptoms, such as delusions and hallucinations, were frequently observed

by the significant others with, on average, only 1 month’s delay. Nonspecific and

negative symptoms, such as depression or loss of energy, were frequently noticed

by the family members with a delay of 6 months and noted in psychiatric case

records or school records with a delay of 15 months. The less-specific symptoms

were in many cases misinterpreted. Abnormal behaviour, too, was seen differently:

attempted suicide was mostly regarded as an immediate sign of illness and dated

almost correctly, but social withdrawal and passivity were often for a long time con-

sidered as part of normal development by significant others.
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Stages of illness onset

Figure 7.1 depicts mean age for men and women at the appearance of the first

illness sign, no matter what type, and of further milestones of early illness course.

The prodromal phase, from onset to first psychotic symptom, had a mean dura-

tion of 5 years. The psychotic prephase, from the first positive symptom to the

maximum of positive symptoms, had a duration of 1.1 years. First admission

took place some 2 months later, mostly precipitated by the psychosis. Survival

analysis with first admission as the target event revealed a distribution of the

durations of early illness course, which was markedly skewed to the left (Fig. 7.2).

Of those with broadly defined schizophrenia, 33% took less than 1 year to

develop. Only 18% had an acute type of onset of 4 weeks or less and 68% had a

chronic type of onset of 1 year or more. Only 6.5% started with positive symp-

toms: 20.5% presented both positive and negative symptoms within the same

month; and 73% presented negative or nonspecific symptoms, thus experiencing

a prodromal phase. The accumulation of the three clinical symptom categories in

the early course is illustrated in Figure 7.3, based on the mean number of symp-

toms per year and, in the last year before first admission, per month. Nonspecific

and negative symptoms started to increase early; positive symptoms appeared

fairly late in the early course, showing an exponential increase until the climax of
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Fig. 7.1. Mean age values at five definitions of onset until first admission for patients with first-

episode schizophrenia (n�232) of broad definition. aMean; bmedian; *p�0.05; **p�0.01.



the first psychotic episode. In the psychotic episode, all three symptom categories

accumulated rapidly and reached a maximum, followed by an almost parallel

decrease.

Gender differences

In Figure 7.1, a significant gender difference is visible in the mean age at illness

onset, as defined by the milestones of early course. The earlier onset in men has

been widely reported (for review see Angermeyer and Kühn, 1988; Lewine, 1988).

This difference is not an artefact from differences in diagnostic definitions or

gender differences in the early course (Loranger, 1984; Castle et al., 1998; Häfner et

al., 1998b; Seeman and Lang, 1990). The analysis of pooled data from 10 centres of

the World Health Organization (WHO) DOSMED (Determinants of Outcome of

Severe Mental Disorders) study (Hambrecht et al., 1992) showed a mean age differ-

ence of 3.4 years and, hence, some consistency across countries and cultures. In

familial cases, this sex difference appears to be absent (DeLisi et al., 1994; Albus and

Maier, 1995) almost exclusively because of women’s reduced age at onset. Könnecke

et al. (2000) found in a replication study that pre- and perinatal complications also

significantly reduced the gender difference in age at onset but the effect was weaker

than that seen for familial load. The mean age at onset for women with neither of

these risk factors was several years later than that of men with or without these risk

factors or that of women with these risk factors.

The distributions of illness onset according to three definitions until age 59 years
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showed steep increases for both men and women in adolescence and young adult-

hood. Male onsets peaked at age 15 to 25 years, female onsets, showing a slightly

slower increase, at age 15 to 29 years. At the age of decreasing oestrogen secretion

(45 to 50 years), women showed a second peak of onsets, lower than the first one.

This second peak has also been demonstrated on the pooled data from the WHO

DOSMED study (Hambrecht et al., 1992), the Danish national case-register

(Häfner et al., 1998c) and the Camberwell case register (Castle et al., 1998). For

further discussion of late-onset schizophrenia see Chapter 9.
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Possible explanations for gender difference

The explanation of the sex difference in age at illness onset as a protective effect of

oestrogen (e.g. Seeman and Lang, 1990) was supported by a sensitivity-attenuating

effect of oestrogen on central dopamine D2 receptors in animal experiments

(Häfner et al., 1991; Gattaz et al., 1992). Further evidence was provided by the

finding that schizophrenic symptoms become milder with increasing oestrogen

plasma levels in the menstrual cycle (Riecher-Rössler et al., 1994a,b). Cohen et al.

(1999) found a significant relationship between age of menarche and age at onset

in women, but not a comparable relation in men: the earlier the age at menarche,

the later the age at first psychotic symptom and the age at first hospitalization. In a

controlled intervention study of first-onset schizophrenia treated with oestrogen

substitution in two different doses on the one hand and neuroleptic standard

therapy on the other, Kulkarni et al. (1999) provided preliminary evidence that

women with higher doses of oestrogen substitution showed a more rapid decrease

in positive symptoms than women with lower doses or placebo controls.

A comparison of the ABC first-episode sample with controls matched for age,

sex and place of residence showed that more women (52%) than men (28%) were

married at illness onset, which could be explained by the fact that women in the

general population married on average 2.5 years earlier, and female patients on

average became ill 4 years later than men. But already in the early illness course,

women suffered divorces and partnership losses in the same way as their male

counterparts with an earlier illness onset, so that the proportion married was 33%

(men: 17%) 5 years later. The WHO DOSMED and the ABC Schizophrenia Study

included illness onsets only until age 54 and 59 years, respectively. Schizophrenia

incidence was long presumed to decrease with increasing age. First-contact rates for

late- and very-late-onset illness were studied by Castle et al. (1998) on the basis of

OPCRIT computer program DSM-III-R diagnoses of schizophrenia using data

from the Camberwell case register. First admissions for schizophrenia beyond age

60 years showed a highly significant female preponderance, which was well in

accordance with a study of van Os et al. (1995), which, based on the Dutch national

case register, showed an increase in first admission rates from about 10/100000 in

the age group 60 to 65 years to 25/100000 in the age group 90 years and over. A

reason for this inconsistency is the ongoing controversy about which delusional

disorders and late paraphrenias should be included in late-onset schizophrenia and

which should be classified separately. Another reason is the lack of population

studies of the elderly, with the consequence that information on incidence is almost

invariably based on service utilization data.

What symptoms mark the onset of schizophrenia?

The ten most frequent initial symptoms (except one sex-related item: worrying)

were equally frequent in both men and women and mainly belonged to two
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symptom dimensions: an affective depressive and a negative dimension (Table 7.3).

The early occurrence of indicators of functional impairment (such as trouble with

thinking and concentration, and loss of energy) pointed to early consequences of

the disorder in terms of social functioning and risk of stagnation or decline in social

status. The earliest positive symptom (delusions) appeared an average of 14.3

months, the first hallucination 8.7 months and the first formal thought disorder 8.2

months before first admission. The cumulative prevalence of delusions in the early

illness course was 96%, that of auditory hallucinations 69% and of psychotic

thought disorder 62%. This result reflects the selective influence positive symptoms

have as the leading diagnostic criteria for schizophrenia on the type of patients

included in or excluded from study samples of schizophrenia. Arranging the earli-

est symptoms by their time of emergence in a time matrix of up to 60 months

before first admission, we found four depressive symptoms: depressed mood,

suicide attempt, loss of self-confidence, and feelings of guilt. These tended to occur

5 to 3 years before first admission (Fig. 7.4). In the second time window, 4 to 2 years

before first admission, all the negative symptoms appeared. It was only in the last

year before first admission that positive symptoms emerged. This finding gives the

impression of a regular sequence of phases in the early illness course reminiscent

of the models of Conrad (1958) and Docherty et al. (1978). However, these data are

based on group means and, therefore, this sequence is not necessarily valid for indi-

vidual patients.
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Table 7.3. The ten most frequent earliest signs of schizophrenia (independent of the

course) reported by the patientsa

Total (%) Men (%) Women (%) p value

(n�232) (n�108) (n�124)

Restlessness 19 15 22

Depression 19 15 22

Anxiety 18 17 19

Trouble with thinking and concentration 16 19 14

Worrying 15 9 20 *

Lack of self-confidence 13 10 15

Lack of energy, slowness 12 8 15

Poor work performance 11 12 10

Social withdrawal, distrust 10 8 12

Social withdrawal, communication 10 8 12

Notes:
a Based on closed questions, multiple counting possible. All items tested for sex differences.

* p�0.05.

Source: modified from Häfner et al. (1995).



Early illness course as a prognostic indicator of later course

Depressive mood was common; 81% of the 203 patients without schizoaffective

psychosis had suffered from depressive mood for at least 2 weeks before first admis-

sion: 39% continuously, 34% recurrently and 8% only once. A comparison of 57

patients with schizophrenia with 57 population controls matched on age, sex and

place of residence showed that three depressive symptoms were highly significantly

more frequent in patients than in controls, with odds ratios ranging from 3 to 5.

Because of its comparative rareness, the 40% excess of attempted suicide did not

reach statistical significance but arguably has clinical relevance.

The further course and predictive efficiency of early (prodromal) symptoms was

studied in a representative subsample of 115 first episodes at six cross-sections over

5 years after first admission. Patients with schizophrenia who suffered from depres-

sive mood in the early illness course showed significantly higher on scores of

depressive, positive, negative and nonspecific symptoms in the first episode than

nondepressed patients. After remission of the first episode, the mean score for

depressive symptoms remained more or less stable. Neither positive nor nonspe-

cific symptoms could be predicted by the presence of depressive symptoms in the

early illness course. In contrast, absence of depressive symptoms in the early course

was correlated with affective flattening in the 5 years following first admission. This
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finding means that depression is a predictor of a severe first episode and of a low

score for negative symptoms after remission, whereas a low score for depressive

symptoms predicts more affective flattening. Because of the early emergence of

negative symptoms and functional impairment, most patients with schizophrenia

started to suffer from social disability (	2 on the Disability Assessment Schedule

(DAS)) 24 to 51 months before first admission, long before they received appropri-

ate treatment. Two years before first admission, 57% of the patients were consider-

ably impaired in the (DAS) domains of work performance, household chores,

communication and leisure activities.

The effect of early social disability on the further illness course can only be

judged against a baseline (i.e. the level of social development at illness onset). In the

ABC first-episode sample, no significant differences were observable in the fulfil-

ment of six main social roles between patients and controls at the age of illness

onset: rate of persons with completed school education, completed occupational

training, age at first job, having one’s own income and accommodation, and being

married or in a stable partnership. By the time of first admission, patients with

schizophrenia had fallen significantly behind the controls in several roles, most

markedly in marriage or stable partnership (Table 7.4). In sum, patients with

schizophrenia were not yet markedly socially disadvantaged before illness onset.

Age and level of social development are highly significantly correlated. Men fall

ill with schizophrenia 3 to 4 years earlier and, in our population of origin

(Germany), marry 2.5 years later than women. Their level of social development at

illness onset, in the social role of marriage in particular, was, therefore, consider-

ably lower than that of the women. In addition, young men with schizophrenia
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Table 7.4. Social role performance at the emergence of the first sign of mental disorder and at first

admission (at onset and end of the early course)

At first sign of mental disorder At first admission

Schizophrenics Controls p value Schizophrenics Controls p value

(n�57) (n�57) (n�57) (n�57)

Age (years) 24.0 24.0 30.0 30.0

School education (%) 65 61 NS 93 95 NS

Occupational training (%) 37 44 NS 63 65 NS

Employment (%) 33 42 NS 44 58 �0.01

Own income (%) 37 42 NS 49 74 �0.01

Own accommodation (%) 46 51 NS 63 75 NS

Marriage or stable 47 58 NS 25 68 �0.001

partnership (%)



showed a significant excess of socially adverse behaviour at first admission: for

example self-neglect, lack of interest in finding a job, deficits in hygiene, aggressive

behaviour and an elevated cumulative prevalence of alcohol and drug abuse until

first admission. Female patients, in contrast, showed a significant excess of ‘social

conformity’. The socially adverse male behaviour is reflected in all population

studies in the form of elevated rates of conduct disorders, aggressiveness, antisocial

personality, alcohol and drug abuse. In schizophrenia, it is, therefore, classified as

sex-specific illness behaviour and not as a direct expression of the disorder (Häfner

et al. 1995). In a model of stepwise logistic regression, level of social development

at the first psychotic symptom and socially adverse behaviour at the end of the pre-

phase turned out to be the only factors significantly predicting 5-year social

outcome. The traditional prognostic indicators age, sex, symptomatology

(CATEGO total score) and type of illness onset merely acted indirectly via the level

of social development at illness onset and illness behaviour. The symptom-related

illness course showed no sex difference.

It seems that the social course of schizophrenia is largely determined by func-

tional impairment and social disability in the early illness course and by the conse-

quences they have on further social development after illness onset. In early-onset

illness, the result is social stagnation at a low level of social development; in late-

onset illness, when a comparatively high level of social development has been

attained, social decline occurs. The more favourable social course of the disorder

observed in women has to do with a higher level of social development, related to

a later illness onset and socially more adaptive illness behaviour. It does not appear

to be related to women having a milder form of the disorder.

Comorbidity of schizophrenia and alcohol and drug abuse

In the ABC study, the lifetime prevalence of alcohol abuse (based on the IRAOS: for

at least 1 month, the patient had times of heavy drinking, problems with family

owing to drinking, missed work because of drinking or showed withdrawal symp-

toms like morning shakes) until age at first admission was 24% for the first-episode

sample and 12% for controls (Hambrecht and Häfner, 1996; Häfner et al., 1999),

and that of drug abuse (based on the IRAOS: consumption of illegal drugs more

than once a week over at least 1 month) was 14% for patients and 7% for controls

(relative risk 2). Studies on the topic almost invariably show a preponderance of

men: we found a cumulative prevalence of any type of misuse of 39% in men and

of 22% in women. At 88%, cannabis was the most frequently abused substance, fol-

lowed by alcohol at 58%. Thirty-five per cent of the patients with drug abuse and

18% of those with alcohol abuse started the abuse in the same month as the onset

of schizophrenia. In this small group, the precipitation of illness onset by substance
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abuse cannot be excluded, especially since these patients were significantly younger

at illness onset than nonabusing patients. In contrast, we could not support the

neurobiologically more probable hypothesis of a drug-related precipitation of a

psychotic episode in our study. Only in 3% did the onset of both abuse and psycho-

sis occur in the same month, and only in about 4% did psychosis onset follow onset

of abuse with a time span of less than 1 year. The longest interval between onset of

drug abuse and onset of first psychotic symptom was 5.7 years. However, presence

of alcohol and drug abuse in the early illness course was a predictor of an elevated

score for positive symptoms in both the psychotic episode and in the 5 years fol-

lowing first admission. Positive symptoms of all three types – delusions, hallucina-

tions and thought disorder – were increased, with hallucinations and thought

disorders showing the highest values (see also Addington and Addington, 1998). In

contrast, substance abuse significantly reduced affective flattening, probably in the

context of a dysfunctional self-therapy, with a latency of several years. At the same

time, substance and drug abuse may have contributed to a poorer compliance with

antipsychotic therapy, which could have led to an increased level of positive symp-

toms.

Implications for studies using onset as a design variable

The fact that an early illness course of several years’ duration exists before the first

treatment contact has consequences for the interpretation of research results based

on first admission as the definition of illness onset. This holds, for example, for

reports of a significant excess of first admissions for schizophrenia from the lowest

social class and poor, disintegrated neighbourhoods of big cities as well as for their

possible interpretation by social causation and social selection hypotheses (Faris

and Dunham, 1939; Kohn, 1969; Eaton, 1999). The social disadvantage of patients

with schizophrenia at the time of first admission might simply be a consequence of

the preceding early-illness course. In a retrospective assessment of premorbid

behaviour, too, possible contamination with the prodromal phase has to be taken

into account.

Conclusions

Onset and early course might be of far greater importance for further illness course

and social outcome than any of the later stages of illness. Since negative symptoms

and functional impairment usually emerge in the prodromal phase, they lead to

social consequences, depending on the patient’s level of social development at

illness onset. A diagnosis of schizophrenia as a precondition for antipsychotic

therapy is currently possible only after psychotic symptoms have emerged. It is not
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yet possible to predict in the prodromal phase whether or when psychotic symp-

toms will emerge. Attempts to develop early recognition inventories and to validate

them in controlled prospective studies will, therefore, be a focal point of future

research.
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The value of first-episode studies in
schizophrenia
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When Eve Johnstone and colleagues (1976), and later Weinberger et al. (1979a,b)

reported that patients with schizophrenia showed evidence of morphological brain

abnormality, many interested researchers expressed considerable scepticism

(Gelenburg, 1976; Jellinek, 1976; Marsden, 1976). Were the abnormalities attribut-

able to medication, institutionalization, ageing or simply an epiphenomenon?

There is now considerable evidence that schizophrenia is a brain disease charac-

terized by abnormalities in cerebral structure and function (Waddington, 1993;

Carpenter and Buchanan, 1994; Weinberger, 1995; Harrison, 1999). Studies using

neuroimaging, neuropathology and neurophysiological approaches have now

localized these changes to the frontotemporal regions of the brain (Bogerts et al.,

1990; DeLisi et al., 1991; Degreef et al., 1992; Bilder et al., 1992; Hoff et al., 1992;

Sweeney et al., 1992; Saykin et al., 1994; Salisbury et al., 1998). But why did it take

over a decade to lay the sceptics’ doubts to rest? Because of sampling: schizophre-

nia has a high prevalence but low incidence, so most research studies are either

cross-sectional in design (mixing incident and prevalent cases) or focus on individ-

uals who have been ill and receiving treatment for many years (Lieberman et al.,

1992). The so-called ‘convenience sample’ favours those with established chronic

illness at the expense of patients with good outcome psychotic illness who do not

remain in contact with services. Therefore, the powerful effects of medication, hos-

pitalization and the chronic schizophrenic process itself are further concentrated in

typical research samples.

A complementary methodology is to study patients longitudinally from the earl-

iest phases of the illness. This methodology enables us to address at least two issues

about many of the physical and social phenomena associated with schizophrenia

identified in cross-sectional studies. What is their temporal relationship to the

onset of the illness? Are they static or progressive over the course of the disease?

Screening the general population would be an ideal methodology to identify indi-

viduals at the earliest stage of illness but would be very expensive, time consuming
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and, given the relatively low incidence of the disorder, yield very few cases. Follow-

up of high-risk groups such as those with a family history of schizophrenia is

undoubtedly more efficient and has proved very useful (McNeil and Kaij, 1987;

Erlenmeyer-Kimling et al., 1997). However, the sample generated loses the repre-

sentative pattern inherent in a population-based model. Researchers have turned

to the ‘practical solution’ in a new generation of studies termed ‘first-episode’ or

‘first-onset’ studies: ‘a sample offering a unique opportunity to more completely

understand the nature of schizophrenia by examining subjects before extended

neuroleptic treatment and the development of chronic symptoms’ (Kirch et al.,

1992).

Advantages of first-episode studies

First-episode studies offer a number of advantages. Reasonable sample sizes can be

collected so that hypotheses about the aetiology and course of the disorder can be

tested. Relevant risk factors may be more accurately evaluated earlier rather than

later in the illness (Keshavan and Schooler, 1992). The relative homogeneity within

the sample with respect to illness history and neuroleptic exposure facilitates the

assessment of numerous biologic variables. Indeed, some patients will never have

been exposed to neuroleptic medication at the time of assessment. Finally, as many

of the changes seen in the course of schizophrenia probably develop during the

early stages of the illness (Shepherd et al., 1989), longitudinal studies will inform

us about the course and diversity of this illness.

Contemporary first-episode studies can be broadly divided into two groups:

first, epidemiological approaches that have collected ‘all incident cases’ from a

defined region and focused on areas such as incidence, risk factors and outcome;

second, smaller studies that have concentrated on specialized fields such as neuro-

imaging.

Studies of incident first-episode cases

Time trends in incidence

First-episode incidence studies have indicated that schizophrenia may be a ‘disap-

pearing’ disease (Eagles and Whalley, 1985; Der et al., 1990; Harrison and Mason,

1993; Brewin et al., 1997). The multicentre World Health Organization (WHO)

Ten Country Study showed little variation between countries for narrowly defined

schizophrenia, yet the incidence rates for broadly defined schizophrenia were

nearly twice as high in developing countries as in the developed world (Jablensky

et al., 1992). However, the data refer to the administrative incidence or first-contact

incidence of the disorder. Admission rates may be influenced by factors such as
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increasing deinstitutionalization and changes in diagnostic practice (Kendell et al.,

1993). If data concerning the actual onset of the disease are carefully collected, it

should be possible over a period of time to provide figures on the true incidence of

the disorder. This will establish whether there are indeed real changes in the inci-

dence of the disorder over time and if the incidence varies between different coun-

tries. In turn, incident figures can then be more precisely linked to variation in the

occurrence of underlying risk factors. Further exploration of these issues can be

found in Chapter 3.

Risk factors and comorbidity

It can be difficult to establish whether some of the ascertained risk factors for

schizophrenia are true independent risk factors or merely early manifestations of

the disease process. For example 50% of those with schizophrenia have a lifetime

history of substance abuse or dependence (Mueser et al., 1990; Reiger et al., 1990;

Dixon et al., 1991). Comorbid substance abuse is associated with a younger age at

onset of psychotic symptoms (Addington and Addington, 1998; Cantwell et al.,

1999) and a poorer prognosis (Owen et al., 1996; Swofford et al. 1996; Kovasznay

et al., 1997). First-episode studies indicate that this problem exists at first presen-

tation, with approximately one-third reporting a history of comorbid substance or

alcohol abuse (Cantwell et al., 1999). But is there a causal relationship between the

two disorders or do individuals with schizophrenia use drugs as a means to self-

medicate? First-episode studies have examined the temporal relationship between

the onset of symptoms, both prodromal and psychotic, and substance misuse. One

such study showed that substance misuse preceded the first symptom in approxi-

mately one-third of cases, followed it in another third and emerged within the same

month in the final third (Hambrecht and Häfner, 1996). Therefore, a simple uni-

directional causal model seems unlikely.

Gender effects

Gender effects in schizophrenia are well described but not fully understood.

Gender differences are reported for age at onset of symptoms, treatment response,

course of illness and outcome. One of the most consistent findings in psychiatric

epidemiology is that males are hospitalized at an earlier age than females

(Angermayer and Kuhn, 1988). This is uniform both in different countries and

across different cultures (Häfner et al., 1989; Hambrecht et al., 1992). However,

does this reflect true differences in age at symptom onset or are men simply more

likely to come to treatment earlier? First-episode studies confirm that males have a

younger age at onset of psychotic symptoms than females (Häfner et al. 1993;

Szymanski et al., 1996). There are several possible explanations for this effect; males

may be more likely to have a history of obstetric complications than females
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(O’Callaghan et al., 1992; Kirov et al., 1996; Verdoux et al., 1997), and there is some

evidence that patients with a history of obstetric complications have an earlier

onset of symptoms than those without such complications. Alternatively, the pro-

tective effect of oestrogen in females (Seeman and Lang, 1990; Häfner et al., 1993;

Szymanski et al., 1995), the later age at illness onset in females and the enhanced

pharmacological responsivity to medication (Szymanski et al., 1996) may influence

the gender differences in outcome.

Course and outcome

In the past, outcome was assessed by studying the easily accessible populations of

long-stay patients or by focusing on series of consecutive hospital admissions.

Studies confined to long-stay patients are likely by the very nature of the sample to

represent the severe end of the disease spectrum. Outcome results based on con-

secutive hospital admissions are difficult to interpret. These samples tend to over-

represent readmissions as distinct from first-episode cases. This causes a number

of difficulties for prognostic research. Most of the clinical deterioration in schizo-

phrenia has been observed to occur early, usually in the first 5 years of the illness

(Kraepelin, 1919; Ciompi, 1980; Huber et al., 1980; Shepherd et al., 1989; Eaton,

1992a,b; Mason et al., 1996). Therefore, in order to capture the true diversity in the

course of the disorder, it is of fundamental importance to study patients from the

earliest phases of the illness (Andreasen et al., 1990b). Furthermore, it becomes

increasingly difficult to test hypotheses about predictors such as employment or

marital status in a meaningful way, as they may be consequences of the disease

process rather than independent prognostic variables. Moreover, given the propen-

sity of neuroleptic medication to induce both psychological and neurological side

effects, it is preferable to perform baseline assessments, ideally before patients have

been medicated or as close as possible to the commencement of treatment. Finally,

since illness chronicity is an important predictor of future outcome, the relative

proportions of first-episode compared with readmission patients in any sample is

likely to influence strongly the reported outcome (Shepherd et al., 1989; Harrison

and Mason, 1993).

Consequently, the patient population should consist of a cohort that is homoge-

neous with regard to stage of illness (Keshavan and Schooler, 1992; Ram et al.,

1992). The first strategy was the long-term follow-back studies (Bleuler, 1978;

Ciompi, 1980). These studies retrospectively identified first-admission patients

from hospital records and reassessed them, often many years later. The principal

methodological shortcoming to this approach is the retrospective nature of both

the diagnoses and the prognostic data. Such limitations can best be overcome by

prospective first-episode outcome studies. These studies have variously concen-

trated on the short-term treatment response, on outcome predictors or have
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described relapse rates or mortality by suicide (Johnstone et al., 1992; Tohen et al.,

1992; Geddes et al., 1994; Gupta et al., 1997; Wiersma et al., 1998).

Patients with a first episode of schizophrenia usually respond well to treatment

(MacMillan et al., 1986; Scottish Schizophrenia Research Group, 1988; Lieberman

et al., 1996; Robinson et al., 1999). Male sex, obstetric complications, more severe

positive symptoms at baseline and parkinsonian side effects of treatment have been

shown to predict a poor response to treatment (Alvir et al., 1999; Robinson et al.,

1999). Other studies have reported that treatment response in first-episode psycho-

sis is positively correlated with cortical grey matter volumes (Zipursky et al., 1998)

and abnormalities in the lateral and third ventricles (Lieberman et al., 1993a);

however, the findings have not been entirely consistent (Robinson et al., 1999).

Those variables that predict treatment response may not follow through to pre-

dicting relapse. In a 5-year follow-up study, relapse (measured by ratings on the

Clinical Global Impression Scale and the Schedule for Affective Disorders and

Schizophrenia Change Version) was associated with medication noncompliance

and poorer premorbid adaptation (Robinson et al., 1999). In another study, longer

duration of subsequent hospitalization was associated with greater severity of

neurological soft signs at baseline (Johnstone et al., 1990). Recently, a lot of inter-

est has focused on the relationship between the initial duration of untreated

psychosis (DUP) and outcome, with some studies reporting that a longer DUP is

associated with an increased risk of relapse (Crow et al., 1986) and poorer sympto-

matic and functional outcome (Johnstone et al., 1990; Loebel et al., 1992). This has

led to an interest in early intervention programmes (Birchwood et al., 1997).

However, it is possible that the effect of DUP may be mediated by its association

with known prognostic indicators such as family history and educational attain-

ment (Verdoux et al., 1998) or its relationship with baseline symptomatology

(Larsen et al., 1996a).

Relapse rates of between 34 and 55% have been reported over the first year of

illness (Scottish Schizophrenia Research Group, 1988; Birchwood et al., 1992). In a

15-year follow-up, the relapse rate only increased slightly to 67%, with 11% dying

by suicide (Wiersma et al., 1998). In general, the findings from longitudinal studies

support the idea that most of the clinical deterioration occurs during the first 5

years (Mason et al., 1995) and that males have a poorer outcome than females.

Several explanations for differences in outcome between males and females have

been proposed, including methodological issues (such as lack of control for poten-

tial confounds like age at onset, marital status and premorbid adjustment), differ-

ences in brain structure and function, the presence of oestrogen (which may exert

a neuroleptic-like effect) and pharmacokinetic dissimilarities (Angermayer et al.,

1990). An 8-year follow-up of first-admission patients with schizophrenia, control-

ling for the confounders of age at onset, marital status and premorbid adjustment,
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showed that females spent fewer days in hospital and survived longer in the com-

munity before readmission (Angermeyer et al., 1990).

Abnormalities in cerebral structure and function at the time of first
presentation

The principal structural brain abnormalities seen in schizophrenia on magnetic

resonance imaging (MRI) are enlargement of the lateral and third ventricles, with

some loss of brain tissue (Lawrie and Abukmeil, 1998). These changes are concen-

trated in the temporal lobe and particularly affect medial temporal lobe structures

(Lawrie and Abukmeil, 1998; Nelson et al., 1998).

MRI studies have demonstrated that the abnormalities seen in chronic patients

are also present at the time of first presentation (Bogerts et al., 1990; DeLisi et al.,

1991; Degreef et al., 1992; Lieberman et al., 1993b; Nopoulos et al., 1995; Lim et al.,

1996; Barr et al., 1997; Whitworth et al., 1998; Zipursky et al., 1998). Similarly,

frontal lobe abnormalities, such as functional metabolic hypoactivity, appear to be

already present not only at the first psychotic episode but also in the neuroleptic

naive state, as shown by magnetic resonance spectroscopy (MRS) (Pettegrew et al.,

1991), single photon emission computed tomography (SPECT) (Andreasen et al.,

1992) and positron emission tomography (PET) (Buchsbaum et al., 1992; Gur et

al., 1995).

Evidence for brain abnormalities in schizophrenia goes beyond neuroimaging.

Both newly medicated and neuroleptic-naive patients show neuropsychological

deficits, principally in the areas of memory and executive functioning, indicative of

left temporal hippocampal dysfunction, although features consistent with a

broader impairment may be seen (Bilder et al., 1992; Hoff et al., 1992; Saykin et al.,

1994; Kenny et al., 1997; Binder et al., 1998; Hutton et al., 1998a; Mohamed et al.,

1999). Neurophysiological studies show that the abnormalities in smooth pursuit

eye movements and saccadic rhythm in patients with established schizophrenia are

also present near the onset of the disorder (Lieberman et al., 1993b; Hutton et al.,

1998b). Similarly, examination of neuroleptic-naive first-episode patients has

shown that abnormalities in P300 amplitude are present prior to the administra-

tion of neuroleptic medication in the early phase of the disorder (Hirayasu et al.,

1998). Furthermore, first-episode patients, even if neuroleptic naive, show an

excess of neurological soft signs (Sanders et al., 1994; Gupta et al., 1995).

Controversy existed over whether tardive dyskinesia in schizophrenics was solely

a consequence of antipsychotic drug treatment or whether it reflected an intrinsic

aspect of the disease process. First-episode studies have demonstrated that dyskin-

etic movements are present in patients with schizophrenia who have never been

exposed to neuroleptic medication (Chatterjee et al., 1995; Chakos et al., 1996;
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Gervin et al., 1998; Puri et al., 1999). Findings with regard to spontaneous extra-

pyramidal signs are not as consistent (Chatterjee et al., 1995; Puri et al., 1999).

Interpretation of the changes

Reduced volumes of limbic temporal lobe structures, neurological dysfunction and

dyskinetic movements have been shown to be present at the time of first presenta-

tion, which supports the assumption that these abnormalities are not simply a con-

sequence of illness chronicity or neuroleptic treatment. However, precise dating of

these changes is difficult as, for many patients, a substantial period elapses between

the onset of psychotic symptoms and actual presentation to the psychiatric services

(Loebel et al., 1992; Beiser et al., 1993; Larsen et al., 1996a). On balance, the avail-

able research would suggest that many of these deficits probably antedate the onset

of overt illness, since studies have demonstrated that children who develop schizo-

phrenia, both in high-risk and more representative samples, have deficits in cogni-

tive functioning (Mirsky et al., 1985; Parnas and Schulsinger, 1986; Done et al.,

1994; Jones et al., 1994; Davidson et al., 1999) and also display neuromotor abnor-

malities (Walker et al., 1994, 1999). Developmental abnormalities in high-risk chil-

dren are discussed in detail in Chapter 6.

Static versus progressive change?

Longitudinal first-episode studies have addressed the issue of the progression of

these abnormalities (Bilder et al., 1992; Goldberg et al., 1993; Waddington et al.,

1996). Follow-up MRI studies in first-episode patients are still in an early stage of

development and the findings are equivocal, with some studies demonstrating that

these changes are static (Jaskiw et al., 1994; Vita et al., 1997), while others show pro-

gression (DeLisi et al., 1997). Longitudinal neuropsychological studies of first-

episode patients do not support the view of a progressive decline but instead show

stability with perhaps even some improvement over time (McCreadie et al., 1989;

Censits et al., 1997; Gold et al., 1999; Hoff et al., 1999). This contrasts with the

finding from cross-sectional studies that progressive cognitive deterioration ensues

in the long term (Bilder et al., 1992). In the only published follow-up study of

neurological soft signs, in 18 patients with first-episode schizophrenia, neurologi-

cal soft signs tended to increase, especially in those with a family history or a non-

remitting course (Madsen et al., 1999a).

However there are numerous difficulties in interpreting these studies. Lack of

statistical power because of small numbers, lack of suitable control subjects and

differing follow-up periods constitute some of the core problems. These sometimes

conflicting findings, specially in imaging studies, could potentially be explained by

a subgroup of patients that have deteriorating course (Davis et al., 1998). They
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could also represent the effects of different quantities of medication (Madsen et al.,

1999b) or could be an artifact of the control groups.

Methodological issues in first-episode studies

Control groups

One of the most critical methodological issues in first-episode studies is the selec-

tion of the control group, particularly when the differences being measured are

likely to be small. The issue of control selection has received particular attention in

imaging studies, where it has been debated that the use of medical patients with

‘normal scans’ rather than healthy community members as control subjects may

influence the outcome of computed tomography (CT) studies in schizophrenia

(Smith and Iacono, 1986; Raz et al., 1988a,b; Smith et al., 1988, 1998; Pfefferbaum

et al., 1990). The selection of an appropriate control group poses a number of chal-

lenges. First, control subjects are frequently not sampled from the same population

as the cases, thus leading to a potentially misleading effect estimate. Second, control

groups occasionally comprise patients with other psychiatric illness, again leading

to the possibility of inaccurate results. Finally, there is often failure to collect ade-

quate information on potentially important confounding variables, such as

handedness, socioeconomic status, migrant status and length of education. For

example, matching for handedness may be important when lateralized differences

are being explored, as left-handed people may have significant differences in brain

hemispheric asymmetry compared with right-handed people (Zipursky et al.,

1990). Furthermore, others have noted a relationship between social class or edu-

cational status and brain structural variables (Pearlson et al., 1989; Andreasen et al.,

1990a). However, controls are now being recruited in an increasingly sophisticated

manner, often from the same population base as cases, and sufficient information

is being collected to take into account the potential effects of confounding variables

(de Myer et al., 1988; Pfefferbaum et al., 1990).

Definition of the first episode

What exactly is a first episode of schizophrenia? When does it begin and end?

Although in some individuals this is very clear, others make a very gradual transition

from an ‘odd’premorbid personality to prodromal symptoms before the emergence

of any definite psychotic symptoms (Larsen et al., 1996b). The prodromal period is

discussed in Chapter 7. Keshavan and Schooler (1992) reviewed first-episode studies

and concluded that there were marked inconsistencies in the delineation of a

number of key variables, including illness onset, and recommended that in order for

future studies to be meaningfully compared it is necessary to operationalize some of
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these definitions. To date, however, there is still no standardized definition of onset.

In practice, most date onset from the appearance of the first psychotic symptom

(Loebel et al., 1992; Beiser et al., 1993). However, some authors would argue that

onset should be defined only when the full criteria for the syndrome are met (Haas

and Sweeney, 1992). Nonetheless, it has been suggested that it may prove unrealistic

to produce a ‘gold standard’ definition of onset or episode of a psychotic illness

(Kirch et al., 1992); rather, the method used should be explicitly outlined, both to aid

in the interpretation of any findings and also to facilitate comparison of results across

different studies.

Study population

The study findings are also likely to be influenced by the source from which the

cases were recruited. For example, a group of cases drawn from a well-defined ‘epi-

demiological’ population base may constitute a markedly different sample from

that derived from a tertiary or specialist referral centre. Although tertiary referral

settings do offer some advantages (for example individuals who may be more

willing to participate in research), the generalizability of any findings may be con-

sequently limited, since such a sample may be preselected on the basis of factors

such as poor prognosis or treatment resistance. (Lieberman et al., 1993a).

Furthermore, the distribution of diagnoses within such an incident sample may be

dramatically different. This point is particularly well illustrated when the diagnoses

of private- and public-based first-episode studies are compared; in the McLean

project, 74% of the incident sample had a diagnosis of affective psychosis, whereas

in most other studies the majority have schizophrenia or schizophreniform psycho-

sis (Tohen et al., 1992). Therefore, sources other than a catchment area service are

unlikely to be representative of the distribution of schizophrenia as a whole.

Another issue that has particular relevance for an epidemiological enquiry is the

percentage of patients treated either exclusively as outpatients or entirely within

primary care. Though data on these figures are rather sparse, nonetheless there is

evidence that some patients (2.5%) are managed entirely by their general practi-

tioners and are never seen by the psychiatric services (Watts, 1973). Other groups

that may miss referral to the psychiatric services are the homeless, though there are

conflicting reports as to whether there are large numbers of untreated individuals

with schizophrenia among this group (Munk-Jørgensen and Mortensen, 1993;

Geddes and Kendell, 1995).

The inclusion and exclusion criteria that are applied at intake are also likely to

influence significantly the findings of the study. These criteria vary from group to

group but commonly include age, treatment history, comorbid substance abuse and

prior neurological illness or head injury. Samples are frequently defined by strict age

limits. This will affect both the reported age at onset of psychosis and, depending on
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the upper age limit applied, may also influence the gender distribution, as females

have a bimodal peak for age at onset. Although comorbid substance abuse may con-

found the investigation of a number of the biological variables, for example the

neurology of the disorder (Browne et al., 2000), excluding individuals with a history

of substance abuse or dependence may lead to a number of biases. At least one-third

of the potential sample and possibly more males (Bromet et al., 1992) would be

automatically excluded. Furthermore, the age-at-onset figures may be affected and

the outcome in such cohorts may appear more optimistic than truly justified.

The diagnostic dilemma

The question of whether a diagnosis can be validly assigned at the time of first pres-

entation has been extensively debated. There are still some important differences

between ICD-10 (World Health Organization, 1992) and DSM-IV (Spitzer et al.,

1995) that may result in two quite different populations of ‘first-episode schizo-

phrenia’. ICD-10 requires psychotic symptoms to be present for at least most of the

time over a period of a month. Because of concerns about the reliability of assess-

ment, prodromal symptoms are acknowledged but not included in the diagnostic

criteria. DSM-IV takes a different approach, only requiring active symptoms for a

week, or less if treated, but specifies a minimum time period of 6 months, and this

may include prodromal symptoms. Therefore, for any given sample, the diagnos-

tic breakdown may be markedly influenced by one’s choice of operational criteria.

One solution is to use a polydiagnostic approach and apply several sets of diagnos-

tic criteria simultaneously, thus allowing for more meaningful comparisons to be

made across different studies.

Schizophrenic disorders have been shown to be a relatively stable broad diagnos-

tic category in both the short (86.5–88.9% stable over 6 months) (Fennig et al.,

1994) and long term (78% stable over 7 years) (Chen et al., 1996). However, figures

overall may vary depending on the criteria used (Ganguli and Brar, 1992; Biehl et

al., 1986). Nevertheless, both ICD-10 and DSM-IV have been shown to have high

predictive validity, and that of ICD-10 is enhanced by adding a 6-month duration

criterion (Mason et al., 1997). As a diagnosis of schizophrenia may not remain

stable over time, ideally longitudinal studies should include all new cases of psycho-

sis at recruitment rather than restricting intake to those who fulfil diagnostic criter-

ia for schizophrenia at the point of entry. Similarly, to ensure maximum follow-up,

all these individuals should be included in any longitudinal assessments.

Conclusions and future directions

The first-episode approach is but one strategy to address the enigma of schizophre-

nia. It may not be the optimal approach, but it is likely to answer questions that
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cross-sectional studies never will. The early phases of the illness represent an

important period, both from a research viewpoint and also in relation to the

outcome of the illness and any one individual’s future prognosis. Although the

first-episode strategy has helped to clarify some important concepts, many ques-

tions remain unanswered. Does the incidence of the disorder vary both temporally

and geographically? What is the relationship if any between risk factors? How do

genetic and environmental risk factors interact? What are the true or independent

predictors of outcome? Do secondary prevention programmes work?

Despite extensive research into genetic and possible environmental ‘risk factors’

associated with schizophrenia, most fundamental issues remain unclear. Many

‘aetiological’ studies are plagued by power limitations, but multicentre first-

episode strategies could provide cohorts to evaluate risk factors without compro-

mising sampling methodology. These, in turn, can be linked with longitudinal

studies that assess the impact of these variables on outcome.

Other factors also likely to influence outcome are compliance and familial

expressed emotion. Though there is an extensive literature on compliance, few

studies have looked at compliance at first presentation, where it may be possible to

separate patient-related factors from treatment- and medication-related variables

and tailor intervention accordingly. Evaluating ‘premorbid’ attitudes to psycho-

tropic medication, both from the patient and the family perspective, may be

another useful area to explore. Similarly, baseline assessments of insight and family

expressed emotion at first presentation may provide a clearer picture as to how

these variables influence the course and outcome of the disorder (Huguelet et al.,

1995; Linszen et al., 1997).
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Schizophrenia at the extremes of life

Kenneth G. D. Orr1 and David J. Castle2

1Fremantle Hospital and Health Service, Australia
2Mental Health Research Institute and University of Melbourne, Australia

This chapter compares and contrasts the characteristics of patients presenting for

the first time with a schizophrenia-like illness at the extremes of life. Unless other-

wise stated, ‘childhood onset’ refers to illness onset in childhood (0–12 years) and

‘adolescent onset’ to onset roughly between ages 13 and 18 years (Werry, 1992). The

term ‘early onset’ is used for both childhood- and adolescent-onset schizophrenia.

Very-late-onset (or ‘late paraphrenia’) illness is taken as onset after the age of 60

years (Roth, 1955). The chapter details the epidemiology, gender differences,

phenomenology, risk factors (including premorbid functioning), outcome and

treatment for early- and very-late-onset schizophrenia in turn, pointing up areas of

similarity as well as important differences in these domains. This is summarized in

Tables 9.1 and 9.2. In the concluding section, we address the issue of whether the

similarities outweigh the differences, how far the differences can be considered

merely a reflection of the same illness impinging upon the individual at different

developmental/degenerative phases of life, and to what extent the differences might

point to early- and very-late-onset illnesses being, in fact, discrete entities.

Methodological concerns

Research into the prevalence and incidence of schizophrenia in early life has been

infrequent and often incomplete. This is a consequence, in part, of the rarity of the

disorder, particularly in childhood. It also reflects the variations in diagnostic clas-

sifications and their application and the age-dependent variations in symptomatol-

ogy (Werry, 1992). Kydd and Werry (1982) have discussed the effect of changing

nosological constructs, which do not incorporate aetiological principles, on the

defining of childhood schizophrenia. They point out that, prior to the introduction

of DSM-III (American Psychiatric Association, 1980) and ICD-8 (World Health

Organization, 1967), the conflation of all presumed psychotic disorders of child-

hood (for example, autism and early-onset schizophrenia) into one category
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muddied any reasonable epidemiological approach. Häfner and Nowotny (1995)

articulated the logistic difficulties of studying early-onset schizophrenia. For pros-

pective studies, the need to screen large populations with broad inclusion criteria

to ascertain cases presenting with nonspecific prodromal symptoms, as well as the

need for adequate, regular follow-up, entails great costs and much endeavour.

Studies of very-late-onset schizophrenia have been impeded by changes over

time in nosology and age cut-offs, and by a general reluctance, expressly in the USA,

to consider that schizophrenia can indeed manifest for the first time in late life.

Comparisons of studies in this population are hampered by differences in diagnos-

tic criteria employed, age cut-offs and mode of ascertainment (e.g. hospitalized

samples versus case registers).

Prevalence rates

Early-onset schizophrenia

Although rare, it has been recognized for over a century that schizophrenia at an

early age exists. In his clinical sample of 1054 patients with dementia praecox,

Kraepelin (1919) ascertained 3.5% had an onset before the age of 10, and 2.7%

between 10 and 15 years. Beitchman (1985) estimated that the treated prevalence

of schizophrenia with onset before 15 years of age was one-fiftieth the treated
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Table 9.1. A comparison of early- and very-late-onset schizophrenia

Early onset Very late onset (�60 years)

Gender Males�females (especially childhood Females
males

onset)

Phenomenology Positive, negative and disorganized Florid persecutory delusions; 

symptoms all seen. Negative symptoms prominent hallucinations; negative

often prominent. Formal thought symptoms and formal thought

disorder common disorder rare

Premorbid functioning Impairment across multiple domains, Poor social adjustment common, but

including social and educational premorbid occupational functioning

usually unimpaired

Longitudinal course Poor social and occupational outcome Good preservation of affect and

personality. Social outcome often

impaired; few progress to dementia

Response to Positive symptoms respond but often Positive symptoms usually respond

antipsychotic medication partially. Treatment resistance common



prevalence of the later-onset probands. However, this is possibly an overestimate

(Nicolson and Rapoport, 2000).

Gillberg (2001) emphasizes the rarity of childhood-onset schizophrenia. Using

data from two population studies of autism prevalence in North Dakota (Burd et

al., 1987) and western Sweden (Gillberg, 1984), the rates of childhood schizophre-

nia are estimated at 1.9 and 1.6 in 100000 children, respectively. A nationwide

register-based study from Denmark looking at all inpatients first diagnosed with

schizophrenia confirmed the rarity of early-onset schizophrenia; indeed, only 4 and

28 probands under the age of 13 years and 15 years, respectively, received the initial

diagnosis over a period of 24 years from a population of some 5 million (Thomsen,

1996). In a German population-based study (Häfner and Nowotny, 1995) ascer-

taining all admissions for schizophrenia over a 2-year period in a catchment pop-

ulation of about 1.5 million, admissions for schizophrenia before the age of 12 years

were reported to ‘hardly occur’.
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Table 9.2. Putative risk factors for early- and very-late-onset schizophrenia

Putative risk factor Early onset Very late onset (�60 years)

Genetic �� FH schizophrenia � FH schizophrenia

� FH depression in some studies

Sensory impairment � Expressly unadjusted visual and

hearing

Social isolation � Often consequent upon prodrome or �� Often antedates illness onset

illness itself

Premorbid personality Shy/withdrawn; schizotypal � Paranoid/schizoid traits

Pregnancy and birth � Associated with early onset, expressly No unequivocal evidence of an

complications in males*; limited data in childhood onset association

Structural brain �� Grey matter reduction, generally � White matter changes (probably

abnormalities considered to antedate illness onset; artifactual)

some evidence of progressive changes* � Grey matter volume reduction,

similar to those in early-onset

schizophrenia

Neurocognitive Diffuse impairment; possibly more Diffuse impairment; nonspecific*

impairment pronounced in attention, memory and

executive function*

Notes:

FH, family history; �, positive, ��, strong positive. * Denotes that findings are based on very few studies.



Very-late-onset schizophrenia

It was Roth (1955) who placed very-late-onset schizophrenia on the modern

psychiatric map, identifying a group of patients with florid delusions and halluci-

nations, but with good preservation of affect and personality, whose first onset of

illness occurred usually after the age of 60. He coined the term ‘late paraphrenia’

for this group of patients and demonstrated a far more favourable outcome than

for age-matched patients with dementia.

Harris and Jeste (1988) have reviewed the published literature on proportions of

patients with schizophrenia who had a first onset of illness in late life. Despite

methodological difficulties, they computed weighted mean proportions (weighting

on sample size) of schizophrenia patients with a first onset after the age of around

40 years to be 23.5%, with subanalyses showing that, of late-onset cases (mostly

after 40), 57.5% first manifested the illness in their fifth decade, 30.2% in their sixth

decade, and 12.3% after age 60; this translates as 13%, 7%, and 3%, respectively, of

all schizophrenia patients.

More recently, Castle and Murray (1993) reported rates for nonaffective psy-

chotic disorders across all ages at onset, using data from the Camberwell

Cumulative Case Register, a register of all contacts with psychiatric services from a

defined inner-city London catchment area. In that study, fully 12% had their first

onset of illness after age 60, with a rate of illness for DSM-III-R schizophrenia

(American Psychiatric Association, 1987) being of the order of 12 per 100000 pop-

ulation per year.

The discrepancy in reported rates for very-late-onset schizophrenia reflects dis-

crepancies in definition of illness and methodological problems such as case

finding; such individuals are often reclusive and paranoid, yet well preserved in

terms of self-care, and are thus unlikely to come to the attention of psychiatric ser-

vices. Also, such cases have often been excluded from epidemiological studies of

schizophrenia and related disorders (see Castle, 1999). However, it is clear that a

schizophrenia-like illness can manifest for the first time in very late life, and that

the number of such cases is not trivial.

Gender differences

It is received wisdom that the lifetime morbid risk of schizophrenia is the same for

males and females, albeit that males tend to have an earlier mean onset. However,

it is not usually appreciated that the age-at-onset distributions for men and

women with schizophrenia differ markedly from each other (see Castle et al., 1998

and Ch. 7).

In terms of the extremes of life, most studies of childhood-onset schizophrenia

reveal a male excess, with ratios of the order of 2:1 to 2.5:1 (Werry and McClellan,
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1992; McClellan et al., 1993). Loranger (1984) found that 7 of 100 consecutive male

admissions with a DSM-III diagnosis of schizophrenia were first treated before the

age of 11, compared with only 1 of 100 females. Kolvin et al. (1971a) reported a

male to female ratio of 2.66:1 for childhood-onset schizophrenia, while Spencer

and Campbell (1994) reported that 12 of 16 schizophrenic children with an onset

of illness at less than 12 years of age were male.

However, some other studies have revealed no gender difference, or even an

excess of females, amongst adolescent-onset cases of schizophrenia (Kydd and

Werry, 1982; Yang et al., 1995) In part, this inconsistency may be caused by a puber-

tal effect in females. Indeed, Kraepelin (1919) noted an excess of males (2.4:1) in

those with an onset of dementia praecox before 10 years of age but concluded that

both sexes are affected in the same degree in those aged 10–15 years. In more

modern studies, Hollis (1995) reported, in a sample of 61 schizophrenic patients,

that the male to female ratio for the childhood-onset group (7–13) was 2.6:1 com-

pared with 0.9:1 for the adolescent-onset group (14–17), while Galdos et al. (1993)

reported a nonsignificant excess of female schizophrenia or paranoia in the age

group 10–14 years.

One proposition to explain this seeming disparity in gender difference between

childhood and adolescent onset reflects the propensity for boys in the later age

range to display more conduct disturbance. Häfner and Nowotny (1995) conjec-

tured that studies relying on case ascertainment from psychiatric services alone will

miss a proportion of male schizophrenic patients who have been diverted into the

criminal justice system.

What is more consistently reported is that very-late-onset schizophrenia is essen-

tially a female disorder (reviewed by Castle, 1999). This female preponderance is

not merely a reflection of the relative longevity in women and presumably reflects

underlying differences in the ageing process as it affects male and female brains. In

particular, it has been suggested that the slower rate of loss of dopamine D2 recep-

tors in the female brain, compared with the male, could account, in part at least,

for this excess, as well as for the particular susceptibility of elderly females to the

dyskinetic side effects of antipsychotic medications.

Phenomenology

Early-onset schizophrenia

Symptoms identified during the active phase of the schizophrenic illness in chil-

dren and adolescents include hallucinations, delusions and disorder of thought

form. Distinguishing these symptoms may be a formidable task in the young child,

particularly in the presence of developmental delays in language or cognition.

Therefore, diagnosis based on phenomenological grounds alone is insufficient, and
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clarification is reliant on consideration of intellectual level, specific developmental

disorders, organicity and the psychosocial context (Parry-Jones, 1991).

Auditory hallucinations appear to be a common symptom (about 80% of

affected children) and include the classic Schneiderian types (Russell et al., 1989).

Visual and tactile hallucinations are less frequent. However, hallucinations can

occur in children and adolescents with nonpsychotic disorders (Garralda, 1985),

which can lead to possible misdiagnosis (McClellan and Werry, 1994).

Delusional beliefs are present in just over half of reported cases of childhood-

onset schizophrenia (Kolvin et al., 1971b; Russell et al., 1989; Werry et al., 1991;

Green et al., 1992). Delusional content of various themes has been described and

their complexity varies with the maturational stage of the patient.

Formal thought disorder can be identified and is often present in the older child

and adolescent with schizophrenia (Kolvin, 1971; Russell et al., 1989; Green et al.,

1992; Caplan, 1994); its identification in the younger child, and in the presence of

significant developmental language disorder and autistic features, can be proble-

matic (Volkmar et al., 1988). It appears that the quality of the thought disorder, cer-

tainly in adolescent-onset schizophrenia, is similar to that manifested by adult

schizophrenia patients (Makowski et al., 1997).

Negative symptoms are readily identifiable in childhood-onset schizophrenia,

with inappropriate or blunted affect being described in the majority (Kolvin et al.,

1971b; Russell et al., 1989; Werry et al., 1991; Spencer and Campbell, 1994). Indeed,

the prevalence of negative symptoms is probably higher than in adult-onset schizo-

phrenia (Yang et al., 1995) and certainly far higher than in very-late-onset schizo-

phrenia (see below). Furthermore, the negative symptoms tend to show temporal

stability and to be predictive of poor outcome (Remschmidt et al., 1994; Maziade

et al., 1996a).

Very-late-onset schizophrenia

The original phenomenological descriptions of late paraphrenia patients by Roth

(1955) and by Kay and Roth (1961) have been validated in numerous subsequent

studies. The classical presentation is of florid persecutory beliefs with prominent

hallucinations in the setting of preserved personality. So-called ‘partition’ delusions

are particularly common (Howard et al., 1992). In contrast, negative symptoms

such as affective flattening are rarely seen, while formal thought disorder is almost

never found.

Pearlson et al. (1989) compared early- and late-onset patients with each other, as

well as with early age-at-onset patients who had grown old. The late-onset group

was more likely than their younger counterparts, and the early-onset elderly group,

to exhibit visual, tactile and auditory hallucinations and persecutory delusions, but

less likely to show affective flattening and formal thought disorder. Therefore, the
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phenomenological differences are not merely a consequence of the ageing process

itself and might reflect true differences in underlying pathophysiology.

Risk factors

Genetic

A genetic basis to schizophrenia is well established (McGuffin et al., 1995; see also

Chs. 10 and 11), but it is unlikely that the magnitude of genetic contribution for all

cases is uniform. Indeed, it is probable that the risk of schizophrenia is contributed

to by a number of genes of small effect (Cardno and McGuffin, 1996). It is possible

that a greater dose of such genes would cause earlier clinical manifestation. This

concept of a genetic dose effect would stipulate that very-early-onset schizophre-

nia has a stronger familial basis than the adult forms. Earlier work in this regard,

which does suggest increased familiality in such cases (Kolvin et al., 1971a), is

marred by methodological deficits such as the lack of blind assessments of the rel-

atives and lack of use of structured diagnostic assessments. The Roscommon family

study (Kendler et al., 1996) did not find that early age of onset characterized a group

of probands with higher genetic liability. However, McGlashan and Fenton (1991),

in their thorough review, concluded that the nonparanoid, earlier-onset types of

schizophrenia were associated with a greater familial risk than the later-onset para-

noid subtype. Pulver et al. (1990) reported an increase of familial risk in those

whose disease onset was before 17 years of age, while Sham and colleagues (1994)

demonstrated increased familial risk of schizophrenia in first-degree relatives in

patients with an early onset of illness (�22 years). In a population-based study

using nationwide registers, Suvisaari and colleagues (1998) demonstrated that early

onset of schizophrenia is associated with high familial loading for the disorder. It

would appear that currently the balance of evidence favours an association between

familial risk and early-onset schizophrenia.

One tenable speculation is that there is an increased rate of chromosomal anom-

alies underpinning schizophrenia phenocopies that could appear as an early-onset

disorder. It has been suggested that 22q11 deletion syndrome represents an iden-

tifiable subtype of schizophrenia (Bassett and Chow, 1999) and that this could be

associated with an early onset of the disorder (Gothelf et al., 1999). In an ongoing

study of childhood-onset schizophrenia at the US National Institute of Mental

Health (NIMH), 5 of 47 probands exhibited cytogenetic abnormalities, including

one with a sex chromosome anomaly (Kumra et al., 1998; Nicolson et al., 1999a).

These authors conjecture that in certain individuals cytogenetic abnormalities may

lead to an earlier age of onset of schizophrenia because they predispose brain devel-

opment to greater susceptibility to added pathogenic factors, which interact to

result in the disorder.
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The study of familial aggregation in very-late-onset schizophrenia has been

bedevilled by problems of case ascertainment and diagnostic vagaries, and the fact

that many first-degree relatives will have died before going through the entire

period of risk for the illness (if late-onset itself ‘breeds true’). Despite these

methodological pitfalls, most studies of very-late-onset schizophrenia tend to show

an elevated risk for schizophrenia amongst relatives, though the degree of risk

varies from study to study and mostly the studies do not include control subjects

(reviewed by Castle and Howard, 1992). In one of the few prospective controlled

family studies of very-late-onset schizophrenia, Howard et al. (1997) collected

information on psychiatric morbidity in 269 first-degree relatives of 47 probands

with late paraphrenia (onset after age 60) and compared the findings with data

from 272 first-degree relatives of 42 age-matched well controls. The relatives of the

late paraphrenia group did not differ from those of their well controls in terms of

risk for schizophrenia, but they did show a significantly elevated risk (p�0.003) of

depression. Although this finding may raise the possibility of genetic heterogene-

ity in this particular group of disorders, many other studies have revealed a great

deal of overlap between schizophrenia and affective disorders.

Pregnancy and birth complications

There is a robust relationship of small effect between pregnancy and birth compli-

cations (PBCs) generally and the development of schizophrenia (Geddes and

Lawrie, 1995; see Ch. 5). PBCs might be a stronger risk factor in patients with an

earlier age of onset (O’Callaghan et al., 1992; Verdoux et al., 1997; Smith et al., 1998;

Rosso et al., 2000), particularly in males (McGrath and Murray, 1995; Kirov et al.,

1996). A significant association has been reported between PBCs and males who

exhibit the stigmata of the neurodevelopmental form: cognitive deficits, premorbid

abnormalities and negative symptoms (Rifkin et al., 1994). In an elegant population-

based, nested case-control study investigating patients first presenting with psycho-

sis between the ages of 15 and 21 years (Hultman et al., 1999), the authors found that

bleeding in pregnancy and multiparity were associated with a three- to fourfold

increased risk for schizophrenia in males. It is the neurotoxic effects of fetal hypoxia

caused by certain PBCs that may prove to be the common pathological mechanism

engendering this increased risk for early-onset schizophrenia (Rosso et al., 2000).

Two recent studies have looked specifically at the association between PBCs and

childhood-onset schizophrenia. In a case-control study of 36 patients using sibling

comparisons, no significant difference was found between the groups in rates of

PBCs (Nicolson et al., 1999b). However, in an epidemiological case-control study

from Japan (Matsumoto et al., 1999) where 33 patients with childhood-onset

schizophrenia aged between 8 and 13 years were compared with a control group of

children with anxiety disorders, there was a significant association between PBCs
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and the development of schizophrenia in childhood. They found that the odds ratio

for the risk of the development of schizophrenia associated with PBCs was 3.5 (95%

confidence interval (CI) 1.30–9.10). This association was greatest for males, where

the risk for the development of schizophrenia was about six times greater than for

those male children without a history of PBCs. The authors suggest tentatively that

their results are compatible with the conjecture that patients with early-onset

schizophrenia are more likely to have a history of PBCs than those with a late onset.

PBCs have not, to our knowledge, been systematically investigated in very-late-

onset schizophrenia. In one of the few comparative studies, Castle et al. (1997)

found that 14.1% of early-onset (�25 years) schizophrenics had a history of PBCs,

compared with only 4.5% of those with onset after age 60 (relative risk 0.29; 95%

CI 0.03–2.29). These data were collected from case records and the findings require

replication, but they are compatible with other studies (see above) which suggest

that PBCs are a risk factor for an early onset of disorder (see Verdoux et al., 1997).

Developmental risk factors

Delayed milestones, and neuromotor and verbal dysfunction, have been described

in preschizophrenic children compared with other groups (Jones et al., 1994;

Walker et al., 1994; see Ch. 6). A number of studies suggest such abnormalities

might be particularly common in those with an early onset of illness. For example,

Hollis (1995) reported a higher risk of premorbid social, motor and language

impairment in a sample of childhood- and adolescent-onset schizophrenics, com-

pared with controls; the impairment was most marked in the childhood-onset

group. Features of pervasive developmental delay, and language abnormalities,

have also been noted in childhood-onset schizophrenia (Alaghband et al., 1995).

Morice and Ingram (1983) showed that, compared with schizophrenia patients

with a later onset of illness, those with adolescent onset showed reduced syntactic

complexity of verbal language. Russell et al. (1989) noted that a quarter of their

sample of children with schizophrenia had exhibited various autistic symptoms

premorbidly. Recent work indicates an excess of neuromotor abnormalities in chil-

dren with schizophrenia (see Jacobsen and Rapoport, 1998).

Preliminary findings from the Maudsley Early Onset Schizophrenia Study

(Frangou, 1999) indicate that patients with early-onset schizophrenia (mean age at

onset of first psychotic symptoms was 14 years) experienced significantly more

family adversity and language problems (one-third of the sample) compared with

matched healthy controls.

Premorbid social adjustment and personality

Early-onset schizophrenic subjects have often exhibited premorbid abnormal

socialization. Werry et al. (1994) reported that over 50% of their childhood- and
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adolescent-onset schizophrenia subjects exhibited moderate to severe premorbid

personality disorder, most commonly of the odd/eccentric type. Of course, such a

label is questionable in such young subjects and might reflect prodromal symptoms

or be an indication of the broader cerebral dysfunction noted in many such cases

(see below). As a result, these features cannot readily be accepted as risk factors but

rather serve as early (and nonspecific) developmental markers for the disorder.

Premorbid personality in very-late-onset schizophrenia is often described in

terms that include reclusiveness, hostility and suspiciousness (see Castle and

Howard, 1992). Of course, retrospective assessment of personality is difficult, but

one would presume a proportion would fulfil criteria for paranoid or schizoid per-

sonality disorder. What is striking, however, is that mostly individuals with late-

onset schizophrenia exhibited good premorbid educational and occupational

achievement, in marked contrast to many of their early-onset counterparts.

Whether this reflects the developmental stage at which the illness manifests or is a

marker of different disease processes is not clear. Indeed, Retterstol (1968) stated

that psychotic decompensation is an ‘understandable transition’ in individuals with

such a personality structure, while Post (1966), amongst others, suggested that such

personality traits are an attenuated manifestation of the underlying illness.

Sensory impairment

We are not aware of any robust findings of an association between sensory impair-

ment and early-onset schizophrenia, but an association between very-late-onset

schizophrenia and sensory impairment has been reported by a number of differ-

ent authors. Prager and Jeste (1993) reviewed 27 published studies examining a

possible association between sensory impairment and late-life psychosis. Most of

these studies supported an association, but most had serious methodological

problems, including the lack of age-matched nonpsychiatric control subjects. In

their own case-control study, Prager and Jeste (1993) found an excess of ‘corrected’

visual and hearing impairment in late-onset schizophrenia patients, but not of

uncorrected (constitutional) visual acuity or pure-tone audiometry. This makes

interpretation of causality difficult, and the exact mechanism whereby sensory

impairment contributes to very-late-onset psychosis (and not to early-onset dis-

order) is unclear.

Social isolation

Social isolation is often a consequence of either the premorbid or the prodromal

symptoms of schizophrenia, or of the illness itself. Thus, negative symptoms lead

to a lack of the will to socialize, while positive symptoms such as persecutory beliefs

may lead to the individual avoiding others. Bizarre, disorganized and erratic beha-

viour, as well as stigma and social ostracism, also contributes to family dislocation
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and social isolation in schizophrenia at any time of life. Of particular interest in

very-late-onset schizophrenia is whether social isolation might itself contribute to

the risk of the disorder. Certainly, a history of social isolation often antedates the

onset of illness, compatible with the notion that many such individuals have under-

lying paranoid/schizoid personality structures. However, the illness itself, as out-

lined above, might also cause or at least contribute to the social isolation. Sensory

impairment might also play a part. Consequently, cause and effect are difficult to

disentangle, and social isolation of itself should probably not be considered a major

independent causal factor for the disorder.

Structural brain abnormalities

Early-onset schizophrenia

Neuroimaging studies in childhood-onset schizophrenia have been relatively

sparse and beset by methodological shortcomings (Findling et al., 1995). Earlier

work indicated the presence of a variety of brain abnormalities, which have also

been documented in adult-onset schizophrenia. These include enlarged ventricles

(Schultz et al., 1983), enlarged third ventricular volume and cerebellar abnormal-

ities (Woody et al., 1987). Preliminary results from the Maudsley Early Onset

Schizophrenia Study reveal that patients with early-onset schizophrenia had

smaller cerebral, frontal lobe and hippocampal volumes compared with normal

controls (Frangou, 1999).

The NIMH childhood-onset schizophrenia project aims to study brain

morphology in this group in a more systematic way. If childhood and adolescent

schizophrenia on the whole represents rare but contiguous manifestations of adult-

onset schizophrenia then it would be expected that there would be similar structu-

ral abnormalities that may evidence progression over time. Brain magnetic

resonance imaging on 21 patients with childhood-onset schizophrenia showed sig-

nificantly smaller cerebral volumes and midsagittal thalamic areas, and probable

larger lateral ventricles, than healthy controls (Frazier et al., 1996). A striking neg-

ative correlation between total cerebral volume and negative symptom score was

also reported (Alaghband et al., 1997). Follow-up scanning after 2 years and

approximately 4 years has demonstrated progression of these changes during ado-

lescence, with these differential changes tapering off as the probands approach

adulthood (mean age 19.4 years) (Rapoport et al., 1997; Jacobsen et al., 1998; Giedd

et al., 1999).

The progressive changes reported have not been seen consistently in longitudi-

nal studies of adult probands. The interpretation of this finding warrants some

caution. This NIMH sample was refractory to the therapeutic effects of typical

neuroleptics and thus may intrinsically have a more severe form of the illness.

Furthermore, there is shifting sample size across the studies and it is not clear
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whether the effect of subject dropout over time was statistically accounted for.

Nevertheless, it may be that research in this early-onset group will provide a

window into the pathophysiology of schizophrenia and demonstrates the possibil-

ity of a limited neurodegenerative process.

Very-late-onset schizophrenia

In very-late-onset schizophrenia, neuroimaging studies have mostly concentrated

on two relatively discrete phenomena, namely specific white matter changes and

grey matter volumetric analysis. For the former, a number of studies have suggested

an excess of white matter abnormalities in the brains of individuals with late-onset

schizophrenia. This is felt to be indicative of underlying cerebral damage, mostly

vascular in aetiology. However, if vascular risk factors are fastidiously controlled

for, there is no true excess of such abnormalities in this group of patients, teasing

at the (false) organic/functional dichotomy (Howard et al., 1995).

Probably more pertinent to the current discourse is the finding, in at least some

patients with late-onset schizophrenia, of generalized volumetric brain abnormal-

ities, notably of superior temporal gyrus (see Barta et al., 1997), akin to those found

in early-onset schizophrenia patients (see above). In one of the few comparative

neuroimaging studies, Pearlson et al. (1993) found similar structural abnormalities

in early- and late-onset schizophrenia patients. In reviewing this somewhat con-

flicting literature, Pearlson (1999) concluded that emerging data support the

concept that patients with early- and late-onset schizophrenia share common

structural ‘brain abnormalities’. The potential theoretic implications for this con-

clusion are detailed below.

Neurocognitive impairment

Cognitive deficits have been consistently documented in schizophrenia, but the

precise nature is yet to be delineated. Findings suggest that there is an underperfor-

mance on a wide array of cognitive tasks, but that certain domains, such as atten-

tion and memory (Aleman et al., 1999), and executive performance (Goldberg et

al., 1995; Goldberg and Gold, 1995) are particularly impaired.

Early-onset schizophrenia

There is persuasive evidence that preschizophrenic children have developmental

trajectories that are partially shaped by underlying cognitive deficits (Jones et al.,

1993, 1994). A tenable premise holds that the onset of a schizophrenic illness

during childhood or adolescence is associated with more severe and/or widespread

neuropsychological deviation (Fish, 1977), which may evidence limited progres-

sive deterioration. Goldberg et al. (1988), showed lower performance intelligence
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quotient (IQ) scores in adolescents with psychosis than in nonpsychotic controls,

while the verbal IQ was comparable in the two groups. Hoff et al. (1996), in a study

of 49 patients with chronic schizophrenia, demonstrated earlier age at onset of

illness to be associated with poor cognitive performance involving motor and lan-

guage domains. Of course, such findings are confounded by the disruption to

learning and education that an early onset of illness imposes.

A study by Basso et al. (1997) found a generalized pattern of neuropsychologi-

cal deficits and diffuse cerebral dysfunction in adult patients with chronic schizo-

phrenia of adolescent onset, which was more severe than both the adult-onset and

control group. Performances were particularly poor on measures of memory and

executive function. Early results from the ongoing Maudsley Early Onset

Schizophrenia Study also demonstrate the presence of wide-ranging deficits in

intelligence, executive function and memory (Kravariti et al., 1999). The possibil-

ity of a more specific impairment of verbal memory is being considered.

Nevertheless, conclusions regarding the evidence for specific neurocognitive

impairment, other than IQ, in adolescent-onset schizophrenia is hampered by the

small number of published studies and the fact that they use different tasks and

methodology. What is crucial in researching this area is to take into account the fact

that an early-onset illness causes early disruption to educational and social devel-

opment (Häfner et al., 1998).

Data specifically from childhood-onset cohorts are sparse, though difficulties in

attention and information processing have been identified in such patients

(Asarnow and Sherman, 1984). Asarnow and colleagues (1994a) have suggested

that neuropsychological dysfunction in children with schizophrenia is contiguous

with impairment in adult-onset disorder, and that the underpinning deficit is one

of information processing. Neuropsychological examination of a group of children

from the NIMH study with treatment-resistant very-early-onset schizophrenia

(Kumra et al., 2000) indicated a pattern of cognitive deficits, including deficits in

attention, learning, and abstraction, that is contiguous with that reported in adult-

onset schizophrenia. These findings are tentative, given the numbers in this study

were small and there was no normal control group.

Very-late-onset schizophrenia

In very-late-onset schizophrenia, there are only a handful of controlled studies

reporting systematic neuropsychological testing. Almeida et al. (1995) subjected 40

very-late-onset schizophrenic patients and 33 age-matched controls to a battery of

neuropsychological tests and found impairment in the patient group across all

tasks, even though they were matched on premorbid IQ and schooling. The pattern

of impairment was quite different from that found in patients with Alzheimer or

179 Schizophrenia at the extremes of life



Lewy body dementia but was very similar to that seen in early-onset schizophrenia

(see above). This again begs the question of how similar or different early- and

very-late-onset schizophrenia are, in terms of aetiopathology.

Longitudinal course and outcome

Early-onset schizophrenia

As discussed earlier, historical variations in classification of childhood-onset

schizophrenia, and a relative paucity of extended follow-up studies with adequate

numbers, mar a robust characterization of the longitudinal course. Furthermore, a

potential confounding factor is initial misdiagnosis (McClellan et al., 1993). In one

study, over 50% of children who had an eventual mood disorder were initially diag-

nosed as having schizophrenia (Werry et al., 1991). In a 10-year follow-up study

(Thomsen, 1996), 209 children and adolescents initially diagnosed as having

schizophrenia before age of 18 were deemed later to have personality disorders (pri-

marily antisocial and borderline).

However, when probands are subjected to systematic sampling and independent

best-estimate consensus diagnosis, there is greater diagnostic stability; in one such

study, for example, only 1 out of 77 subjects received an adult diagnosis of a bipolar

disorder (Maziade et al., 1996b). These differences in classification (including rates

of misdiagnosis), sampling and duration of follow-up may explain some of the

variations in reported outcome for those with early-onset schizophrenia.

Outcomes reported have ranged from poor in several (Werry et al., 1991; McClellan

et al., 1993; Schmidt et al., 1995; Maziade et al., 1996b) to those where the risk of

chronicity is comparable with adult-onset schizophrenia (Eggers, 1978; Asarnow et

al., 1994b; Eggers and Bunk, 1997).

Eggers (1978), in a 15-year follow-up of 71 schizophrenia patients aged 7–13

years, found that onset of illness before age of 10 was associated with a particularly

poor outcome. Twenty per cent of the original sample was excluded from analysis

as they did not exhibit adult schizophrenic symptoms. Furthermore, Eggers and

Bunk (1997) reported a remarkable 42-year follow-up on the same population con-

firming the correlation of poor outcome with earlier age of onset, as well as noting

an insidious type of onset that was more common with the early age. The small

numbers precluded statistical assessment for causal predominance of these two

factors in this sample.

Cawthorn and colleagues (1994), in their retrospective follow-up of 58 psychotic

adolescents over a mean of 7.7 years, demonstrated the very poor outcome of those

diagnosed initially with schizophrenia in comparison with those with bipolar

and schizoaffective disorders. In an 11-year follow-up study looking specifically at
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adolescent-onset schizophrenia (ages 14 to 18), a high proportion (50%) developed

a chronic course (Krausz and Muller-Thomsen, 1993).

In summary, outcome in early-onset and particularly childhood-onset schizo-

phrenia is generally poorer over a range of indices than adult forms of the disor-

der and other childhood psychiatric disorders. Poor outcome appears also to be

associated with premorbid dysfunction (Eggers, 1978; Werry et al., 1991; Werry,

1992; Schmidt et al., 1995; Maziade et al., 1996a) and with an insidious type of

onset (Asarnow and Ben-Meir, 1988; Werry and McClellan, 1992) One potential

confounder is that high familial loading for schizophrenia, which is associated

with an early onset, is also associated with a poorer outcome (Suvisaari et al.,

1998). At this stage, one cannot delineate the relative contribution to this poorer

outcome of either the genetically determined factors of the illness, which may

directly rift development of specific cerebral pathways (DeLisi, 1992), or the dis-

ruptive effects that an illness’s early onset has on the social and psychological

development (Häfner and Nowotny, 1995). It could well be that it is the dynamic,

complex interaction of such factors during this dense maturational period that

causes significant deviation from the expected developmental trajectory and also

hampers the parallel development of protective factors, which in turn amplifies

the pathoplastic effect.

Very-late-onset schizophrenia

With respect to very-late-onset patients, the longitudinal course of illness is one

of the major pointers to such patients not merely having dementia. Indeed, Roth’s

(1955) landmark study showed a very much worse outcome, in terms of cognitive

functioning and mortality, for dementia patients than for those with very-late-

onset schizophrenia. However, some such patients do have a poor prognosis in this

regard, suggestive of underlying ‘organic’ pathology. For example, the follow-up

study of Holden (1987) found that a subgroup of patients with very-late-onset

schizophrenia does have an ‘organic’ form of illness, with a relatively poor

outcome.

Treatment issues

Early-onset schizophrenia

There is a paucity of controlled treatment trials in early-onset schizophrenia.

Management should entail a multimodal approach that considers the judicious use

of appropriate drug therapy, cognitive and psychotherapeutic strategies, behavi-

oural modification procedures and family intervention (McClellan and Werry,

1994; Clark and Lewis, 1998). Furthermore, there may be comorbid learning and
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developmental problems that would need to be addressed through the implemen-

tation of a comprehensive educational programme. It is essential to consider issues

of valid consent in relation to the developmental stage of the young patient (Clark

and Lewis, 1998).

Antipsychotic drugs are a mainstay in the treatment of early-onset schizophre-

nia. The limited evidence available from controlled studies indicates the efficacy of

typical neuroleptics (Pool et al., 1976; Realmuto et al., 1984; Spencer and Campbell,

1994). However, untoward effects are common, with high rates of EPS (extrapyra-

midal side effects) associated with the higher potency typical antipsychotics (halo-

peridol, loxapine) and sedation and postural hypotension with the lower potency

antipsychotics (thioridazine).

There are data to support the clinical impression that an early age of onset is

associated with both an increased sensitivity to EPS (Lewis, 1998) and a subopti-

mal response to typical antipsychotics (Meltzer et al., 1997). This has prompted the

increasing use of atypical neuroleptics (Toren et al., 1998). However, further

research is vital to investigate both the short- and the long-term safety and efficacy

of these atypical drugs (Toren et al., 1998; Campbell et al., 1999) as well as to deter-

mine optimal dose ranges (Lewis, 1998). What is of interest is whether or not there

is superior efficacy compared with typical neuroleptics and if there is a specific role

for the various atypical antipsychotics such as risperidone and olanzapine in treat-

ment-resistant early-onset schizophrenia. Clozapine has a demonstrated efficacy in

this latter regard, but clinical application may be limited by a significant side effect

burden, leading to a high dropout rate (Kumra et al., 1996).

Late-onset schizophrenia

With late-onset schizophrenia, it is imperative that adequate psychiatric and phys-

ical examinations be undertaken to exclude recognizable causes and to delineate

comorbid physical illness. For example, the possibility of visual and auditory

impairment should be investigated and appropriately remedied. Psycho-

pharmacological therapy with antipsychotic medication forms the core approach

in the treatment of very-late-onset schizophrenia. Available studies (mainly open

studies) demonstrate efficacy in reducing both acute psychotic symptoms and

relapse rates (Howard et al., 2000). Pearlson and colleagues (1989) reported com-

plete or partial response of symptoms to traditional antipsychotics in 76% of 54

patients with very-late-onset schizophrenia. However, it would appear that in this

population there is an increased sensitivity to side effects such as tardive dyskine-

sia (Jeste et al., 1999a). Age-related pharmacodynamic and pharmacokinetic

changes require that drug treatment should commence at very low doses and

increase with increments made gently and with caution. In view of their advantages
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in terms of side effects, the value of the atypical neuroleptics such as olanzapine,

risperidone and possibly quetiapine as the mainstay initial drug treatment is being

established (Jeste et al., 1999b; Howard et al., 2000), but further evaluation is

required. The role and efficacy of nonpharmacological approaches, including

psychological intervention, needs to be further investigated but is advocated as an

essential component in the context of the wider therapeutic relationship (Aguera-

Ortiz and Renes-Prieto, 1999).

Conclusions

Our main findings from the literature review are detailed in Tables 9.1 and 9.2. In

terms of clinical manifestation of illness (Table 9.1), the similarities between the

early and very-late-onset disorders are, in part at least, a reflection of case ascer-

tainment itself, in that ‘psychosis’ is generally defined in terms of positive symp-

toms of delusions and hallucinations; therefore, the fact that both groups of

patients tend to manifest such symptoms is hardly surprising. Of more interest,

perhaps, are the differences between the two groups of patients in clinical manifes-

tation of illness. For example, the rarity of negative and disorganization symptoms

in very-late-onset schizophrenics is suggestive of a more benign form of disorder

and/or might reflect rather different underlying aetiopathological processes from

those in the early-onset group. Why so-called ‘partition’ delusions should be so

much more common in the very-late-onset patients is again potentially instructive

in this way.

Other clinical differences between the two onset groups might well reflect the life

stage at which the disorder first manifests, rather than being reflective of true differ-

ences in disease process itself. For example, poor occupational and social outcomes

in patients with the very-early-onset disease is hardly surprising given that the

illness occurs before realisation of educational, vocational and social potential, and

the disease process has a profound impact on those domains.

The aetiological parameters that tend to be more or less common at the extremes

of life (Table 9.2) are of particular interest, though it must be acknowledged that

many of the conclusions that can be drawn are tentative in that there are few

methodologically sound comparison studies of such parameters across the ages.

The fact that genetic risk appears to be higher in early-onset schizophrenia might

either reflect a ‘more genetic’ subtype of illness or be a result of genes serving to

influence age-at-onset itself. The excess of PBCs in the early-onset group might be

interpreted in a similar way, or they might merely serve to ‘bring forward’ the onset

of an illness that might otherwise only have manifested in late life (if at all). In the

late-onset group, the coaggregation of a number of ‘hits’ (e.g. sensory deficits,
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social isolation, mild cerebral degeneration) might all be required to tip the less

genetically prone individual into manifesting psychotic symptoms.

We believe that individuals who first manifest a schizophrenia-like illness at the

extremes of life should not be dismissed as esoteric rarities. Indeed, detailed com-

parative studies of these groups of patients can enhance our understanding of

schizophrenia at any age.
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Part III

The genetic epidemiology of schizophrenia





Introduction

Genetic epidemiology is a relatively new discipline that seeks to elucidate the role of

genetic factors and their interaction in the occurrence of disease in populations

(Khoury et al., 1993). It is becoming more apparent that most diseases are not purely

genetic or purely environmental in origin but depend on a complex interaction

of the two. Even with ‘infectious’ or ‘environmental’ aetiology, differential genetic

susceptibility may be involved in determining the ultimate clinical manifestation.

Historical observations that schizophrenia runs in families led to a number of

family, twin and adoption studies, which provide strong evidence for a genetic

component to the disorder. Cardno and Murray review these ‘classical’ genetic epi-

demiological studies in Chapter 10, with particular emphasis on the twin study

approach. Although the size of the genetic contribution is still debated, even con-

servative estimates suggest heritabilities of greater than 60%. A polygenic model is

most likely, but the question remains about what these individual genes might actu-

ally transmit. Cardno and Murray suggest that some families transmit a liability to

traits for minor deviations that are relatively innocent in themselves but, in com-

bination with other genetic or environmental risk factors, may propel an individ-

ual past a threshold for the expression of symptoms.

Zammit, Lewis and Owen take these issues further in Chapter 11 by discussing

the methods that can be used to search for ‘genes for schizophrenia’ in the future.

The authors point out that the first wave of molecular genetic studies of schizo-

phrenia using linkage techniques ‘effectively ignored the evidence for genetic com-

plexity’ and searched for genes of major effect segregating in large multiply affected

pedigrees. As this approach has proved unsuccessful, the focus must now turn to

the more epidemiological approaches such as association study designs. In addi-

tion, more work is needed to refine the phenotype and nosology of the schizophre-

nia syndrome. The identification of genetic risk factors will provide a new impetus

to epidemiological studies of schizophrenia by allowing researchers to investigate

ways in which genes and the enviroment interact. However Zammit and colleagues

warn that ‘the price of improved scientific rigor is likely to be considerably more

expensive studies’.
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Schizophrenia is a complex disorder that results from the action of both genetic

and environmental factors. Many possible environmental risk factors were outlined

in Sections I and II. In Chapter 12, van Os and Sham discuss gene–environment

correlation and interaction and emphasize the importance of such concepts in fur-

thering our understanding of schizophrenia. Four mechanisms by which genes and

environment can co-influence disease outcome are outlined. The authors then

examine how the (limited) current evidence for gene–environment interaction in

schizophrenia can be viewed in the light of these models. In Chapter 13, van Erp

and colleagues illustrate some novel approaches to the study of gene–environment

interaction in schizophrenia by outlining a series of elegant studies that apply

neuroimaging techniques to epidemiological twin, family and high-risk samples.

The authors demonstrate that structural brain abnormalities are promising endo-

phenotypic indicators for schizophrenia and further propose that a genetic factor

in schizophrenia may render the fetal brain particularly susceptible to damage fol-

lowing hypoxia–ischaemia. This type of approach, which combine the use of

imaging and molecular biological techniques with epidemiological study designs,

will provide a powerful tool for solving complex disorders such as schizophrenia.
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In the mid-1980s, it was widely predicted that family, twin and adoption studies of

schizophrenia would be rendered obsolete by the application of molecular genetic

techniques to this condition. However, the anticipated advances have yet to occur.

Consequently, there has been a revival of interest in the classical genetic epidemi-

ological approach to schizophrenia. Larger and better-designed investigations have

been carried out, and new technologies such as brain imaging and neurophysiol-

ogy have been incorporated into some of these. Family, twin and adoption studies

have attempted to answer the following questions:

1 Do genetic factors contribute to the aetiology of schizophrenia?

If so,

2 What is the relative contribution of genetic and environmental factors?

3 What is the mode of inheritance?

4 What exactly is inherited?

Investigating whether a genetic effect is present

Since the studies that have addressed the first question have often been reviewed,

we will only discuss the major findings and the main sources of bias.

Family studies

Family studies (reviewed by Gottesman and Shields, 1982; Kendler and Tsuang,

1988; Gottesman, 1991; Kendler and Diehl, 1993; McGuffin et al., 1994a, 1995)

generally depend on the calculation of the lifetime expectation or morbid risk of

schizophrenia in the relatives of probands. The lifetime morbid risk is basically the

number of affected relatives divided by the total number of relatives, with an

adjustment made for the fact that not all relatives will have passed through the

period of risk at the time that they are studied. Various methods can be used to

make this adjustment, including the Weinberg, the Strömgren and the
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Kaplan–Meier methods (see Sham, 1998). Since the expected genetic covariance

between parents and offspring differs from that between siblings if dominance or

epistasis (gene–gene interaction) is present, and because schizophrenia is asso-

ciated with a reduced rate of reproduction, it is best to calculate risks separately for

parents, siblings and children.

The morbid risk of schizophrenia in relatives of probands is compared with the

morbid risk in the general population or, preferably, in relatives of a demograph-

ically matched control sample. Control probands may be screened for psychiatric

illness or may be unscreened. Using unscreened controls is a more conservative

approach, since some of the control probands may have a psychiatric illness;

unscreened controls sampled from the general population also allow estimates of

population morbid risks to be made. Familial aggregation is indicated by a sig-

nificantly higher morbid risk for schizophrenia in relatives of probands than in

controls.

Results

Kendler and Diehl (1993) divided family studies into those from two periods: the

first from 1917 to the early 1980s, and the second from the early 1980s onwards.

Studies from the first period generally used a broad clinical definition of schizo-

phrenia, and when Gottesman and Shields (1982) pooled the results they showed

morbid risks of 6% for parents, 10% for siblings and 13% for children of probands

with schizophrenia, compared with a population morbid risk of around 1%. The

lower risks to parents than to other first-degree relatives are probably a conse-

quence of the reduced rate of reproduction associated with schizophrenia (i.e.

those with severe schizophrenia are less likely to have children).

However, these early studies were criticized for their methodological limitations

(Pope et al., 1982; Abrams and Taylor, 1983), and a new generation of studies was

initiated using structured interviews and operational diagnostic procedures.

Kendler and Diehl (1993) have summarized these as showing a pooled morbid risk

for first-degree relatives of probands with schizophrenia of 4.8%, versus 0.5% in

first-degree relatives of controls. The lower risks for both relatives of probands and

controls compared with the risks found in earlier studies is mainly the result of

using relatively narrow definitions of schizophrenia in the more recent studies.

Even if systematically collected, a sample of probands ascertained via clinical ser-

vices can be subject to ascertainment biases. Compared with the general popula-

tion, such a sample will tend to be selected for (i) more severe forms of illness; (ii)

comorbidity with other illnesses; and (iii) clinical profiles that are more likely to

elicit treatment, for example suicidal thoughts or acts (Neale and Kendler, 1995).

The ascertainment biases are probably smaller for schizophrenia than for studies of

milder illnesses, because the vast majority of people with schizophrenia have
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contact with psychiatric services (Cooper et al., 1987; Castle et al., 1998). However,

few family studies have examined all first-onset cases from a specific area.

To overcome the above potential biases, Kendler et al. (1993a) carried out an epi-

demiologically based family study in Roscommon County, Ireland. The morbid

risks for DSM-III-R-defined schizophrenia (American Psychiatric Association,

1987) were 9.2% in siblings and 1.3% in parents of probands. Thus, methodolog-

ically rigorous studies have confirmed the results of earlier studies in showing sub-

stantial familial aggregation for schizophrenia, and higher morbid risks in siblings

than in parents of probands.

High-risk studies

High-risk studies are variants of family studies that involve the longitudinal follow-

up of children or young adults regarded as being at high risk of schizophrenia

because they have one or more relatives (usually parents) affected by schizophre-

nia. There are ongoing studies in the USA (Nuechterlein, 1983; Erlenmeyer-

Kimling et al., 1995), Denmark (Jørgensen et al., 1987; Parnas et al., 1993), Israel

(Mirsky, 1995) and the UK (Byrne et al., 1999). As expected, such studies show high

rates of schizophrenia of 11–16% in the high-risk offspring on follow-up (Parnas

et al., 1993; Erlenmeyer-Kimling et al., 1995) However, the main focus has gener-

ally been on identifying premorbid predictors of schizophrenia (see Ch. 6).

Twin studies

The basic premise of twin studies is that if pairs of monozygotic (MZ) twins, who

inherit all of their genes in common, are more similar for a phenotype than pairs

of dizygotic (DZ) twins, who on average have 50% of their genes in common, a

genetic contribution to the phenotype can be inferred. This premise is based on a

number of assumptions.

The equal environments assumption

MZ and DZ twin pairs are assumed to share environmental risk factors for schizo-

phrenia to the same degree. The assumption would be invalid if MZ twins shared

environmental risk factors to a greater degree than DZ twins; in this case, a greater

resemblance for liability to schizophrenia in MZ than DZ twins could not be attrib-

uted solely to genetic factors. MZ twins do show more general environmental

sharing than DZ twins because they tend to socialize together more, and their

parents emphasize their similarities more (Kendler and Gardner, 1998). However,

concordance rates for schizophrenia are not predicted by the degree of environ-

mental sharing, as inferred from the degree of physical resemblance or length of

cohabitation of twins (Kendler, 1983; Cannon et al., 1998; Cardno et al., 1999a). To

our knowledge, in twin studies of schizophrenia, the assumption has not been
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tested for more specific measures of environmental sharing, for example being

dressed alike and having the same friends.

The effects of MZ twins having more similar environments can theoretically be

avoided by studying MZ twins who have been reared apart. However, such twins

are very rare, and those reported (see Gottesman and Shields, 1982) are probably

not representative. It is also theoretically possible to adjust for such effects in bio-

metrical modelling (see below), if they are found to be relevant.

The effects of environmental sharing in utero are unclear because they are diffi-

cult to measure. Such effects could potentially make MZ twins either more or less

similar (Martin et al., 1997). About 65% of MZ twins share a common chorion,

while DZ twins never do. A consequence of this shared blood supply could, on the

one hand, be to increase the chances that a viral infection would affect both twins;

on the other hand, competition for nutrition and sharing a crowded chorion could

result in differences in growth rates, as in the twin transfusion syndrome.

Comparison of monochorionic and dichorionic MZ twins could help to unravel

these effects (Rose et al., 1981; Martin et al., 1997). Davis et al. (1995) attempted to

do this using indirect indicators of chorionicity (such as mirroring of fingerprints)

and reported much higher concordance rates in those MZ pairs that were categor-

ized as monochorionic. However, this cannot be said to be a definitive study.

The risk of receiving the diagnosis is the same in monozygotic and dizygotic twins

This assumption would be invalid if MZ twins had a higher risk of receiving the

diagnosis of schizophrenia than DZ twins. In this case, a higher concordance in MZ

than DZ twin pairs would not be a result of MZ twins sharing a greater proportion

of susceptibility genes, but they would resemble each other because of factors

related to being a MZ twin. Most studies have found no significant differences in

the rates of schizophrenia in MZ versus DZ twins (Rosenthal, 1960 (Luxenburger

study); Kringlen, 1967; Fischer, 1973; Kendler and Robinette, 1983; Kendler et al.,

1996b). Three studies of schizophrenia have shown notable differences, but their

results have been inconsistent. The first study found a lower than expected rate in

MZ twins (Rosenthal, 1960 (Essen-Möller study)); the second found a higher than

expected rate (Tienari, 1963), and the third found a normal rate in MZ twins but a

higher rate in DZ twins (Kläning, 1999).

The risk of receiving the diagnosis is the same in twins and singletons

If this assumption were shown to be invalid, the results of twin studies could not

be extrapolated to the general population in a straightforward way. Most studies

have not found an excess of schizophrenia in twins (Rosenthal, 1960; Allen et al.,

1972; Fischer, 1973; Kendler et al., 1996b), but two studies have done so (Tienari,

1963; Kläning et al., 1996). The generalizability of twin studies can also be tested
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by extending studies to include other classes of relative and comparing these with

the results of the twin data alone (Martin et al., 1997).

Monozygotic twins are genetically identical

A range of noninherited influences could potentially make MZ twins genetically

discordant, for example differential trinucleotide repeat expansion or skewed X-

inactivation (McGuffin et al., 1994a; Martin et al., 1997). Such factors would be

labelled as nonshared environmental effects in the results of a standard twin study.

The same potential ascertainment biases apply to twin studies as we discussed

above for family studies. In addition, there may be selection for (i) twin status; (ii)

concordant pairs; and (iii) MZ pairs, by the rationale that such factors make twins

stand out as being unusual and, therefore, more likely to be referred for specialist

hospital treatment.

Twin pairs are usually counted probandwise (i.e. if both members of an affected

twin pair are independently ascertained, they are counted as two pairs). This

approach allows comparison between the general population morbid risk for the

diagnosis and the rate of the diagnosis in co-twins of probands, which is a pre-

requisite for calculating heritability estimates (see below). The alternative approach

is to count pairwise (i.e. each pair is counted once but this rate cannot be directly

compared with the population morbid risk). Thus, the resemblance for the diag-

nosis in twin pairs is initially expressed as the probandwise concordance rate, that

is, the number of concordant probandwise pairs divided by the total number of

probandwise pairs. A higher concordance rate in MZ than DZ pairs suggests a

genetic contribution to the diagnosis. There is no standard adjustment for variable

age of onset in twin studies; age correction is made problematic by the high corre-

lation for age of onset in MZ pairs. However, in twin studies of other phenotypes,

an adjustment has sometimes been made, for example using survival analysis

(Meyer et al., 1991).

Results

Early studies carried out before the introduction of operational diagnoses showed

pooled probandwise concordance rates of 46% for MZ and 14% for DZ pairs

(Gottesman and Shields, 1982). Pooled probandwise concordance rates have now

been calculated for studies that have employed operational diagnoses (Cardno and

Gottesman, 2000). For the four studies that employed DSM-III-R criteria (Onstad

et al., 1991a; Tsujita et al., 1992; Franzek and Beckmann, 1998; Cardno et al.,

1999b), the pooled rates were 57/114 (50.0%) for MZ and 4/97 (4.1%) for DZ pairs.

For the two studies that employed ICD-10 (World Health Organization, 1992) cri-

teria (Kläning, 1996; Cardno et al., 1999b), the rates were 28/66 (42.4%) for MZ

and 3/77 (3.9%) for DZ pairs. The results from the study of Cardno et al. (1999b)
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which employed both DSM-III-R and ICD-10 criteria, are shown in Table 10.1.

Therefore, more recent twin studies have confirmed the earlier investigations in

showing a pattern of results consistent with a genetic effect.

Adoption studies

There are three main types of adoption study.

1 Biological parent of adoptee as proband (adoptee study). Parents are ascertained

who (i) have been given a diagnosis of schizophrenia and (ii) have had a child

adopted away soon after birth. The risk of schizophrenia in their adopted chil-

dren is compared with the risk in adoptees who had unaffected biological

parents.

2 Adoptee as proband (adoptee’s family study). Adoptees with schizophrenia are

ascertained. The risk of schizophrenia is compared in their biological parents,

their adoptive parents and in the biological and adoptive parents of unaffected

control adoptees.

3 Cross-fostering design. The risk of schizophrenia is compared between adoptees

who have affected biological parents but unaffected adopting parents, and adop-

tees with unaffected biological parents but affected adopting parents.

In each case, if the risk of schizophrenia is higher in biological relatives of probands

(where genes but not environment are shared) than in the other control groups, a

genetic contribution to the illness is suggested.
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Table 10.1. Results of a twin study based on the Maudsley twin psychosis series

Probandwise

Schizophrenia
concordance rate

Best-fitting Heritability

diagnosis MZ (%) DZ (%) model estimate (% (95% CI))

RDC 20/49 (40.8) 3/57 (5.3) AE 82 (71–90)

DSM-III-Ra 20/47 (42.6) 0/50 (0.0) ADE 84 (19–92)

ICD-10a 21/50 (42.0) 1/58 (1.7) ADE 83 (7–91)

Notes:

MZ, monozygotic; DZ, dizygotic; CI, confidence interval; RDC, research diagnostic criteria

(lifetime-ever diagnosis); DSM-III-R, Diagnostic and Statistical Manual III–Revised; IDC-10,

International Classification of Disease 10th revision; AE, model comprising additive genetic

and individual-specific environmental effects; ADE, model comprising additive genetic, genetic

dominance and individual-specific environmental effects. (NB: best-fitting ADE models may

be artifacts of low DZ concordance rates; see text for details.)
a Main-lifetime diagnosis based on OPCRIT system (McGuffin et al., 1991).



With the exception of the study of Heston (1966), adoption studies of schizo-

phrenia have been carried out in Scandinavia, where systematic ascertainment can

be achieved by linking population registers with adoption registers and registers of

hospital treatment. There may be ascertainment biases relating to the identification

of probands via hospital treatment, as with family studies. In addition, adoptees

and their biological and adoptive parents may not be representative of the general

population (e.g. adoptees frequently have a family history of psychiatric illness).

Other potentially biasing factors include (i) rearing practices by adoptive parents

(who have passed screening by the adoption agencies) may be biased towards

health; (ii) correlations between the social classes of biological and adoptive parents

(this may arise if adoption agencies have tried to match biological and adopting

parents); and (iii) the partner of the psychotic parent whose child is sent for adop-

tion may not be representative of partners of people who have schizophrenia in

general (Gottesman and Shields, 1982).

Results

The early adoptee studies (Heston, 1966; Rosenthal et al., 1971), adoptee’s family

studies (Kety et al., 1994) and cross-fostering studies (Wender et al., 1974), which

did not use operational diagnoses, all showed higher rates of schizophrenia and

related disorders in the biological relatives of probands than in controls. The data

of Kety et al. (1994) from Denmark have been re-analysed applying DSM-III crit-

eria, with consistent results (Kendler et al., 1994a): 3 of 38 (7.9%) of first-degree

biological relatives of proband adoptees had DSM-III schizophrenia (American

Psychiatric Association, 1980), compared with 1 of 107 (0.9%) of first-degree rel-

atives of control adoptees (not age corrected). Also, an ongoing Finnish study

(Tienari et al., 1994) found a higher prevalence of DSM-III-R schizophrenia in the

adopted-away offspring of mothers with schizophrenia or a related disorder, com-

pared with control offspring (6/136 (4.4%) versus 1/186 (0.5%)).

Investigating the relative contribution of genetic and environmental factors

The consistent pattern of results across family, twin and adoption studies indicates

the existence of a genetic contribution to the aetiology of schizophrenia. The next

question is what size is this contribution?

The liability-threshold model

The relative contribution of genetic and environmental factors to the aetiology of

schizophrenia has most commonly been investigated in twins, because of their

genetic informativeness. The principles are derived from quantitative genetic
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approaches to continuous phenotypes, which generally involve investigating pat-

terns of phenotypic variances and covariances or correlations (Neale and Cardon,

1992; Falconer and Mackay, 1996). Similar approaches can be applied to a dichot-

omous phenotype, such as the presence or absence of a diagnosis of schizophrenia,

by assuming a liability-threshold model (Falconer, 1965). This postulates a hypo-

thetical continuous liability distribution in the general population, contributed to

by many genes of small effect and also environmental factors. Individuals below a

particular threshold on this liability distribution are unaffected, while those above

the threshold are affected.

Correlations in liability

Based on the liability-threshold model, correlations in respect of liability (or cor-

relations in liability) (Falconer and Mackay, 1996) for schizophrenia can be calcu-

lated. These are tetrachoric correlations that make use of data on the population

risk for schizophrenia, and the risk in a particular class of relative of probands.

Correlations in liability can be calculated using computer programs (Jöreskog and

Sörbom, 1988; Neale, 1999) and can be used to estimate the relative contribution

of genetic and environmental factors to the aetiology or, more correctly, to the var-

iance in liability to schizophrenia. This can be carried out with formulae that use,

for example, correlations in MZ and DZ pairs to calculate variance in liability con-

tributed by additive genetic effects (e.g. see McGuffin et al., 1994b); however, if the

sample is of adequate size, it is preferable to employ biometrical model fitting.

Biometrical model fitting

Biometrical model fitting (Neale and Cardon, 1992) is a process by which one can

formally test hypotheses concerning whether, and to what extent, various genetic

and environmental effects contribute to variation in a phenotype. For the analysis

of data on MZ and DZ twins this generally proceeds as follows:

1 A set of models is chosen that includes various combinations of genetic and envi-

ronmental effects. Commonly, the models specify phenotypic variance contrib-

uted by

a. nonshared environmental factors only (E model)

b. shared (or common) and nonshared environmental factors (CE model)

c. additive genetic and nonshared environmental factors (AE model)

d. additive genetic, shared and nonshared environmental factors (ACE model)

e. additive genetic, genetic dominance and nonshared environmental factors

(ADE model).

It is not possible to test a, d, c and e together using only data on twins reared

together because in this case there are four parameters to estimate from only
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three statistics: the correlation in liability for MZ pairs, that for DZ pairs and the

total variance in liability.

2 Equations are derived, for example from an approach such as path analysis (Neale

and Cardon, 1992), showing the relationships between (a) correlations in liability

for twins and (b) the parameters included in the model (e.g. a2, c2 and e2 in the ACE

model). This sets up a series of simultaneous equations to be solved. For example,

under the ACE model, risk in MZ twins is a2�c2, and risk in DZ twins is 1/2a2�c2.

3 The correlations in liability are inspected. Patterns of correlations that suggest

particular effects are as follows:

a. additive genetic rMZ�2rDZ

b. genetic dominance rMZ�2rDZ

c. shared environment rMZ�rDZ

d. nonshared environment�degree to which rMZ�1.0

If there are mixed effects (e.g. additive genetic and shared environment), the

expected pattern is between (a) and (c), that is, the value of rMZ is between 1

and 2 times rDZ.

4 The fit of each model is formally calculated using a computer program, such as

Mx (Neale, 1999) or  (Jöreskog and Sörbom, 1989). This involves an iter-

ative process in which the probability of obtaining the observed data is calculated

for estimates of the parameters in the model (e.g. a2, c2 and e2 for the ACE model),

until convergence is reached (i.e. when the parameter estimates have been found

that give the best agreement between the observed and expected correlations).

This is usually done by maximizing a likelihood function or minimizing a good-

ness-of-fit �2. The degrees of freedom for the model-fitting statistic is given by

the number of observed statistics minus the number of estimated parameters.

For a study of MZ and DZ twin pairs ascertained probandwise, there are three

observed statistics (MZ concordance, DZ concordance and total phenotypic var-

iance). So there are two degrees of freedom for the E model (3�1), one for the

CE and AE models (3�2), and none for the ACE and ADE models (3�3). A

good model has a fit with a high (nonsignificant) p value.

5 The fits of nested models are compared. Thus, models can be compared where

one model is a submodel of the other, for example ACE can be compared with

AE, CE and E. However, CE and AE, for example, cannot be compared. The fit

of models is compared using a �2 difference test, with degrees of freedom equal

to the difference between the degrees of freedom of the models being tested, for

example one degree of freedom for ACE versus AE.

6 The best model is chosen on the grounds of goodness-of-fit and parsimony.

Thus, if two models do not differ significantly in goodness-of-fit, the model with

fewer parameters is chosen. Criteria such as the Akaike Information Criteria
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(AIC), which is an index of the balance of goodness-of-fit and parsimony, can

also be used.

7 The accuracy of the parameter estimates can be assessed by calculating, for

example, 95% confidence intervals (CI).

Results

Two recent studies have employed these methods. First, Cannon et al. (1998)

applied biometrical model fitting to a Finnish population-based sample with clin-

ically diagnosed schizophrenia. The AE model fitted best and suggested that 83%

of the variance in liability to schizophrenia was owing to additive genetic effects (i.e.

there was a heritability of 83%), with the remaining 17% owing to individual-

specific environmental effects.

Similarly, Cardno et al. (1999a) applied model fitting to a sample based on the

Maudsley Hospital Twin Register, in London. Heritability estimates for three oper-

ational definitions of schizophrenia (RDC (Research Diagnostic Criteria; Spitzer et

al., 1990), DSM-III-R and ICD-10) are shown in Table 10.1 and were very similar

to those found by Cannon et al. (1998). The relatively wide CI values for DSM-III-

R and ICD-10 schizophrenia were generated in the best-fitting model (ADE), sug-

gesting that genetic dominance effects entirely accounted for the heritabilities. This

appeared to be an artifact of the low DZ concordance rates: adding one concordant

DZ pair to the analysis resulted, in both cases, in heritabilities accounted for by

additive genetic effects (AE model: for DSM-III-R a2�83% (95% CI 72–91); for

ICD-10 a2�82% (95% CI 71–90)). Patterns of inheritance in schizophrenia are

compatible with the occurrence of some dominance or epistatic effects (Risch,

1990), but it is unlikely that a twin study of this size would be able to detect such

effects reliably.

Therefore, model-fitting analyses suggest that schizophrenia is under a strong

genetic influence, and that the heritability estimates do not differ greatly according

to which diagnostic system is employed. However, it should be noted that the

sample sizes were probably too small to exclude with confidence any common envi-

ronmental effects as well as genetic dominance or epistasis. Also, it would be valu-

able to test the general representativeness of these results by performing further

model fitting including data from family studies.

It is perhaps only fair to point out that not all researchers accept either the rep-

resentativeness of the twin data or the model fitting. Some researchers who empha-

size environmental effects dispute the assumptions made in heritability

calculations and instead prefer to quote the population attributable risk. For

example, Mortensen et al. (1999) estimated that the proportion of schizophrenia

attributable to being born in an urban area was 34.6% compared with only 5.5%

for having a parent or sibling with schizophrenia. However, it is important to note
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that determining the risk of schizophrenia in relatives is not the same as determin-

ing genetic risk, which will require information on risks associated with as-yet

unidentified susceptibility genes.

What is the mode of inheritance?

Given the evidence for a substantial genetic contribution to the aetiology of schizo-

phrenia, methods such as complex segregation analysis (Lalouel and Morton, 1981)

have been used in an attempt to identify the most likely mode of inheritance. This

is also a model-fitting approach, in this case based on the pattern of inheritance of

schizophrenia shown by families. Commonly a mixed model (Morton and

MacLean, 1974), in which there are both major gene and polygenic effects, is com-

pared with the submodels of a single major locus and polygenic inheritance. Large

sample sizes are required to distinguish between models, especially the polygenic

and mixed models, which has limited the practical usefulness of segregation anal-

ysis as applied to schizophrenia to date.

Complex segregation analysis and related approaches have shown that the

pattern of risks in family and twin studies is not compatible with a model in which

a single locus accounts for all of the genetic liability to schizophrenia (O’Rourke et

al., 1982; Risch and Baron, 1984; McGue et al., 1985). However, it has not been pos-

sible to distinguish between a polygenic and a mixed model as best fitting (Risch

and Baron, 1984). The pattern of risks in family studies, in which the risk decreases

rapidly as the degree of genetic relatedness decreases, is also compatible with a

model of multiple loci with epistasis (i.e. interaction between genes) (Risch, 1990).

What exactly is transmitted?

Is the genetic liability to schizophrenia specific?

Quantitative genetic studies have found evidence that a number of other disorders

probably share at least some genetic risk factors with schizophrenia. Relatives of pro-

bands with schizophrenia have elevated risks of schizoaffective disorder (Gershon et

al., 1982; Kendler et al., 1986, 1993a; Maier et al., 1993) and schizotypal and para-

noid personality disorders (Kendler et al., 1993b). In addition, there is some evidence

for familial coaggregation between schizophrenia and schizophreniform disorder,

and psychosis not otherwise specified (Kendler and Walsh, 1995), as well as evidence

of familial aggregation with psychotic affective disorders (Kendler et al., 1986,

1993a), especially when the psychotic symptoms are mood incongruent (Maier et

al., 1992). However, this last finding remains controversial, and two high-risk studies

have not found an excess of psychotic affective disorders among offspring of parents

with schizophrenia (Parnas et al., 1993; Erlenmeyer-Kimling et al., 1995).
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The ‘schizophrenia spectrum’

In the adoption studies of Kety et al. (1971), the term ‘schizophrenia spectrum’ was

coined to encompass a broad range of disorders including chronic, acute, border-

line, and possible schizophrenia. This group of disorders was found to have a higher

prevalence in biological relatives than controls. Subsequently, in the reanalysis that

applied DSM-III criteria (Kendler et al., 1994a), spectrum disorders were defined

as schizophrenia, schizoaffective disorder mainly schizophrenic subtype, and

schizotypal and paranoid personality disorders. The prevalence of spectrum disor-

ders was 16 of 68 (23.5%) among first-degree biological relatives of adoptee pro-

bands with spectrum disorders, compared with only 5 of 107 (4.7%) among

first-degree relatives of controls. In the study of Tienari et al. (1994), who used

DSM-III-R criteria, their ‘soft spectrum’ included schizophrenia, schizophreni-

form disorder, delusional disorder and nonpsychotic personality disorders. The

prevalence was 43 of 155 (27.7%) in offspring of mothers with spectrum disorders

compared with 26 of 186 (14.0%) in control offspring.

In the Finnish twin sample we discussed above, Cannon et al. (1998) investigated

whether clinically defined schizophrenia and other psychoses lie on a single contin-

uum of liability. This analysis was based on a liability-threshold model with multi-

ple thresholds (Reich et al., 1972) in which schizophrenia and other psychoses are

assumed to share the same aetiological risk factors but a higher level of liability is

required for schizophrenia to be expressed than for other psychotic disorders. The

multiple-threshold model did not fit well, suggesting that schizophrenia and other

psychoses do not lie on a single liability continuum. However, comparison with

alternative models was not performed.

In the Maudsley twin sample, Cardno et al. (2002) performed a more general

investigation of whether RDC schizophrenia, schizoaffective disorder and mania

have genetic and environmental risk factors in common, when these disorders were

defined on a nonhierarchical basis that allowed within-person comorbidity

between disorders (i.e. a schizophrenic twin who had in the past met criteria for

mania would be regarded as showing within-person comorbidity). They used a

correlated liability model (Neale and Kendler, 1995) to test whether the three pos-

sible pairings of these disorders had significant additive genetic and individual-

specific environmental correlations in order to indicate the extent to which such

effects were shared in common between the disorders. Significant additive genetic

correlations were found for each pairing, but environmental correlations were non-

significant. Analyses of all three disorders together under independent and

common pathway models (Neale and Cardon, 1992) were consistent with schizo-

phrenia and mania having both shared and diagnosis-specific genetic effects, while

schizoaffective disorder had only genetic effects that were also shared with the other

disorders. These results are consistent with those of Cannon et al. (1998) in sug-
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gesting that schizophrenia is genetically related to other psychoses but does not

share all of its risk factors with them.

‘Splitting’ the schizophrenia syndrome

Subtypes of schizophrenia

The clinical variation among people suffering from schizophrenia has prompted

numerous investigations to determine whether genetically distinct subtypes exist

within the syndrome of schizophrenia. Most studies have investigated the degree of

familial aggregation of classical schizophrenia subtypes (e.g. paranoid, hebe-

phrenic) in pairs of affected siblings or twins. Since siblings selected on the basis

that both have schizophrenia are likely to share most genetic risk factors in

common, they would be expected to be highly concordant for schizophrenia

subtype if the subtypes were genetically distinct.

In studies of affected sibling pairs, schizophrenia subtypes show only a modest

degree of familial aggregation (Kendler and Adler, 1984; Kendler et al., 1997;

Cardno et al., 1998), and a similar pattern of partial homotypia for subtype has

been found in samples of concordant MZ twins (Gottesman and Shields, 1972;

Farmer et al., 1984; McGuffin et al., 1987; Onstad et al., 1991b).

Nevertheless, twin studies have shown significantly higher MZ concordance

rates for schizophrenia when probands had hebephrenic or nonparanoid subtypes

than paranoid subtypes (Gottesman and Shields, 1972; Farmer et al., 1984;

McGuffin et al., 1987; Onstad et al., 1991b). Also, most (reviewed by Kendler and

Davis, 1981; McGuffin et al., 1987), but not all (Kendler et al., 1988, 1993c,d, 1994b;

Kendler and Gardner, 1998), family studies (and a high-risk study: Jørgensen et al.,

1987) have found higher familial risks for schizophrenia when probands had hebe-

phrenic or nonparanoid subtypes, compared with paranoid subtypes.

Consequently, although classical schizophrenia subtypes are not totally genet-

ically distinct from each other, they could differ quantitatively on a single liability

continuum with multiple thresholds. Such a view postulates that the hebephrenic

or nonparanoid subtype has a higher familial loading for schizophrenia than the

paranoid subtype and represents a more extreme subtype than paranoid schizo-

phrenia on the liability continuum. However, to our knowledge, this hypothesis has

not been formally tested by model fitting on twin data.

Symptom dimensions

A similar pattern of only modest familial aggregation is seen when clinical variation

within schizophrenia is subclassified in other ways, for example in terms of psy-

chotic symptom dimensions derived from factor analysis (Burke et al., 1996;

Kendler et al., 1997; Loftus et al., 1998; Cardno et al., 1999a), individual psychotic

symptoms (Kendler et al., 1997; Cardno et al., 1998) or illness course (Kendler et al.,
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1997; Cardno et al., 1998). Most studies have found no relationship between famil-

ial risk of psychoses and severity of positive symptoms in probands (Dworkin and

Lenzenweger, 1984; Kendler et al., 1994c; Cardno et al., 1997; van Os et al., 1997).

Some studies have found an increased familial risk associated with severity of neg-

ative symptoms (Dworkin and Lenzenweger, 1984; Verdoux et al., 1996), though

others have not (Kendler et al., 1994c; Cardno et al., 1997). Finally, some studies

have found increased familial risk associated with severity of disorganized symp-

toms (Cardno et al., 1997; van Os et al., 1997). In short, psychotic symptom dimen-

sions consistently show only modest familial aggregation in affected sibling pairs,

and rather weak and inconsistent relationships with familial risk of psychoses.

Age at onset

The pattern of results described above is similar to that found for age of onset in

schizophrenia, which has been studied more extensively than other clinical vari-

ables to date. There is evidence of an important genetic contribution to age at onset

of schizophrenia (Kendler et al., 1987; Cannon et al., 1998) with modest correla-

tions in affected sibling and DZ twin pairs of around 0.3, and correlations in

affected MZ twin pairs of around 0.7. A number of studies have shown higher

familial risk to be associated with earlier age of onset (Kendler and MacLean, 1990;

Pulver and Liang, 1991; Sham et al., 1994; Suvisaari et al., 1998). For example, Sham

et al. (1994) showed that the morbid risk of schizophrenia is greater among the rel-

atives of those probands who had an onset before rather than after age 21 years. The

same group subsequently showed (Howard et al., 1997) that morbid risk in rela-

tives was lowest for those with schizophrenia-like illnesses who presented for the

first time in old age. However, other studies have found no significant relationship

between familial risk and age of onset (Kendler et al., 1987, 1996a). This may be

because the relationship is weak and, therefore, difficult to detect. Consistent with

this, Neale et al. (1989) applied model fitting to a US veteran twin sample and found

evidence that the genetic contribution to variation in age of onset in schizophrenia

is predominantly caused by modifying genes, rather than susceptibility genes.

To the extent that susceptibility genes have some effect on clinical heterogeneity

in schizophrenia, greater familial morbid risk tends to be associated with more

severe illness (hebephrenic, negative, disorganized), earlier age of onset and also

poor premorbid adjustment (Dworkin et al., 1991; Cardno and Gottesman, 2000).

Therefore, some genes at least may be operating through a process of aberrant

neurodevelopment.

Studies of endophenotypic abnormalities in twins and relatives

Studies of discordant twin pairs

Pairs of MZ twins where one has schizophrenia and the other does not offer impor-

tant research opportunities. Two studies have shown that the risk of schizophrenia-
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like psychosis is similar in the offspring of both the affected and unaffected MZ

twins (Gottesman and Bertelsen, 1989; Kringlen and Cramer, 1989). This implies

that unaffected co-twins of affected MZ probands carry susceptibility genes for

schizophrenia but have not expressed the phenotype. In view of this, studies of

differences between the members of discordant MZ pairs offer the possibility of

shedding light on noninherited or epigenetic mechanisms that contribute to the

multifactorial aetiology of schizophrenia.

Following this logic, several groups have carried out brain imaging on MZ pairs

discordant for schizophrenia. The first such study on twins from the Maudsley

Register used computed tomographic (CT) scanning to demonstrate that the ill

twins had larger ventricle to brain ratio (VBR) than their well co-twins, but never-

theless the well co-twins had greater VBR than normal control twin pairs (Reveley

et al., 1982). This implies that both members of the discordant pair have inherited

a tendency to increased cerebral ventricular size, and that this was then com-

pounded by the operation on the affected twin of some additional environmental

factor. Reveley and colleagues (1984) suggested that this additional factor might be

pre- or perinatal hazards. These findings and speculations were supported by a

series of magnetic resonance imaging (MRI) studies of MZ twins discordant for

schizophrenia that had been collected by the US National Institute of Mental

Health (Torrey et al., 1994). The affected twins had larger lateral ventricles and

smaller hippocampal volume (Suddath et al., 1990), as well as smaller total brain

volume (Noga et al., 1996), than their unaffected co-twins. Recently, McNeil et al.

(2000) re-examined this sample and reported that the MZ twins with the largest

lateral ventricles and smallest hippocampi compared with their well co-twins were

those who had been subjected to the most severe perinatal complications.

Other studies of discordant pairs have investigated cognitive function (Goldberg

et al., 1993, 1995), eye tracking (Litman et al., 1997), electroencephalogram (EEG)

patterns (Stassen et al., 1999), obstetric complications (McNeil et al., 1994) and

dermatoglyphic patterns suggestive of aberrant fetal development during the

second trimester (Markow and Gottesman, 1989; Davis and Bracha, 1996). These

findings have made important contributions to the hypothesis that aberrant neuro-

development contributes to schizophrenia in at least a proportion of patients

(Murray, 1994).

Phenotypic abnormalities in relatives

A number of investigators have asked whether the first-degree relatives of people

with schizophrenia show any of the same abnormalities as their schizophrenic kin.

One of these studies, the Maudsley Family Study, carried out MRI scans in patients

and their well relatives from families with several schizophrenic members – these

families were deliberately sampled on the basis that they were assumed to transmit

a high genetic loading (Sharma et al., 1998). The study particularly focused on
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relatives who appeared to be transmitting liability to the disorder, for example a

parent who, although well himself/herself, had a schizophrenic parent and child.

These so-called ‘obligate carriers’ showed a similar increase in lateral ventricular

volume to the patients themselves; other relatives were midway between patients

and controls, as one might expect from a group where some, but not all, of whom

are carrying susceptibility genes.

The Maudsley Family Study went on to contrast schizophrenic patients with a

strong family history of the disorder and no obstetric complications with their

counterparts who had no such family history but had been subject to obstetric

complications (Stefanis et al., 1999): the latter but not the former group showed a

decreased volume of the left hippocampus. This tends to confirm the work of

McNeil et al. (2000), which suggested that decreased hippocampal volume in

schizophrenia is a consequence of early environmental damage.

A variety of other abnormalities have been found in these well relatives. For

example, the Maudsley Family Study reported that relatives show the same delay in

the P300 event related potential that patients have (Frangou et al., 1997).

Furthermore, some but not all families seem to transmit eye tracking abnormalities

(Crawford et al., 1998) and relatives also show an excess of higher or integrative

neurological signs (Griffiths et al., 1998). Neuropsychological deficits similar to

those found in schizophrenic patients were also found in some of the relatives.

Gene–environment interaction

How are we to reconcile evidence that there is a major genetic component to schizo-

phrenia and yet environmental factors appear to play an important role, for

example in determining some of the structural abnormalities found in the brains

of people with schizophrenia? (Models of gene–environment interaction are dis-

cussed in Ch. 12.) According to one model, individuals vary in their sensitivity to

adverse environmental circumstances, and genetically sensitive individuals are

more likely to develop psychiatric illness when exposed to certain environments

than others. For example, Cannon et al. (1993) reported an association between

exposure to obstetric complications and ventricular enlargement, and this associ-

ation was especially pronounced among the offspring of mothers with psychosis.

These findings led Cannon and his colleagues to conclude that part of the genetic

susceptibility to schizophrenia may be a sensitivity to hypoxic-ischaemic damage

at birth. These studies are outlined in detail in Chapter 13.

A similar gene–environment interaction was reported in the Finnish Adoptive

Family Study, where the risk of developing schizophrenia spectrum disorders was

higher in the adopted-away offspring of schizophrenic individuals but only in those

who were exposed to a dysfunctional adoptive family rearing environment (Tienari

et al., 1994).
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Gene–environment interaction may also be the explanation for striking findings

from two studies (Sugarman and Craufurd, 1994; Hutchinson et al., 1996) that exam-

ined the relatives of African-Caribbeans with schizophrenia living in England. This

population is known to have a much increased incidence of schizophrenia, which is

not shared by those living in the Caribbean (Wessely et al., 1991; van Os et al., 1996;

see Ch. 4). While the risk for parents of African-Caribbeans with schizophrenia living

in the UK was not examined in comparison with that for the parents of white schizo-

phrenics, the risk of schizophrenia among siblings of the second generation (i.e.

those born in England) was remarkably high, at up to six times higher than in sib-

lings of white patients. These findings are compatible with the view that some envi-

ronmental effect present in the UK but not the Caribbean is operating upon the

second generation and increases risk in those who are genetically vulnerable.

Another question is whether individuals with certain genotypes may select envi-

ronments that increase risk of the illness. For example, there is considerable evi-

dence that abuse of certain drugs can increase the risk of schizophrenia. As noted

in Chapter 16 of this volume, the first-degree relatives of individuals with cannabis-

associated psychosis have an increased morbid risk of psychosis (McGuire et al.,

1995). It may be that some individuals turn to the abuse of cannabis in an attempt

to self-treat psychiatric symptoms to which they are genetically predisposed; it

could equally be that among those individuals who abuse cannabis, it is those who

have a genetic predisposition who are particularly likely to develop psychosis.

Conclusions and implications

There can be no doubt that schizophrenia is under a considerable genetic influence.

The evidence of twin and family, as well as molecular genetic, studies indicates that

this is not linked to the inheritance of a single major gene. Rather a number of such

genes are likely to be involved. Some of these are shared with liability to other psy-

choses and to minor variants of the syndrome, termed schizophrenia spectrum dis-

orders. One of the questions is whether the predisposition is actually to the

syndrome per se or whether the so-called susceptibility genes are actually for traits

found in the general population. There is some evidence, for example, that schizo-

typal characteristics in the general population are as heritable as schizophrenia

itself (Linney et al., 2001).

If we accept the polygenic model, then the question is what do the individual

genes transmit. Increasingly, studies are examining the relatives of schizophrenics to

ascertain exactly what is transmitted. The evidence suggests that some families

transmit a liability to traits for minor deviations that are relatively innocent in them-

selves, for example slightly decreased brain volume or a childhood intelligence quo-

tient a few points lower than that of their siblings. However, when an individual is
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unlucky enough to inherit several of these, perhaps confounded by early environ-

mental (e.g. perinatal hypoxia) or other hazards (e.g. cannabis abuse), then the

cumulative effect of these risk factors may propel the individual past a threshold for

the expression of symptoms.

An implication for molecular genetic studies is that defining the phenotype

solely in terms of an operational diagnosis of schizophrenia may be inadequate. It

may be more appropriate to adopt a fairly broad phenotype initially that includes

the range of functional psychoses (and schizotypal and paranoid personality dis-

orders, if feasible) and also to collect a wide range of good-quality phenotypic data

including symptom profile, illness history and comorbidity variables, as well as

making operational definitions. In addition, it would be valuable to obtain infor-

mation on variables such as cognitive test performance, obstetric complications,

neurophysiological measures and brain imaging in at least a representative subsam-

ple. Collecting this amount of phenotypic data is a major undertaking, but it would

allow the relationship between genotypic and phenotypic variation to be explored

in much more depth than has been possible so far.
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A genetic component to the aetiology of schizophrenia was established early in this

century (Jablensky, 1999) but, apart from this, the aetiology still remains some-

thing of a mystery. In recent years, epidemiologists have tended to study environ-

mental factors associated with disease (Ch. 5) whereas geneticists have focused on

the application of model-fitting approaches to try to quantify the genetic compo-

nent (Ch. 10) or on developing specialized methods to map and identify suscepti-

bility genes. However, it is becoming increasingly clear that the identification of

specific genes that increase risk factors will be greatly aided by the appropriate

application of epidemiological principles. Moreover, geneticists and epidemiolo-

gists will need to work even more closely together once such genes are identified in

order to establish the impact of specific genetic risk factors on populations and to

study the interactions of these factors with each other and with environmental

factors.

Schizophrenia is a complex, multifactorial condition that results from the influ-

ence of both genetic and environmental factors. Our understanding of other

complex disorders has shown us that it is more productive to consider how these

factors might be operating together to bring about disease rather than to classify

them as distinct aetiological processes, since identified risk factors appear to be

neither sufficient, nor always necessary, to cause disease. Additionally, the division

between genetic and environmental causation is not always clear. For example, phe-

nylketonuria may be considered as 100% genetic (eliminating all the disease genes

from the population would eradicate the disease) or as 100% environmental (remov-

ing all phenylalanine from the environment would also eradicate the disease).

The diagnosis of schizophrenia covers patients with a variety of symptoms,

courses, outcomes and responses to treatment, but despite considerable effort and

ingenuity it has not been possible to delineate aetiologically distinct subgroups, or

to establish clearly pathogenic mechanisms. In spite of these difficulties, the use of

structured and semi-structured interviews together with explicit operational diag-
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nostic criteria means that it is often possible to achieve high degrees of diagnostic

reliability and to define a syndrome with high heritability. However, we have to

accept that the disorder, as defined by current diagnostic criteria, may include a

number of heterogeneous disease processes and that this will hinder any attempts

at identifying aetiological factors.

The nature of the genetic effect

Historical observations that schizophrenia runs in families led to a number of

family, twin and adoption studies, which, despite some variation in results, overall

provide strong evidence for a genetic component to this disorder, with even con-

servative estimates suggesting a heritability of greater than 60% (McGuffin et al.,

1994). These data are reviewed in detail in Chapter 10 of this volume.

While it is clear from these studies that there is a genetic contribution to schizo-

phrenia, it is equally clear that what is inherited is not the certainty of disease

accompanying a particular genotype but rather a predisposition or liability to

develop the disorder. Moreover, twin and adoption studies have also shown that

schizophrenia shares familial, and probably genetic, liability with a range of other

psychotic illnesses (Kendler et al., 1993a) and personality disorders, such as schizo-

typal personality disorder (Kendler et al., 1993b), collectively known as the schizo-

phrenia spectrum disorders.

Studies on the recurrence risk in various classes of relative allow us to exclude

the possibility that schizophrenia is a single-gene disorder or a collection of single-

gene disorders even when incomplete penetrance is taken into account (O’Rourke

et al., 1982; McGue et al., 1985). Rather, the mode of transmission, like that of other

complex disorders, is complex and nonmendelian (McGue and Gottesman, 1989).

The commonest mode of transmission is probably oligogenic (a small number of

genes of moderate effect), polygenic (many genes of small effect) or a mixture of

the two (McGuffin et al., 1995). However, the number of susceptibility loci, the

disease risk conferred by each locus and the degree of interaction between loci all

remain unknown.

The contribution of individual genes to the familiality of a disorder can be

expressed in terms of �s, which is the relative risk to siblings resulting from posses-

sion of the disease allele (Risch, 1990). Risch (1990) has calculated that the data for

recurrence risks in the relatives of probands with schizophrenia are incompatible

with the existence of a single locus of �s�3 and, unless extreme epistasis (interac-

tion between loci) exists, models with two or three loci of �s 2 are more plausible.

It should be emphasized that these calculations are based upon the assumption that

the effects of genes are distributed equally across the whole population. It is quite

possible that genes of larger effect are operating in a subset of patients.
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Although the weight of evidence from genetic epidemiology suggests that genes

play a substantial role in the aetiology of schizophrenia, it is equally clear from twin

studies that environmental factors must also play a role. There are a number of

genetic mechanisms, such as somatic mutation, genomic imprinting and mito-

chondrial inheritance, that could cause phenotypic differences, including discor-

dance, between monozygotic twins and that would, therefore, contribute to the

so-called ‘environmental’ effects observed in twin studies (McGuffin et al., 1995;

Morgan et al., 1999), emphasizing that the distinction between genetic and envi-

ronmental factors is not always as straightforward as at first appears. It is also pos-

sible that stochastic factors could play a role in mediating the effects of genotype

on phenotype, particularly where a complex process such as brain development is

concerned (McGuffin et al., 1995). These too would inflate the contribution of

environmental effects estimated from twin and adoption studies. However, inter-

actions between genes and environment tend to be included in the ‘genetic’ com-

ponent of models; for example, phenylketonuria, as discussed above, is regarded

very much as a genetic disorder. One way of describing the relationship between

genes and environment, therefore, is to say that the disease occurs when one’s genes

are not adapted to one’s environment. These issues are discussed further in Chapter

12.

Gene mapping strategies

Two main groups of strategies are used to identify genes in complex disorders:

linkage and association. In linkage studies, the aim is to identify alleles that segre-

gate with the disease in families with two or more affected individuals. This

approach can detect the presence of genes over large chromosomal distances and,

therefore, is readily applicable to genome-wide studies. It is ideally suited to detect-

ing genes in monogenic disorders, but its power to detect genes of moderate-to-

small effect is limited.

In association studies, the unit of study is a sample of unrelated people usually

in the form of a case-control design. Here the aim is to detect alleles that are more

(or less) common in cases than in controls. Association studies have considerable

power to detect the genes of small effect that are most likely to be operating in

complex disorders such as schizophrenia, but they depend upon the marker studied

being either the pathogenic variant itself or so close to it as to be in linkage disequi-

librium (LD) with it. LD refers to the nonrandom association in a population of

alleles at two closely linked loci and can occur when most cases of a disease are

caused by a mutation in a common ancestor, known as a founder mutation. The

disequilibrium will be eroded by recombination during meioses, and, therefore, for

LD to be maintained over many generations, marker alleles need to be much closer
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to susceptibility loci than they do for linkage-based studies. A systematic, genome-

wide search for association would, therefore, require many thousands of markers.

Linkage studies

The first wave of molecular genetic studies of schizophrenia effectively ignored the

evidence for genetic complexity by focusing on large multiply affected pedigrees on

the assumption that aetiological heterogeneity exists and that such families, or at

least a proportion of them, are segregating genes of major effect. This approach has

been successful in other complex disorders, particularly Alzheimer’s disease, where

mutations in three genes, APP, PS1 and PS2, are now known to cause rare forms of

the disorder in which disease of unusually early onset is inherited in an autosomal

dominant fashion (Goate et al., 1991; Levy-Lahad et al., 1995; Sherrington et al.,

1995). Similar studies of large families segregating schizophrenia and related phe-

notypes also initially produced positive findings (Sherrington et al., 1989) but

unfortunately these could not be replicated. The reasons for this have become clear

as data from systematic genome scans have accumulated. It seems likely that highly

penetrant mutations causing schizophrenia are at best extremely rare and quite pos-

sibly nonexistent (Craddock et al., 1995; McGuffin and Owen, 1996), with type I

errors arising largely from a combination of multiple testing and the use of statisti-

cal methodology and significance levels derived from work on single-gene disorders.

In spite of the failure to identify genes of major effect in multiply affected fami-

lies, moderately significant evidence for linkage has been found in more than one

dataset in several chromosomal regions. Areas implicated include 6p24–22,

8p22–21 and 22q11–12 (reviewed by McGuffin and Owen, 1996; Moldin and

Gottesman, 1997) for which supportive data have also been obtained from interna-

tional collaborative studies (Schizophrenia Collaborative Linkage Group, 1996;

Schizophrenia Collaborative Linkage Group for Chromosomes 3, 6 and 8, 1996).

More recent findings include those on 13q14.1–q32 (Lin et al., 1995; Blouin et al.,

1998; Brzustowicz et al., 1999), 5q21–q31, 18p 22–21 and 10p15–p11 (Schwab et al.,

1997, 1988a,b; Straub et al., 1997, 1998; Faraone et al., 1998). However, in each case

there are negative as well as positive findings, and in only one case, that of chromo-

some 13q, did any single study achieve genome-wide significance at p�0.05.

The pattern of findings from linkage studies of schizophrenia demonstrates

several features that are to be expected in the search for genes involved in disorders

that have a predisposition through the combined action of several genes of moder-

ate effect (Lander and Schork, 1994; Suarez et al., 1994; Lander and Kruglyak,

1995). First, no finding replicates in all datasets; second, levels of statistical signifi-

cance and estimated effect sizes are usually modest; and third, chromosomal

regions of interest are typically broad (often �20–30 centimorgans).

Unfortunately, it is debatable, at present, whether the statistical support for linkage
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associated with any of the regions is sufficiently strong to warrant large-scale and

expensive efforts aimed at cloning putative linked loci, given that some or all of

these findings could be type I errors.

Williams et al. (1999) conducted the largest systematic search for linkage in

affected sibling pairs (ASPs) with schizophrenia published to date, with a power of

�0.95 to detect a susceptibility locus of �s�3 at a genome-wide significance of 0.05,

and a power of 0.70 to detect a locus of �s�2. However, none of the findings

approached a genome-wide significance of 0.05, corresponding to Lander and

Kruglyak’s (1995) definition of ‘significant’ linkage. Under the assumption of no

dominance variance, Williams and colleagues were able to exclude susceptibility

genes with effects of �s�3 and �s�2 from 82.8% and 48.7% of the genome, respec-

tively, while genes with an effect size of �s�1.5 could only be excluded from 9.3% of

the genome. Of course it remains possible that susceptibility alleles of larger effect

may be more common in other samples owing to diagnostic, ethnic or geographical

differences, or when families containing multiple affected members are studied.

However, this search does demonstrate that, while progress has been made in pursuit

of genes using linkage methods, so far linkage has largely enabled delineation of

what is not the case rather than the unequivocal location of susceptibility genes.

Linkage methods can detect smaller-sized genetic effects of the magnitude likely

to be operating in schizophrenia (�s 1.5–3) in sample sizes that are realistic

(600–800 ASPs) (Hauser et al., 1996; Scott et al., 1997) but considerably larger than

those used to date. Priority should now be given to collecting such samples using

common and robust clinical methodology. However, if schizophrenia does just

reflect the operation of many genes of small effect, then even these large-scale

studies will be unsuccessful.

Association studies

Once genes of small effect are sought (i.e. those conferring a risk in siblings relative

to the population of �1.5), the number of families that are required for linkage

studies becomes prohibitively large (Hauser et al., 1996). Allelic association studies

offer a powerful means of identifying such genes in realistically sized samples of

unrelated cases. The requirement for markers to be themselves the susceptibility

locus, or at least very close to it, means that this approach is ideally suited to the

study of polymorphisms within candidate genes. The main problem with this

approach is that we have such limited knowledge about the pathogenesis of schizo-

phrenia that there are potentially thousands of genes that could be candidates for

involvement with the disorder, most of which are yet to be identified/sequenced.

Given the difficulties and expense inherent in these types of study, some may

question whether any priority should be given to finding such genes of small effect,

though of course if a risk factor is common in the population then it can be asso-
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ciated with a high attributable risk, even though the relative risk may be low. For

example, in schizophrenia, the population attributable fraction associated with

possession of allele C of the T102C polymorphism in the 5-hydroxytryptamine

type 2A receptor (5HT2A) is 0.35 (Williams et al., 1997). Furthermore, even asso-

ciations of small effect provide evidence that a particular pathway is involved in a

disease process, which is extremely important because, historically, it has been diffi-

cult to distinguish between biological measurements that are a consequence of a

psychiatric disorder rather than a cause (cf amyloid precursor protein and

Alzheimer’s disease). Independent findings from genetics can, therefore, provide a

firm foundation for further research efforts into these pathways and their modula-

tors in the search for other aetiological factors, both genetic and environmental.

Some positive results for allelic association in schizophrenia have already been

found (Williams et al., 1997, 1998), though once again conflicting results have been

reported. Unfortunately, association studies are prone to type I errors, the most

likely reasons being the low prior odds of association and the multiple testing

involved (Owen et al., 1997; Risch and Teng, 1998), a problem that will be even

more significant when genome-wide scans are undertaken. Additionally, associa-

tion studies are heavily influenced by population structure, and confounding may

occur owing to population stratification, resulting in different allele frequencies at

the marker locus in the cases and controls. In fact, there are relatively few proven

examples of population stratification causing false associations.

Family-based association studies

Family-based association methods can be used to avoid the effects of population

stratification. In these studies, other family members, usually parents, are geno-

typed and the number of alleles transmitted to the affected proband is compared

with the nontransmitted parental alleles, which thus make up a notional control

group matched with the probands for parental origin (Ewens and Spielman, 1995;

Schaid and Rowland, 1998). However, family members are difficult to sample in

many instances and especially in adult disorders. These studies also lack power in

many situations (Risch and Teng, 1998) and offer less potential for future studies

of interaction between genetic and environmental risk factors than traditional

case-control designs.

Spurious associations may also arise from confounding caused by recent admix-

ture and selection or drift between unlinked loci (Khoury and Beaty, 1994; Lander

and Schork, 1994; Weeks and Lathrop, 1995). Confounding can be controlled for

through various analytic strategies, with stratification and logistic regression being

the methods most commonly used for case-control studies.

The most successful application of the association approach in psychiatric genet-

ics has been the identification of the e4 allele of the gene encoding apolipoprotein
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E (APOE) as a risk factor for Alzheimer’s disease (Corder et al., 1993). It has usually

been assumed that the lack of replicated findings in schizophrenia reflect the ten-

dency of association studies to produce type I errors. However, we should not dis-

count the possibility of type II errors since, where small effects (odds ratios of

approximately 1.2–1.5) are concerned, larger samples than those used in many

studies may be required to have adequate power to achieve replication. For

example, an association between schizophrenia and allele C of the T102C polymor-

phism in the gene for 5HT2A was recently observed in a large collaborative study

(Williams et al., 1996). A number of small ‘failures to replicate’ have been pub-

lished, but a meta-analysis of all published data, which included over 3000 subjects,

supported the original finding with an odds ratio of 1.2 and suggested that publi-

cation bias was unlikely (Williams et al., 1997).

Consequently, it is with some urgency that association studies which aim to test

putative associations should be based upon large enough samples (usually several

hundred to a thousand cases with as many, if not more, controls) to provide mean-

ingful tests of association hypotheses. Nevertheless, LD may still not be found if

mutational events at either the marker locus or the disease locus are common, even

when markers are very close to a disease locus.

Methodological problems

A further problem is that samples are often ascertained in widely differing and

unsystematic ways, and any associations reported might, therefore, be with other

confounding variables such as comorbidity or with modifying factors such as those

influencing disease severity or age at onset. For example, genes involved in the

monoamine system implicated in the aetiology of schizophrenia may help to deter-

mine drug response rather than contribute to the aetiology in any way. The design

of studies using only incident cases may be required before explanations of this sort

can be excluded. Selection bias can occur in case-control studies if the cases and

controls are not drawn from the same population and, to date, no-one has done a

population-based case-control study for genetic association in schizophrenia that

would meet epidemiology study design criteria.

There are also problems in interpreting discrepancies between association

studies that cannot simply be addressed by study design. For example, if there are

differences in the contribution of a given allele in different ethnic groups (arising

from different allele frequencies or different allele frequencies at interacting loci),

aetiological heterogeneity can always provide a convenient but untested explana-

tion for the discrepancies. Further potential for heterogeneity occurs if the associ-

ation with the marker is a result of tight linkage with the true susceptibility allele.

Similarly, in the face of aetiological heterogeneity in diseases for which there are no
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biologically meaningful diagnostic tests, it is possible that conflicting studies

contain different balances of subtypes, known or unknown, of the disease, which

might again dramatically alter the power for excluding association. At present,

there are no simple ways to take such possibilities into account other than to rec-

ognize their potential existence.

It will be apparent, therefore, that basing future studies on sound epidemiolog-

ical principles will be essential to avoid some of the problems inherent in studies to

date and to maximize the potential for finding true associations.

The future

Refining phenotypes

The effectiveness of molecular genetic studies will depend upon the genetic valid-

ity of the phenotypes. It might be possible to improve genetic validity by focusing

upon aspects of clinical variation or by identifying biological markers that define

more homogeneous subgroups, though, despite much work, it has not been pos-

sible to identify genetically distinct subtypes to date. Indeed, clinical variation is

likely to reflect, in part at least, a combination of quantitative variation in genetic

risk for the disorder and the effect of modifying genes that influence illness expres-

sion, rather than the risk of illness per se.

The search for trait markers aims to move genetic studies beyond the clinical syn-

drome by identifying indices of genetic risk that can be measured in asymptomatic

individuals. Indeed, it may be that there are no genes ‘for’ schizophrenia as such,

but only those for other factors such as personality and intelligence, which increase

risk of the disorder. Candidate trait markers for schizophrenia include schizotypal

personality traits, measures of cognitive processing, brain evoked potentials and

abnormalities in eye movements (DeLisi, 1999), though ensuring that the traits

identified are highly heritable will itself require a return to classic twin studies and

model fitting.

Efforts to improve the selection of phenotypes are also concerned with enhan-

cing the traditional categorical approach to defining psychiatric disorders by iden-

tifying genetically valid phenotypes that can be measured quantitatively. These can

be used in quantitative trait locus (QTL) approaches to gene mapping. QTL linkage

(Kruglyak and Lander, 1995) is generally carried out in sibling pairs and is based

on the principle that, at a locus influencing a trait or at a linked marker locus, sib-

lings with more similar phenotypic scores should share more alleles identical-by-

descent (ibd). QTL association (Page and Amos, 1999) is based on samples of

unrelated individuals and seeks evidence of differences in phenotypic values

according to allelic differences at a locus.
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Genome-wide association studies

In recent years, there has been increasing interest in the possibility of systematic,

genome-wide association studies (Owen, 1992; Risch and Merikangas, 1996;

Collins et al., 1997; Owen et al., 1997, 2000). These have the potential of allowing

systematic searches for genes of small effect in polygenic disorders. Optimism has

been fuelled by the fact that the most abundant form of genetic variation, the single

nucleotide polymorphism (SNP), is usually biallelic and potentially amenable to

binary, high-throughput genotyping assays, the most promising of which are at

present microarrays (so-called DNA chips). Moreover, as the amount of sequence

data accumulates through the work of the Human Genome Project, it has become

possible to contemplate the construction and application of very dense maps of

hundreds of thousands of SNPs (Wang et al., 1998).

Essentially, two types of genome-wide association study have been proposed:

direct and indirect. In the former, association is sought between the disease and a

comprehensive catalogue of every variant that can alter the structure, function or

expression of every single gene. In contrast, indirect studies seek associations

between markers and disease that are caused by LD between the markers and sus-

ceptibility variants. The hope is that, if dense enough marker maps can be applied,

the whole genome can be systematically screened for evidence of LD without the

requirement of actually screening every single functional SNP in the genome.

However, a number of uncertainties and difficulties remain. These include, in par-

ticular, the difficulty in identifying functional SNPs in regulatory, rather than

coding, regions of the genome; uncertainty as to the distances over which LD is

maintained; and the lack at the present time of a rapid, accurate and cheap method

for SNP genotyping (Owen et al., 2000).

Another important unknown is the extent to which susceptibility to psychiatric

disorders results from relatively common variants conferring small relative risks,

such as APOE e4, or from rarer variants with larger effect sizes. The safest assump-

tion is that both sorts of variant play a role, but there are important differences in

the optimum strategies to detect the two types. Thus, to achieve power of 0.8 for

detecting relatively common alleles present at a frequency of 0.3 in the general pop-

ulation, only three unselected individuals need be screened, whereas the corre-

sponding figure for a rare variant with an allele frequency of 0.01 is 80 subjects

(Owen et al., 2000). Common variants are, therefore, likely to be detected by

generic SNP harvesting approaches, whereas rarer ones will most readily be

detected in those with the disease in question and, preferably, those with a strong

family history. However, both will require large samples to detect and confirm asso-

ciation. Rarer variants of larger effect will be more readily detected if the samples

can be stratified on the basis of genetically valid variables such as family history, age
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at onset, severity and symptom profile, though the last three might reflect modify-

ing loci rather than being an index of loading at a specific susceptibility locus.

Given the above considerations, it seems clear that the era of genome-wide asso-

ciation studies, direct or indirect, is not yet at hand. Instead, studies in the next few

years should probably focus mainly upon the direct approach, utilizing SNPs from

the coding sequence that actually alter protein structure in a wide range of func-

tional and positional candidate genes. Preferably, complete functional systems

should be dissected by a combination of sensitive methods for mutation detection

followed by association studies in appropriately sized samples. We should also use

our knowledge of functional pathways to make predictions about likely epistatic

interactions between genes. However, given our ignorance of pathophysiology, the

expectation should be that most reported associations will be false, and this will

only be resolved by replication in large well-characterized samples. At present,

although the indirect approach is not widely applicable at a genome-wide level,

smaller-scale studies focusing upon specific regions indicated by the results of

linkage studies may allow loci to be mapped and will have the added benefit of gen-

erating the type of information concerning patterns of LD in typical ‘association

samples’ that will be required in order to determine whether genome-wide studies

are likely to be feasible and what density of map will be required.

Functional studies

The most important, and the most obvious, implication of identifying genetic risk

factors for schizophrenia is that it will inspire a new wave of neurobiological studies

from which new and more effective therapies will hopefully emerge. However,

while the unequivocal identification of associated genetic variants will represent a

great advance, many years of work will still be required before this is likely to trans-

late to bedside treatment. An early problem will be to determine exactly which

genetic variation amongst several in LD in a given gene is actually responsible for

the functional variation. Even where a specific variant within a gene can be iden-

tified as the one of functional importance, functional analysis, in terms of effect at

the level of the organism, is likely to be particularly difficult for behavioural phe-

notypes in the absence of animal models. An extra level of complexity is that we

will need to be able to produce model systems, both in vivo and in vitro, that allow

gene–gene and gene–environment interactions to be studied.

Nosology

While the development of new therapies will take time, it is likely that the identifi-

cation of susceptibility genes will have an earlier impact on psychiatric nosology.

By correlating genetic risk factors with clinical symptoms and syndromes, it should
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be possible to study heterogeneity and comorbidity in order to improve the diag-

nosis and classification of psychosis, which will clearly facilitate all avenues of

research into these disorders. Improvements in diagnosis and classification should

enhance our ability to detect further genetic and environmental risk factors; thus,

a positive feedback between nosology, epidemiology and molecular genetics can be

envisaged.

Molecular epidemiology

The identification of genetic risk factors can be expected to provide a new impetus

to epidemiological studies of schizophrenia by allowing researchers to investigate

the ways in which genes and environment interact. Studies of this kind will require

large epidemiologically based samples, together with the collection of relevant

environmental data. This work could start now with DNA being banked for future

use, although in schizophrenia the identification of plausible environmental meas-

ures might require clues from the nature of the genetic risk factors yet to be iden-

tified. A requirement of this approach will be to bring together methodologies from

genetics and epidemiology, which have traditionally adopted somewhat differing

analytical approaches (Sham, 1998). Treating susceptibility alleles as risk factors in

an epidemiological context will allow estimates of effect sizes within a population

to be made. Accounting for specific genetic effects will also facilitate the search for

independent environmental factors, and the investigation of potential gene–envi-

ronment interactions. Scientific validity is likely to be enhanced by ensuring as far

as possible that control samples are drawn from the same base population as the

cases. In addition, the use of incident cases should guard against the risk of iden-

tifying loci related to confounds such as chronicity of illness rather than suscepti-

bility. Phenotypic assessment is likely to benefit from a prospective element to

studies, to counteract the tendency of patients to forget historical details and the

difficulty of making observed ratings retrospectively from case records. However,

the price of improved scientific rigour is likely to be a requirement for considerably

more expensive studies, as a result of the longer period and larger number of inves-

tigators that will be needed to ascertain the detailed data on the thousands of sub-

jects that will probably be required.

Genetic testing

Finally, one other implication of genetic epidemiology studies concerns genetic

testing. Given that susceptibility to schizophrenia almost certainly depends upon

the combined effects of predisposing and protective alleles at a number of loci, as

well as interactions with various environmental factors, the predictive value of

genetic tests is likely to be low (Owen et al., 2000). Although determining exact risk

may be impossible, investigation of gene–environment interactions may allow for
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the introduction of lifestyle changes to reduce risk in individuals identified as

having increased susceptibility to the disorder. It may also encourage closer medical

supervision for early diagnosis, repeatedly shown to be an important prognostic

factor in schizophrenia. Genetic testing could also help to optimize treatment

choices by testing genes that are found to influence treatment responses in schizo-

phrenia, leading to a greater individualization of treatment.

Conclusion

It is clear that, over the next few decades, the completion of the Human Genome

Project and the identification of polymorphisms that affect disease risk will have a

significant impact on our understanding of pathogenic mechanisms and encour-

age the development of more specific treatments for many diseases, including

schizophrenia. Only by studying genes in the environment to which the organism

is exposed will we be able to understand the pathophysiology and psychopathology

of this disorder. The study of how genes interact with each other and with non-

genetic environmental factors is likely to be a fascinating and productive one, with

the reduction of the population impact of schizophrenia likely to be an attainable

result from the interaction of molecular genetics and epidemiology.
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Gene–environment correlation and
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Mental health practitioners used to think in terms of ‘visible’ environmental risks

in relation to onset and persistence of psychiatric disorders. Stressful life events,

obstetric complications and dysfunctional parental interactions are but a few

examples. Traditional psychiatric epidemiology was concerned mainly with such

environmental risks. Conversely, clinical genetics was until recently almost exclu-

sively concerned with Mendelian syndromes, for which single-gene defects could

be mapped by positional cloning. Over the past decades, however, there has been

increasing awareness that, for common psychiatric disorders, ‘hidden’ genetic

factors can have a substantial influence on the effect of environmental exposures or

even pose as risk factors. As genes can be considered as a conventional epidemiolog-

ical risk factor in association studies (Sham, 1996), and epidemiological theory can

be readily applied to genetically sensitive datasets (Susser and Susser, 1989; Ottman,

1990), epidemiologists and human geneticists have been gradually integrating their

respective fields of research into a new discipline called genetic epidemiology

(Khoury et al., 1993). Within genetic epidemiology, the term ecogenetics refers to

the study of specific gene–environment relationships, the application of which to

schizophrenia is relevant though still in the initial stages (van Os and Marcelis,

1998; Malaspina et al., 1999).

The interplay of genes and environment

The models of gene–environment relationships presented below all assume that

genetic and environmental factors increase the risk for schizophrenia rather than

reducing it. However, the underlying principles are the same for protective effects,

although some extensions may be necessary. Interaction between genes and envi-

ronment means more than simply stating that both are involved in disease aetiol-

ogy. There are several biological plausible mechanisms by which genes and
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environment can coinfluence disease outcome (Plomin et al., 1977; Kendler and

Eaves, 1986; Khoury et al., 1993; Ottman, 1996; van Os and Marcelis, 1998).

Correlation: genes influence environmental exposure

A gene may increase the likelihood that a person becomes exposed to an environ-

mental risk factor, which in turn increases the risk for schizophrenia. For example,

liability to the use of cannabis is influenced by genetic factors, especially heavy use

(Kendler and Prescott, 1998). Therefore, as far as heavy cannabis use is a risk factor

for schizophrenia (Andreasson et al., 1987), part of the apparently environmental

risk may be of genetic origin. Conversely, it can be envisaged that an environmen-

tal factor influences whether or not a genotype is present, for example by affecting

the rate of germline or somatic mutations in a population. These first two mecha-

nisms are examples of genotype–environment correlation, so called because if in

the population the occurrence of E (the environmental risk factor) depends on the

occurrence of G (the genetic risk factor) their prevalences will be correlated.

Synergism: genes and environment coparticipate in the same cause

In genotype–environment synergism, the biological effects of G and E are depen-

dent on each other in such a way that exposure to neither or either one alone does

not result in disease, whereas exposure to both does. For example, a gene could

influence the sensitivity to or, conversely, could influence the effect of G by control-

ling the degree of gene expression (Agid et al., 1999) or affecting epigenetic mech-

anisms such as DNA methylation (Petronis et al., 1999). It is also possible that other

nongenetic, stochastic factors affect gene expression (McGuffin et al., 1994; Woolf,

1997).

Models describing gene–environment synergism

Describing a theory of synergism between genes and environment in nature is one

thing, devising a statistical model that will aid us in quantifying such mechanisms

in collected data is another. Let us assume that there are two risk factors for schizo-

phrenia; one is E, and one is a single-gene risk factor G in the population. Risk is

the proportion of individuals who get schizophrenia. If there are two risk factors G

and E, there are four possible exposure states according to whether each factor is

present or absent, and each of these four exposure states carries a specific risk.

Therefore, the risk for schizophrenia in the population exposed to E only is R(E)

and the risk in the population exposed to G only is R(G). The risk of schizophre-

nia in the population exposed to neither E or G is R, whereas the risk in the popu-

lation exposed to both G and E is R(GE). On the additive scale, the effect of a risk

factor is expressed as a risk difference. For example, if R(G) is 0.25 and R is 0.10,

the effect of G is 0.25�0.10�0.15. We can, therefore, express the effect of G as
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R(G)�R, the effect associated with E as R(E)�R, and the effect associated with the

GE-exposure as R(GE)�R. Table 12.1 shows the effects associated with the four

different exposure states.

Table 12.1. Effects, measured on the additive scale, of the

four exposure states occasioned by a genetic (G) and an

environmental (E) risk factor for schizophrenia

Risk factor G absent G present

E absent R R(G)�R

E present R(E)�R R(GE)�R

As the combined effect of G and E is R(GE)�R, the excess of this over the sum

of the solitary effects of G and E is:

[R(GE)�R]�[R(G)�R]�[R(E)�R]�[R(GE)�R(G)�R(E)�R] (1)

If [R(GE)�R(G)�R(E)�R]�0, G and E are said to interact on the additive scale.

We will hereafter refer to [R(GE)�R(G)�R(E)�R] as the statistical additive

interaction.

How can we quantify the extent to which G and E act synergistically, that is in

some way depend on each other, or coparticipate in disease causation? Let us con-

sider the proportion of individuals in the population who developed schizophre-

nia after exposure to both G and E, or have risk R(GE). It is possible that some of

these individuals would also have contracted the disorder after exposure to either

G or E alone. The degree to which some individuals would have also contracted the

disorder after exposure to either G or E alone is referred to as the degree of parallel-

ism. If there is parallelism, G and E ‘compete’ to cause schizophrenia, and the more

they compete, the smaller the proportion of individuals that contracted the disease

because of the coparticipation of G and E. Therefore, parallelism can be thought of

as the opposite of synergism. For example, in the extreme case of 100% parallelism

where all individuals exposed to G and E had developed the disease because of the

causal action of either G or E alone, no individual could have contracted schizo-

phrenia because of the coparticipation of G and E. In this case, the amount of syn-

ergism would be zero. In practice, it is impossible to assess the amount of

parallelism and the amount of synergy in individuals exposed to both G and E.

However, it can be shown that the amount by which synergism exceeds parallelism

equals the excess of R(GE) over the sum of the solitary effects of G and E (i.e. the

statistical additive interaction as shown above) (Darroch, 1997). In other words:

|synergism|� |parallelism|�[R(GE)�R(G)�R(E)�R] (2)
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Previous models of synergy tended to ignore parallelism and assumed that synergy

was equal to the additive interaction (Rothman, 1986). However, assuming that

parallelism does not exist may underestimate synergism. In practice, therefore, the

amount of synergy has to be approximated using Table 12.2 (Darroch, 1997).

Table 12.2. Approximation of synergy

|synergism| |x2| R(GE)�R(G)

|x1| |parallelism| R(G)�R

R(GE)�R(E) R(E)�R

The variables x1 and x2 are two unknowns that sum with synergism and parallel-

ism to [R(GE)�R(E)] and [R(E)�R], respectively. For example, in the Finnish

Adoption Study, G was measured by diagnosis of schizophrenia in the mother, E by

the level of communication deviance and thought disorder in the adopting family,

and the outcome variable consisted of broadly defined schizophrenia spectrum dis-

order (Tienari et al., 1994). The risks associated with the schizophrenia spectrum

outcome were around 4% for the group exposed to neither G nor E, and, for the

group exposed to G only. R(E) was 34%, and R(GE) was 62%. Filling in these risks

in Table 12.2 results in the following estimates (Table 12.3).

Table 12.3. Approximation in the Finnish Adoption Study

|synergism| |x2| 0.58

|x1| |parallelism| 0.0

0.28 0.30 0.58

It can be seen that |x2| must be between 0 and 0.30. Therefore |synergism| must

be between 0.28 and 0.58. In other words, between 45% (0.28/0.62) and 94%

(0.58/0.62) of patients with schizophrenia spectrum disorder exposed to both com-

munication deviance and a mother with schizophrenia were attributable to the syn-

ergistic action of these two factors. In another publication of the Finnish Adoption

Study, the outcome was not schizophrenia, but a measure of schizophrenia thought

disorder (Wahlberg et al., 1997). The baseline risk of having a high score on an

index of primitive thought disorder was 64%, and this risk was approximately the

same in individuals exposed to genetic risk of schizophrenia and individuals

exposed to adoptive parents’ communication deviance. However, the risk asso-

ciated with exposure to both communication deviance and genetic risk was around

77%. Filling in these risks in Table 12.2 shows that only around 19–22% of those
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with schizophrenic thought disorder exposed to both communication deviance

and a mother with schizophrenia can be attributed to the synergistic action of these

two factors.

It is useful to estimate the fraction of cases attributable to the synergistic action

of G and E. If the greatest proportion of patients with schizophrenia exposed to G

and E is the result of the synergistic, codependent, action of G and E, the incidence

of schizophrenia could be reduced by targeting either G or E. However, if a popu-

lation is exposed to G and E, the degree of synergism is small and parallelism is

dominant, schizophrenia incidence could be reduced most effectively by targeting

both G and E.

Additive: genes and environment add to each other’s effect

Some models of disease causation imply that there is no synergism. For example,

an individual may get schizophrenia only if in possession of a certain type of vul-

nerability conferred by either genetic or environmental factors. An environmental

factor could disrupt early brain development in the same fashion as a genetic muta-

tion. If synergism is zero, the effect of genes and environment is said to be additive.

As we have seen that

|synergism| – |parallelism|�statistical additive interaction,

it follows that, if synergism is zero, the statistical additive interaction equals� |par-

allelism| and is less than or equal to zero. Therefore, if genetic and environmental

risk factors act additively to cause disease, their joint effect equals the sum of their

individual risks, after taking into account the negative effect of parallelism. It

follows that G and E cannot act additively to cause schizophrenia if the data show

that the statistical additive interaction is positive, and some other model of disease

causation involving synergism must apply. However, if the statistical additive inter-

action is zero, there may still be synergism if parallelism is not zero.

Multiplicative: genes and environment multiply each other’s effects

Other disease models imply that there is no parallelism. For example, schizophre-

nia may be caused by genes and environment in multiple stages. Under a two-stage

model, the clinical manifestation of schizophrenia is the result of a second stage of

disease, which can only be reached via a first stage. Genetic factors may influence

risk for the first stage of disease, and the first stage only, whereas an environmental

factor may influence risk for the second stage of disease, and the second stage only.

Transition from stage one to schizophrenia can only take place after passing first

from stage one to stage two, and stage two will only result in schizophrenia if it was

first preceded by stage one. Under this model, G and E cannot ‘compete’ to cause

disease, and, therefore, parallelism will be zero. If parallelism is zero, the additive
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statistical interaction will equal |synergism| and will always be non-negative. In

other words, if the additive interaction is negative, the multistage model cannot

hold.

The multistage model is associated with a multiplicative model of disease caus-

ation. On the multiplicative scale, the effect of a risk factor is expressed as a risk

ratio. Thus, the effect of G would be expressed as R(G)/R. For example, if R(G) is

0.25 and R is 0.10, the effect of G is 0.25/0.10�2.5. Under the hypothesis of a multi-

stage model, it can be shown that the magnitude of the combined effect of G and

E will be equal to the product of their individual effects. Thus, if the effect of G on

schizophrenia is 10, and the effect of E is 2, the effect of their combined exposure

will be 20. The importance of the multiplicative interaction lies not only in the pos-

sible underlying validity of the model of disease causation but also in the fact that

many of our standard statistical procedures (such as logistic regression analysis) are

carried out on the multiplicative scale. Researchers presenting their results in terms

of multiplicative risks should be aware of the underlying assumptions of disease

causation and, for example in the case of the multistage model, their (bold)

assumption that there is no parallelism.

Research findings on GE interaction and correlation

Gene–environment correlation

There is evidence that many of the factors thought to represent environmental risks

for schizophrenia are partly under the control of genetic factors. These include,

apart from the cannabis use mentioned above, exposure to certain pregnancy com-

plications (Marcelis et al., 1998), life events (Kendler et al., 1993a) and head injury

resulting from trauma and accidents (Lyons et al., 1993; Matheny et al., 1997). In

the study of obstetric complications by Marcelis et al. (1998), it was found that

familial clustering for affective disorder increased the risk for exposure to an obstet-

ric complication at birth. This would be a mechanism whereby the risk for envi-

ronmental exposure leading to the schizophrenia phenotype may be influenced by

the affective disorder genotype. As environmental factors cannot be directly influ-

enced by DNA, genetic control of exposure to such factors must be mediated by

some characteristic of the person (Plomin, 1994). For example, the genetic influ-

ence on exposure to life events was shown to be mediated by personality traits such

as neuroticism, extraversion and openness to experience (Saudino et al., 1997).

Genetic control of exposure to obstetric complications could be mediated by liabil-

ity to depression (Marcelis et al., 1998), and accident-proneness may be associated

with genetic factors through the personality trait sensation-seeking (Koopmans et

al., 1995; Jonah, 1997). As discussed in Chapter 10, it is possible that part of the

genetic liability to schizophrenia is expressed in the form of personality vulnerabil-
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ity traits, such as a high degree of social anxiety (Jones et al., 1994). A high level of

social anxiety could give rise to a low level of exposure to social interaction with

other individuals, which, in turn, through lack of correction of early abnormal

mental states could facilitate the development of psychotic symptoms.

Consequently, it can easily be envisaged that genotype–environment correlations

play a significant role in the cascade of events leading to the development of

psychosis.

Gene–environment interaction

As no genes that increase the risk for schizophrenia have been unequivocally iden-

tified, gene–environment interaction studies necessarily have to do with proxy var-

iables, each of which has its particular problems (Table 12.4). While some studies

suggest the possibility of gene–environment interaction, it is clear that more new

research and more replication research is needed. Unfortunately, the published

twin, adoption and high-risk studies that have yielded the most convincing evi-

dence so far (Gottesman and Bertelsen, 1989; Cannon et al., 1993; Tienari et al.,

1994; see also Ch. 10) cannot be replicated easily. Once genes that increase the risk

for schizophrenia have been identified, it will be possible to investigate interaction

between genotype and environmental risk factors directly.

Consequences for risk studies

Gene–environment interaction and gene–environment correlation are likely to

play a role in schizophrenia but the precise mechanisms remain to be elucidated.

As epidemiological studies are rarely, if ever, able to model specific gene–environ-

ment relationships, the question arises of how such underlying mechanisms distort

our estimates of epidemiological parameters such as relative risk and the amounts

of synergism and parallelism in individuals exposed to both G and E. An example

can readily demonstrate these issues. In a given population of 1 million, let the

prevalence of schizophrenia be 0.6%, and the prevalence of the single-gene G and

E be 1% each. There is some degree of gene–environment correlation so the pop-

ulation proportion exposed to both E and G (GE) is 0.1% (instead of

1%�1%�0.01% if their prevalences had not been correlated). The risk of schizo-

phrenia in individuals with exposure to E or G is increased by around a factor 5

(0.03), compared with the risk of 0.006 in the population as a whole. An investiga-

tor, unaware of any underlying genotype–environment relationship, separately cal-

culates relative risks for G and E. We consider four different scenarios, depending

on whether parallelism or synergism is the dominant class in those exposed to both

G and E and on whether there is additional gene–environment correlation (Table

12.5).

Under the first scenario, the effects of G and E are independent of each other and
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there is 100% parallelism because individuals exposed to both G and E will only

develop disease because of exposure to either G or E (G and E do not coparticipate

in causation). The risk associated with GE is, therefore, the same as with either G

or E alone. The second scenario is the same, but we assume that there is 50% par-

allelism in those exposed to both G and E and that there is no synergism (i.e. the

risks are additive in the other 50% exposed to both G and E). The number of cases

produced by joint GE exposure is, therefore, 50% higher than under the previous

scenario. The third scenario is like the second but there is additional geno-

type–environment correlation, such that the risk of exposure to E is increased by a

factor of four in individuals with genotype G. The fourth scenario is also like the

second, but in the other 50% of those exposed to both G and E there is synergism

such that joint exposure results in a fivefold increased risk.

If an investigator were to examine the population under the first scenario with

100% parallelism, he/she would find that R(GE), R(G) and R(E) were all around 5

and that 90–100% of schizophrenics exposed to both G and E were caused by G and

E competing for individuals (parallelism). Under the second scenario with 50% par-

allelism and no synergism, all risks are increased, but R(GE) increases more than

R(E) and R(G), and parallelism would still be the dominant class, although now only

between 40 and 63%. Under the third scenario, the additional gene–environment

correlation would increase all risks, but R(G) and R(E) more than R(GE).

Parallelism is again the dominant class but the estimate is much higher at 94–100%.
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Table 12.5. Standard epidemiological parameters under different gene–environment relationshipsa

Scenario

No correlation;b No correlation;b GE correlation; No GE correlation;

no synergism; no synergism; no synergism; 50% synergism;

Parameter 100% parallelism 50% parallelism 50% parallelism 50% parallelism

Prevalence GE (%) 0.1 0.1 0.4 0.1

Observed RR (GE)c 5.0 (3.5–7.2) 7.6 (5.7–10.1) 7.7 (6.7–8.9) 15.2 (12.5–18.6)

Observed RR(G)�RR(E)c 5.7 (5.2–6.4) 6.0 (5.4–6.7) 8.6 (7.9–9.4) 6.9 (6.2–7.6)

Dominant class in those Parallelism Parallelism Parallelism Synergism

exposed to both G and E (90–100) (40–60) (94–100) (20–57)

(estimation of class size, %)

Notes:

G, genetic risk factor; E, environmental risk factor; GE, joint G and E exposure; RR, relative risk.
a Prevalence schizophrenia 0.6%; prevalence G, 1%; prevalence E, 1%; true risk G and E 3%.
b Not in addition to that already present (see p. 243).
c Relative risk given with 95% confidence interval in parentheses.



The effect of gene–environment synergism in addition to parallelism under scenario

four would only slightly increase R(G) and R(E) but dramatically increase R(GE).

Synergism now becomes the dominant class.

In practice, of course, we remain ignorant about the underlying genotype– 

environment relationships. The examples shown here demonstrate that current

estimates of relative risk are the result of many complex underlying relationships,

and also that estimates of parallelism and synergism may be affected by underlying

gene–environment correlation. At present, therefore, it is extremely difficult to

interpret relative risk estimates from studies. It is perhaps best to calculate the risks

under different assumptions of gene–environment relationships so that at least an

idea is formed about the likely extremes between which the true estimates lie.

Consequences for twin studies

Twin studies are frequently used to calculate the heritability of a disease (Ch. 10).

In this type of analysis, statistical model fitting is used to establish how much of

the variation in liability to a disorder can be ascribed to the effects of additive

genes (A), environment shared with family members (C), environment that is not

shared with family members (E) and genetic dominance effects (D). By means of

statistical comparison of nested models, for example a model comprising the

influences of additive genes, shared and nonshared environment (ACE model)

versus a model comprising the influences of additive genes and nonshared envi-

ronment only (AE model), the statistical significance of a source of variation can

be tested. However, because of the need also to compare non-nested models and

the sensitivity of significance tests to sample size, the preferred model is often

identified using a criterion that balances goodness-of-fit and parsimony, accord-

ing to the Akaike Information Content (AIC) (Sham, 1998). For example, a

model comprising the effect of additive genes and nonshared environment (AE

model) was the preferred model with the smallest AIC in a recent study of RDC-

defined (Research Diagnostic Criteria; Spitzer et al., 1990) schizophrenia (Cardno

et al., 1999). Model-fitting studies of psychiatric disorders such as schizophrenia

rarely consider the role of gene–environment interaction and correlation,

although it can be readily shown that the failure to consider these mechanisms

may lead to erroneous inferences concerning the role of genes in the aetiology of

mental disorders.

The consequences of gene–environment interaction in family and twin studies

have been examined recently by Guo (2000a,b,c). It was concluded that commonly

used measures of genetic effects such as recurrence risk ratios for relative pairs, con-

cordance rates for twins and heritability coefficients are functions not only of

genetic effects and gene frequency but also of environmental effects and the distri-

bution of environmental factors, in the presence of gene–environment interaction.
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To illustrate the potential impact of gene–environment interaction and correlation

on heritability estimates from twin studies, we consider three scenarios. We assume

that there is a single gene G that is a necessary, but not sufficient, cause of schizo-

typy (i.e. risk in individuals exposed to G only is zero), that this gene has a 10%

prevalence in nonaffected individuals and that the gene interacts synergistically

(see above) with various environmental factors. A (fictitious) large and fully repre-

sentative sample of twins in a given population was collected in order to establish

the heritability of schizotypy. Schizotypy was dichotomously defined using a stan-

dard clinical interview. According to this definition, the prevalence of schizotypy

was around 12.5%. The co-twin affection status contingency tables were con-

structed separately for monozygotic (MZ) and dizygotic (DZ) twin pairs (Table

12.6). According to these tables, the probandwise concordance rates (2x concor-

dant affected pairs divided by 2� concordant affected pairs�discordant pairs)

were 29% and 21% for MZ and DZ twins, respectively.

Table 12.6. Schizotypy affection status in monozygotic and

dizygotic twins under hypothesized baseline circumstances

(a) Monozygotic twins

Twin 1 Twin 2

Noncase Case

Noncase 1000 110

Case 110 45

Notes:

Probandwise concordance: 29%.

(b) Dizygotic twins

Twin 1 Twin 2

Noncase Case

Noncase 1000 130

Case 130 35

Notes:

Probandwise concordance: 21%.

We now assume that 20% of an exact copy of this twin sample had been addi-

tionally exposed to an environmental risk factor (E). This factor does not in itself

increase the risk for schizotypy (i.e. risk in individuals exposed to E only is zero),

but it interacts with the genetic risk factor such that 100% of individuals who are
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exposed to both E and G will develop the disease (i.e. risk in individuals exposed to

both is unity). If the environmental exposure is completely random and if we

assume that twin pairs are always exposed together, the consequences for the con-

tingency tables are predictable (Table 12.7). The probandwise concordance rates

have changed, and are now 39% and 28% for MZ and DZ twins, respectively.

Table 12.7. Schizotypy affection status in monozygotic and

dizygotic twins assuming gene–environment interaction

(a) Monozygotic twins

Twin 1 Twin 2

Noncase Case

Noncase 980 107.8

Case 107.8 69.4

Notes:

Probandwise concordance: 39%.

(b) Dizygotic twins

Twin 1 Twin 2

Noncase Case

Noncase 980 132.4

Case 132.4 50.2

Notes:

Probandwise concordance: 28%.

Apart from the occurrence of gene–environment interaction described above,

we could now assume additionally that the risk of environmental exposure is influ-

enced by the genetic risk factor, such that individuals with G have a threefold

increased risk of exposure to E. Because of the additional gene–environment cor-

relation, environmental exposure is now nonrandom, individuals with the geno-

type having a 60% exposure rate instead of 20%. If we again assume that twin pairs

are always exposed together, the contingency tables will change, as displayed in

Table 12.8. The probandwise concordance rates are now 47% and 33%, respect-

ively, for MZ and DZ twin pairs.

We will now calculate the heritability of the liability to schizotypy under the three

different circumstances (baseline, GE interaction only, GE interaction plus GE cor-

relation) by fitting liability-threshold models to the respective contingency tables

using the program Mx (Neale et al., 1999). The program calculates how much of
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the differences in liability to a disorder in a population can be ascribed to the effects

of additive genes (A), dominance genetic effects (D), environment shared with

family members (C) and environment that is not shared with family members (E).

The most parsimonious model according to AIC was identified for each situation

(Table 12.9). The AE model proved to be the most parsimonious under all three

circumstances. However, the parameter estimates were different, such that the pro-

portion of the liability owing to additive genes increased from the baseline to the

GE interaction scenario, and again further from the GE interaction to the correla-

tion scenario. This suggests that model-fitting procedures are quite sensitive to

gene–environment interactions, and that reported estimates of separate contribu-

tion of genes and environment may be heavily contaminated by these interactions

and correlations.

Another important point is that under the scenario of gene–environment corre-

lation, the use of the twin design may be invalidated because of transgression of the

so-called equal-environment assumption (EEA). The argument that MZ and DZ

twins can be used to separate out genetic from environmental influences is based

on the assumption that MZ and DZ twins experience the same degree of similarity

in their environments, with respect to factors having an effect on the trait being
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Table 12.8. Schizotypy affection status in monozygotic and

dizygotic twins assuming gene–environment interaction and

gene–environment correlation

(a) Monozygotic twins

Twin 1 Twin 2

Non-case Case

Noncase 960 105.6

Case 105.6 93.8

Notes:

Probandwise concordance: 47%.

(b) Dizygotic twins

Twin 1 Twin 2

Noncase Case

Noncase 960 134.8

Case 134.8 65.4

Notes:

Probandwise concordance: 33%.



considered (e.g. schizophrenia or schizotypy). The fact that MZ twins tend to be

treated more similar by their parents than DZ twins would appear to be a violation

of this assumption, but research suggests that the influence of perceived zygosity is

small (Kendler et al., 1993b). However, if exposure to E is influenced by genes, then

MZ twins will always share this influence, whereas DZ twins will only share it in

50% of cases. This would constitute a violation of the EEA and wrongly ascribe the

greater degree of MZ resemblance to genetic instead of environmental factors. The

fact that gene–environment correlation has been demonstrated for a number of

environmental factors, including possible risk factors for schizophrenia such as the

use of illicit drugs and stressful life events, suggests that current heritability esti-

mates may be exaggerated at the expense of the environmental contribution to

liability.

Consequences for gene-mapping studies

The discovery of polymorphic DNA markers throughout the genome and the

development of efficient methods of genotyping have enabled the application of

linkage and association analysis to the mapping of disease loci. This approach is

called positional cloning because it is based on the estimation of genetic distances

from the cotransmissions or cooccurrences of alleles and not on knowledge of gene

function. Positional cloning has been successful in mapping the genes responsible

for hundreds of simple Mendelian diseases. However, application of this approach

to complex disorders has so far been less successful; most initial reports of linkage

have been weak and subsequently replicated in only a proportion of studies. The

usual explanation for the lack of strong and consistent linkage findings is the

limited power of linkage analysis to detect genes of small or modest effect.
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Table 12.9. Heritability model fitting outcomes assuming different gene–environment relationships

GE interaction

Baseline GE interaction and correlation

Most parsimonious modela AE AE AE

F of model fit (degrees of freedom) 0.32 (2) 0.67 (2) 1.89 (2)

Akaike information criterion 4.32 4.67 5.89

Liability explained by effect additive genes 0.40 0.54 0.64

Liability explained by effect common environment (0) (0) (0)

Liability explained by nonshared environment 0.60 0.46 0.36

Liability explained by effect of genetic dominance (0) (0) (0)

Notes:
a For description of models, see the text.



Although it is possible that gene effect is uniformly low in all populations, it is

more likely that there are variations in gene effect according to the environment. In

the presence of gene–environment interaction, the average effect of a gene may be

small, but the actual effect may be quite high under certain environmental condi-

tions. Guo has examined the impact of gene–environment interaction on the

power of an affected sibling pair design to detect a gene, under a simplified model

of a single gene and a single environmental factor (Guo, 2000c). As an example,

consider the model given in Table 12.10. This model is one where penetrances are

greater under the exposed condition than the unexposed condition, but the ratios

of penetrances are greater under the unexposed condition. Under this model, Guo

evaluated the number of sibling pairs necessary for 80% power and a type 1 error

rate of 0.000022 for various designs (Guo, 2000c). It turns out that a random

sample of affected sibling pairs regardless of exposure status is very uninformative,

with a required sample size of 11714 pairs. In contrast, if only affected sibling pairs

who are also concordant for being unexposed are sampled, then the required

sample size is only 28 pairs! The reason for the superior power of concordant unex-

posed affected sibling pairs is that the ratios of penetrances are far greater under the

unexposed than the exposed condition. Under other underlying models, a differ-

ent design might be more appropriate (e.g. affected sibling pairs who are discor-

dant for exposure status); what is certain is that ignoring exposure status in the

study design and data analysis can result in drastic reduction in power.

Gene–environment interactions will also have an impact on the optimal design

of allelic association studies. It is clearly advantageous to study individuals exposed

to an environment that maximizes the adverse effect of the susceptibility gene.

Family and twin studies that incorporate environmental risk factors may provide

valuable information regarding the heritability of the disease in different environ-

ments. Such information would be very useful in optimizing the design of studies

to identify susceptibility genes.
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Table 12.10. A model of gene–environment interaction for exploring effect on linkage

analysis

Genotype Unexposed Exposed Marginal penetrance

DD 0.1000 0.3500 0.1250

Dd 0.0010 0.2000 0.0209

dd 0.0001 0.2000 0.0201

Marginal risk 0.0044 0.2060 0.0246

Notes:

Allele frequency of D 0.2; frequency of exposure 0.1; sibling correlation in exposure 0.7.



Conclusion

Although research findings on gene–environment interactions and correlations

remain scarce, the examples described in this chapter suggest that they may have a

profound influence on commonly used epidemiological and genetic parameters.

More intensive use of research designs that can elucidate these interactions will

enhance our understanding of the pathways of risk leading to onset and persistence

of psychiatric illness in the general population.
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13

Investigating gene–environment interaction
in schizophrenia using neuroimaging

Theo G. M. van Erp, Timothy L. Gasperoni, Isabelle M. Rosso and
Tyrone D. Cannon
Department of Psychology, University of California at Los Angeles, USA

Applications of classical epidemiological methods have led to general acceptance of

a multifactorial threshold model of schizophrenia, whereby multiple genetic influ-

ences and environmental factors aggregate together, additively and/or interactively,

to form a continuum of disease liability. Studies that make use of clinical diagnos-

tic categories are limited in what they can tell us about the precise nature of the aet-

iological factors involved in schizophrenia because of the inherent limitations of

categorical measures in reflecting a continuous liability scale. We propose that new

methodologies that can represent this liability continuum on a quantitative scale

are needed to aid in the search for schizophrenia susceptibility genes and in eluci-

dating the pathophysiological mechanisms by which these genes and environmen-

tal factors act. Here we review evidence concerning structural brain abnormalities

as markers of aetiological influences in schizophrenia, concluding that use of quan-

titative neuroanatomical measures will facilitate the detection of predisposing gene

loci and help to clarify whether nongenetic influences contribute independently of

or interactively with genetic factors in influencing disease liability. The eventual

discovery of such genes will spawn a new era of epidemiological research, in which

the effects of specific predisposing genotypes and specific environmental factors on

schizophrenia phenomenology and pathophysiology can be studied.

Investigating gene–environment interaction in schizophrenia

Family, twin, and adoption studies have demonstrated that schizophrenia is a sub-

stantially heritable disorder. These studies are reviewed in Chapter 10. Still,

attempts at isolating specific genes that confer vulnerability to schizophrenia have

so far been only moderately successful (Moldin, 1997). These efforts have been

complicated by an inability to detect nonclinically penetrant carriers of the predis-

posing genes and by uncertainties concerning the nature of nongenetic influences
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and their potential interaction with genetic factors. The pattern of affection with

schizophrenia in families is not consistent with simple Mendelian transmission of

a single major gene influencing disease liability. Rather, genetic epidemiological

studies point strongly to a polygenic mode of inheritance in schizophrenia,

whereby multiple genes of small effect contribute to increasing risk for the disor-

der but only result in its overt expression if their combined effects cross a hypothet-

ical ‘threshold of liability’ (Gottesman & Shields, 1982; Ch. 11). Because genetic

liability to schizophrenia is likely to vary on a continuous rather than categorical

scale, our chances of isolating particular susceptibility genes are likely to be greatly

improved by employing quantitative rather than qualitative measures of pheno-

typic affection. Quantitative symptom-based measures of affection represent one

such approach but are sensitive to variation only above a certain threshold on the

liability continuum. Quantitative indicators of pathological processes mediating

between causative genetic factors and symptomatic phenotypic expression

(‘endophenotypes’) are likely to represent more sensitive markers of underlying

liability status than symptom-based measures of affection, whether quantitative or

qualitative in nature. Such endophenotypic indicators are likely to be closer to the

mechanism of simple gene action than clinical symptomologic status and, as such,

should be more sensitive to variation in underlying disease liability among both

affected and nonaffected members of high-density pedigrees (Cannon and Marco,

1994; Cannon, 1996). Their use should, therefore, greatly facilitate the isolation of

susceptibility genes in linkage studies.

Obstetric complications

Of the various environmental factors proposed to be involved in schizophrenia,

obstetric complications (OCs), particularly those associated with fetal hypoxia,

have shown the most robust association (for reviews see Ch. 5; Cannon, 1997;

McNeil and Kaij, 1988). Because no study using objective birth records has found

that hypoxic OCs are more frequent in the first-degree relatives of schizophrenic

patients than in the general population (Mirdal et al., 1974; Hanson et al., 1976;

Rieder et al., 1977; Marcus et al., 1981; Fish et al., 1992; Gunther-Genta et al., 1994;

Cannon et al., 2000a; Rosso et al., 2000a), these complications do not appear to be

consequences of genetic liability to schizophrenia. While not impossible, it is also

unlikely that these early influences cause schizophrenia on their own, since over

90% of individuals exposed to fetal hypoxia, even in severe form, do not develop

schizophrenia (Done et al., 1991; Buka et al., 1993; Cannon et al., 2000a; Rosso et

al., 2000a). Hypoxic OCs must, therefore, act additively or interactively with genetic

factors in influencing disease liability. An extension of the endophenotype model

developed above is to use quantitative liability indicators in epidemiological studies

of individuals with and without a genetic background for schizophrenia, and with
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and without a history of OCs, to determine whether genetic factors and OCs con-

tribute independently or interactively to variation in liability. In this chapter we

review work conducted within this framework using structural brain abnormalities

as quantitative endophenotypic indicators of liability.

Detecting causes of brain morphological changes in schizophrenia

Structural brain abnormalities are robust correlates of schizophrenia, but their

roles in the aetiology and pathophysiology of the disorder have not been conclu-

sively established. Evidence of neuromotor and cognitive deficits in preschizo-

phrenic children (Walker et al., 1994; Rosso et al., 2000b; Cannon et al., 2000b) and

of heterotopic neuronal displacements in frontal and temporal lobe regions in

patients at postmortem (Arnold et al., 1991; Benes et al., 1991; Akbarian et al.,

1993a,b), suggest that at least some of the anatomical changes in schizophrenia are

neurodevelopmental in origin, reflecting factors intrinsic to disease causation

(Cannon, 1998). Our hypotheses concerning the differential contributions of

genetic and nongenetic influences to the neuroanatomical changes in schizophre-

nia grew out of a series of structural imaging studies in schizophrenic patients and

their relatives. These studies employed either a vertical (parent–offspring) or hori-

zontal (sibling–sibling or twin–twin) high-risk design format. In the vertical high-

risk design, offspring of parents with schizophrenia are chosen prior to knowledge

of their own diagnostic outcomes and compared with offspring of healthy controls.

In the horizontal high-risk design, patients with schizophrenia and their non-ill

siblings or co-twins are compared with healthy controls without a family history of

schizophrenia. In both types of study, the influences of putative environmental aet-

iological factors on brain morphology can be examined at two or more clearly sep-

arable levels of genotypic risk for schizophrenia. Both approaches offer a distinct

advantage in this respect over studies that compare schizophrenic patients with and

without affected first-degree relative(s). That is, because many unaffected relatives

of schizophrenic patients are expected to carry one or more genes in a predispos-

ing configuration but nevertheless remain clinically unaffected, it is not valid to

infer that schizophrenic patients without an affected first-degree relative lack a pre-

disposing genotype. Further, because the mode of genetic transmission of schizo-

phrenia is complex, and potentially heterogeneous, it is not clear whether there is

a qualitatively or quantitatively meaningful difference in genotypic loading among

schizophrenic patients with and without affected first-degree relatives.

Most neuroimaging studies of schizophrenia have utilized samples of conven-

ience (e.g. patients being treated in a particular clinical setting). However, probands

and relatives ascertained in this way may not adequately represent the distribution
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of liability to schizophrenia (and hence its causes) in the general population.

Another advantage of our approach is the use of population-based sampling

methods, which result in excellent correspondence between studied and nonstud-

ied probands in terms of demographic and clinical history variables. (See Rössler

& Rössler (1998) for a review of the advantages of epidemiological ascertainment

methods.)

Below we describe two such studies, one involving the offspring of schizophrenic

and normal parents in Denmark and the other involving patients with schizophre-

nia, their unaffected siblings and matched controls from a Helsinki birth cohort.

Danish High-Risk Project: pilot study

In 1962, Mednick and Schulsinger (1965, 1968) started a prospective high-risk

study including 207 Danish children with schizophrenic mothers and 104 demo-

graphically matched controls without a family history of psychiatric illness. These

children were selected by cross-referencing the Danish National Psychiatric

Register, which maintains a central file on every psychiatric hospitalization in

Denmark, with the Danish Folkeregister, which maintains a lifelong and up-to-date

register of the address of every resident of Denmark. These and other population

registries are a valuable resource for the selection of experimental and control

groups because they allow for the potential for random sampling of probands and

precise matching of control subjects on relevant demographic variables.

Additionally, the demographic characteristics of a selected sample can easily be

compared with the rest of the population to ensure representativeness. Another

virtue of population registries is that the attrition rate during follow-up is reduced

enormously because the participants can be relocated at follow-up.

At the time of the first assessment, the mean age of the children was 15.1 years,

and none was diagnosed with any psychiatric illness. Between 1972 and 1974, these

subjects underwent clinical assessments, and the clinical information was later used

to make diagnoses according to DSM-III criteria (American Psychiatric

Association, 1980). Among the offspring of schizophrenic mothers, 15 were diag-

nosed with schizophrenia, 29 with schizotypal personality disorder (SPD), 108

with a number of other diagnoses and 23 with no mental illness. Following up on

several early imaging studies that suggested involvement of both genetic

(Weinberger et al., 1981; Reveley et al., 1982; DeLisi et al., 1986) and environmen-

tal factors (Schulsinger et al., 1984; Silverton et al., 1985; DeLisi et al., 1988;

Suddath et al., 1990) in the structural abnormalities seen in schizophrenia, we con-

ducted a pilot computed tomography (CT) study on a subsample of 34 high-risk

subjects, including 7 subjects with schizophrenia, 12 with schizotypal personality

disorder, and 15 with no mental illness.
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Results

In this sample, we examined the independence of structural abnormalities in

schizophrenia based on their aetiological antecedents (i.e. genetic risk and OCs) by

comparing subjects at two levels of genetic risk for developing schizophrenia: high

risk (offspring with a schizophrenic mother) and super high risk (offspring with a

schizophrenic mother and a schizophrenia spectrum father). Information on preg-

nancy and delivery complications, as well as birthweight, was collected prospect-

ively from original birth records. A factor analysis of six CT scan measures yielded

two factors that differed in their relationships with the aetiological precursors

(Cannon et al., 1989). The first factor, labelled ‘multisite neural deficits,’ comprised

of widening of the Sylvian and interhemispheric fissures and cortical sulci and of

cerebellar vermis abnormalities; it was related to genetic risk status but not to any

of the OCs examined. The second factor, labelled ‘periventricular damage,’ was

reflected by increased ventricular cerebrospinal fluid (CSF) to brain ratio (VBR)

and increased third ventricular size; this was highly correlated with delivery com-

plications and low birthweight – and more highly so among super-high-risk than

high-risk offspring. This study was the first to suggest that two types of structural

brain abnormality may reflect independent aetiological processes in schizophrenia,

based on differential contributions of genetic and obstetric influences. In addition,

we interpreted these results as consistent with a gene–OC interaction model of

schizophrenia, in which genetic liability confers a heightened vulnerability to fetal

brain injury, perhaps specific to regions surrounding the ventricular system.

This study had several noteworthy unique advantages. First, the obstetric data

were gathered prospectively from the records of the original midwives who

attended the births, rather than retrospectively by an interview of the mother about

the pregnancy and labour periods. Second, the obstetric, genetic and CT measure-

ments were all obtained independently of each other and blindly with respect to

diagnosis, eliminating any possible confound in any of these measures from prior

knowledge of adult psychiatric diagnosis. Third, the sample is known to be repre-

sentative in terms of the proportion of hospitalized and nonhospitalized cases,

neuroleptic usage and other psychiatric treatments (Parnas and Teasdale, 1987).

However, this study also had several limitations that merit explicit mention. The

small sample size (n�34) did not allow us to examine the potential contribution

of specific types of OC to morphological variation. In addition, we did not statis-

tically control for possible confounding factors such as age, sex, substance abuse,

organic brain syndromes and head injuries. Also, because we did not exclude from

the analyses individuals who had developed schizophrenia, we could not rule out

the possibility that the association between genetic and perinatal factors and struc-

tural brain deficits was an artifact of the increase in brain deviance associated with

the disease process and/or its treatment. Finally, because there was not a nongenet-
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ically predisposed control group, we could not address the possibility that the con-

tributions of OCs and low birthweight to ventricular abnormalities were caused by

a covariation between level of genetic risk and these obstetric variables. The lack of

a control group at low risk for schizophrenia also made it impossible to determine

whether the genetic contribution to cortical and cerebellar abnormalities (and vul-

nerability to OCs) represented a stepwise increase from low risk (neither parent

with schizophrenia) to high risk (one parent with schizophrenia) to super high risk

(both parents with a schizophrenia spectrum disorder).

Danish High-Risk Project: follow-up study

In order to address these limitations, we performed a follow-up study with CT on

60 low-risk, 72 high-risk, and 25 super-high-risk offspring. Analyses of the CT data

replicated and extended results of the initial pilot study. Increasing levels of genetic

risk for schizophrenia (low to high to super high) were related to stepwise linear

increases in both cortical, CSF to brain ratio and VBR, after controlling for the

effects of age, sex, substance abuse and history of organic brain syndromes and head

injuries (Fig. 13.1; Cannon et al., 1993). Genetic risk also interacted with OCs in

predicting increased VBR but not cortical CSF to brain ratios. That is, the effect of

delivery complications on VBR was greater among those with two affected parents

compared with those with one affected parent, and greater among those with one

affected compared with those with healthy parents. The exclusion of the schizo-

phrenic patients from the analyses did not alter these results. In addition, we found

that neither low birthweight nor any of the other OCs systematically varied with the

level of genetic risk for schizophrenia, rejecting the gene–environment covariation

model, which predicts that pre- and perinatal complications are a mere conse-

quence of the predisposition to the disorder, rather than a cause. We concluded that

the type and degree of brain abnormality shown by adult offspring of schizophrenic

and healthy parents are strongly predicted by the independent and interacting

influences of genetic risk for schizophrenia and OCs (Cannon et al., 1993).

We further examined the differences in VBR and sulcal CSF to brain ratio as a

function of lifetime psychiatric diagnosis in this sample (Cannon et al., 1994).

Based on substantial evidence of a genetic relationship between SPD and schizo-

phrenia and our finding that cortical sulcal enlargement is specifically related to

genetic risk for schizophrenia, we hypothesized that schizophrenic patients and

individuals with SPD would both show cortical sulcal enlargement compared with

that in low-risk offspring. Further, in view of our findings that OCs were related to

an increased risk for schizophrenia but not to SPD in the high-risk children and

that ventricular enlargement reflects an interaction between genetic risk and OCs,

we hypothesized that schizophrenics would evidence larger ventricles than individ-

uals with SPD and low-risk offspring. We found that high-risk individuals with
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schizophrenia and SPD had an equivalent degree of cortical sulcal enlargement,

and that both groups had significantly larger sulci to brain ratios than the high-risk

offspring with nonschizophrenia spectrum disorders and those with no psychiat-

ric disorders, and than the low-risk individuals with and without psychiatric diag-

noses. However, only high-risk individuals with schizophrenia evidenced

significantly enlarged VBR compared with each of the other groups, including the

SPDs. These data suggest that in the offspring of schizophrenic parents, cortical

abnormalities are expressed equally across the range of syndromes in the schizo-

phrenia spectrum and that they are, therefore, likely to be reflective of the genetic

predisposition to the disorder. In contrast, subcortical abnormalities (measured by

VBRs) are more pronounced in the more severe syndrome (i.e. schizophrenia) and

are reflective of a more severe, environmentally complicated form of the disorder

(Cannon et al., 1994; Zorrilla et al., 1997).

The Danish High-Risk Study thus provided suggestive preliminary evidence for

the influence of genetic and environmental risk factors on structural brain abnor-

malities in schizophrenia. However, these studies relied on CSF to brain ratios to

quantify measures of cortical and subcortical volumes. This method confounds two
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by delivery complications and level of genetic risk for schizophrenia. The interaction of
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potentially dissociable anatomical features, namely, increased sulcal or ventricular

CSF volumes and reduced brain parenchymal volumes. CT methodology also does

not have the spatial or contrast resolution required to measure specific brain struc-

tures and distinguish between grey and white matter. Another shortcoming of this

study is that the possibility of a specific pathogenic mechanism underlying the

effects of OCs was not explicitly tested.

Helsinki Cohort Study

To overcome these limitations, we examined the magnetic resonance images (MRI)

of 75 psychotic probands, 60 of their nonpsychotic full siblings, and 56 demo-

graphically matched control subjects without a personal or family history of treated

psychiatric morbidity. The participants were drawn from the total population of

individuals born in Helsinki, Finland in 1955 (n�7840) and all their full siblings

(n�12796), who (along with their parents) were screened in national case regis-

tries for psychiatric morbidity (Fig. 13.2).

A total of 267 (1.3%) members of this population had a register diagnosis of

schizophrenia, schizoaffective disorder, or schizophreniform disorder, according to

the ICD-8 (World Health Organization, 1967) numbering scheme. Probands were

randomly selected from this total pool and approached initially via their treating

psychiatrists. Those who expressed interest in participating were contacted by

project staff, who evaluated and obtained informed consent from 80 patients. An

attempt was made to recruit at least one nonschizophrenic sibling of each studied

proband, but this was possible for only 62 of the 80 cases. In addition, 56 nonschizo-

phrenic control subjects (28 sibling pairs from 28 independent families) were ran-

domly selected from the same study population after excluding any individual with

a personal or family history of treated psychiatric morbidity. Studied probands were

equivalent to the remainder of the proband population in terms of year of birth,

nuclear family size (i.e. parents and siblings), sex, history of inpatient admission,

age at first inpatient admission, history of comorbid substance abuse disorder and

work disability, but the studied group had more hospital admissions than the non-

studied group (Cannon et al., 1998). MRI scans were not usable for five patients and

two siblings because of movement artifact or other technical problems.

Of the 75 probands with usable MRI data, 63 had lifetime diagnoses of schizo-

phrenia and 12 of schizoaffective disorder. The proband, sibling and control groups

were balanced in terms of age, sex, handedness, social class, nuclear family size (i.e.

parents and siblings), history of any DSM-III-R-defined (American Psychiatric

Association, 1987) substance use or dependence disorder (primarily alcohol-

related disorders), total intracranial volume, birthweight, exposure to infection

during gestation, and history of perinatal hypoxia. The sibling and control groups

were also balanced in terms of percentage of group with a DSM-III-R diagnosis of
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depression or anxiety disorder. A standard form was used to code information on

maternal health, fetal monitoring, prenatal and perinatal complications and neo-

natal conditions from the original antenatal clinic and obstetric hospital records by

a worker blind to diagnosis and imaging results.

Brain changes

In an initial analysis of the scans, we reliably measured the left and right frontal,

temporal, posterior and ventricular brain regions classified into grey matter, white

matter and CSF. Both schizophrenic patients and their full siblings exhibited sig-

nificant reductions in frontal and temporal grey matter volumes and significant

increases in frontal and temporal sulcal CSF volumes, compared with controls,

after controlling for the effects of age, sex and whole brain volume (Fig. 13.3).

However, ventricular CSF volume increase and white matter volume reduction

were found in schizophrenics but not their siblings (Cannon et al., 1998). These

results suggest that frontal and temporal lobe grey matter reductions in schizophre-

nia may be caused by genetic (or shared environmental) factors. In contrast, ven-

tricular enlargement and white matter deficits were specific to the clinical

phenotype and may, therefore, reflect the influences of unique environmental

factors or factors secondary to illness expression.

262 T. G. M. van Erp, T. L. Gasperoni, I. M. Rosso and T. D. Cannon

Population register

Hospital discharge register
Pension register
Free medicine register

SCID-P/II interview
SANS/SAPS/SP
Hospital records
MRI scans

Original cohort:
7840 individuals born
 in Helsinki in 1955

First-degree relatives:
12 796 siblings,
13 477 parents

Study population:
34 113 individuals,
7753 families

Single-proband:
1598 individuals,
341 families

50 Probands
38 Siblings
38 Pairs

Multiple-proband:
135 individuals,
29 families

31 Probands
23 Siblings
25 Pairs

Control:
32 380 individuals,
7383 families

56 Siblings
28 Pairs

Fig. 13.2. Selection of the population-based sample of individuals born in Helsinki, Finland, in 1955,

using the national case registries. See text for the assessment methods.



Perinatal hypoxia

Subsequent analyses examined perinatal hypoxia as a possible environmental

mechanism underlying some of these brain abnormalities (Cannon et al., 2002). In

our earlier study, we had found evidence supporting the genotype–environment

interaction model in that the contribution of OCs to subcortical pathology scaled

with an increase in genetic risk, i.e. the contribution of OCs to subcortical pathol-

ogy was larger in super-high-risk offspring compared with high-risk offspring, and

larger in high-risk offspring compared with low-risk offspring (Cannon et al.,

1993). Furthermore, Suddath and colleagues (1990) have demonstrated that the

affected twins of discordant monozygotic twin pairs evidence enlarged ventricular

volumes and reduced temporal lobe, but not frontal lobe, volumes compared with

their nonschizophrenic co-twins, and McNeil and colleagues (2000) have found

that intrapair differences in ventricular and hippocampal volumes may relate to
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higher rates of OCs in the affected co-twins. Based on these findings, we hypothe-

sized that the ventricular and temporal lobe volumes of individuals at high genetic

risk for schizophrenia (i.e. the patients and their full siblings) but not those of low

genetic risk (i.e. healthy volunteers without a personal or family history of treated

psychiatric morbidity) may be modulated by perinatal hypoxia.

To test this hypothesis, we devised a scale based on hypoxia-associated OCs.

Hypoxia was scored as present if the subject was coded as blue at birth or neona-

tally or had two or more complications that were significantly related to birth or

neonatal asphyxia in the overall sample: cord knotted or wrapped tightly around

neck, placental infarcts, third trimester bleeding, pre-eclampsia, anaemia during

pregnancy, anorexia/malnutrition during pregnancy, fetal distress and breech pres-

entation. We found that grey matter in the frontal lobe, temporal lobe and poste-

rior region of patients and their full siblings exposed to perinatal oxygen

deprivation were smaller and the sulcal CSF volumes were larger than of those who

were not. There was also a group by hypoxia by region interaction in that the tem-

poral lobes of both the patients and their siblings showed the largest grey matter

reduction and sulcal CSF increase. That cortical sulcal enlargement did not vary by

obstetric history among those at genetic risk for schizophrenia in the Danish study

(Cannon et al., 1993), as it did in the Helsinki study, most likely reflects a greater

reduction in signal at the cortical surface (owing to partial volume artifacts) asso-

ciated with CT compared with MRI. Hypoxia also appeared to be differentially

related to increased ventricular CSF in the patients only. In contrast, there were no

differences in any of the volumetric measurements of low-risk control subjects with

and without hypoxia-associated OCs, and there were no associations of white

matter with hypoxia in any of the groups (Cannon et al., 2002).

Genotype–perinatal hypoxia interaction

We interpreted these results as consistent with a genotype–environment interaction

of perinatal influences, especially those that provoke hypoxia, in schizophrenia.

That is, a genetic factor in schizophrenia may create a heightened susceptibility to

the neurally disruptive effects of fetal oxygen deprivation. It could be argued that

the results suggest an influence other than fetal hypoxia since some of the macro-

scopic sequelae of hypoxia-ischaemia – in particular periventricular white matter

damage – were not observed. However, the neural sequelae of hypoxia are numer-

ous and vary in severity from alterations in neurite outgrowth to neuronal cell

death (Nyakas et al., 1996). In the latter, loss of both grey and white matter would

be expected. In the former, immature neurons may survive the hypoxic insult but

still have a compromised elaboration of synaptic interconnections (Nyakas et al.,

1996). Studies in fetal sheep have shown that hypoxia secondary to chronic mild or

subacute placental insufficiency results in a reduction in cortical thickness and an
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increase in cortical neuronal density, without any observable neuronal loss or white

matter damage (Rees et al., 1998). These reductions in neuropil volume, in the

absence of neuronal cell loss and associated gliosis, would be expected to manifest

as reductions in grey but not white matter volume at the macroscopic level (i.e. on

MRI). Nevertheless, the findings reviewed above are based on clinical indicators of

hypoxia rather than molecular markers of fetal blood oxygenation. Further work is

needed to determine whether hypoxia as confirmed via blood gas analysis alters

brain morphology differentially among infants at genetic risk for schizophrenia

and whether other consequences of fetal distress, such as the induction of proin-

flammatory cytokines, play a role in this association.

Other studies

Several other structural brain imaging studies in schizophrenia have indicated

genetic load effects on hippocampal and amygdaloid (Seidman et al., 1997, 1999)

as well as thalamic (Staal et al., 1998) volumes. On the basis of these findings, one

could conclude that these volumetric measurements may be likely endophenotypic

indicators – that is, markers of a predisposing genotype. However, apart from the

study of McNeil and colleagues (2000), none of these studies have factored in meas-

ures of OCs, which, in view of our findings, may interact with genetic risk in deter-

mining at least some of the neuromorphological abnormalities in schizophrenia.

Therefore, these subcortical brain measures may not be pure genetic markers (i.e.

endophenotypes) that can be used in quantitative trait loci analyses without covar-

ying for the level of hypoxia exposure. It will be important, however, to examine

more regionally specific brain measures. The cingulate gyrus, for instance, has a rel-

atively high density of N-methyl--aspartate (NMDA) receptors (Tamminga,

1999), and it is, therefore, possible that a more fine-grained parcelation of the

frontal lobes will reveal that some subregions are susceptible to the effects of peri-

natal oxygen deprivation while others are more purely related to genetic risk.

Whether or not the amygdaloid, thalamic and cingulate morphological changes in

schizophrenics are under the influence of hypoxia-related OCs remains to be deter-

mined.

Conclusions and future directions

In complex diseases such as schizophrenia, quantitative measures of liability are

likely to provide a more sensitive basis for elucidating aetiological factors and deter-

mining their mechanisms of influence than more traditional approaches based on

clinical diagnostic categories. The work reviewed in this chapter suggests that struc-

tural brain abnormalities are promising endophenotypic indicators for schizophre-

nia. Some of these abnormalities (e.g. frontal and temporal cortical grey matter
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reductions) are shared by schizophrenic patients and their non-ill family members,

while other abnormalities (e.g. ventricular enlargement, cortical white matter

reduction) are unique to schizophrenic patients. Further, a history of fetal hypoxia

was associated with reductions of cortical grey matter and increases of sulcal CSF

in schizophrenic patients and their non-ill family members, but not in control sub-

jects at low genetic risk for schizophrenia. It appears, therefore, that a genetic factor

in schizophrenia may render the fetal brain particularly susceptible to damage fol-

lowing hypoxia–ischaemia.

The imaging studies reviewed above suggest two directions that may aid in the

search for schizophrenia susceptibility genes. First, they suggest that we should con-

tinue to evaluate structural brain abnormalities in the search for more purely genet-

ically mediated neuroendophenotypic indicators of schizophrenia. Such measures

should facilitate the identification of specific susceptibility loci by encouraging a

search for genes that contribute to quantitative variation in discrete aspects of

disease liability and by making nonclinically penetrant gene carriers informative

for linkage. Second, these results encourage search for genes that predispose to the

disorder by creating heightened susceptibility to the neurally disruptive effects of

hypoxia. In this approach, linkage analyses would be performed that make use of

obstetric and genetic variation as predictors of variation in regional brain volumes.

These two suggestions, which both combine the use of neuroimaging and molecu-

lar biological techniques with epidemiological study designs, may provide us with

more powerful approaches to solving complex disorders such as schizophrenia

(Susser & Susser, 1996; Ambrosone and Kadlubar, 1997).
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Part IV

Special issues in the epidemiology of
schizophrenia





Introduction

It has long been known that people with schizophrenia have higher mortality rates

from a number of causes, particularly suicide, than the general population. Higher

than expected rates of comorbid substance abuse and violent behaviour have also

been noted. The chapters in this section examine the epidemiological evidence for

these associations, which have important implications for treatment and manage-

ment.

Mortensen in Chapter 14 finds strong evidence that individuals with schizophre-

nia have elevated mortality rates from natural causes, thus leading to the expecta-

tion that individuals with schizophrenia have higher rates of a range of physical

disorders. However, the epidemiological investigations of this issue have not been

systematic. Investigators have tended to focus on certain diseases such as rheuma-

toid arthritis, diabetes mellitus or multiple sclerosis among schizophrenic patients

in an effort to support an autoimmune aetiological hypothesis. Mortensen empha-

sizes the logistic difficulties inherent in such enterprises: ‘the study of one relatively

uncommon disorder among patients with another relatively uncommon disorder

requires very large study populations to be followed up for a long time’. Some

studies have found a reduced rate of cancer in schizophrenia, while others have

found higher rates. Few studies have examined rates and risk factors for cardiovas-

cular disease, although this is one of the major causes of the excess mortality.

Mortensen argues that studies of ‘the distribution of common risk factors for

common diseases among patients with schizophrenia’ and preventive programmes

aimed at reducing known risk factors such as smoking and alcohol abuse are the

types of research most likely to improve the life expectancy of individuals with

schizophrenia.

Suicide is the largest cause of premature death in schizophrenia and rates appear

to be increasing at present. In Chapter 15, Heilä and Lönnqvist review the litera-

ture on prevalence and risk factors for suicide in schizophrenia from an epidemi-

ological perspective. They point out the methodological difficulties inherent in this

field of study, such as the definition of suicide and the reliance on retrospective

information. The authors urge that treatment-related factors related to suicide in
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schizophrenia should be urgently explored, in particular the effect of deinstitution-

alization on suicide rates, the inadequate treatment of psychosis or comorbid

depression, and the possible role of some atypical antipsychotic medication in

suicide prevention.

Murray and colleagues in Chapter 16 examine the relationship between sub-

stance abuse and schizophrenia. Having reviewed the international literature, they

conclude that there is, indeed, evidence that individuals with schizophrenia are

more likely to abuse substances than the general population, although there is no

particular pattern of abuse associated with the disorder. The authors then proceed

to investigate the reasons underlying this association. Does substance abuse cause

schizophrenia? Do factors associated with the established illness increase the risk of

substance abuse? Or does some common factor predispose individuals both to sub-

stance abuse and schizophrenia?

Up until the early 1980s, the general consensus was that individuals with schizo-

phrenia were no more likely to be violent than the general population. However,

new epidemiological evidence has emerged in recent years to challenge this view.

In Chapter 17, Walsh and Buchanan provide a critique of the studies that have

influenced current thinking about this issue. They estimate that a diagnosis of

schizophrenia is associated with a two- to sevenfold increased risk of violent beha-

viour, but only a small proportion of violence in society can be attributable to

people with this disorder.
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Mortality and physical illness in
schizophrenia

Preben Bo Mortensen
National Centre for Register-based Research, Aarhus University, Denmark

Mortality among psychiatric patients has been studied for almost as long as mental

hospitals have existed (Farr, 1841), and studies of mortality and physical illness

among schizophrenic patients have also been conducted for almost as long as the

concept of schizophrenia has been in clinical use (Hahnemann, 1931; Alström,

1942). However, mortality studies on the one hand and studies of physical illness

in schizophrenia on the other have traditionally been conducted with very differ-

ent perspectives. Mortality studies have generally been conducted as part of long-

term outcome studies of schizophrenia and the finding has generally been excess

risk from some cause of death. Studies of physical illness have focused on the iden-

tification of illnesses occurring particularly uncommonly among schizophrenic

patients, thus implying some biological antagonism that might give clues to aetio-

logy. However, these fields of research are closely related and share many of the

same methodological problems.

Studies of mortality

Mortality studies in schizophrenia have been reviewed by Simpson (1988) and

Allebeck (1989). Harris and Barraclough (1998) have reviewed papers on schizo-

phrenia mortality published in English during the period 1966–1995 together with

weighted SMR (standardized mortality ratio) estimates for individual causes of

death. The very large literature on suicide in schizophrenia has been reviewed by

Drake et al. (1985) and Caldwell and Gottesman (1990) and is discussed in detail

in Chapter 15.

Death from natural causes

The early mortality studies by Alström (1942) and Ødegård (1951) found that

excess mortality in patients with mental illness resulted from respiratory and infec-

tious diseases. In particular, mortality from tuberculosis led to the creation of
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special institutions for patients with both tuberculosis and mental disorders.

Studies also generally found excess mortality from all other major causes of death

with the exception of cancer. In more recent studies of schizophrenia, the major

source of excess mortality is suicide (e.g. Tsuang, 1978; Evenson et al., 1982;

Pokorny, 1983; Black et al., 1985; Allebeck and Wistedt, 1986; Roy, 1986; Mortensen

and Juel, 1993), but an elevated mortality from natural causes has also been found

in many of these studies. Some studies report increased mortality from cardiovas-

cular disorders (Lindelius and Kay, 1973; Saugstad and Ødegård, 1979, 1985;

Herrman et al., 1983; Brook, 1985; Wood et al., 1985; Allebeck and Wistedt, 1986;

Mortensen and Juel, 1990, 1993; Saku et al., 1995). Ciompi and Müller (1976) found

an increased cardiovascular mortality in male patients but a relative deficit in female

patients. Zilber et al. (1989) found a significant deficit of death from cardiovascular

and cerebrovascular causes. Giel et al. (1978) found a deficit of death from cerebro-

vascular diseases although this finding is difficult to interpret because this study had

a large proportion of patients with undetermined cause of death. Mortensen and

Juel (1990) found a significant reduction in cerebrovascular mortality in both males

and females among a cohort of mainly chronic hospitalized schizophrenic patients.

However, in their study of a different cohort of first-admitted patients (Mortensen

and Juel, 1993), there was a nonsignificant trend towards an elevated risk among

male patients. It is unclear whether this apparent change is caused by possible sur-

vival bias in the study of the cohort of long-stay patients or whether it is a conse-

quence of changing exposure patterns to risk factors for cerebrovascular disorder,

such as smoking. Mortality from respiratory diseases has consistently been found to

be increased in schizophrenic patients (Alström 1942; Ødegård 1951; Weiner and

Marvit, 1977; Wood et al., 1985; Allebeck and Wistedt, 1986; Mortensen and Juel,

1990, 1993). Allebeck and Wistedt (1986) reported a significant increase in gastroin-

testinal and urogenital death. With the exception of cancer and, as mentioned

above, cerebrovascular diseases, Mortensen and Juel both in the study of chronic

patients (1990) and that of first-admitted patients (1993) found an elevated mor-

tality from all specific natural causes. This pattern is overall in line with the estimates

presented by Harris and Barraclough (1998), but it should be noted that these esti-

mates are heavily influenced by the two studies by Mortensen and Juel because of

their relatively large sample size. Harris and Barraclough (1998) also concluded that

there was a slight deficit of cancer mortality in schizophrenic males, whereas there

was a slight excess in schizophrenic females. Individual studies generally have not

found any significant excess or deficits in cancer mortality among schizophrenic

patients. This will be discussed further below.

In summary, studies generally find that schizophrenic patients have elevated

mortality rates from natural causes. However, there have been almost no studies of

risk factors explaining this excess, and there have been no intervention studies of

possible ways of reducing the excess mortality.
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Suicide

The occurrence of and risk factors for suicide in schizophrenia have been reviewed

several times (Drake et al., 1985; Simpson, 1988; Caldwell and Gottesman, 1990)

and the topic is dealt with in detail in Chapter 15. Therefore, only a few key points

will be mentioned here. Estimates of suicide risk in schizophrenic patients vary, but

about 10% of all schizophrenic patients (range 2–13%) are reported to end their

lives by suicide. In general, the risk of suicide among individuals with schizophre-

nia is estimated to be 10- to 20-fold higher than in the general population.

Furthermore, studies have generally not been based upon first-episode cases and,

since suicide risk in schizophrenia tends to be higher in young patients and higher

early in the course of the illness, the lifetime risk for suicide may be closer to

20–25% (Mortensen, 1995a).

Many risk factors for suicide in schizophrenia have been identified and these are

reviewed in Chapter 15. These include male gender, young age, social isolation,

being single, unemployment, limited external support, and psychological factors

such as recent loss or rejection. Clinically relevant variables include a history of pre-

vious suicide attempts, hopelessness or comorbid symptoms of depression, deteri-

orating course with high premorbid functioning, chronic course with many

exacerbations, and high levels of psychopathology and functional impairment after

discharge. In Denmark, suicide risk among schizophrenic patients has been found

to be increasing in parallel with a decreasing number of available inpatient beds

(Mortensen and Juel, 1993). It has been suggested that the increasing tendency to

short admissions with frequent readmissions that has accompanied the decreased

availability of inpatient beds may have contributed significantly to this increase

(Rossau and Mortensen, 1997).

Although there is a large literature on suicide risk in schizophrenia, there have

been no clinical trials of preventive interventions. Such trials would probably be

very difficult to conduct with sufficient statistical power. Even in the subgroups of

schizophrenic patients at highest risk, it would generally be less than 1 or 2% of

patients who would commit suicide within a year. Controlled trials would have to

include an unrealistically large number of patients followed-up for a long time.

Therefore, preventive interventions in the future will probably have to be based on

information from other epidemiological studies rather than clinical trials

(Mortensen, 1995a).

Physical illness

The relatively consistent finding of elevated mortality rates from most natural

causes would lead to the expectation that schizophrenic patients have higher risk

of a broad area of physical disorders. However, the literature on the epidemiology

of physical disorders in schizophrenic patients is not as clear and unequivocal as
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might be expected. Adler and Griffith (1991) reviewed some of the literature and

outlined some of the difficulties of diagnosing and managing physical illness in

schizophrenic patients. They generally found high levels of concurrent physical

illness and low detection rates of those illnesses. They also reviewed some of the

difficulties that arise from the effects of neuroleptic treatment on concurrent phys-

ical disorders. The problems associated with diagnosing physical illness in schizo-

phrenic patients should be borne in mind when evaluating the literature on

physical disease in schizophrenia. Any study of the occurrence of any particular

physical disorder will be subject to methodological difficulties, in particular studies

finding reduced occurrence of some physical disorders. This literature has been

reviewed by Baldwin (1979), later by Tsuang et al. (1983), Harris (1988) and Jeste

and coworkers (1996). Apart from the above-mentioned mortality studies, much

of the literature consists of clinical observations or hypotheses about positive or,

more frequently, negative associations between schizophrenia and specific physical

disorders. Only one published study attempted to cover the full range of physical

illnesses in an epidemiological sample, and the results of that study have only been

published in part because of the death of the principal investigator (Baldwin and

Wing, 1978).

Cardiovascular disease

Baldwin (1980) has reported an increased incidence of arteriosclerotic heart

disease among schizophrenic patients. Increased cardiovascular morbidity and

mortality would be expected in schizophrenic patients because of the frequency of

heavy smoking, the possible effects of neuroleptic treatment on the cardiovascular

system (Risch et al., 1981) and, presumably, poor diet (although there is little infor-

mation about the dietary practices among schizophrenics that would be of rele-

vance for cardiovascular illness). Unfortunately, no epidemiological studies of

cardiovascular illness in schizophrenic patients exist where tobacco smoking or

other important factors have been taken into acount. It would be very worthwhile

to pursue such studies since cardiovascular illness is one of the major contributors

to the excess mortality of schizophrenic patients.

Cancer

Studies of cancer incidence and mortality in schizophrenic patients fall into three

main categories. First, there are studies of proportionate mortality, that is, the pro-

portion of all deaths among schizophrenics that are caused by cancer compared

with the proportionate cancer mortality in the general population. Second, there

are studies that calculate cancer-specific SMRs among schizophrenic patients and,

third, there are studies focusing on the incidence of cancer among schizophrenic

patients. Many of the problems in studying physical illness in schizophrenia can be
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illustrated by the literature on cancer and schizophrenia, and a great deal of confu-

sion in the literature regarding cancer and schizophrenia originates from the

attempt to compare results between these three categories of study design.

The earliest reports on cancer risk in schizophrenia and the only studies finding

reduced occurrence of cancer in schizophrenic patients prior to the introduction

of neuroleptics were studies of proportionate cancer mortality (Büel, 1925;

Hahnemann, 1931; Alström, 1942; Scheflen, 1951; Hussar, 1966). None of these

found significant differences between schizophrenic patients and the general pop-

ulation. Of the mortality studies conducted in schizophrenia after the introduction

of neuroleptics, Ciompi and Müller (1976) and Zilber et al. (1989) found a signifi-

cantly reduced cancer mortality. The finding by Zilber et al. is complex, however,

since they found a significantly reduced cancer risk in patients aged 40 years or

more, whereas it was significantly increased in patients under 39 years of age.

Furthermore, Giel et al. (1978) and Brook (1985) found significantly reduced

cancer mortality rates, but their results were difficult to interpret because of a large

proportion of patients in the studies who had undetermined causes of death.

Studies not finding significant differences include Saugstad and Ødegård (1979),

Tsuang et al. (1980), Herrman et al. (1983) and Allebeck and Wistedt (1986).

Mortality studies measure the joint effect of cancer incidence and survival time

of cancer patients; this means that any difference in the prognosis of cancer

between schizophrenics and the general population will complicate the interpreta-

tion of cancer mortality as cancer risk. There are relatively few studies of cancer

incidence and the results are somewhat inconsistent. Ehrentheil (1957) and

Baldwin (1980) found no difference in cancer incidence in schizophrenics com-

pared with the general population. Nakane and Ohta (1986) reported an increased

rate of breast cancer in younger females, but methodological problems make this

finding difficult to interpret. Gulbinat et al. (1992) reported results from three

World Health Organization (WHO) study centres. In the Hawaii centre, there was

a nonsignificant trend towards increased incidence of cancer of the uterine cervix

and breast cancer in schizophrenic patients of Japanese origin, but no differences

for patients of Caucasian origin. In another centre from this WHO collaborative

study, Dupont et al. (1986) reported an overall reduced incidence of cancer in

males and a marginally significant reduced risk in females. No specific cancer

occurred with an increased frequency, and cancer risk was significantly reduced,

particularly for respiratory cancers, cancer of the uterine cervix and, in males, gas-

trointestinal cancers and cancer of the prostate. In a separate study of a younger

cohort of first-admitted psychiatric patients, there was still a significantly reduced

cancer incidence in male schizophrenic patients and a nonsignificant reduction in

female patients. The only types of cancer occurring with a reduced incidence were

melanoma, other skin cancers and testicular cancer. Because of the relatively low
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age of this cohort, it was difficult to document reduced incidence of any specific

type of cancer, but respiratory cancers also occurred at a notably low rate, especially

in the light of the high occurrence of tobacco smoking. The causes of this reduced

cancer risk are not known and could not be ascribed to undiagnosed cancers. A

number of animal studies, together with some casuistic reports of regression of

cancers in patients treated with neuroleptics, have suggested that some neurolep-

tics may impair growth of tumours or reduce cancer risk (for reviews see

Mortensen 1992, 1995b). In a case-control study, risk of prostate cancer was found

to be reduced by treatment with phenothiazines. Although it has been suggested

that neuroleptic treatment increases the risk of breast cancer through elevated pro-

lactin levels (Schyve et al. 1978), the evidence is inconclusive (Mortensen, 1987;

Halbreich et al., 1996).

The literature on cancer and schizophrenia illustrates a number of methodo-

logical issues. First, detection bias with problems in diagnosing specific illnesses in

schizophrenic patients must be addressed specifically for every disease. Second,

even comparatively common conditions like breast cancer or respiratory cancer

require the follow-up of thousands of patients for decades in order to yield reason-

ably solid results. This means that such studies will be very difficult or impossible

to conduct without access to epidemiological databases such as those used by

Baldwin (Baldwin, 1980; Dupont et al., 1986) and Mortensen (1994). One such epi-

demiological study has recently been published and the findings do not agree with

previous work. Lichtermann et al. (2001) identified a cohort of 26996 individuals

born between 1940 and 1969 in Helsinki, Finland who were treated for schizophre-

nia between 1969 and 1991. They were followed up for cancer from 1971 to 1996

by record linkage with the Finnish Cancer Registry, and standardized incidence

ratios (SIRs) were calculated. In patients with schizophrenia, an increased overall

cancer risk was found. Half of the excess cases were attributable to lung cancer, and

the strongest relative increase in risk was in pharyngeal cancer, indicating that spe-

cific lifestyle factors, particularly tobacco smoking and alcohol consumption, were

responsible. However, this study also studied the incidence of cancer in the relatives

of schizophrenic patients and, interestingly, the cancer incidence in siblings and

parents was consistently lower than that in the general population. The authors

concluded that this finding would be compatible with a postulated genetic risk

factor for schizophrenia offering selective advantage to unaffected relatives.

Rheumatoid arthritis

The literature on rheumatoid arthritis has been reviewed by Eaton et al. (1992).

Generally, studies found that schizophrenic patients have less rheumatoid arthritis

than expected on the basis of general population rates. This has also been con-

firmed in more recent studies by Mors et al. (1999) and Oken and Schulzer (1999).
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In their study of autoimmune disorders in first-degree relatives of schizophrenic

patients, Gilvarry and colleagues (1996) found a reduced occurrence of rheuma-

toid arthritis, but this did not reach statistical significance. The apparent negative

relationship between rheumatoid arthritis and schizophrenia has led to hypotheses

about an autoimmune component in the aetiology of schizophrenia or associations

with specific HLA types. However, some studies (Mors et al., 1999) have also found

a reduced occurrence of osteoarthritis, suggesting that the apparent low occurrence

of rheumatoid arthritis in patients could be the result of a tendency not to detect

the illness, perhaps because of elevated pain threshold or maybe less mechanical

trauma in more sedentary patients.

Diabetes mellitus

It has been reported that there are elevated rates of diabetes in schizophrenic

patients (McKee et al., 1986; Mukherjee et al., 1996) and diabetes appears to occur

more frequently in the relatives of psychotic patients (Gilvarry et al., 1996).

Diabetes may be a consequence of phenothiazine neuroleptic treatment in schizo-

phrenic patients (Dynes, 1969; Marinow, 1971). Recently, some studies have sug-

gested that treatment with clozapine may increase the risk of diabetes or impaired

glucose tolerance (Hagg et al., 1998). Abnormalities in glucose metabolism have

also been implied as a possible risk factor for tardive dyskinesia (Schultz et al.,

1999). Generally, the epidemiological knowledge of the occurrence of diabetes in

parents or relatives is still limited, and the exact relationship between diabetes and

schizophrenia is not known.

Multiple sclerosis

Multiple sclerosis (MS) is of interest in relation to schizophrenia because of the

autoimmune hypothesis mentioned above and because of the number of similar-

ities in the epidemiological distribution of schizophrenia and MS. This literature

has been reviewed by Stevens (1988a). Generally, however, there are no good

studies of the cooccurrence of the two disorders, and the study by Gilvarry et al.

(1996) did not have sufficient power to study the occurrence of MS in relatives of

psychotic patients. So, in general, the relationship between schizophrenia and MS

awaits empirical studies.

Epilepsy

Stevens (1988b) reviewed much of the literature regarding epilepsy and schizophre-

nia and concluded that studies had not found a greater incidence of schizophrenia

among individuals with epilepsy, nor of epilepsy in those with schizophrenia.

However, a more recent study by Bredkjaer et al. (1998) found a general increase in

schizophrenia risk among patients ever hospitalized with epilepsy, and particularly
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in patients with temporal lobe epilepsy. At present, it is unclear if patients develop-

ing psychosis during the course of epilepsy constitute a subgroup distinct from

other schizophrenic patients, or if the association indicates that aetiological factors

for epilepsy also increase schizophrenia risk.

Human immunodeficiency virus

Recently, studies have suggested that psychotic patients constitute a high-risk group

for infection with human immunodeficiency virus (HIV) (Susser et al., 1997;

Walkup et al., 1999). Although it is possible that exposure to retrovirus contributes

to the risk for developing schizophrenia and other psychoses (Yolken and Torrey,

1995; Hart et al., 1999), the opposite direction of causality is more likely, since

schizophrenic patients may be exposed to risk factors for HIV infection, notably

drug abuse and high-risk sexual activity (Cournos et al., 1994; Miller and Finnerty,

1996; Thompson et al., 1997; Grassi et al., 1999). These risk factors would be a rea-

sonable target for preventive efforts (Weinhardt et al., 1997).

Other diseases

A suspected positive association between coeliac disease and schizophrenia has not

been confirmed empirically (Stevens et al., 1977; Baldwin, 1980; Lambert et al.,

1989). A single study has suggested a possible increased risk for amyotrophic lateral

sclerosis among the relatives of patients with schizophrenia, but the finding has not

so far been replicated (Goodman, 1994). Appendicitis was reported to occur with

an unexpectedly low frequency among schizophrenic patients by Baldwin (1980)

and Lauerma et al. (1998). Although there are methodological problems in those

studies, the negative association seems to be confirmed in an ongoing study by

Ewald et al. (2001). Lauerma et al. (1998) hypothesized that genes that predispose

to schizophrenia may provide protection from appendicitis, thus providing a selec-

tive advantage during evolution.

Conclusions and suggestions for future studies

In general, the literature on physical illness and schizophrenia has contained more

hypotheses than empirical data. Good epidemiological samples are hard to find,

since the study of one relatively uncommon disorder in a patient group with

another relatively uncommon disorder requires very large study populations to be

followed up for a long time. In particular, negative associations may be very diffi-

cult to study. The best method of studying such associations is through linkage

between records in historical cohorts as, for example, in the studies by Baldwin

(1980), Mortensen (1994), Bredkjaer et al. (1998) and Lichterman et al. (2001). It

is often difficult to exclude diagnostic bias where physical illness is detected less
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readily among schizophrenic patients. It is also difficult to separate the effect of

schizophrenia from the effects of treatments, and generally little is known about

long-term health effects of neuroleptic medication. Finally, studies have generally

not controlled for confounders other than age and gender. Notably, studies have

neither taken general social variables into account nor adjusted for such well-

documented risk factors as smoking, diet or alcohol consumption.

It would seem obvious that the physical morbidity and mortality of schizo-

phrenic patients cannot be understood as a phenomenon isolated from the chang-

ing treatment and general social conditions available to these individuals.

Historically, it has become obvious that the high mortality rate from tuberculosis

observed earlier (Alström, 1942) was not something specific for schizophrenia as a

disease, but rather a feature of the general morbidity pattern linked to the living

conditions available to patients inside as well as outside psychiatric hospitals. Today

we see similar phenomena in Western countries where schizophrenic patients are

more exposed to tobacco smoking, alcohol and drug abuse, and possibly high-risk

sexual activity, which would be expected to lead to high incidence of cardiovascu-

lar diseases, respiratory diseases and HIV infections. At present, the research most

likely to influence the life expectancy of patients are studies of the distribution of

common risk factors for common diseases among patients with schizophrenia, as

well as evaluations of preventive programmes aimed at reducing smoking, alcohol

and drug abuse.

Studies of mortality are relatively unequivocal, confirming both an increased

mortality from natural causes and a continued and possibly increasing elevation of

suicide risk. In these areas, the greatest research need now seems to be identifica-

tion of specific risk factors and intervention studies to provide practical guidelines

for the prevention of excess mortality among schizophrenic patients.
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The clinical epidemiology of suicide in
schizophrenia

Hannele Heilä and Jouko Lönnqvist
National Public Health Institute, Helsinki, Finland

Numerous studies have found that persons with mental disorders are at signifi-

cantly higher risk for suicide than the general population. In ‘psychological

autopsy’ studies (Table 15.1) the prevalence for current mental disorders among

suicide victims has been as high as 81 to 100%. The heightened suicide risk has been

associated with many types of mental disorder, most often with affective disorders,

substance abuse and schizophrenic disorders (Miles, 1977; Black et al., 1985; Harris

and Barraclough, 1997). Suicide is the most common cause of premature death in

schizophrenia: 28% of the excess mortality in schizophrenia, and 11–38% of all

deaths in schizophrenia are attributable to suicide (Leff et al., 1992; Brown, 1997;

Baxter and Appleby, 1999).

Methodological aspects of suicide research

Definition of suicide

As with all human behaviour, suicide is complex and multifaceted in nature. From

the research point of view, studying suicide is fraught with many methodological

problems. There is no single, unanimously accepted definition of suicide.

Definitions often include three components: the death occurs as a result of an

injury, which is both self-inflicted and intentionally inflicted. The least ambiguous

factor is that the outcome of the injury is death. It has been suggested that suicidal

intent may represent the varying degree of consciousness and determination to die

in suicide (Stengel, 1960; O´Carroll et al., 1996). However, the retrospective evalu-

ation of the victim´s mental intention to die at the time of suicide is usually very

difficult, unless obvious from the circumstances (Hirschfield and Davidson, 1988;

Rosenberg et al., 1988; O´Carroll et al., 1996).

Classification of suicide

Most member nations of the World Health Organization (WHO) currently use the

standardized International Classification of Diseases (ICD) to code mortality data.
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However, official ascertainment of suicide varies a lot between different countries.

Different levels of evidence may be needed between medical or legal systems for

classification of suicide as cause of death, and also within countries there may have

been changes in the legal classifications for suicide during time course (Hirschfield

and Davidson, 1988; Garrison, 1992; Neeleman and Wessely, 1997). Suicidal deaths

may be officially classified as accidental or undetermined deaths if the evidence for

suicidal intention has not been considered adequate (Lönnqvist, 1977) or to allow

insurance compensation (Cheng and Lee, 2000), thus leading to underestimation

of suicide. In a large case register-based study by Ruschena and colleagues (1998),

schizophrenic patients were eight times over-represented among those deaths clas-

sified as ‘open’ verdicts by coroners. Furthermore, the classification of suicide is

likely to be affected by the mode of death, overall rate of postmortems performed

in the country, regional cultural and religious concepts, age and sex of the deceased

(Sainsbury and Jenkins, 1982; Litman, 1989, Neeleman and Wessely, 1997; Canetto

and Sakinofsky, 1998). Conversely, deaths preceded by mental illness or suicidal

threats may lead to overcounting in suicide (Kleck, 1988). All in all, however, the

varying official suicide rates are suggested to be affected in less than 10% by biases

of estimation, allowing comparisons of the rates between countries and over time

(Lönnqvist, 1977; Sainsbury and Jenkins, 1982; Kleck, 1988; Litman, 1989;

Mościcki, 1997).

Research designs in suicidology

The most obvious problem in suicide research is the lack of self-reported data from

suicide victims. Follow-up studies, either prospective or retrospective, are not

usually able to collect information close to the time of death of the deceased, and

knowledge of recent antecedents of suicide may be missed. The frequent use of

patient record-based data is compromised by information biases owing to varying

levels of information obtained, or information with varying levels of accuracy. In

these studies, the quality of missing information concerning suicide process is espe-

cially problematic: is the information truly absent or just not noted (Brent, 1989)?

Psychological autopsy

The psychological autopsy study method answers some of the problems caused by

the use of retrospective record data, making feasible the study of circumstances of

suicide in an attempt to gain knowledge of motivation for suicide (Shneidman,

1981). The use of the psychological autopsy method originates from the late 1950s

in Los Angeles, USA, where it was first used as a method for determining the mode

of death in equivocal cases of death. The suicidal process was reconstructed through

interviews with informants important to the deceased (Litman et al., 1963;

Shneidman, 1981). Since then, psychological autopsy has been used for studying

suicide as a method of obtaining detailed information on the victim’s psychological
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state, psychiatric status, behaviour, health, interpersonal relations, religious com-

mitments and life events (Shneidman, 1981; Hawton et al., 1998). Other available

data, such as hospital and other health-care records, and information from police

and social services are also used for synthesizing and validating the information

received (Shneidman, 1981; Beskow et al., 1990; Clark and Horton-Deutsch, 1992).

The major methodological problem of psychological autopsy studies relates to

information bias, with the interview-based information coming from persons other

than the deceased. These biases may lead to under- or over-reporting of informa-

tion (Brent, 1989; Clark and Horton-Deutsch, 1992; Hawton et al., 1998). However,

the use of different sources of information and integrating all available data are likely

to enhance the general level of information and improve its validity (Brent, 1989;

Clark and Horton-Deutsch, 1992).

Most studies have been retrospective in nature, because the ideal prospective

study designs would be extremely costly, time consuming, and inefficient owing to

the low base rate of suicide in the population. Studying risk factors for suicide

would require large and representative populations in order to avoid selection

biases, as the cases and/or controls should be representative of the population at risk

(Pokorny, 1983; Brent, 1989). For these reasons, suicide research has been compro-

mised by the frequent use of individual-level studies that have been based on small

clinical samples at high risk, or ecological studies that have been on the population

level and thus correlational in nature in regard to risk factors (Pokorny, 1983).

A problematic area in suicide research is the study of the effectiveness of preven-

tive interventions, which would require the use of randomization, blinding and/or

placebo techniques. These would often be unethical and thus unfeasible, for

example randomization of suicidal patients to different forms of treatment condi-

tions (Linehan, 1997; Mościcki, 1997).

Prevalence of schizophrenia among general population suicides

The prevalence of schizophrenia among general population suicides has varied from

2% to 12% in psychological autopsy studies (Table 15.1). In older studies, the pro-

portion of schizophrenic suicides is smaller, but most recent studies from Europe

and Asia with clearly defined diagnoses estimate that about 7% of all suicide victims

have had schizophrenia (Table 15.1). This rate is supported by a primary care record-

based study of suicides in Scotland, which found that 9% of suicides were commit-

ted by people with schizophrenia (Milne et al., 1994). The standardized mortality

ratio (SMR) represents the risk of death compared with a general population of

similar age and sex. In recent meta-analyses, SMR values for suicide in schizophre-

nia have been shown to be about nine times higher than in the general population

(Brown, 1997; Harris and Barraclough, 1997, 1998). Some studies have reported
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higher SMR for women with schizophrenia than for men with schizophrenia

(Allebeck and Wistedt, 1986a; Black and Fisher, 1992; Mortensen and Juel, 1993).

Suicide rate in follow-up studies of people with schizophrenia

The lifetime suicide rate among people with schizophrenia is high: 10–13% have

been estimated to end their lives by committing suicide (Miles, 1977; Caldwell and

Gottesman, 1990). It has been claimed that this estimate is too high because of

selection of patients from inpatient samples and incomplete lifetime follow-ups of

cohorts (Inskip et al., 1998). Geddes and Kendell (1995) found a low suicide rate

among a cohort of never-hospitalized schizophrenic patients over 2–13 years of

follow-up. Reviews of the topic (Harris and Barraclough, 1997; Inskip et al., 1998)

are compromised by the use of mixed cohorts of first-episode and chronic patient

populations, which probably underestimates the suicide rate. Also, the great vari-

ance in diagnostic classifications of schizophrenia (Harris and Barraclough, 1997;

Inskip et al., 1998) makes it difficult to compare suicide rates between different

studies. Studies using clinical registers for case identification may cause underesti-

mation by missing the early cases of schizophrenia. Application of diagnostic cri-

teria for first admissions may also differ between clinical samples, producing both

false-negative and false-positive diagnoses of schizophrenia (Kelly et al., 1998; Reid

et al., 1998; Baxter and Appleby, 1999).

Selection of patients from different treatment settings may also affect the esti-

mate of suicide rate. Monitoring care may be better when patients are currently in

treatment contact. This may have a suicide preventive effect, especially when clin-

ical short-term follow-up studies are concerned. It is possible that suicidal patients

drop out or are not served by their health-care system before suicide (Reid et al.,

1998), although it seems that the majority of suicides have occurred while patient

are in psychiatric treatment (Heilä et al., 1999a). Overestimation of suicide rate

among hospital-based samples could be caused by more frequent admissions of

suicidal high-risk patients with schizophrenia.

Consequently, it is difficult to draw conclusions of reliable estimates for lifetime

suicide rate in schizophrenia. It would be ideal to have large, representative first-

contact follow-up cohorts of people with schizophrenia for estimating suicide rate.

For this chapter, we carried out a literature review from 1966 to 1999 of mortality

studies, follow-up studies and suicide studies, in cohorts of first-contact patients

and mixed cohorts (both first-episode and multiple-episode patients). This pro-

duced 33 studies in which the suicide rate in a schizophrenia cohort was reported

and which used modern diagnostic classifications for schizophrenia (ICD-8 (World

Health Organization, 1967) and newer, RDC (Research Diagnostic Criteria; Spitzer

et al., 1990), DSM-III (American Psychiatric Association, 1980) and newer). These

studies are presented in Tables 15.2 and 15.3.
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Suicide rate and follow-up time

Suicide risk has been found to be particularly elevated during the first year after the

index admission in cohorts of first-admission schizophrenic patients (Mortensen

and Juel, 1993). A survey of mortality carried out in Laos, a rural society with no

psychiatric services, found a high rate of suicide particularly in the first years of

illness (Westermayer, 1978). The high risk of suicide during the early years of illness

in the follow-up studies of first contact or early phase patients with schizophrenia

is shown in Table 15.2. The suicide rate averages 5.5% (range 3.2–10%) during the

first 5 years and 7.9% (range 2.2–13%) when follow-up is extended for 10 years or

more. Mixed cohorts of first- and multiple-episode patients also give support for

higher suicide risk in early follow-up compared with late (Table 15.3), but average

suicide rates derived from these studies are considerably lower (2–3%), both in

short-term (5 years) and in long-term (10 years or more) follow-up studies, com-

pared with first-contact samples.

However, increased mortality from suicide has been found throughout the whole

span of the illness in long-term follow-up studies (Tsuang and Woolson, 1978).

Many suicide victims with schizophrenia have had a prior duration of illness of

5–10 years before suicide (Caldwell and Gottesman, 1990). Suicide occurrence over

large age and illness duration ranges was found in a representative nationwide

sample of all schizophrenic suicides over a 12-month period (Heilä et al., 1997).

Risk factors for suicide in schizophrenia

Many studies of risk factors for suicide and clinical characteristics of suicide victims

with schizophrenia have been compromised by the relatively small numbers of sub-

jects, the heterogeneous diagnostic criteria, and the use of casenote data only.

Studies using ICD-8, ICD-9 (World Health Organization, 1987), RDC, DSM-III or

DSM-III-R (American Psychiatric Association, 1987) diagnostic criteria, with a

sample size over 15 and with a comparison group are shown in Table 15.4

Cultural factors

Suicide is an endpoint of a complex multifactorial process, including sociocultural

and society-related factors, as reflected in great differences between suicide rates in

various countries and regions (Robins and Kulbock, 1988; World Health

Organization, 1999). The interaction between the impact of cultural factors and the

illness itself in contributing to suicide in schizophrenia is unknown.

Very little research knowledge exists on this issue. In psychological autopsy

studies using DSM-III-R criteria, the proportion of schizophrenic suicides among

all suicides was lower in India compared with European countries and Taiwan

(Table 15.1). In line with this, the overall outcome of schizophrenia has been
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suggested to be better in developing countries than in developed countries

(Kulhara, 1994). Better outcome may be reflected by low suicide mortality in

schizophrenia, as reported in one 10-year follow-up study from India (Thara et al.,

1994). Factors such as social network, cohesiveness of families and expressed emo-

tions probably vary from culture to culture and influence functional and sympto-

matic outcome in schizophrenia (Kulhara, 1994). These may also play some role in

affecting suicide rates among people with schizophrenia.

Sociodemographic risk factors

Female sex and older age at onset have been associated with characteristics of good

outcome in general among schizophrenic patients (Bardenstein and McGlashan,

1990). Male sex and younger age are usually associated with increased suicide risk

in schizophrenia (Caldwell and Gottesman, 1990). The mean age at time of suicide

ranges from 23.3 to 43 years (Table 15.4). However, the overall effect of young age

as a risk factor for suicide appears to be of less importance when compared with

other risk factors such as male sex and clinical illness history (previous suicide

attempts, depression, severe physical disorders, and psychiatric hospitalization pat-

terns) (Rossau and Mortensen, 1997).

Persons with schizophrenia frequently are unmarried and living alone, and this

applies more often to men than women (Bardenstein and McGlashan, 1990). In

schizophrenia, the relative risk for suicide among single males has not been found

to be elevated (Breier and Astrachan, 1984; Drake et al., 1984) but unmarried,

divorced or widowed status raises the risk for suicide by tenfold among women with

schizophrenia (Allebeck et al., 1987).

Duration of schizophrenia, illness course and illness phase

ICD-8 and ICD-9 are broader diagnostic classifications for schizophrenia than

DSM-III or DSM-III-R definitions, which require a longer duration of disorder and

deterioration in the level of premorbid functioning. First-contact studies based on

DSM reported suicide rates that were higher (5.7%) during 5–6 years of illness

(Table 15.2: Achté et al., 1986; Carone et al., 1991; Peuskens et al., 1997) than those

reported in studies using ICD (3.7%) (Table 15.2: Krausz et al., 1995; Wiersma et

al., 1998). In long-term follow-up studies of mixed-episode patient samples, a

similar trend is also found between the diagnostic classifications used (Table 15.3)

DSM giving 4.9% (26/533) (Fenton and McGlashan, 1991; Black and Fisher, 1992)

and ICD giving 2.9% (78/2653) (Allebeck and Wistedt, 1986a; Kelly et al., 1998;

Baxter and Appleby, 1999).

These disparities in suicide rates between the diagnostic systems may be

explained by the fact that some factors that affect suicide risk are already included

in the diagnostic classification. Some established suicide risk factors, such as illness
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severity, chronic illness course with acute exacerbations (Roy, 1982) and high

number of psychiatric admissions during the last year (Rossau and Mortensen,

1997) may be more characteristic for DSM than ICD schizophrenia. There is also a

suggestion that suicide risk would be higher in chronic courses of RDC schizophre-

nia than in acute schizophrenic disorders early in the course of the illness

(Westermeyer et al., 1991). At the time of suicide, the majority of suicide victims

with DSM-III-R-defined schizophrenia were suffering from active psychotic symp-

toms (78%) and two-fifths were experiencing an acute exacerbation of illness,

regardless of illness duration (Heilä et al., 1997).

Schizophrenia subtypes and symptoms

Earlier descriptive studies suggested an association of suicide risk with paranoid

features of schizophrenia (Drake et al., 1985); this is supported by a controlled

study by Fenton et al. (1997). There is some evidence for lowered suicide risk

among patients with prominent negative symptoms, and particularly for the deficit

type of schizophrenia (Black and Fisher, 1992; Fenton et al., 1997).

Comorbidity and suicide risk

Depression among patients with schizophrenia is found in approximately 25%

during the longitudinal course of schizophrenia, but its presence varies according

to the diagnostic methods and patient samples used; it is associated with functional

impairment, morbidity and mortality (Siris, 1995). Comorbid depressive symp-

toms are one of the most frequently cited features of schizophrenic patients who

commit suicide (Caldwell and Gottesman, 1990). Between 9 and 80% of suicide

victims with schizophrenia were noted as having depressive symptoms in the

patient records of last contact before suicide (Table 15.4). This large range in the

reported level of depressive symptoms may be a consequence of variation in patient

samples, classification of depressive states and the accuracy and volume of infor-

mation in patient records. A history of depressive episodes has been reported in

27–58% of suicide victims with schizophrenia, significantly more often than

among living comparison patients with schizophrenia (Roy, 1982; Cheng et al.,

1990; Hu et al., 1991). The majority of suicide victims with schizophrenia (64%)

had been suffering from depressive symptoms shortly before suicide (Heilä et al.,

1997).

Findings linking substance abuse and suicide risk in schizophrenia are less con-

sistent. Rossau and Mortensen (1997) did not find comorbid substance abuse asso-

ciated with high suicide risk, when some other suicide risk factors were taken into

account. Some studies have found a history of substance abuse less often among

suicide victims with schizophrenia than among living subjects with schizophrenia

(Drake et al., 1984; Wolfersdorf et al., 1989), whereas one study found a history of
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substance abuse increasing the risk for suicide, but only among men (Allebeck et

al., 1987).

The extent and consequences of comorbidity with physical illness in patients

with schizophrenia are generally under-recognized (Jeste et al., 1996) and this topic

is discussed in detail in Chapter 14. A case-control study based on register data

found that schizophrenic patients with a previous general hospital admission for

physical disorders were at increased risk of suicide, suggesting that poor physical

health may be an important risk factor for suicide (Rossau and Mortensen, 1997).

Comorbidity patterns and suicide risk may vary with age, sex and their interaction

among suicide victims with schizophrenia, but these are largely unknown as yet

(Heilä et al., 1997).

Previous suicidality and suicide risk in schizophrenia

Schizophrenia is associated with a very high rate of suicidal behaviour. Lifetime

estimates for a history of suicide attempts have ranged from 21% to 40% in clini-

cal samples of schizophrenics (Planansky and Johnston, 1971; Niskanen et al., 1973;

Roy et al., 1984; Nyman and Jonsson, 1986; Landmark et al., 1987; Keith et al., 1991;

Jones et al., 1994; Fenton et al., 1997; Harkavy-Friedman et al., 1999; Radomsky et

al., 1999). Previous suicidal behaviour is a strong risk factor for subsequent suicide:

it has been estimated that 20–50% of people with schizophrenia who have

attempted suicide ultimately kill themselves (Haas, 1997). Contrary to the common

view that schizophrenic suicide occurs without warning (Breier and Astrachan,

1984; Johns et al., 1986), we found, in a nationwide suicide population, that com-

munication of suicidal intent shortly before death occurred as often among suicide

victims with schizophrenia as among nonschizophrenic victims (Heilä et al., 1998).

Adverse life events and suicide

The onset of schizophrenic illness and changes in its symptoms have both been

associated with stressful life events (Lukoff et al., 1984; Bebbington et al., 1993;

Norman and Malla, 1993). Adverse life events are an established risk factor for

suicide in the general population. The proportions of subjects with schizophrenia

who had experienced life events prior to suicide varies from 12 to 64% (Shaffer et

al., 1974; Yarden, 1974; Breier and Astrachan, 1984; Rich et al., 1988; Salama, 1988;

Cheng et al., 1989; Modestin et al., 1992; Heilä et al., 1999b; De Hert and Peuskens,

2000). This large variation is partly the result of methodological differences

between the studies. Studies involving comparison groups have reported fewer life

events for schizophrenic suicides compared with nonschizophrenic suicides (Breier

and Astrachan, 1984; Rich et al., 1988; Heilä et al., 1999b). The rate of life events

among schizophrenic suicides shortly before suicide was found to be similar to that

in other psychotic suicide victims (Heilä et al., 1999b). When compared with the
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general population, the impact of life events among schizophrenic subjects seems

of less importance in their suicide process.

Familial factors and suicide in schizophrenia

Family history of suicide has been shown to be associated with suicide among

psychiatric patients, particularly among those with depression, but the evidence for

higher familial suicide risk in schizophrenia has not been very impressive (Winokur

et al., 1972; Roy, 1983; Tsuang, 1983). Most studies on clinical patient samples (Roy,

1982; Breier and Astrachan, 1984; Drake et al., 1984; Cheng et al., 1990; Hu et al.,

1991), but not all (de Hert and Peuskens, 2000), found no significant differences in

presence of family history of schizophrenia between living patients and suicide

victims with schizophrenia, although under-reporting may cause bias in these

studies.

Treatment-related factors

In contrast with nonpsychotic mental disorders, the majority of people with

schizophrenia have been in contact with health-care services and also received

treatment during their illness (Regier et al., 1993). Suicide in people with schizo-

phrenia has usually occurred in the context of psychiatric treatment. In clinical

samples of suicide victims with schizophrenia, a high proportion (10–44%) of sui-

cides occurred during inpatient treatment (Yarden, 1974; Roy, 1982; Drake et al.,

1984; Wilkinson and Bacon, 1984; Allebeck et al., 1986b; Hu et al., 1991; Heilä et

al., 1997). Patients with schizophrenia have usually constituted the largest propor-

tion (31–76%) of psychiatric hospital suicides (Lönnqvist et al., 1974; Copas and

Robin, 1982; Goh et al., 1989; Wolfersdorf et al., 1989; Taiminen and Lehtinen,

1990; Modestin et al., 1992; Roy and Draper, 1995; Proulx et al., 1997). Further, a

substantial proportion (33–55%) of suicides among clinical samples of schizo-

phrenics have occurred within 3 months of discharge (Yarden, 1974; Roy, 1982;

Drake et al., 1984), the risk being highest immediately after discharge (Rossau and

Mortensen, 1997).

Suicide in patients with schizophrenia during psychiatric inpatient treatment is

often preceded by more severe illness and a history of suicidal behaviour

(Wolfersdorf et al., 1989; Modestin et al., 1992). Treatment changes, particularly

among long-stay patients, and problems in the treatment relationship have been

common shortly before suicide among inpatients with schizophrenia (Niskanen et

al., 1974; Virkkunen, 1976; Goh et al., 1989; Roy and Draper, 1995; Heilä et al.,

1998).

The risk for suicide is particularly high after discharge from psychiatric inpatient

care (Goldacre et al., 1993, Rossau and Mortensen, 1997). The reasons for this are

not known. High levels of psychopathology and functional impairment, suicide
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attempts during the preceding year and brief hospitalizations are all associated with

suicide after discharge (Lindelius and Kay, 1973; Caldwell and Gottesman, 1992;

Heilä et al., 1998). Frequent psychiatric admissions during the previous year has

been found to increase suicide risk in schizophrenia, suggesting that ‘revolving

door’ admission patterns are associated with high suicide risk (Rossau and

Mortensen, 1997). Register-based studies from Denmark have also reported an

increase in suicide rate in patient cohorts of first-contact schizophrenia corres-

ponding with reductions in facilities for inpatient treatment. It has been suggested

that increased suicide rate among patients with schizophrenia may be an indicator

of adverse effects of deinstitutionalization (Munk-Jørgensen and Mortensen, 1992;

Mortensen and Juel, 1993; Ösby et al., 2000).

Drug treatment

Most suicide victims with schizophrenia have been receiving antipsychotic medi-

cation at the time of suicide (Yarden, 1974; Roy, 1982; Drake et al., 1984; Wilkinson

and Bacon, 1984; Heilä et al., 1999a); however the role of such treatment in suicides

still remains unclear. A follow-up outcome study of first-episode hospitalized

schizophrenic patients across 1950–80 did not show differences in suicide rate

despite the different treatment practices over this period (Achté et al., 1986).

Interestingly, a long-term follow-up study in the USA between 1913 and 1940 and

of schizophrenic inpatients who were not treated with drugs reported the same risk

factors for suicide as current studies of treated patients, such as previous suicidal

behaviour, depressive symptoms during hospitalization and poor premorbid func-

tioning (Stephens et al., 1999).

It has been suggested that high doses of neuroleptics may be associated with sui-

cidal behaviour because of side effects, especially akathisia (Hogan and Awad, 1983;

Drake and Ehrlich, 1985; Schulte, 1985), and some studies in living patients have

shown an association between neuroleptics and depressive states (Siris, 1996).

Comparisons of dosages of prescribed neuroleptics between suicide victims and

living patients with schizophrenia have yielded inconsistent findings. Some studies

found that higher dosages were prescribed before suicide; others found that lower

doses were prescribed. The higher doses prescribed to some suicide victims may be

because they had more severe illness, while lower doses in others may imply con-

current treatment for depressive symptoms (Cohen et al., 1964; Warnes, 1968; Roy,

1982; Hogan and Awad, 1983; Cheng et al., 1990; Taiminen and Kujari, 1994).

However, pharmacological undertreatment of psychotic symptoms may be a

serious problem in the management of suicidal schizophrenics. In a Finnish

nationwide study, most suicides (78%) occurred during the active illness phase of

schizophrenia (Heilä et al., 1997) and a significant proportion of suicide victims in

the active illness phase had received inadequate antipsychotic treatment before
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suicide, whether in terms of dosage of neuroleptic treatment and noncompliance

(57%) or poor treatment response (23%) (Heilä et al., 1999a).

Register-based linkage studies have provided some evidence for a protective

effect of clozapine against suicidality and suicide, at least in certain patient subpop-

ulations (Walker et al., 1997; Reid et al., 1998; Munro et al., 1999). Meltzer and

Okayli (1995) found the risk of suicidal ideation and suicide attempts decreased

during maintenance treatment with clozapine among treatment-resistant patients

with schizophrenia. The specific nature of this ‘suicide-reducing’ effect is still

unknown; it may relate to drug efficacy, treatment setting, and/or selection of

patients.

The issue of noncompliance has rarely been addressed in the context of suicide.

A study by Peuskens et al. (1997) reported higher risk of suicide for noncompliant

than compliant patients in a young adult patient cohort. Helgason (1990) reported

that the suicide rate was higher among never-admitted patients compared with

patients admitted at least once to psychiatric hospital (Table 15.2). Many of these

never-admitted patients had been advised to accept admission, but they had

refused. It has been suggested that treatment resistance may be associated with

increased suicide risk in schizophrenia (Haas, 1997; Meltzer, 1998), but a study

comparing neuroleptic-responsive and neuroleptic-resistant patients showed no

difference between the groups for history of suicidal behaviour (Meltzer and

Okayli, 1995).

Although depressive symptoms are an important risk factor for suicide in schizo-

phrenia, there is a lack of knowledge about the role of antidepressant treatment in

suicide prevention among depressive patients with schizophrenia. There is some

evidence that tricyclic antidepressants can be effective when used in conjunction

with neuroleptic medication after the the acute phase has resolved (Siris, 1996), and

atypical neuroleptics may reduce depressive symptoms during the active illness

phase in patients with schizophrenia (Levinson et al., 1999).

Limitations of current studies and future implications for research

The current knowledge of suicide risk factors during the longitudinal course and

different illness phases of schizophrenia is still quite limited. The heterogeneity in

symptoms, outcomes and illness course within and between persons with schizo-

phrenia is likely to encompass several high-risk subgroups for suicide with differ-

ent risk factors and characteristics. Little is known about suicide risk factors among

specific subgroups of patients.

Follow-up studies of first-episode schizophrenia (Ch. 8), would provide valu-

able information on suicide rates in schizophrenia in varying settings and cultural
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environments and on protective and risk factors for suicide. Very little research on

suicidal behaviour has been performed in developing countries. Furthermore,

suicide as an outcome in schizophrenia has often been neglected in follow-up

studies, as suicide rates or detailed information on suicide subjects is seldom

reported.

The study of short- and long-term risk and protective factors for suicide would

be of great value for clinicians treating schizophrenic patients. So far, clinical

retrospective studies with sufficient numbers of suicide victims for individual-level

analyses have been mainly cross-sectional evaluations of factors or markers at index

hospitalization, or at other clinical reference points using record-based data.

Psychological autopsy studies using controlled study designs would provide infor-

mation close to the time of suicide to estimate short-term risk factors for suicide in

schizophrenia.

Treatment-related risk factors for suicide are feasible targets for further study

and improved suicide prevention in schizophrenia. Suicide risk appears to vary

during different treatment phases among patients with schizophrenia. There is

some preliminary evidence for the efficacy of atypical antipsychotic medication in

reducing suicide and suicidal behaviour in schizophrenia. These issues would be

crucial for further studies with high-risk patients and controls. Finally, as depres-

sion is an important risk factor for suicide in schizophrenia, the role of treating

depression for suicide prevention in schizophrenia should be addressed.

Conclusions

Schizophrenia is a lifelong disorder known to have severe disabling effects on people

who suffer from it. It could also be viewed as a life-threatening disorder because of

the high rates of suicidal behaviour and suicide, especially early in the illness course.

Suicide is the worst outcome for chronic and severe illness course among younger

adults with schizophrenia. However, suicide can occur throughout the entire course

of schizophrenia, particularly in the high-risk periods of relapse, active illness phase

or depressive episode. People with schizophrenia communicate warning signs of

suicidal intent shortly before suicide just as often as suicide victims without schizo-

phrenia. Psychiatric care should be supportive and tailored to the needs of the indi-

vidual patient especially during these times. It is important to offer hope for

patients by optimizing both psychosocial and pharmacological treatment. The high

rate of inadequate treatment (inadequate dosing, noncompliance and nonre-

sponse) among suicide victims with schizophrenia is worrying and indicates a need

for further controlled follow-up studies addressing the potential protective effect of

adequate antipsychotic treatment and the role of antidepressants in treating the
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depressive syndrome in schizophrenia. Specific pharmacological interventions

such as clozapine treatment may have some suicide preventive effect. Finally, the

possible effects of changes in treatment provision, such as de-institutionalization,

on suicide rates should be urgently addressed, since there are indications that

suicide among people with schizophrenia is increasing.
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Abuse of alcohol and illicit drugs is on the increase in many parts of the world and,

not surprisingly, people with psychosis participate in this general trend. But do

people with schizophrenia abuse substances over and above the frequency of abuse

in the general population, and, if so, do they abuse all or only some drugs?

Unfortunately, much of the research in this area is subject to a range of methodo-

logical biases. First, these studies have commonly been carried out in unrepresen-

tative samples such as inpatients in hospitals for veterans of the armed forces.

Second, inadequate attention has often been paid to either the measurement of the

substance abuse or the diagnosis of schizophrenia. Third, many samples mix

together first-onset, relapsing and chronic patients. Fourth, very few studies are

prospective.

Finally, even when the facts are established, they are often obscured by the clam-

orous debate between those who believe that substance abuse can cause schizophre-

nia and those who believe that schizophrenia predisposes to increase in abuse of

substances. These opposing views are frequently held with a certainty that goes way

beyond the evidence. As we shall see, different mechanisms may underlie the asso-

ciation between schizophrenia and substance misuse in different situations, and the

way in which comorbidity develops may vary from substance to substance.

From an epidemiological point of view, there are a number of possible explana-

tions for a reported association between a substance of abuse and schizophrenia

(Thornicroft, 1990; Blanchard et al., 2000). First, the reported relationship may be

spurious. Second, the substance abuse may cause schizophrenia; either de novo or

by revealing a previously latent psychosis. Third, schizophrenia may lead to an

increased consumption of the drug; this could occur either through self-medication

for unpleasant symptoms or because of the psychological and social difficulties

associated with schizophrenia. Fourth, schizophrenia and substance abuse may

share common aetiological factors. We shall discuss each of these in turn before
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examining the particular characteristics of those schizophrenic patients who abuse

substances. Finally, we will consider the effect of substance abuse on outcome of the

psychosis.

Is there an association between substance abuse and schizophrenia?

International evidence

USA

Many studies carried out in the USA have reported that people with schizophrenia

frequently abuse substances. Blanchard et al. (2000) reviewed nine recent, mostly

American, studies that met basic standards of methodological competence and

concluded that approximately 40–50% of schizophrenic patients in the USA have

a lifetime history of substance abuse disorder. Unfortunately, relatively few of these

studies included comparisons with an appropriate general population control

group or took adequate account of potential confounding factors such as unem-

ployment and current socioeconomic status.

There have also been two large epidemiological studies in the USA. In the first,

the Epidemiologic Catchment Area (ECA) study (Regier et al., 1990; Robins and

Regier, 1991), 47% of persons meeting criteria for schizophrenia also met criteria

for substance use disorder compared with a rate of 17% for the latter in the general

population. Age, sex and ethnic group were controlled for in this study, but current

socioeconomic status was not. A similar association between substance abuse and

schizophrenia was found in the National Comorbidity Study. Unfortunately, com-

parisons with assessments made by clinicians cast some doubt on the validity of

diagnoses of schizophrenia made by lay interviewers in both the above studies

(Kendler et al., 1996).

UK

The British National Psychiatric Morbidity Study compared drug and alcohol use

among residents of institutions who were suffering from schizophrenia and delu-

sional disorders with that among people living in private households (Farrell et al.,

1998). In the ‘institutional’ sample, people with schizophrenia showed slightly

higher rates of alcohol dependence than the general population (6% versus 5%)

and were also more likely than the general population to be abstinent from alcohol.

The rate for any drug use in past years was 7% in the residents with schizophrenia

compared with 5% in the people in private households.
Of course, one must ask whether those schizophrenic patients who are living in

institutions are likely to be representative of the whole population of people with

schizophrenia. More generalizable findings come from a study in south London,

where Menezes et al. (1996) attempted to interview all patients with psychotic
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illness from a defined area who were in contact with psychiatric services. The 1-year

prevalence rate for any substance abuse in the 171 patients they interviewed was

36%. Unfortunately, this study did not have a general population comparison

group.

Europe

Elsewhere in Europe, studies on this topic have tended to be small with unrepre-

sentative samples. However, their evidence indicates that patterns do not always

mirror those found in US samples, and that there is substantial variation between

the different European countries. As in the UK, reported rates are rarely as high as

those in US studies. For example, Soyka et al. (1993) found a lifetime prevalence of

substance misuse disorders of 22% among inpatients with schizophrenia at a uni-

versity clinic in Munich and 43% among their equivalents at a Bavarian State hos-

pital. Verdoux et al. (1996) studied 92 people with psychotic disorders recruited via

inpatient and day patient services in Nantes, France; the lifetime prevalence was

25% for substance misuse (according to DSM-III-R criteria; American Psychiatric

Association, 1987). Modestin et al. (1997) noted that 12% of a series of consecu-

tively admitted inpatients in Switzerland with schizophrenia were frequent canna-

bis users and 8% frequent users of opiates or cocaine. Cassano et al. (1998)

examined 96 people admitted to hospital with psychotic disorders in Pisa, Italy;

12% were identified as having substance misuse or dependence.

Australia

Fowler et al. (1998) reported the 6-month and lifetime prevalences of substance

abuse/dependence among patients suffering from schizophrenia were 26.8% and

59.8%, respectively. Jablensky et al. (2000) sampled 980 Australians with psychosis

and reported that 39% of the men and 17% of the women met lifetime criteria for

alcohol abuse or dependence; the figures for drug abuse or dependence were 36%

of men and 16% of women. In decreasing order of frequency, the most commonly

abused drugs were cannabis, amphetamines, lysergic acid diethylamide (LSD),

heroin and tranquillizers.

Temporal and geographic variations

National differences in the relative availability of drugs clearly affect the choice of

drugs abused by psychotic patients. This was the explanation given by Fowler et al.

(1998) for their finding that patients suffering from schizophrenia in USA were

more likely to abuse cocaine than those living in Australia. The prevalence of drug

abuse in the general population in the USA is, no doubt, the reason why drug abuse

by schizophrenic patients attracts more clinical attention and research interest

there than in any other country.
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To a considerable extent, the substance preferences of people with schizophrenia

also reflect the changing habits of the general population (Regier et al., 1990).

Nowhere is this more obvious than in relation to stimulants. For example, Patkar

et al. (1999) assessed 1700 hospital admissions for schizophrenia and schizoaffect-

ive disorder in Philadelphia, USA over 12 years and reported that over this period

cocaine replaced amphetamine as the preferred drug of abuse among this patient

population. This change was a consequence of a crack-cocaine epidemic in

Philadelphia.

Cultural factors also strongly influence the choice of drugs abused by psychotic

patients. For example, the chewing of the stimulant leaf khat is widespread in

northeast Africa and the Arabian peninsula. As a consequence, in the UK, khat con-

sumption and so-called ‘khat-induced psychosis’ is encountered mainly in immi-

grants from these areas (Yousef et al., 1995).

The different substances

The term substance abuse covers a range of diverse psychoactive substances with

widely different actions on the nervous system. One cannot expect that all these

drugs will show similar associations with schizophrenia. We will, therefore, consider

each of the major groups of substances in turn. In reading this, the reader might like

to bear in mind the epidemiological criteria outlined by Hill (1965), and quoted by

Thornicroft (1990), for determining the nature of the association between an envi-

ronmental risk factor and a disease: the strength of the association, its consistency,

specificity, temporality, biological gradient, plausibility and coherence.

Alcohol abuse

Apart from nicotine, alcohol is the drug most commonly abused throughout the

world by both the sane and the not so sane. Many authors, particularly from the

USA, have found that patients with psychotic illness are especially likely to abuse

alcohol (Mueser et al., 1990; Dixon et al., 1991; Rolfe et al., 1993). The ECA study

in the USA found that 34% of those meeting criteria for schizophrenia also met cri-

teria for alcohol abuse. Although there are methodological defects in the ECA

study, its conclusions are very similar to those that Blanchard et al. (2000) came to

in their review of nine studies of schizophrenic patients: the median lifetime prev-

alence of alcohol abuse was 35%.

As noted earlier, studies of patients with schizophrenia often mix together all

patients from the first contact to the chronic. In an exception to this, Häfner et al.

(1999) investigated a series of first-episode schizophrenic patients drawn from a

defined population in Germany and compared them with a control sample

matched for age, sex and population of origin. The lifetime prevalence for alcohol

abuse was about 24% in first-episode schizophrenic patients compared with 12%
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in the control population. In the UK, Cantwell et al. (1999) measured the preva-

lence of substance misuse among 168 individuals with first-episode psychosis pre-

senting to services in Nottingham. They found a 1-year prevalence of alcohol

misuse among these subjects of 11.7% and a 1-year prevalence of drug misuse of

19.5%; these figures included 8.4% who eventually received a primary diagnosis of

substance-related psychotic disorder.

Some studies have not found that schizophrenic patients drink significantly

more than the general population (Schneier and Siris, 1987, el-Guebaly and

Hodgins, 1992). These include the UK study of institutionalized schizophrenic

patients (Farrell et al., 1998) discussed above and two studies of patients admitted

to psychiatric hospitals in south London (Bernadt and Murray, 1986; A. Grech and

R. M. Murray, unpublished data). The more recent of these found an odds ratio

(OR) of 0.76 for alcohol abuse among psychotic patients: that is, if anything psy-

chotic patients were less likely to abuse alcohol than the general population.

It is possible that some of the disparities in the results of inpatient studies reflect

aspects of the local referral and admission patterns of patients with dual diagnosis.

The strength of any association between schizophrenia and alcohol misuse may also

vary from place to place, depending on social conditions experienced by people

with schizophrenia and the settings in which they live. For example, living with

family or in supported accommodation may decrease the likelihood of alcohol

abuse.

We conclude that the balance of probability is that in the USA there is a weak

association between alcoholism and schizophrenia. However, this association is

neither strong nor universal, and findings from elsewhere, the UK in particular,

tend to be more negative.

Cannabis

Cannabis is the illicit drug most commonly abused by people with psychosis; this

is not surprising since its use is widespread in the general population in many coun-

tries. In the study of Häfner et al. (1999) just considered, cannabis was the illicit

drug most commonly used: by 88% of those schizophrenic patients who were

taking drugs. Cannabis was also the illicit drug most commonly taken in the south

London study of Menezes et al. (1996), and in the Australian study of Fowler et al.

(1998).

Most studies report a positive association between cannabis consumption and

psychosis. (Andreasen et al., 1987; Schneier and Siris, 1987; Dixon et al., 1991;

Mathers et al., 1991; Rolfe et al., 1993; Linszen et al., 1994; Longhurst et al., 1997).

Such reports stretch back many years and come from many countries. For example,

the Indian Hemp Drugs Commission (1894) noted that ‘excessive use indicates and

intensifies instability of the mind: it may even lead to insanity’. Similar reports have
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come from South Africa (Rottanburg et al., 1982) and the West Indies (Knight,

1976).

Grech et al. (1998) compared psychotic patients from two different cultural set-

tings, London and Malta; cannabis (and indeed all illicit drugs) consumption was

much more widespead in the former. In both centres, psychotic patients abused

substances more than controls. A particularly strong association between cannabis

abuse and psychosis was shown by the fact that the OR for cannabis abuse in

patients over controls was greater in both centres than the OR for substance abuse

in general or for any other type of substance. Therefore, in terms of Hill’s criteria,

quoted above, the association between psychosis and cannabis is fairly consistently

reported (with a few exceptions, e.g. Mueser et al., 1990).

Stimulants

After cannabis, stimulants are the illicit drugs most commonly abused by schizo-

phrenic patients in the USA and in Pacific countries. Mueser et al. (1990) reviewed the

literature and compared their own data on a sample of people with schizophrenia with

results of a US national household survey of patterns of substance use; they concluded

that people with schizophrenia used stimulants and hallucinogens more than the

general population. Many reports have come from Japan and Taiwan. These have been

reviewed by Chen (2001), who was also able to identify 174 individuals presenting

with methamphetamine-induced psychosis within a 2-year period in Tapei.

Opiates

There is no evident association between opiate abuse and psychosis in the USA

(Schneier and Siris, 1987; Rolfe et al., 1993; Soyka et al. 1993) with opiate use being

reported only at low levels. In Europe, however, there is rather more variability,

with opiate use sometimes exceeding that of cocaine and amphetamine. For

example, in a survey of individuals known to community teams in the environs of

Paris, Launay et al. (1998) reported that alcohol was the most frequently used sub-

stance, followed by cannabis and then opiates, with little evidence of cocaine or

stimulant use.

In Hamburg, Lambert et al. (1997) described the drug choices of 222 substance

users who were in contact with a variety of general psychiatric facilities. Alcohol (by

52%) and cannabis (by 25%) were the predominant substances used. There was

very little evidence of stimulant consumption, with just one individual (0.5%)

using cocaine, compared with 4.1% using opiates.

Nicotine

Cigarette smoking has not been mentioned so far; indeed most studies of sub-

stance abuse ignore it since, by some curious convention, nicotine is not usually

considered as a substance of abuse. More importantly, many mental health profes-
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sionals acquiesce in the nicotine addiction shown by their psychotic patients and,

shamefully, in institutional settings such as wards and hostels, cigarettes are still

sometimes used as a means of rewarding desired behaviours. Nevertheless, depend-

ence on nicotine is the most common form of dependence among patients with

schizophrenia. Studies of smoking habits in schizophrenic patients have reported

prevalence rates as high as 90%, with the greatest rates and heaviest addiction

tending to be found among those with chronic illness (Leon et al., 1995; Diwan et

al., 1998).

Ziedonis and George (1997) summarized the American literature as indicating

that, while 25–30% of the general population smoke, approximately 40–50% of

patients with depression and anxiety disorders do so, rising to 70–90% for schizo-

phrenic patients. In an Australian survey of 980 people with psychosis, cigarette

smoking was reported by 73% of men and 56% of women with psychosis as

opposed to 27% and 20%, respectively, in the general population (Jablensky et al.,

2000). Kelly and McCreadie (1999) examined the smoking habits of all known

schizophrenic patients within a discrete geographical area in southern Scotland; the

prevalence of smoking (and the level of nicotine addiction) was greater in schizo-

phrenic patients (58%) than in the general population (28%).

Summary

In short, there is evidence that, on the whole, patients with schizophrenia are more

likely to abuse substances than is the general population. Their drug preferences

tend to reflect that of the population from which they come. Cigarette consump-

tion is both extremely common and strongly associated with schizophrenia; alcohol

abuse is next most common, but the association with schizophrenia is weak at best.

Cannabis and stimulant abuse are generally reported to be associated with schizo-

phrenia in countries where their use is common. These facts are not generally dis-

puted. What different authors tend to disagree on is the reason for the associations.

We now turn to these reasons.

Can substance abuse cause schizophrenia?

The question of whether substance abuse can cause or precipitate psychotic illness

remains hotly disputed, some authors maintaining that sufferers consume sub-

stances to ameliorate negative or dysphoric symptoms (Peralta and Cuesta, 1992)

or to counteract the unpleasant effects of antipsychotic drugs. What is the evidence

that substance abuse can cause psychosis? A number of studies have attempted to

examine the temporal relationship between onset of substance misuse and schizo-

phrenia in an effort to clarify the direction of any aetiological relationship between

the two. Unfortunately, both disorders tend to begin in a relatively gradual way so

that a time of onset is difficult to pinpoint.
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Temporal relationship between substance use and schizophrenia

The ABC study of Häfner and colleagues (1999) does, however, try to avoid some

of these problems by a very detailed history-taking, including collateral reports

from relatives. Thus, in an attempt to assess ‘whether substance abuse via possible

dopaminergic effects might trigger a psychotic episode’, these investigators

reported that 80% of drug abusers began their abuse before the onset of positive

symptoms of psychosis, 3% in the same month and 14% following the onset of pos-

itive symptoms, findings compatible with their hypothesis. However, a different

picture emerges when time of onset of drug use is compared with the emergence of

the first sign of schizophrenia of any sort, including more nonspecific indications

of deterioration; Hambrecht and Häfner (1996) report that drug misuse preceded

the first symptom of any sort in 27.5%, followed it in 37.9%, and emerged in the

same month in 34.6%. They conclude that the concurrence of onsets of schizophre-

nia and drug use in a substantial number of patients suggests a causal relationship,

though one where the direction is unclear.

Other reports have included an Israeli study by Silver and Abboud (1994) of 42

subjects who had schizophrenia and used drugs; 24 had begun before their first

admission. Rabinowitz et al. (1998) describe a cohort of individuals with psycho-

sis and moderate or severe substance misuse studied at the time of their first hos-

pital admission. According to their retrospective evaluation, 49 of the 52 males in

their sample had begun substance misuse before the appearance of their first pos-

itive symptom, although only 3 out of 15 women appeared already to be substance

misusers at this point. By their nature, these samples obviously did not include

people with psychotic illness who developed substance misuse subsequent to their

first admission.

Can stimulant use cause psychosis?

Amphetamines, cocaine and hallucinogens have all been associated with psychosis

(Schneier and Siris, 1987; Boutros and Bowers, 1996). Turner and Tsuang (1990)

and Poole and Brabbins (1996) have reviewed the substantial evidence that stimu-

lants both trigger brief psychotic episodes and intensify pre-existing psychotic

symptoms. Of particular interest are reports that progressive sensitization occurs

with cocaine use, with short-term psychotic symptoms triggered more rapidly and

after smaller amounts of cocaine as subjects continue to use cocaine (Satel et al.,

1991; Bartlett et al., 1997).

Whether there is a link between stimulant misuse and psychotic states that are

indistinguishable in their psychopathology from schizophrenia and persist long

term after abstinence from substances is more difficult to establish. The evidence

put forward for this mainly consists of case series of stimulant users who have

developed psychotic illnesses. Often comparable control groups are lacking and a
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major problem for causal inference is the possibility that the stimulant use has

developed because of prodromal manifestations of schizophrenia.

In a classic report, Connell (1958) described a series of 36 patients with symp-

toms suggestive of paranoid schizophrenia who were abusing amphetamines; nine

developed protracted psychotic syndromes persisting at least 2 months after with-

drawal from amphetamines and three had psychotic syndromes that persisted

‘indefinitely’. Both amphetamine abuse and the resultant psychosis are still

common in Japan and Taiwan (Chen, 2001), but amphetamine-induced psychosis

appears to have become less common in Western Europe and North America. In

contrast, cocaine has emerged as a problem among schizophrenic patients, partic-

ularly in the USA.

A number of case series have been used as the basis for an argument that chronic

amphetamine and cocaine use can result in a minority of users in a chronic psy-

chotic syndrome indistinguishable from chronic psychosis (Boutros and Bowers,

1996; Flaum and Schultz, 1996). McLellan et al. (1979) describe a study that is par-

ticularly interesting in that it is longitudinal and makes comparisons between stim-

ulant users and control groups of depressant or narcotic users. They studied 51

subjects, none of whom showed evidence of psychotic symptoms at baseline assess-

ment. Of the 11 stimulant users, six had developed chronic psychotic states resem-

bling schizophrenia at follow-up, and five had been hospitalized for this, whereas

no such states were reported among the control subjects.

These descriptions of chronic psychosis developing among stimulant users have

persuaded some to argue for the existence of long-term psychotic states in which

substance misuse is a significant aetiological factor (e.g. Boutros and Bowers, 1996).

It could well be that a spectrum exists from individuals who require very large quan-

tities of drugs to induce psychosis, to others those who become chronically psy-

chotic on minimal use. However, the accumulated evidence for this probably does

not as yet pass rigorous methodological scrutiny (Turner and Tsuang, 1990); the

problems include the paucity of longitudinal data, the possibility of reverse causal-

ity, the paucity of good data about the proportion of regular substance users who

develop psychotic illnesses, and the lack of appropriate control groups.

There is a rather smaller body of evidence linking LSD with transient psychotic

states. Similarly, less evidence is available on hallucinogens and chronic psychotic

states, but Boutros and Bowers (1996) reviewed a few case reports and case series

describing development of chronic psychotic states following LSD or solvent use.

Can cannabis use cause psychosis?

Thornicroft (1990) reviewed studies of cannabis consumption in the general pop-

ulation and concluded that it can produce paranoid ideas and occasional hallucin-

ations; an organic toxic state can also occur with mild impairment of
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concentration, poor concentration and orientation. Indeed, there is little dispute

that cannabis intoxication can trigger brief episodes of psychotic symptoms and

that it can produce short-term exacerbations or recurrences of pre-existing psy-

chotic symptoms (Negrete et al., 1986; Thornicroft, 1990; Mathers and Ghodse,

1992). However, there remains controversy over the existence of chronic psychotic

states persisting beyond cessation of cannabis use and resembling schizophrenia

(Johns, 2001).

For many years it was unclear how cannabis induced its psychotropic effects.

However, recent evidence has demonstrated that �9-tetrahydrocannabidiol (THC),

the principal active metabolite of cannabis, increases the release of dopamine from

the nucleus accumbens and prefrontal cortex and raises the level of cerebral dopa-

mine (Patel et al., 1985; Gardner and Lowinson, 1991; Tanda et al., 1997). This is

likely to be the basis for its reinforcing properties and recreational use (Ashton,

2000) and could, of course, be a mechanism for inducing psychosis.

Thornicroft (1990) pointed out that if cannabis is causally associated with

psychosis, then we should expect to find a dose–response relationship of greater

morbidity with higher dose. Such a dose–response relationship was found in a

prospective study in which Andreasson and his colleagues (1987) followed 45570

Swedish 18-year-olds who were interviewed about their drug consumption at the

time they were conscripted into the army. The relative risk of developing schizo-

phrenia over the next 15 years was 2.4 for cannabis users compared with nonusers

(at time of conscription) and rose to 6.0 for heavy users. Of course, it is possible to

argue that these individuals were already unwell at age 18 and were taking canna-

bis as an attempt at self-medication. Andreasson et al. (1987) noted that 430 of the

730 ‘high consumers’ did indeed have a psychiatric diagnosis other than psychosis

(mainly neurosis and personality disorder) when they were conscripted at age 18

years. When this confound was controlled for, the relative risk was roughly halved

to 2.9 but remained significant. This is a well-designed and executed study but as

Johns (2001) points out ‘There is a large temporal gap between self-reported can-

nabis use on conscription and the development of schizophrenia over 15 years, and

no data as to whether the cannabis use continued during this time.’

One possibility is that cannabis on its own is insufficient to cause psychosis but

it can trigger psychosis in predisposed individuals. This is compatible with the find-

ings of Andreasson et al. (1987) in that only a small proportion of heavy cannabis-

using conscripts went on to present with schizophrenia. Support for this view can

also be drawn from a study by McGuire et al. (1995), who found that patients with

cannabis-associated psychosis had a significantly increased familial morbid risk for

schizophrenia. This might be taken to imply that cannabis abuse acts on genetic

predisposition to schizophrenia to trigger psychosis; of course, one might also spec-
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ulate that several members of the same family could have been abusing cannabis

and thus increased their risk of psychosis.

Our interpretation of the studies reviewed above is that people vulnerable to

psychiatric disorder are more likely to abuse cannabis than the rest of the popula-

tion but that heavy abuse of cannabis also acts as an independent risk factor for

psychosis. Heavy abuse of cannabis can not only cause a brief organic reaction but

probably also acts as a further risk factor to which those with biological predispo-

sition to psychosis are especially vulnerable. However, this case would not yet with-

stand really rigorous methodological scrutiny.

Can alcohol use cause psychosis?

Kraepelin, the originator of the concept of dementia praecox/schizophrenia, was

passionately interested in the adverse consequences of alcohol on mental health and

was so convinced by these that he became a total abstainer. In his memoirs (Hippius

et al., 1987), he states that this unusual habit involved him in endless discussions

on alcohol and ‘. . . caused a sensation. I am quite sure that my entire scientific work

did not make my name as famous as the plain fact that I did not drink alcohol’.

However, the consensus so far has been that alcohol misuse is unlikely to be a cause

of schizophrenia (Mueser et al., 1998).

An exception to this consensus is the ABC study of Häfner et al. (1999), which

investigated a series of first-episode schizophrenic patients and a well-matched

control population; the schizophrenics showed a doubling in the lifetime preva-

lence of alcohol abuse. In at least some cases, the alcohol abuse preceded the posi-

tive symptoms of schizophrenia, leading the authors to suspect that it can play an

aetiological role.

Can nicotine use cause psychosis?

The reason why more people with schizophrenia smoke so much more than the

general population is unclear. Nicotine may reduce negative symptoms of schizo-

phrenia or ameliorate some of the side effects of typical antipsychotic drugs

(Ziedonis and George, 1997). However, cigarette smoking is one of the major

causes of disability and death among schizophrenic patients. In addition, as

McCreadie and Kelly (2000) point out, people with chronic schizophrenia are

among those who can least afford the habit; these authors found that more of their

smoking than nonsmoking patients had financial difficulties.

In the study of Kelly and McCreadie (1999), 90% of the patients who smoked

had started smoking before the onset of schizophrenia. Patients who smoked were

younger than nonsmokers, more of them were male, they had more hospitaliza-

tions and poorer childhood social adjustment. Among the female patients, there
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was a positive correlation between age at starting smoking and age of onset of

schizophrenia. The authors speculated that smoking may be a risk-increasing factor

for schizophrenia in vulnerable individuals. Although nicotine has dopaminergic

effects, this view that has not received much endorsement.

An explanatory model

One can best understand how substance abuse might contribute to the onset of

psychosis by reflecting on the current view of schizophrenia as a multifactorial dis-

order in which genes and early environmental brain insults interact to cause neuro-

developmental impairment and to set preschizophrenic children on a trajectory of

ever increasing deviance (Jones et al., 1994; Murray and Fearon, 1999). Risk factors

more proximal to the onset of the illness may compound this vulnerability and

project the susceptible individual over the threshold for the expression of frank

psychosis.

There is good evidence that certain types of social adversity (Sharpley et al.,

2001) and abuse of drugs such as amphetamines, cocaine and possibly cannabis can

act as such proximal risk factors; presumably the mechanism is by their dopamine-

releasing or agonist effects. It is not difficult to understand that the compromised

brain of a person with neurodevelopmental impairment may show greater vulner-

ability to the actions of dopaminergic drugs. However, unlike such drugs, alcohol

does not appear to induce psychosis in the short term. Nevertheless, aspects of alco-

holism could compound the neurodevelopmental damage – epilepsy, malnutri-

tion, delirium tremens – and also result in the social stresses likely to contribute to

breakdown.

Certain terms are sometimes used for the psychoses associated with substance

abuse (e.g. alcoholic hallucinosis and cannabis psychosis). These can most usefully

be considered in the light of the evidence that there are developmental and nonde-

velopmental components to the schizophrenia syndrome (Murray et al., 1992; van

Os et al., 1998). Much evidence suggests that negative symptoms and disorganiza-

tion (thought disorder) have their origins in neurodevelopmental impairment.

However, positive symptoms such as hallucinations and delusions have not been so

clearly associated with developmental impairment.

The phenomenology said to be characteristic of alcoholic hallucinosis (i.e. hal-

lucinations in the absence of prominent negative symptoms or thought disorder)

is compatible with a schizophrenic syndrome in which nondevelopmental factors

play a major role. We take a similar view of the so-called ‘cannabis psychosis’, since

there is no evidence for its existence as a distinct phenomenon (Thornicroft, 1990).

One can best consider such so-called special conditions in the light of the evi-

dence presented elsewhere in this book that liability to psychosis is a continuously

distributed trait in the general population (i.e. like hypertension). This helps us to
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understand why it has been so difficult to define alcoholic hallucinosis or cannabis

psychosis as discrete categories. We can postulate that in those with only a small

genetic loading for schizophrenia (perhaps one or two susceptibility genes), then

the psychotic symptoms may only be temporary; but in those with a heavier genetic

loading then the illness may proceed to become indistinguishable from classical

schizophrenia.

Does established psychosis lead to an increase in substance abuse?

The self-medication hypothesis

Given the extent of their suffering, it would not be surprising if schizophrenic

patients discovered that substances of abuse can offer temporary relief from their

distress, and then proceeded to become over-reliant on them. This self-medication

hypothesis suggests that patients suffering from schizophrenia use substances to

alleviate aspects of psychosis, and the resultant short-term beneficial effects rein-

force the drive towards taking these substances (Buckley, 1998).

This hypothesis has two main variants, the first postulating that patients select

specific substances to alleviate specific symptoms of schizophrenia, and the second

referring to a much broader idea that patients take substances because they allevi-

ate general dysphoria.

Since alcohol and the various illicit drugs act on different receptors, one cannot

expect them to act in a uniform manner. For example, substances with sedative

effects can be used by anxious or overaroused psychotic patients as anxiolytics. By

comparison, those suffering from negative symptoms may value substances for

their stimulant actions, a view particularly emphasized by Khantzian (1997). It is

also possible that stimulant drugs make patients feel better by counteracting the

dopamine D2 blockade of antipsychotic drugs.

However, as discussed above, the substances abused by patients seem to reflect

local availability and patterns of use in the general population more than a specific

tendency for individuals with particular symptom profiles to select particular sub-

stances. Consequently, Mueser et al. (1998) conclude that there is little support for

the narrow form of the self-medication hypothesis.

Dixon et al. (1990) found few self-reports in the literature of use of substances

to alleviate positive symptoms of psychosis, perhaps not surprising as many drugs

of abuse are known to exacerbate them. Whether subjects are seeking to alleviate

negative symptoms through substance use is rather harder to ascertain, as it is diffi-

cult to elicit clear self-reports of such symptoms and difficult to judge whether self-

medication is occurring for a symptom of which the subject may not be fully aware.

Alleviation of general dysphoria of a variety of forms, including low mood,

boredom and loneliness, is an effect reported for a range of substances used by
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people with schizophrenia in a number of studies (e.g. Noordsy et al., 1991; Carey

and Carey, 1995; Mueser et al., 1998).

Surprisingly, few studies have enquired of patients why they take nonprescribed

drugs. Fowler et al. (1998) asked their patients open-ended questions about their

reasons for substance use and grouped their responses into four categories: drug

intoxication effects (e.g. ‘to get a lift’), dysphoria relief (‘feel less anxious’), social

effects (‘be part of a group’), illness and medication-related effects (‘get away from

voices’). Among amphetamine abusers, 79% nominated drug intoxication effects;

cannabis was used both to relieve dysphoria (62%) and for its intoxication effects

(41%); alcohol was equally likely to be used for dysphoria relief and for social

reasons (58%). Surprisingly, illness-related reasons, including the relief of antipsy-

chotic drug side effects, were nominated by only a minority of substance users.

However, those who abused rather than used alcohol were more likely to nominate

illness and medication-related reasons for their consumption (14% versus 3%);

this was also the case for abusers versus users of cannabis (16% versus 0%).

Of course, some drugs can both alleviate symptoms in the short term or at low

dose and exacerbate them in the longer term or at higher dosages. This was shown

by two studies of the effects of cannabis. In a prospective study, Linszen et al. (1994)

showed that schizophrenics abusing low amounts of cannabis had fewer symptoms

of anxiety and depression but that cannabis abuse resulted in significantly more

and earlier psychotic relapses, the latter effect occurring particularly in those who

abused high amounts of cannabis. Peralta and Cuesta (1992) also showed that low

levels of consumption of cannabis by schizophrenic patients could attenuate nega-

tive symptoms but did not have an effect on positive symptoms. Therefore, it can

be postulated that at low dosages the main action of cannabis on psychosis is atten-

uating anxiety and negative symptoms, while at high dosages it can precipitate pos-

itive symptoms.

Effects of the social milieu

Another possibility, less often considered, is that the social conditions in which many

people with schizophrenia live, their unrewarding social lives and the problems they

encounter in coping with daily life predispose them to substance use. This view pro-

poses that patterns of substance use may be influenced by factors such as social iso-

lation, difficulty in establishing a satisfactory social identity, boredom and lack of

activity, and difficulty coping with social situations (Phillips and Johnson, 2001).

Bachrach (1989) considers substance misuse as one of a cluster of problems

experienced by a generation of ‘young chronic’ patients who, although not institu-

tionalized long term, have nonetheless not adjusted well to community living. The

problems include erratic engagement with services, impulsive substance misuse

and offending, poor social support, alienation from conventional authority and
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difficulty in establishing a clear role and identity. She views substance misuse as one

of the dysfunctional coping strategies or antisocial behaviours engaged in by this

generally alienated and chaotic group. Many of the characteristics described are

those of the difficult-to-engage patients now identified as appropriate for assertive

outreach teams. This conceptualization of the relationship between psychosis and

substance misuse has implications for treatment strategies, suggesting that a broad

focus is required on social difficulties and identity rather than a narrow one on

treatment of substance misuse.

Dixon et al. (1990) examined the possibility that substance abuse provides iso-

lated, socially handicapped individuals with an identity and a social group. Around

half of their subjects endorsed an item suggesting that their drug use was a way of

‘going along with the group’; they also point out, however, that drug use was soli-

tary in many cases, so a purely social explanation is inadequate. Cuffel et al. (1993)

mention boredom, lack of activity and difficulty initiating social contacts as factors

in substance misuse among people with psychotic illnesses. Test et al. (1989) carried

out semi-structured interviews with 29 young adults with schizophrenic illnesses

who abused substances; the most frequently cited reason for using substances was

to relieve boredom, followed by having something to do with friends, and then

feeling more relaxed. Subjects were also asked to identify negative consequences of

substance use and most frequently cited money problems, trouble keeping

appointments, legal problems and hospitalization.

Finally, individuals with mental illness often meet and socialize with one

another, both in and outside treatment settings. It is possible that drug and alcohol

misuse may be disseminated, in part, in treatment settings and through the social

networks of the mentally ill. For example, Sandford (1995) reported that 68% of

the UK psychiatric nurses in their sample were aware of illicit drug use on the prem-

ises where they worked, which were mainly inpatient units, and that drug dealing

was also taking place in these settings.

Is there a common factor underlying both schizophrenia and substance
misuse?

Given the evidence of a major genetic component to schizophrenia (e.g. Cardno et

al., 1999; see also Chs. 10 and 11) and a lesser but nevertheless important influence

on substance abuse (Merikangas et al., 1998), there has been speculation that the

conditions might have genes in common (e.g. Blanchard et al., 2000). Kendler

(1985), in particular, has addressed this question, but so far the findings have not

been very positive. It is unlikely that the question will be resolved until the genes

responsible for the two conditions have been identified.

One way in which a shared genetic mechanism might operate is via inherited
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personality characteristics. Mueser et al. (1998) point out that there is a well-

documented link between antisocial personality disorder and substance misuse

and speculate that antisocial personality disorder may underlie both schizophrenia

and substance misuse. They argue this on the basis of raised prevalence of antiso-

cial personality disorder and the conduct disorder, which is frequently its precur-

sor in childhood, among people with schizophrenia. We are not convinced by this

argument, which is not supported by cohort studies (e.g. Jones et al., 1994).

One factor undoubtedly associated with both schizophrenia and substance

misuse is low socioeconomic status. Most of the studies cited above that have made

comparisons with general population samples have not taken socioeconomic status

into account; consequently the extent to which substance abuse among people with

schizophrenia may be at comparable levels to that among others with similar exper-

iences of social deprivation and unemployment has not been clearly established.

Characteristics of schizophrenic patients who abuse substances

Sex

Substance abuse is more common in male than female patients (Drake et al., 1989,

1996; Pulver et al., 1989; Hambrecht et al., 1992; Cuffel et al., 1993; De-Quadro et

al., 1994). For example, Menezes et al. (1996) found that male psychotic patients in

south London were twice as likely as their female counterparts to abuse any sub-

stance, presumably a reflection of sex differences in the alcohol and drug consump-

tion of the general population.

Age at onset

Psychotic patients who abuse drugs have an earlier age of onset of psychosis than

those who do not (Breakey et al., 1974; Drake et al., 1989; Pulver et al., 1989; Cuffel

et al., 1993; De-Quadro et al., 1994; Menezes et al., 1996). In the study of Häfner et

al. (1999) discussed above, the mean age of onset of psychosis in patients abusing

drugs before their first admission was 24.6 years, while that of those who did not

abuse drugs was 31.1 years. Although this difference is a consistent finding, it has

been difficult to disentangle the possible role of drug abuse in precipitating the

psychosis from the fact that younger people tend to abuse drugs more than their

elders, and males more than females. Indeed, Rabinowitz et al. (1998) draw atten-

tion to the fact that many of the comparisons of age of onset have been made

without controlling for sex (males with schizophrenia both have an earlier mean

age of onset than females and are more likely to have comorbid substance abuse).

Premorbid personality

Amminger et al. (1999) suggested that the premorbid characteristics of patients

with schizophrenia who abuse substances are different from those of patients who
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do not. These authors followed up the offspring of parents with psychosis and

divided those offspring who developed schizophrenia-related psychoses into those

with and without comorbid substance abuse. Childhood behavioural problems

were found to have been more common among the psychotic patients who did not

abuse drugs. Possibly related to these findings are reports of better premorbid per-

sonality and social adjustment in people with schizophrenia and substance misuse

than those with schizophrenia only (Turner and Tsuang, 1990; Arndt et al., 1992).

The probable explanation is that those preschizophrenic individuals who have

shown noticeably abnormal childhood function require little or no additional

stress to become frankly psychotic in adult life; by comparison, those with little or

no neurodevelopmental impairment are likely to need more in the way of proximal

risk factors such as drug abuse before they become psychotic. An additional argu-

ment is that those schizophrenic patients with childhood impairment are less likely

to have acquired the social skills and initiative necessary first to be exposed to sub-

stance abuse and then to obtain and fund the consumption of large quantities of

alcohol and/or drugs.

Chen (2001) compared 174 methamphetamine abusers who developed psycho-

sis with 261 who did not. Those who became psychotic had more disordered per-

sonality, tended also to abuse other drugs, and their mothers rated their childhood

personality more highly on a schizoid–schizotypal inventory. Furthermore, those

whose psychosis persisted for more than 6 months were especially likely to have had

a deviant childhood personality, and their relatives were more likely to have had a

psychotic illness.

Effect of substance abuse on outcome of psychosis

There is little doubt that a person with schizophrenia in remission who then returns

to abusing substances can be precipitated into a relapse of his/her psychosis This

may be through a direct effect on psychotic symptoms as with the dopaminergic

effects or indirectly by an increase in depression or anxiety, which are known to pre-

dispose to relapse of psychosis. In addition, when individuals return to substance

abuse, their compliance with antipsychotic medication often declines, their self-

care deteriorates and increasing poverty often ensues, with the resultant social crisis

acting as a trigger.

Use of services

In south London, Menezes et al. (1996) reported that patients who abused sub-

stances had attended the psychiatric emergency services 1.3 times more frequently

over the previous 2 years and had spent 1.8 times as many days in hospital as their

nonabusing counterparts. Gerding et al. (1999a,b) found that psychotic patients

with alcohol dependence were at a higher risk for hospital admission and had
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longer hospital stays than those who were not dependent on alcohol. Greater use of

inpatient and emergency facilities tends to be accompanied by higher overall treat-

ment costs. For example, examining costs associated with treatment of severe

mental illness in public sector facilities, Dickey and Azeni (1996) concluded that

people with schizophrenia and substance misuse incurred costs 60% higher than

those with psychotic illness alone.

In the ABC study, Häfner et al. (1999) compared the outcome of 133 first-

admitted schizophrenic patients who had been drug/alcohol abusers at first episode

with those who had not. At first admission, patients who abused alcohol or drugs

had significantly more delusions and hallucinations. Over the subsequent 5 years,

there were no differences in the global SANS (scale for the assessment of negative

symptoms) score or in total days hospitalized or in social disability. However, the

comorbid patients were much less compliant with prescribed medication or with

rehabilitation programmes. This study can be criticized on the basis that the anal-

ysis of effects of substance abuse on outcome was based solely on data concerning

substance abuse habits at first admission.

Fortunately, other studies have collected data on drug abuse throughout the

period of follow-up. In Holland, Linszen et al. (1994) compared cannabis-abusing

schizophrenic outpatients with their nonabusing counterparts over a 12-month

follow-up period. The abusers, particularly the heavier abusers, were more likely to

have a relapse and, indeed, many reported an increase in their psychotic symptoms

soon after taking cannabis. Caspari et al. (1999) followed 27 schizophrenic patients

with a history of cannabis use for a mean of 69 months and compared their

outcome with that of schizophrenic patients without such a history. About half of

the cannabis users ceased their consumption or switched to alcohol. Nevertheless,

those with a history of cannabis use had significantly more hospitalizations, tended

to worse psychosocial functioning and showed more thought disorder and hostil-

ity. Grech et al. (1999) replicated these findings in a prospective 4-year follow-up

of 98 patients with recent onset of psychosis in south London. Those who were

noted to abuse cannabis at both index and follow-up interviews had the most

chronic outcome. There was a dose-dependent adverse influence of cannabis intake

on subsequent positive, but not negative, psychotic symptoms.

Kovasznay et al. (1997) reported similar findings from a study of patients suffer-

ing their first episode of schizophrenia. Those patients who had a lifetime history

of substance use disorder showed worse clinical functioning, as reflected in worse

GAF (global assessment of functioning) scores. After 6 months of follow-up, the

authors concluded that further cannabis use ‘may exacerbate overall symptoms, as

represented by the BPRS score, while showing little effect on the negative symptoms

as represented by the SANS’.

Owen et al. (1996) reported a significant association between substance abuse
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and medication noncompliance among people with schizophrenia, a relationship

that may to some extent mediate the relationship between schizophrenia and some

of its other adverse associations. They suggest that reasons for this increased rate of

noncompliance may include neglecting to take medication when intoxicated and

increased side effects because of an interaction between antipsychotic drugs and the

substances taken. They also suggest that some substance misusers with schizophre-

nia stop taking medication because they have been told not to combine medication

with substances of abuse.

Risk of violence

Many studies have reported that psychotic patients who also abuse drugs or alcohol

are more likely to be violent and are more likely to be imprisoned (Ch. 17). Cross-

sectional data from the ECA study also indicated a higher prevalence of self-

reported violence among individuals with schizophrenia and substance misuse

(24.5% with alcohol use, 37.4% with drug use) than among people with schizo-

phrenia only (12.7%; Regier et al., 1990).

There have also been two careful prospective studies. Rasanen et al. (1998) pros-

pectively followed a birth cohort of 11017 individuals born in northern Finland in

1996 to age 26 years and collected data on psychiatric disorders and crime from the

comprehensive Finnish national registers. Men who were diagnosed as having both

schizophrenia and alcoholism were 25 times more likely to commit violent crimes

than mentally healthy men; the risk for schizophrenic men who did not abuse

alcohol was 3.6. Therefore, schizophrenic men with concomitant alcoholism were

seven times more likely to commit such a crime than sober schizophrenic men.

In another birth cohort study, Arsenault et al. (2000) studied all 1037 individ-

uals born in Dunedin, New Zealand in the year 1972–73 and successfully followed

up 94% of them to age 21 years. Within the sample, 11.3% of the risk of becoming

a violent offender was attributable to alcohol dependence, 28.2% to marijuana

dependence and 9.6% to schizophrenia spectrum disorder. Having two of these

together doubled the risk compared with having one of them. The OR for being a

violent offender was 8.3 (95% confidence interval (CI) 3.3–21.5) for alcohol

dependence plus schizophrenia spectrum disorder; for marijuana dependence plus

schizophrenia spectrum disorder it was 18.4 (95% CI 7.5–45.3).

Other outcomes

Compared with their nonabusing counterparts, those with coexisting substance

abuse have higher rates of homelessness (Drake et al., 1991) and more unemploy-

ment (Seibyl et al., 1993). Relationships with some other indicators of adverse

outcome are less strong and consistently found. For example, study results have

varied considerably in findings about whether comorbidity is associated with worse
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positive symptoms (Arndt et al., 1992; Cuffel et al., 1993; Rabinowitz et al., 1998).

It should also be borne in mind that sometimes the associations found might be

explained by a number of different causal mechanisms. For example, the finding

that comorbid substance misuse in schizophrenia is associated with an increased

prevalence of low mood and suicidal behaviour (e.g. Pulver et al., 1989; Kovaznay

et al., 1993) might be explained by substance use causing low mood. However, the

reverse of this causal link is also a possibility: it may be that those people with

schizophrenia who are more depressed are more likely to resort to substance use as

a way of coping with this depression. In the USA, several studies have found high

rates of infection with human immunodeficiency virus among people with dual

diagnosis (RachBeisel et al., 1999).

Future studies

As this review has shown, progress has been bedevilled by the large number of

poorly designed studies available so far. In future, it will be preferable to have a

small number of large well-designed prospective studies. These should examine

how substance misuse and its correlates develop among people with schizophrenia

and also the rates and patterns of development of psychotic symptoms among

cohorts of substance users. Epidemiologically based follow-up studies need to be

conducted both on patients suffering from schizophrenia in whom substance abuse

predates the onset of psychosis and on patients with schizophrenia who started to

abuse substances after the onset of psychotic illness. Such studies could clarify how

the one condition can influence the development of the other.

It is also desirable that future studies should differentiate more clearly between

the abuse of different substances (though obviously polysubstance use can make

this difficult) and also the quantities of individual substances abused by the pro-

bands. This is to allow for the possible different effects caused by the same substance

at different levels of intake. Detailed information needs to be collected on the symp-

toms of schizophrenia that probands are suffering from, in order to ascertain if a

particular substance of abuse is associated or not with a particular symptom. The

social contexts in which substance misuse develops and continues, and the reasons

for use that patients themselves report, also warrant more attention.

Finally, a major problem that we have not yet considered is the likely unreliabil-

ity of much of the information collected about substance use. In future studies, this

problem could be partly resolved by using analysis of blood, urine or hair. Hair anal-

ysis has the advantages of being easier to obtain than blood or urine, and of giving

information on substance intake over a longer period of time (Marsh, 1997). While

such toxicological analyses provide some evidence as to whether an individual is

using a drug and over what time, the information provided on pattern of use and
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associated problems is obviously very limited. Therefore, full assessment of whether

dependence or misuse are present will always require further information. Use of

multiple methods of assessment, including the perspectives of patients, clinicians

and carers, as well as physical examination and laboratory tests is the best way of

accurately detecting and assessing substance use disorders (Drake et al., 1991).
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Criminal and violent behaviour in
schizophrenia

Elizabeth Walsh and Alec Buchanan
Institute of Psychiatry, Kings College London, UK

The conclusions of those researching the putative link between schizophrenia and

violence changed in the second half of the 20th century. Up until the early 1980s,

the general consensus was that those with schizophrenia were no more likely than

the general population to be violent. New epidemiological evidence has emerged,

however, in recent years that has radically challenged this view. It is now generally

accepted that people with schizophrenia, albeit by virtue of the activity of a small

subgroup, are significantly more likely to be violent than members of the general

population, but the proportion of societal violence attributable to this group is

small. This chapter reviews the influential epidemiological studies in this area and

provides an appraisal of the difficulties inherent in this type of research, with sug-

gestions of how these might be overcome. We attempt to differentiate those most

at risk of behaving violently and identify the likely victims of such acts. We con-

clude with some estimate of the absolute risk posed to the community by those with

schizophrenia.

Review of studies investigating violent behaviour in schizophrenia

Three different approaches have been used to examine the association between

schizophrenia and violence:

1 Studies estimating the prevalence of violent acts in those with schizophrenia

2 Studies estimating the prevalence of schizophrenia in individuals who have com-

mitted violent acts

3 Community-based epidemiological studies estimating the prevalence of viol-

ence in those with and without schizophrenia regardless of involvement with the

mental health or criminal justice systems.

Studies estimating the prevalence of violent acts among those with schizophrenia

Two main study designs have been used to estimate the prevalence of violent acts

among those with schizophrenia: first, cross-sectional studies before admission,
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during the course of hospitalization and following discharge from hospital; and

second, cohort studies using case-linkage techniques.

Cross-sectional studies

With violence being a main selection criteria for admission to hospital, studies of

violence committed before and during hospitalization are of limited usefulness as

they will overestimate any association.

Before hospitalization

Humphreys et al. (1992) estimated that 20% of first-admission patients with

Present State Examination (PSE)-diagnosed schizophrenia (Wing et al., 1974) had

behaved in a life-threatening manner prior to admission. Volvavka et al. (1997), as

part of the World Health Organization (WHO) study on determinants of outcome

of severe mental disorders, estimated that 20% of first-contact patients with ICD-

9 (World Health Organization, 1978) schizophrenia had assaulted another person

at some time in the past. The assault (according to a combination of self-report,

informant and case note information) coincided with the reported onset of illness

in 58% of patients. An interesting finding in this study was the threefold elevated

risk of violence among those from developing relative to developed countries.

During hospitalization

Violence among inpatients is a well-researched topic. These studies have suggested

relatively high rates of assaultiveness, especially among patients with schizophrenia

(Karson & Bigelow, 1987; Walker & Seifert, 1994). Results must be viewed with par-

ticular caution as violence may be more a response to the contextual setting of a

confined ward than to an individual’s mental state.

Following discharge

Discharged patients are a selected group as they are generally judged not to pose a

threat or to pose less threat than those retained in hospital. As such, one would

expect lower rates of violence to be recorded at this time than prior to admission.

The two most comprehensive studies published to date on violence risk postdis-

charge fail to provide separate data for schizophrenia (Steadman et al., 1998, Link

et al., 1992; see below). Steadman et al. (1998) compared the prevalence of com-

munity violence in a sample of patients with a range of diagnoses, including schizo-

phrenia, discharged from three acute psychiatric facilities with a group of residents

living in one of the three areas. Violence was measured from multiple sources every

10 weeks for 1 year in patients and once for community controls. Although

outcome violence measures used in this study have been the best to date, the study

had a number of limitations, referred to below. Monahan & Applebaum (2000)
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have subsequently examined violence prevalence in the sample by diagnosis in the

first 20 weeks following discharge. In their group, 17% of patients had a diagnosis

of schizophrenia and of these 9% were violent. This compares with 19% for depres-

sion, 15% for bipolar disorder, 17.2% for other psychotic disorders, 29% for sub-

stance misuse disorders and 25% for personality disorder alone. The fact that this

and other studies have found rates of violence to be lower in those with schizophre-

nia than in those with other diagnoses (Harris et al., 1993; Wallace et al., 1998)

should not be misinterpreted to suggest schizophrenia may be irrelevant or even a

protective factor against violence. It is probably true that schizophrenia is less of a

violence risk than substance misuse, personality disorder and possibly other mental

disorders, but when compared with the general population, as this review demon-

strates, the evidence is overwhelmingly in favour of an increased rate of violent

behaviour in schizophrenia.

Using a case-control design and at least one previous hospital admission as inclu-

sion criteria, Modestin & Ammann (1996) compared lifetime prevalence of crim-

inal behaviour in males with Research Diagnostic Criteria (RDC)-defined

schizophrenia (Spitzer et al., 1990) with matched catchment area controls. After a

search for criminal histories in the Swiss Central Criminal Records Department,

the schizophrenic group were up to four times more likely to have been convicted

of a violent offence.

Cohort studies

The cohort studies fall into two categories: retrospective studies of those diagnosed

with schizophrenia traced on criminal registers and studies of prospective unse-

lected birth cohorts where both psychiatric and criminal status are established from

case registers and linked. The cohort studies are summarized in Table 17.1.

Retrospective cohorts using case linkage

Three studies using slightly different methodologies have drawn similar conclu-

sions. In the first, a search was conducted up to 15 years later on the police register

for 644 patients with ICD-8-defined schizophrenia (World Health Organization,

1967) discharged during 1 year and born between 1920 and 1959 in Sweden. The

risk of violent offences in this group was estimated relative to the general popula-

tion. Violent crimes were found to be four times more frequent among those with

schizophrenia than in the general population (Lindqvist & Allebeck, 1990).

The second controlled for time at liberty to offend and compared the rate of crim-

inal convictions among 538 incident cases of schizophrenia with that of nonpsy-

chotic psychiatric controls matched for age and sex (Wessely et al., 1994). The risk

of being convicted of violent offences for males with schizophrenia was at least twice

that of men with other mental disorders. This was despite the control group
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containing a substantial minority of individuals with psychiatric disorders with an

established and noncontroversial association with crime. Women with schizophre-

nia were also significantly more likely to be convicted of violent crime than controls.

In the third study, Mullen et al. (2000) in Australia studied two groups of patients

with schizophrenia first admitted in either 1975 (before major deinstitutionaliza-

tion) or 1985 (when community care was becoming the norm). Compared with

general population controls, both groups were significantly more likely to be con-

victed for all categories of criminal offending except sexual offences. Those with

comorbid substance abuse accounted for a disproportionate amount of offending.

The increased number of convictions in those with schizophrenia in the 1985 group

compared with the 1975 group seemed to reflect a general increase in offending in

those of a similar age, sex and place of residence. As such, the shift to community

care was not marked by any significant change in relative rates of conviction in

schizophrenia. The effect of community care on risk of violence in schizophrenia

requires further study. One study examining homicide statistics in the UK has

reported little fluctuation in the numbers of people with mental illness committing

homicide between 1957 and 1995 and a 3% annual decline in their contribution to

the official statistics (Taylor & Gunn, 1999).

Unselected birth cohort studies

Hodgins (1992), in a 30-year follow-up of an unselected Swedish birth cohort,

studied the association between major mental disorder and criminality. Compared

with those with no mental disorder, males with major mental disorder had a four-

fold and women a 27.5-fold increased risk of violent offences. As the group with

major mental disorder included a range of diagnostic entities, it was not possible

to estimate the relative risk of violence for schizophrenia alone. A later study using

the same methodology had similar findings (Hodgins et al., 1996).

Tiihonen et al. (1997), followed an unselected birth cohort of 12058 individuals

prospectively for 26 years. This was the first cohort study to demonstrate the quan-

titative risk of criminal and violent behaviour for specific psychotic categories

(Table 17.2). The risk among males with schizophrenia for violent offences was 7

relative to controls without mental disorder. The risk of violent offences was

highest among those with comorbid substance abuse.

Brennan et al. (2000) studied all subjects born in Denmark over a 4-year period

and traced all arrests for violence and hospitalizations for mental illness that

occurred for these individuals up to 44 years of age. Schizophrenia was the only

major mental disorder associated with increased risks of violent crime among both

men (odds ratio (OR) 2.0; 95% confidence interval (CI) 1.5–2.6) and women (OR

7.5; 95% CI 4.0–14.1) after adjusting for socioeconomic status, marital status and

substance abuse (Table 17.2).
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Arseneault et al. (2000) studied the past-year prevalence of violence in 961 young

adults, who constituted 94% of a total city birth cohort. A combination of self-

report and official violence records were used. Three axis I disorders were uniquely

associated with violence after controlling for demographic risk factors and all other

comorbid disorders: alcohol dependence, marijuana dependence and schizophre-

nia spectrum disorder. A diagnosis of schizophreniform disorder increased the risk

of violence by more than twofold (Table 17.2) Ten per cent of violence risk was

attributable to schizophrenia spectrum disorder. Comorbid substance misuse

increased the risk associated with this disorder more than twofold.

Studies estimating the prevalence of schizophrenia in individuals who have committed

violent acts

Numerous studies have estimated the prevalence of schizophrenia amongst prison

inmates. Despite problems of unstandardized diagnoses and the frequent absence

of comparison data among the general population, the evidence suggests an over-

representation of those with schizophrenia among offender populations.

Taylor and Gunn (1984) using validated diagnoses studied the psychiatric status

of male prisoners remanded to a prison in south London. Nine per cent of those

subsequently convicted of nonfatal violence and 11% convicted of fatal violence

had schizophrenia, a substantially higher prevalence than would have been

expected in the general population for the same area (0.1–0.4%).

Teplin (1990) administered the Diagnostic Interview Schedule (DIS: Robins et
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Table 17.2. Associations between psychoses and violent convictions in studies of unselected birth

cohorts

Schizophrenia odds Affective psychosis Organic psychosis

Authors ratio (95% CI) odds ratio (95% CI) odds ratio (95% CI)

Tiihonen et al. (1997)a M: 7.2 (3.6–16.6) M: 10.4 (1.2–94)

Brennan et al. (2000)b M: 1.9 (1.4–2.6) M: 0.8 (0.4–1.5) M: 2.2 (1.4–3.5)

F: 7.1 (3.3–15.3) F: 1.4 (0.3–6.2) F: 1.2 (0.1–10.8)

Arseneault et al. (2000)c M�F: 2.45 (1.1–5.7)

Notes:

CI, confidence interval; M, male; F, female.
a Results adjusted for social class of father at birth, residence in city and one parent background.
b Results adjusted for marital status, socioeconomic group, substance misuse and personality disorder.
c Results adjusted for sex, socioeconomic class and other concurrent disorders; schizophreniform disorder

rather than schizophrenia assessed.



al., 1981) to a stratified random sample of 728 male prisoners and compared the

prevalence of schizophrenia among this group with that of the general population

using Epidemiologic Catchment Area (ECA) study (Eaton and Kessler, 1985) data.

The prevalence in the jail population (2.7%) was found to be three times higher

than that of the general population (0.91%) after controlling for sociodemographic

factors.

Eronen et al. (1996), in a study of 693 people convicted of homicide in Finland,

investigated whether an association existed between specific DSM-III-R (American

Psychiatric Association, 1987) disorders and homicide. Using the 1-month point

prevalence estimates from the ECA study and indirect standardization to adjust for

the confounding effect of age, schizophrenia was associated with an eightfold

increase in homicide by men and 6.5-fold increase in women. This compares with

even higher risks (�10) for those with substance abuse disorders.

Wallace et al. (1998), in a study of individuals convicted of serious offences in

Victoria County, Australia, searched for evidence of a psychiatric contact on the

county psychiatric register. Compared with the general population, those with

schizophrenia were found to be over four times more likely to be convicted of inter-

personal violence and 10 times more likely to be convicted of homicide.

Community prevalence studies

The above studies, although valuable in making inferences about the relationship

between violence and schizophrenia, are subject to biases, which will be discussed

below. Further data on unselected samples of people from the open community are

needed to augment the findings. Probably the most influential study in the violence

literature to date is that of Swanson et al. (1990). Using a representative weighted

sample of 10059 adult residents from three of the five ECA study sites (Eaton and

Kessler, 1985), the authors examined the relationship between violence and psychi-

atric disorder. The DIS incorporating questions relating to violence was adminis-

tered. Violence was rated positive if the respondent admitted to any one of the

following four behaviours: hitting or throwing things at one’s partner; hitting one’s

child hard enough to cause bruises or injury; physical fighting; and using a weapon

such as a stick, knife or gun. Violence was significantly related to younger age, male

sex and lower socioecomomic status. Eight per cent of those with schizophrenia

alone were violent compared with 2% of those without mental illness. Comorbidity

with substance abuse increased this figure to 30%. Higher rates of violence were

reported among individuals who had drug or alcohol abuse/dependence and no

serious mental illness than among individuals with serious mental illness alone.

Contrary to a number of studies of patient populations, violence was not signifi-

cantly more prevalent among persons with schizophrenia than among those with

other disorders.
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Two other community epidemiological studies, finding increased risk of vio-

lence among psychiatric patients (Link et al., 1992) and those with major mental

disorder (Stueve & Link, 1997), failed to provide data on schizophrenia as a separ-

ate diagnostic entity.

Methodological limitations of violence studies

The majority of studies since the late 1980s have demonstrated a statistical associ-

ation between schizophrenia and violence. It can, therefore, be argued that the

accumulated evidence from studies adopting different methodologies support a

causal relationship because the consistency of findings across studies overshadows

the methodological weaknesses of any one. Some have argued against this conclu-

sion (Arboleda-Florez et al., 1998) suggesting that it overlooks the possibility of

consistent design flaws including violence measurement, selection bias, confound-

ing and poorly controlled comparisons, which may offer rival explanations for the

current statistical associations. It is, therefore, important that the findings of each

study be critically appraised in the light of the limitations inherent to research of

this complexity.

A brief overview of these limitations from an epidemiological viewpoint are out-

lined below.

Definition and measurement of exposure (schizophrenia)

The use of unstandardized definitions of schizophrenia across studies limit consen-

sus conclusions being drawn. Some studies include schizophrenia as part of a

heterogeneous group of psychotic disorders, including affective diagnoses

(Hodgins, 1992; Hodgins et al., 1996; Steadman et al., 1998) or do not give the diag-

nostic breakdown of subjects at all (Link et al., 1992). Fewer examine schizophre-

nia alone (Lindqvist and Allebeck, 1990; Wessely et al., 1994) and those that do use

varying diagnostic techniques. Diagnoses are variously derived from case notes,

psychiatric registers, clinical interviews or research interviews. Case note diagnoses

are dependent on clinical judgements, leading to obvious differences in diagnostic

practice. Those extracted from case registers are usually those made at discharge

and are subject to the same limitations. These diagnoses may be more reliable,

however, than those made at a single clinical interview because they are usually

based on a period of observation in hospital, collateral information and previous

history, which are likely to increase the validity of diagnoses. The use of one agreed

diagnostic procedure in studies would allow comparisons of like with like.

Additionally, illness duration should be measured, as it has been found that those

at different stages of illness may have different propensities for violence (Modestin

and Ammann, 1996).
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Definition and measurement of outcome (violence)

The failure to detect significant episodes of violence, or the systematic skewing of

data by using inappropriate measures, can lead to the wrong conclusion about the

association between violence and schizophrenia. How violence is defined varies

greatly. Little consistency exists as to what types of violence to measure and how to

do this from study to study. In addition, most studies neglect the contextual and

temporal aspects of violent acts.

Recorded prevalence rates differ depending on the levels of violence measured.

Unsurprisingly, studies that include threats as well as physical contact record higher

rates than those that include contact alone. It is virtually impossible to find violence

defined the same way in any two studies by different researchers. This highlights the

need for the development of a standardized, validated, reliable and acceptable

rating instrument that could be adopted across studies.

Measurement of violence in studies has relied upon different single (self-report,

informant, case notes, official records) or combined sources of information. All

sources have inherent limitations. Self-report measures may under-report violence

because of the desire for social acceptability or fear of adverse consequences of

reporting. In case-control studies, bias may result if this reporting differs between

cases and controls. Additionally, retrospective designs produce problems with

recall of sometimes distant events. Informants, who are often nominated by

patients, may not be the most suitable person to provide information or be aware

of relevant incidents. Case notes are of limited usefulness as they are often incom-

plete. With regard to police contacts or arrest records, the proportion of violent acts

that lead to arrest and prosecution vary as a function of the intensity and quality of

policing, behaviour of the suspect, the availability of diversion to the mental health

system and the severity of offence. It is also possible that offenders with major

mental disorders are more easily detected than other offenders because they are

more likely to stay at the scene of the crime and/or turn themselves into the police

(Robertson, 1988).

Records of criminal convictions for all crimes and more specifically violent crime

are a widely used data source across studies. Most violent individuals are not con-

victed (Elliott et al., 1986). The mentally ill tend to be diverted to the mental health-

care system at various stages from apprehension to conviction. As such, it is likely

that only the more serious crimes will lead to conviction. For this reason, the asso-

ciation between schizophrenia and more minor forms of violence is impossible to

estimate from this source. For more serious offending such as homicide, individ-

uals are more likely to be brought to trial and convicted, and as such dependence

on criminal registers is justified. Unfortunately, as with all such registers, they are

prone to data errors, are not inclusive of all convictions and often relate to one geo-

graphical area taking no account of crimes committed outside that jurisdiction.
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The more recent use of multiple combined measures for violence has highlighted

the limitations of the majority of previous studies that relied on a single source.

Steadman et al. (1998) used agency records, self-report and collateral informants

to collect information on violent acts. The 1-year period prevalence for violence

was 4.5% using agency records (arrest and rehospitalization records) alone, 23.7%

adding patient self-reported acts that had not been in agency records, and 27.5%

adding collateral informant-reported acts that had not been in either agency

records or patient self-reports. Thus, the final prevalence was six times higher than

it would have been if estimated from agency records alone. Mulvey et al. (1994a),

specifically set out to compare the yield of violence when different sources were

used. Results revealed a dramatically different picture of patient violence depend-

ing on the source of information used. Patient self-report revealed a violence prev-

alence of 37%, collateral informant 31%, medical records 9%, police ‘rap’ sheets 2%

and records of involuntary commitments 1%. These results support the previous

observation that self-report methods consistently produce a higher frequency of

violence than official records (Elliot et al., 1986). Therefore, to provide accurate

empirical data it is crucial that it be based on self-report in conjunction with col-

lateral informant and official records. One problem inherent to the use of multiple

measures is that judgements must be made about what constitutes a single episode

of violence and how to handle the inconsistencies that may exist between reports.

Selection bias

Selection bias can occur whenever the identification of individual subjects for

inclusion into a study on the basis of either exposure or outcome status depends in

some way on the other axis of interest. This bias will result in an observed relation-

ship between exposure (schizophrenia) and outcome (violence) that is different

among those who are entered into the study than among those who would have

been eligible but did not participate. For example, a psychotic individual’s refusal

to participate in a study or follow-up interviews might be related to his or her pro-

pensity for violence. If so, the rates of violence for those included in the samples

may be lower than the true rates for individuals with schizophrenia.

Location of recruitment is, therefore, a crucial factor in interpreting any such

association and in making judgements on generalizability of findings. Research on

violence and mental illness is dominated by data on discharged patients, but most

mentally disordered individuals are not hospitalized (Robins and Reiger, 1991).

Studies of acutely ill hospitalized patients are subject to selection bias, as those

who are admitted are more likely than those who are not to be violent. Recently dis-

charged patients have usually been judged not a risk at the time of discharge and

may be less likely to be violent than when hospitalized. Cross-sectional prevalence

studies in representative samples of community residents, with both treated and
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untreated mental disorders, largely overcome the problem of selection bias,

although not completely. They frequently exclude those in jail (Steadman et al,

1998) and as such will underestimate any association.

It is not unusual to find high refusal and attrition rates in these studies, also

leading to selection bias. In one study, only 50% of subjects completed all five

follow-up interviews. These compliant subjects were found to be significantly less

likely to have a history of previous violence, a major predictor of future violence,

than those lost to follow-up (Steadman et al, 1998).

Another example is the Swedish cohort study (Hodgins, 1992). All those who

died during the follow-up period were excluded. It has, however, been shown that

a relationship exists between early death and violence. As such, the size of effect

may be an underestimate of the true effect.

In analytic studies, the risk of violent offending in cases is expressed relative to

the risk in controls. It is, therefore, important that the results be interpreted with

specific reference to the control group chosen. If, for example, risk of offending in

schizophrenia is estimated relative to nonpsychotic psychiatric controls (Wessely et

al., 1994), the risk ratio will depend on whether or not that group contains an excess

of patients with personality disorder and substance abuse disorders, which are both

linked to violent behaviour. If national or population-based figures are used for

comparison, they may not take into account the confounding effect of social class

on violence (Wallace et al., 1998). Alternatively, if neighbourhood controls are

chosen, the estimated risk may not be generalizable to the population at large

(Steadman et al., 1998).

Other possible types of bias include interviewer bias and recall bias. On reading

most violence studies, it is unclear whether interviewers were blind to subject

status. If not, selective probing for symptoms of mental illness and/or violent epi-

sodes may result in interviewer bias. Recall bias may arise in comparing the men-

tally ill with normal controls if patients and their relatives, for example, are more

sensitive to deviant behaviours and hence more likely to report them.

Confounding

A confounder is a factor that is associated with the exposure (schizophrenia) and

independent of this exposure is a risk factor for outcome (violence). Additionally, it

should not be on the causal pathway between exposure and outcome. Statistical rela-

tionships observed between schizophrenia and violence in any particular study will

hinge on the investigator’s understanding and statistical treatment of confounding

factors (Arboleda-Florez et al., 1998). Because of the uncertainty of the causal

pathway between schizophrenia and violence, it is unclear what variables to consider

as confounders. Gender, age and race are likely candidates. In fact, most population-

based studies comprise primarily young adults and as such may overestimate the
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relationship. Controversy exists regarding social class (Monahan, 1993) because it

can be hypothesized that the social drift in schizophrenia that leads to lower social

class is on the pathway to violence. The more robust studies do control for a range

of possible confounding factors, but these are by no means uniform. The relation-

ship is, however, even more complex than this, with a wide range of personal and

situational factors that must be important in the mediation of violence being impos-

sible to measure.

Predictors of violent behaviour in schizophrenia

Despite the limitation of violence studies, most conclude that the association

between schizophrenia and violence is probably significant even when demo-

graphic factors are taken into account. Risk factors for violence that operate in

those without mental illness operate in schizophrenia, with strong predictors

including a history of previous violence and substance abuse. No sizeable body of

evidence, however, clearly indicates the relative strength of schizophrenia or mental

illness in general as a risk factor for violence compared with other risk factors

(Mulvey et al., 1994b). Indeed, compared with the magnitude of risk associated

with the combination of male gender, young age and lower socioeconomic status,

the risk of violence presented by mental disorder is modest (Monahan, 1997).

Two factors appear to discriminate those with schizophrenia at increased risk of

committing violent acts: comorbid substance abuse and acute psychotic symptoms.

Substance abuse and antisocial personality disorder are much more strongly asso-

ciated with violent behaviour than schizophrenia (Swanson et al., 1990). It has been

repeatedly demonstrated that schizophrenia with comorbid substance abuse

increases the risk of violence considerably compared with schizophrenia without

comorbidity (Swanson et al., 1990; Cuffel et al., 1994; Tiihonen et al., 1997, Wallace

et al., 1998; Rasanen et al., 1998). For example, in an Australian study, those with

schizophrenia were found to be over four times more likely to be convicted of inter-

personal violence and 10 times more likely to be convicted of homicide than

members of the general population (Wallace et al, 1998). Those with schizophre-

nia and comorbid substance abuse were over eight times more likely to be convicted

of interpersonal violence and four times more likely to be convicted of homicide

than those with schizophrenia alone. It is important to note that, because there is

an increase in violence risk in those without comorbidity, substance abuse merely

increases the level of risk rather than causes it (Brennan et al., 2000; Arsenault et

al., 2000). Hence the risk from substance abuse appears to be additive.

With regard to acute symptomatology, Taylor and Gunn (1984) noted that only

9 of 121 psychotic offenders were without acute psychotic symptoms at the time of

their offence. In a subsequent analysis, Taylor estimated that 46% were definitely or
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probably driven by delusions (Taylor, 1985). But delusions are an extremely

common psychopathological phenomenon in psychosis and serious violence is not.

Other factors must be operating (Taylor, 1998).

In a methodologically robust study, Link et al. (1992) compared arrest rates and

self-reported violence in a sample of approximately 400 New York residents with

no history of psychiatric contact with those for current and former patients with

heterogeneous diagnoses from the same area. Former patients were invariably more

violent than the never-treated community sample and almost all the difference

between the groups could be accounted for by active symptoms. A further study

revealed that specific threat/control override symptoms largely explained the rela-

tionship. These threat/control override symptoms represent experiences of patients

feeling that people are trying to harm them, and experiences of their minds being

dominated by forces outside of their control. These symptoms significantly

increased the risk of violence not only in patients but also in the never-treated com-

munity controls. These results have subsequently been replicated (Swanson et al.,

1990, 1996, 1997; Link et al., 1998). If true, these findings about threat/control

override delusions could have important implications for the prediction and man-

agement of violent behaviour in delusional patients. The data in these studies have,

however, been criticized for being retrospective, having been gathered for other

purposes and having weak measures of delusions and violence (e.g. data often

based exclusively on self-report). Recent evidence from the MacArthur Violence

Risk Assessment Study, a prospective, multisite study of violent behaviour in

recently discharged patients, have largely overcome these methodological limita-

tions and cast doubt on the importance of threat/control override delusions as

mediators for violence (Appelbaum et al 2000). Neither delusions in general nor

threat/control override delusions in particular were found to be associated with an

increased risk of violence in this study. The authors suggest that the reliance on self-

report in previous studies may have resulted in the mislabelling as delusions of

other phenomena that can contribute to violence.

Risk of violence in society attributable to schizophrenia

Most research to date has examined the association between violence and schizo-

phrenia in terms of relative risk, that is, the amount of risk posed by those with

schizophrenia relative to others. Surprisingly, little work has focused on the more

important public health issue of population attributable-risk percentage (PAR%),

that is, the percentage of violence in the population that can be ascribed to schizo-

phrenia and could thus be eliminated if schizophrenia was eliminated from the pop-

ulation. It is possible to perform some approximate calculations of the PAR% on

data reported from some population-based studies measuring different aspects of
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violent behaviour. To calculate this figure, we first calculate the rate of violence in

the total study population; we then subtract the rate of violence in the population

removing all those with schizophrenia. This figure is then divided by the rate in the

total population and multiplied by 100. In the ECA study in America, 2.7% of indi-

viduals who reported community violence over 1 year had schizophrenia (Swanson

et al., 1990). Only 8% of those with schizophrenia were violent. In an unselected

Finnish birth cohort followed to age 25, those with schizophrenia accounted for 4%

of those registered for at least one violent crime (Tiihonen et al., 1997). In a Danish

birth cohort followed to age 44, 2% of all males with lifetime arrests for violence and

9% of all females had schizophrenia. When we exclude those with comorbid sub-

stance misuse, these figures fall to 0.8% for males and 6% for females (Brennan et

al., 2000). In Dunedin, New Zealand, 94% of a total city birth cohort were followed

up at age 21. Without considering comorbidity, just over 10% of past-year violence

committed by these young adults (based on a combination of self-report and crim-

inal convictions) was attributable to schizophrenic spectrum disorders. Having

comorbid substance abuse with either alcohol or marijuana was found to double

the violence risk in this disorder (Arseneault et al., 2000).

Most of the above figures represent a fairly small percentage of the total violence

in these populations. The problem is that the PAR% assumes that causality has been

established. It, therefore, fails to take into account other risk factors or confound-

ing factors that may be operating in the association between a particular risk factor

and disease. As we have previously seen, for example, comorbidity substantially

increases the risk of violence in schizophrenia and it is possible that were substance

abuse to be eliminated from the population the contribution to violence made by

schizophrenia alone could be much less.

To prevent unnecessary stigmatization of the seriously mentally ill, with all the

attendant difficulties, it is the duty of researchers to present a balanced picture. By

neglecting to report measures of both relative and absolute risk a skewed picture

may emerge. An example of a balanced report found that men with schizophrenia

were up to five times more likely to be convicted of serious violence than the general

population (Wallace et al., 1998). Results also presented indicated that 99.97% of

those with schizophrenia would not be convicted of serious violence in a given year

and that the probability that any given patient with schizophrenia will commit

homicide is tiny (approximate annual risk 1 :3000 for men and 1:33000 for

women).

Risk is generally presented in terms of odds ratios, yet research has shown that

people find it difficult to digest such measures. Better ways are required for present-

ing risk magnitudes in a digestible form, and a logarithmic scale provides the basis

for a common language for describing risk (Calman & Royston, 1997). It has been

suggested that community risk scales that describe the magnitude of risk in relation
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to an individual’s community may be most useful. If communities are grouped into

roughly logarithmic clusters – individual (1), family (10), village (1000) etc. – such

a classification allows individuals to think in terms of level of risk to themselves,

their family, their town and so forth. This system also allows a consideration of how

the risk of violence by people with schizophrenia compares with other risks, if these

are also presented in the same way.

Directions for future research

The weight of the evidence to date is that, although a statistical relationship does

exist, only a small proportion of the violence in our society can be attributed to

persons with schizophrenia. Future research on the relationship between schizo-

phrenia and violence is likely to focus not on whether such a relationship exists but

on the precise form that the relationship takes. We lack clear information about

causal pathways, and further inquiries regarding the interplay of various factors

affecting the relationship are required. We have already seen this shift with the

recent focus on threat/control override symptoms. More attention must be paid to

the temporal and contextual settings of violent acts. It is essential that these risk

factor studies be conducted in the most methodological robust manner, that is,

with clear definitions of illness, multiple measurements of violence and avoidance

of bias.
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Part V

Future directions and emerging issues





Introduction

How can we be sure that the diagnosis of schizophrenia actually relates to a valid

entity? In Chapter 18, van Os and Verdoux challenge the existing beliefs about schizo-

phrenia as a discrete diagnostic category and consider the evidence that psychosis

exists as a continuous and dimensional phenotype. There is accumulating evidence

that psychosis exists in nature as a continuous distribution of symptoms rather than

a discrete, dichotomous disorder. Large-scale national surveys have found that about

one-quarter of individuals surveyed admit to experiencing psychotic symptoms and

most had never sought any help for these. In addition, there is evidence that psycho-

sis consists of many overlapping symptom dimensions that may each be the result of

a range of underlying risk factors. Van Os and Verdoux argue that a combination of

categorical, continuous and multidimensional representations of psychosis will offer

important advantages both for clinical practice and research.

The final two chapters in the book demonstrate how epidemiology can be used

to improve the treatment of schizophrenia and, perhaps, ultimately to prevent the

disorder. In Chapter 19, Thornicroft and Tansella select epidemiological findings

that have been discussed in earlier chapters and, using a ‘matrix’ model, they show

how these data can be exploited to plan better services for people who suffer from

schizophrenia. The authors also hope that psychiatric services will support the

conduct of research, especially large-scale, collaborative epidemiological studies.

Will we ever be able to prevent schizophrenia? In Chapter 20, McGrath argues

that ‘a major factor that has eroded confidence in primary prevention of schizo-

phrenia has been a perception that we have made little progress in our understand-

ing of the aetiology of the disorder’. Drawing on evidence presented in earlier

chapters, McGrath seeks to dispel this feeling of ‘nihilistic despair’ by pointing out

that we have indeed identified many risk factors for schizophrenia and there is now

an ‘urgent need’ for strategic research designed to test these risk factors in epidem-

iological samples. In addition, collaboration with basic neuroscience will refine our

knowledge of the mechanisms of action of these risk factors. The chapter ends on

an encouraging note. ‘The dream of making the primary prevention of schizophre-

nia a reality may be quixotic, but it is certainly not impossible’.
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Introduction

Let us compare a diagnosis of schizophrenia with a diagnosis of coronary heart

disease. Few would disagree that their aetiologies, symptoms, clinical needs, treat-

ments and outcomes are rather different; therefore, the diagnostic contrast they

provide in the classification of medical disorders can be considered extremely

useful, that is, has clinical validity (Kendell, 1989). The clinician will use the diag-

nosis to prescribe a particular treatment, the service provider will organize services

around the specific treatment needs associated with each group, and the researcher

will test specific hypotheses regarding different biological and psychosocial risk

factors and mechanisms in each disorder.

The current systems of classification of mental disorders are based on the

assumption that it is similarly useful to discriminate between, for example, schizo-

phrenia, schizoaffective disorder, affective psychosis, delusional disorder and other

psychosis. However, psychotic disorders may show considerable overlap in their

aetiologies, risk mechanisms, manifestations, treatment needs and outcomes. The

greater the degree of overlap, the less useful it becomes to discriminate between the

various disorders, and the less likely it becomes that the different disorders exist as

such in nature (that is, are valid entities). It is, therefore, important to investigate

systematically the degree of overlap by sampling across conventional diagnostic

categories. However, as the great majority of research effort has its focus specifically

on an isolated diagnostic category, data regarding the relative validity of common

diagnostic labels remain wanting. Most of the validity research to date has been

concerned with the distinction between nonaffective psychosis and affective disor-

der (Kerr and McClelland, 1991). This remains an important and clinically relevant

area of debate and some of the epidemiological issues to do with the diagnostic

validity of schizophrenia will hereafter be illustrated using this distinction.
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Diagnosis of schizophrenia: an epidemiological perspective

Several competing definitions of schizophrenia exist. The ‘narrow’ definitions such

as those specified by the criteria in the Diagnostic and Statistical Manual, third

version and beyond (DSM: American Psychiatric Association, 1987; American

Psychiatric Association, 1994) are, in epidemiological terms, biased towards

younger male patients with a more severe type of illness, whereas samples defined

by ‘broader’ criteria such as those in the Research Diagnostic Criteria (RDC: Spitzer

et al., 1990) and International Classification of Diseases (ICD), 10th version (ICD-

10: World Health Organization, 1992), include more women with affective symp-

toms and have a more variable illness course (Copolov et al., 1990; Castle et al.,

1993; Mason et al., 1997). The existence of several competing definitions suggests

lack of agreement about how, or indeed if, schizophrenia exists as such in nature.

If engineers used variable definitions of the same basic entity, few would care to

argue that their constructs were safe. By analogy, the construct validity of the

schizophrenia concept may be weak. Some propose that the nosological validity of

schizophrenia is well established and that the diagnosis stands on solid ground

(Andreasen, 1995). Others argue that, although the validity remains uncertain,

current concepts will have to suffice until more details about heterogeneity, causes

and fundamental mechanisms are discovered (Kendell, 1993). Yet others argue that

the diagnosis is a convenience label with no base in ontological reality and that sub-

stantial improvement may be obtained by actively pursuing the use of alternative,

more empirical, approaches towards phenotypic classification (Bentall et al., 1988;

Costello, 1992). Although opinions appear to be divided, there is consensus that

surprisingly few research efforts are dedicated to establish the validity of current

nosological concepts (Kendell, 1993).

Levels of care

It is apparent that the definition of schizophrenia has its origins in the wards of

Europe’s 19th and early 20th century institutions for individuals with severe mental

illness, and that the definitions which can be encountered in the current systems of

classification of DSM and ICD are also largely based on what can be observed at the

extreme end of the pathways to care for mental illness (level 5; see Fig. 18.1)

(Goldberg and Huxley, 1980). At this level (the psychiatric hospital), the prevalence

of psychotic disorder is around 20–40%, and the prevalence of psychotic symptoms

may be as high as 50–70%, depending on country and setting (Jaffe, 1966;

McCreadie et al., 1983; Barber et al., 1988; Robinson, 1988; O’Grady, 1990; Avasthi

et al., 1991; Chiou et al., 1994). More recently, awareness has grown that individ-

ual symptoms such as delusions, hallucinations, restricted affect and lack of initia-

tive are also prevalent at lower levels along the pathways to care, such as in the
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population attending general practitioners (GPs; level 2) (Verdoux et al., 1998a)

and individuals in the general population who have not yet developed any illness

behaviour (level 1) (Zukerman and Cohen, 1964; Cox and Cowling, 1989; Kendler

et al., 1991; Peters et al., 1999a; Rosa et al., 2000). At these levels, the lifetime prev-

alence of even psychiatrist-rated psychotic symptoms may be as high as 4–8%

(Eaton et al., 1991; Tien, 1991; van Os et al., 2000).

Two important questions flow from these observations. As the data suggest that

positive and negative psychotic symptoms also have a distribution in nonpatients,

the first question becomes to what degree this distribution at level 1 and level 2 is

continuous with the clinical phenotype at the extreme of level 5. The second, related,

question is to what degree our clinical phenotypes must be seen as mixtures of cor-

related but separable symptom dimensions instead of dichotomous disease entities

with specific and unconfounded causes. We will refer to the first question as the con-

tinuity hypothesis and to the second question as the dimensional hypothesis.

The continuity hypothesis: diseases or distributions?

Anyone working in a clinical mental health setting, especially the psychiatric hos-

pital, is naturally inclined to think that psychosis reveals itself as ‘cases’ in need of

treatment. This clinical perspective has greatly influenced the conceptualization of

the psychosis phenotype, as evidenced by current systems of classification such as
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Prevalence psychotic disorder: ± 20–40%
Prevalence psychotic symptoms: ± 50–70%

Filter 4: Psychiatrist
referral

Filter 3: GP
referral

Filter 2: GP
recognition

Filter 1: illness
behaviour

Prevalence psychotic disorder: ± 1%
Prevalence psychotic symptoms: ± 4–8%

5. Psychiatric hospital

4. Mental health outpatients

3. GP recognized

2. Population attending GP

1. General population

Fig. 18.1. Filter model of psychotic symptoms and psychotic disorder. GP, general practitioner.



DSM-IV and ICD-10. The psychosis phenotype is generally thought of as a dichot-

omous entity, which can be identified by applying criteria that have been derived

from clinical observations on individuals who managed to pass through the various

filters of help-seeking behaviour and recognition that separate symptoms in the

general population from treatment at the level of mental health services (Tien et

al., 1992). From the epidemiological perspective, however, things look somewhat

different. Rose and Barker (1978) cogently argued that, contrary to the situation in

clinical practice, disease at the level of the general population usually exists as a con-

tinuum of severity rather than as an all-or-none phenomenon. For example, blood

pressure and glucose tolerance are continuously distributed characteristics in the

general population, but because the clinical decision to treat is dichotomous we use

the terms hypertension and diabetes in medicine. This clinical perspective,

however, cannot be equated with evidence that these conditions exist as such in

nature: they are the extremes of a continuous characteristic.

Perceptions of the psychosis continuum

The hypothesis that psychosis exists in nature as a distribution of symptoms is not

so bold as it may seem. For example, in the case of depression, both genetic and

community studies suggest that the phenotype is more likely to exist as a continu-

ous (albeit skewed (Weich, 1997)) distribution of symptoms rather than a true

disease dichotomy (Anderson et al., 1993; Whittington and Huppert, 1996; Kendler

and Gardner, 1998). Given the substantial degree of overlap in terms of psychopa-

thology, outcome, risk factors and treatment between depression and psychosis, it

is unlikely that psychosis, contrary to depression, would have a completely noncon-

tinuous, dichotomous distribution. Although possibly more skewed because of

their lower prevalence, a degree of continuity in the distribution of symptoms is to

be expected. This altogether reasonable hypothesis, however, has attracted rela-

tively little research effort, especially on the part of the psychiatric profession

(Claridge, 1997; pp. 301–317).

The supposition of a psychosis continuum does not necessarily imply that there

is a continuum of disorder. For example, in the US National Comorbidity Survey,

around 28% of individuals endorsed psychosis-screening questions. However,

when clinicians made diagnoses, the rate of even broadly defined psychosis was

only 0.7% (Kendler et al., 1996). This suggests that the clinical definition of psycho-

sis may represent only a minor and biased selection of the total (not necessarily

clinical) phenotypic continuum.

Causal risk factors and distribution

The existence of lesser states on a distributed continuum in the population may

perhaps be better thought of as a risk factor for what clinicians would call disorder,
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rather than a forme fruste of disease (Claridge, 1994, 1997). In epidemiological

terms, this argument can be explored by examining the possible combinations of

underlying causes of the presumed psychosis continuum in relation to the pre-

dicted distribution of the trait. For example, if psychosis is the result of a single,

unconfounded, fully penetrant cause, such as a single gene, the distribution would

be truly dichotomous. However, it is very unlikely that psychosis is caused by a

single factor, and a multifactorial aetiology, similar to that seen in other chronic

disorders such as diabetes and cardiovascular disease, is more likely. If there are, for

example, five or more different causal risk factors for psychosis, the observed dis-

tribution of the psychosis trait would be highly dependent on the degree to which

these causal factors interact, their prevalence and the degree to which their effect

sizes differ. If, on the one hand, the effects of each of the five causes are moderate,

similar in magnitude and contribute additively and independently to the risk func-

tion, it can be shown that, according to what statisticians call the central limit

theorem, psychosis would have to exist in nature as a quantitative trait, as depicted

in Fig. 18.2a (Kendler and Kidd, 1986). If, on the other hand, the five different

causes interact in such a way that expression of psychosis would only occur in the

case of joint exposure to all five factors simultaneously (i.e. complete coparticipa-

tion of the causes), the distribution would more closely resemble a dichotomy as

depicted in Fig.18.6b. If the five causes contributed independently to the risk of

psychosis but also coparticipated to a degree, the distribution would lie somewhere

between that of Fig. 18.2a and Fig. 18.2b (see Fig. 18.2c), depending on the degree

of independent additive action and coparticipation of the causes. In the case of

large differences in effect size, with one or two very rare but extremely potent causes

overshadowing the effect of more prevalent but weak causes, the appearance of the

distribution would also be less continuous and more quasicontinuous. In practice,

therefore, always assuming that psychosis is subject to more than one causal influ-

368 J. van Os and H. Verdoux

Fig. 18.2. Possible degrees of continuity of psychosis distributions. (a) There is a continuous and

normal distribution of psychotic traits in the general population, much as one would

expect of, for example, weight or blood pressure. (b) There is a clear bimodal distribution,

with the great majority of the population having negligible values of the psychosis trait,

whereas a very small proportion has extremely high values. (c) There is a continuous but

only half-normal distribution, with the majority of the population having very low values,

but also a significant proportion with nonzero values.
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ence, it is likely that the ‘real’ distribution of psychosis lies somewhere between the

dichotomous one in Fig. 18.1a and the continuous one in Fig. 18.1b, depending on

the degree of interaction between the different causes, and differences in their effect

size.

Distributions of psychotic symptoms

Studying the distribution of psychosis may tell us something about the degree of

continuity and underlying causation. However, the resulting distribution very

much depends on how the trait is measured. Broadly two approaches can be dis-

tinguished.

The first approach is to measure in the general population the same symptoms

that are seen in patients with psychotic disorders. The implicit assumption in this

approach is that having symptoms of psychosis, such as delusions and hallucina-

tions, cannot necessarily be equated with disorder, this being dependent on

symptom factors, such as intrusiveness, frequency and comorbidity of symptoms,

and personal and cultural factors, such as coping, illness behaviour, societal toler-

ance and the development of functional impairments. Consequently, even though

the prevalence of clinical disorder is low, the prevalence of the symptoms can con-

ceivably be much higher.

The second approach assumes that, in the subdisorder range along the contin-

uum, the expression of the trait is attenuated and takes on the form of ‘schizotypal’

signs and symptoms. In this context, a range of different schizotypy instruments

has been developed, some include items that are close to the ‘pathological’ experi-

ences seen in psychosis (e.g. the Perceptual Aberration Scale (PAS; Chapman et al.,

1978)); others are more ‘normalized’ (e.g. the Schizotypal Personality Scale;

Claridge and Broks, 1984), and yet others are based on the signs and symptoms

seen in the relatives of patients with schizophrenia, which are the main source for

the DSM criteria for schizotypy (e.g. Schizotypal Personality Questionnaire (SPQ;

Raine, 1991)). The choice of instruments greatly influences the resulting distribu-

tion in prevalence studies. For example, the distribution of the number of delusions

and hallucinations per person will be very skewed compared with the sum score of

a schizotypy instrument with normalized items, whereas an instrument like the

PAS will be somewhere in between that of a dichotomous and a truly continuous

one. The distribution will also be influenced by the symptom dimension that the

instrument is aiming to capture, for example positive or negative dimensions

(Chapman et al., 1976).

Prevalence of symptoms of psychosis

The finding that the signs and symptoms of the clinical disorder, irrespective of the

presence of need for care or illness behaviour, have a more continuous distribution
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than the dichotomously defined disorder would suggest that the phenotype in

question is more continuous. In schizotypy research, the distribution is highly

dependent on the instrument used. For example, in a study on a representative

sample of around 2000 young men in Greece, Stefanis and colleagues (2002) found

that the distribution of the PAS (more clinical in its approach to schizotypy) was

half normal, whereas the distribution of the SPQ total score (more normalized in

its approach to schizotypy) was approximately normal (Fig. 18.3). These distribu-

tions of variably defined schizotypy variables are, in the absence of associations

with third variables, in themselves difficult to interpret. Therefore, studies assess-

ing the prevalence of psychotic symptoms themselves, rather than variably defined

attenuated experiences, may be more useful.

Hallucinations

There are normal individuals who experience hallucinations under no special

circumstances, and surveys have shown that more people experience hallucinations

than come into contact with medical or psychiatric services. For example, Romme

et al. (1992) conducted a self-selecting survey of auditory verbal hallucinations in

450 people who had responded to a request on television. Of the 173 subjects who

responded to the questionnaire, 76 were not in psychiatric care.

A number of studies have assessed hallucinatory experiences in samples of

healthy college students using questionnaire measures. These studies have yielded

consistent findings, showing that a considerable proportion of individuals experi-

ence hallucinations at some time in their lives. Posey and Losch (1983) questioned

a sample of 375 college students. Among this sample, 71% reported some experi-

ence of at least brief, occasional hallucinated voices during periods of wakefulness
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and 39% reported hearing their thoughts spoken aloud. Barrett and Etheridge

(1992) found that 30–40% of a sample of 586 college students reported the exper-

ience of hearing voices, and almost half of these indicated that the experience

occurred at least once a month. Reports of verbal hallucinations were not related

to measures of overt or incipient psychopathology. The Launay–Slade

Hallucination Scale measures predisposition towards experiencing hallucinations

(Launay and Slade, 1981).

A few studies have attempted to estimate the prevalence of hallucinatory experi-

ences in the general adult population. The earliest study was carried out in 1894 by

Sidgewick and colleagues, of the Society for Psychical Research. They interviewed

17000 adults, excluding people with obvious psychiatric or physical illness, using a

standard interview schedule. Nearly 8% of men and 12% of women in the sample

reported at least one hallucinatory experience in their lifetime (Sidgewick et al.,

1894). In the first modern survey of hallucinations, McKellar (1968) questioned a

group of 500 ‘normal’ people, and 125 (25%) of these reported at least one hallu-

cinatory experience. Tien reported data from the National Institute of Mental

Health (NIMH) Epidemiologic Catchment Area (ECA) study carried out in the

USA between 1980 and 1984. The study interviewed 18572 community residents

using the NIMH Diagnostic Interview Schedule (DIS; Robins et al., 1981). The life-

time prevalence of hallucinations (not related to drugs or medical problems) in this

sample was 10% for men and 15% for women, and the overall rates were similar

for visual, auditory and tactile hallucinations. Furthermore, the proportions of hal-

lucinations causing no distress or impairment of function were much higher than

those associated with distress or impairment (Tien, 1991). Johns and colleagues

analysed responses on the Psychosis Screening Questionnaire (PSQ) collected as

part of the Fourth National Survey of Ethnic Minorities. The annual prevalence of

hallucinatory experiences (hearing or seeing things that other people could not)

was 4% in the sample of 2800 White respondents (Johns et al., 2002).

Delusions

Normal individuals can hold overvalued and delusional ideas. In a survey of 60000

British adults, Cox and Cowling (1989) found that beliefs in unscientific or para-

psychological phenomena were commonly held. For example, 50% of the sample

expressed a belief in thought transference between two people, 25% believed in

ghosts and 25% in reincarnation (Cox and Cowling, 1989). Using a formal diag-

nostic interview in a general population sample, Eaton and colleagues (1991) found

that bizarre delusions were reported by around 2% of the general population.

Paranoid delusions and delusions of having special powers had prevalence rates of

4–8% (Eaton et al., 1991).

To measure delusional ideation in the normal population, Peters et al. (1999a)
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developed the Peters Delusions Inventory (PDI), using the Present State

Examination (PSE; Wing et al., 1974) as a template. The 40 items selected covered

a wide range of delusional beliefs, and the original PSE questions were toned down

to measure attenuated rather than florid psychotic symptoms. For each delusional

belief endorsed, questions also assessed associated distress, preoccupation and con-

viction. Peters et al. (1999a) administered the PDI to 272 healthy adults and 20 psy-

chotic inpatients. Although the psychotic patients had significantly higher mean

PDI scores, the ranges of scores were almost identical between the healthy and

deluded groups. Thus, nearly 10% of the healthy sample scored above the mean of

the deluded group. These overlapping distributions between the two groups

provide further support for the notion of a continuum between normality and psy-

chotic symptoms (Peters et al., 1999a). Verdoux and colleagues used the 21-item

version of the PDI (Peters et al., 1996) to assess the prevalence of delusional idea-

tion in 790 primary care patients in southwest France. The sample comprised indi-

viduals aged over 18 years who attended their GP, for a variety of reasons, on 4

half-days over a 2-week period. Individual PDI item endorsement by subjects with

no history of psychiatric disorder ranged from 5 to 70%. Psychotic patients

endorsed nearly all the PDI items more frequently, and the main discriminative

items between psychotic and nonpsychotic patient groups were delusional ideas

with persecutory, religious and guilt themes (Verdoux et al., 1998a).

People with intense spiritual or religious beliefs can have experiences similar to

the positive symptoms of schizophrenia (Jackson, 1997). Peters et al. (1999b)

explored the prevalence of delusional ideation in members of new religious move-

ments (Hare Krishnas and Druids) compared with two control groups (nonrelig-

ious and Christian) and a group of deluded psychotic inpatients, using two

delusion inventories. Individuals from the new religious movements scored signifi-

cantly higher than the control groups on all the delusional measures apart from

levels of distress. They could not be differentiated from psychotic patients on the

number of delusional items endorsed on the PDI or on levels of conviction, but

they were significantly less distressed and preoccupied by their experiences (Peters

et al., 1999b).

Cooccurrence of delusions and hallucinations

The studies reviewed above provide evidence for the continuity of the individual

phenomena of hallucinations and delusions. However, in patients with psychotic

disorder, the positive symptoms of hallucinations and delusions typically occur

together (Bilder et al., 1985; Liddle, 1987a; Peralta et al., 1992), and this clinical

observation is compatible with the theory proposed by Maher that some delusions

arise secondarily in an attempt to explain abnormal perceptions (Maher, 1974,

1988). Observational studies suggest that there is also an association between the
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presence of these psychotic experiences in nonclinical samples. In the study by

Verdoux and colleagues (1998a), 16% of subjects with no history of psychiatric dis-

order reported that they had experienced auditory hallucinations during their life-

time, in addition to endorsing delusional items on the PDI. In the Johns et al.

(1998) study, there was an association between reports on the PSQ of hallucina-

tions and other psychotic experiences.

Data on psychotic symptoms collected as part of the Dutch NEMESIS study (Bijl

et al., 1998) suggest a psychosis continuum in the general population. In this study,

a representative general population sample of 7076 men and women was inter-

viewed using the Composite International Diagnostic Interview (CIDI). For the 17

CIDI core positive psychosis items, the authors studied the four possible ratings on

each of these 17 items: (i) a rating of ‘true’, psychiatrist-verified presence of hallu-

cinations and/or delusions; (ii) a rating indicating that the symptom was present

but the subject did not appear to be bothered by it; (iii) a rating indicating that the

symptom was the result of drugs or physical disorder; and (iv) a rating indicating

that the symptom appeared to be present but the interviewer was uncertain because

there could have been a plausible explanation. Although all symptom ratings were

strongly and independently associated with the presence of DSM-III-R psychotic

disorder in terms of relative risk, the authors found that, of the 1237 individuals

with any type of positive psychosis rating (17.5%), only 26 (2.1%) had a DSM-III-

R diagnosis of nonaffective psychosis. In addition, they reported that the preva-

lences of all four positive symptom ratings were elevated in both those with and

those without any DSM-III-R psychiatric disorder, although more so in the former

(odds ratio (OR) 3.2; 95% confidence interval (CI) 2.8–3.7). The presence of any

rating of hallucinations was strongly associated with the presence of any rating of

delusion, supporting Maher’s hypothesis of psychological mechanisms of delusion

formation. Associations between hallucinatory and delusional experiences were

apparent not only in individuals with any CIDI DSM-III-R lifetime diagnosis (OR

5.5; 95% CI 4.4–6.9) but also in individuals without a CIDI lifetime diagnosis (OR

4.3; 95% CI 2.9–6.3), suggesting continuity of psychological mechanisms of delu-

sion formation across patient and nonpatient groups. Although psychotic symp-

toms in this sample were much more common than psychotic disorders, the

distribution of individual total psychotic symptom scores in the sample was very

skewed. These findings, therefore, suggest that both symptoms and underlying

psychological mechanisms of psychosis occur as part of a continuous, albeit very

skewed, distribution that shows only very partial overlap with clinical disorder.

Similarity in underlying dimensional representation

The above findings suggest that the positive symptoms of psychosis are prevalent

in the general population but give little information about other symptoms and
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how different symptoms might cluster together. One way to test further the hypoth-

esis of a psychosis continuum would be to investigate whether nonclinical or atten-

uated ‘schizotypal’ phenomena show a similar pattern of clustering into different

symptom dimensions as their equivalents do in clinical psychotic disorders such as

schizophrenia. Schizotypy refers to the personality trait of experiencing ‘psychotic’

symptoms, and psychometric identification of nonclinical schizotypal traits in the

normal population provides further evidence for a continuum model of psychosis

(Claridge, 1997; pp. 3–19). Schizotypy, or ‘psychosis-proneness’, may be a quanti-

tative rather than a qualitative trait, ranging from normality at one end, through

eccentricity and different combinations of schizotypal characteristics to florid

psychosis at the other.

There is growing evidence from factor analytical studies that schizotypy is a

multidimensional construct composed of three and possibly four dimensions: a

positive dimension (aberrant perceptions and beliefs), a negative dimension

(introvertive anhedonia), a conceptual disorganization dimension and an asocial/

nonconformity dimension (Vollema and van den Bosch, 1995). Although the non-

conformity dimension has been fairly consistenly replicated, its presence may

reflect a covarying normal personality trait resembling Eysenck’s ‘toughminded-

ness’ (Eysenck and Eysenck (1973) The Manual of the Personality Questionnaire;

unpublished manuscript), rather than a core component of schizotypy itself

(Vollema, 1999). Other authors have proposed a slightly different three-factor

model with a third factor of social impairment (Lenzenweger, 1991; Venables and

Rector, 2000). Several authors have drawn attention to the striking resemblance

between the exploratory and confirmatory factorial solutions of the signs and

symptoms of schizotypy and those observed in schizophrenia. For example, the

dimensions of positive, negative and disorganization symptoms reported in schizo-

phrenia (Bilder et al., 1985; Liddle, 1987a; Peralta et al., 1992) resemble the dimen-

sions reported in schizotypy (Bentall et al., 1989; Claridge, 1990; Raine et al., 1994;

Vollema and van den Bosch, 1995; Gruzelier, 1996; Vollema and Hoijtink, 2000).

These findings, therefore, suggest that psychosis may exist as a continuum of vari-

ation along various comorbid symptom dimensions (van Os et al., 1999c).

Familial clustering and longitudinal associations

If there is variation on a continuum, one would expect that lesser states on the con-

tinuum would show familial and longitudinal continuity. In other words, one

would expect that (i) the families of probands with clinical psychotic disorder have

higher rates of psychosis-like symptoms and/or schizotypy and vice versa and (ii)

that individuals with high levels of psychosis-like symptoms and/or schizotypy

have a higher risk of developing clinical psychotic disorder. Family studies have

shown that schizotypy cooccurs with schizophrenia in the same family more often
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than would be expected by chance (Kendler et al., 1993b, 1995; Kendler and Walsh,

1995). This suggests that the same social and/or genetic factors that contribute to

schizophrenia also contribute to schizotypy, i.e. that the two conditions are at least

in part aetiologically continuous.

Similarly, follow-up studies of subjects with elevated schizotypy scores have

demonstrated high rates of clinical psychosis and related disorders (Chapman et

al., 1994; Kwapil et al., 1997). In a New Zealand birth cohort of 1000 children aged

11 years, presence of self-reported psychotic symptoms increased the risk for

schizophreniform disorder at age 26 years more than 16 times (Poulton et al.,

2000). This suggests that lower states on the continuum are a risk factor for more

elevated states, and that transitions over the continuum occur with time.

Associations with demographic risk factors

Those with incident (or first-onset) disease show, as a group, a characteristic

pattern of associations with a range of demographic variables. They are more likely

to be young, single and unemployed. They also have a lower mean level of educa-

tion and are more likely to reside in urban environments (Galdos et al., 1993;

Kendler et al., 1996; Marcelis et al., 1998). The characteristic age-related variation

in the incidence of schizophrenia is mirrored in a similar age-related expression of

schizotypy (Rust, 1988; Claridge et al., 1996), delusional ideation measured with

the PDI (Peters et al., 1999a) and delusions and hallucinations in the absence of a

clinical psychotic disorder (van Os et al., 2000). Verdoux and colleagues (1998b)

speculated that early adulthood, when levels of psychosis-like experiences are

highest, may be a critical developmental phase for the expression of the trait

psychosis, other factors determining at what level of the continuum the expression

will occur. With regard to the other demographic factors that are associated with

schizophrenia, similar associations have been reported for nonclinical psychotic

and psychosis-like symptoms (van Os et al., 2000). Although it is not known

whether, for example, single marital status and urban residence are causally related

to the incidence of psychotic disorder or the result of premorbid drift, the similar-

ity of the pattern of associations between psychotic disorder and mental states that

occupy a lower position in the distribution is again suggestive of a continuum of

psychotic experiences.

Psychosis ‘transitions’

There is a great deal of current interest in preventing individuals from making

‘transitions’ from nonclinical to clinical psychotic states (Ch. 7). It then becomes

important to understand what causes individuals on some position at the hypothe-

sized continuum to become a clinical ‘case’. It is important to distinguish between

a truly continuous and a quasicontinuous relationship between symptoms and
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disorder (Claridge, 1994). For example, with regard to the transition from having

one or more psychotic symptoms to becoming a patient with a psychotic disorder,

there may be a true linear relationship between symptoms and disorder without

major discontinuity (Fig. 18.4a). However, another possibility is that psychotic

symptoms behave like hypertension, which is on a direct continuum with continu-

ous normal variation in blood pressure and in itself is not symptomatic, but beyond

a certain threshold the risk of somatic complications involving other organs

increases exponentially (Fig. 18.4b). This latter possibility, the most likely one

according to some (Häfner, 1988, 1989), corresponds to a continuum–threshold

relationship between psychosis proneness in the form of psychotic symptoms and

the clinical disorder. For example, it may be that above a ‘critical’ value of psychosis

an individual becomes much more likely to develop need for care caused by the psy-

chotic symptoms themselves. Alternatively, an individual exposed to a number of

independent risk factors with small effect sizes and a certain level of psychosis may

develop an abrupt, nonlinear increase in need for care after exposure to additional,

interacting risk factors with possibly larger effect sizes, resulting in overt disorder.

If there is a discontinuous relationship, what are the factors that are additionally

important in bringing about an abrupt change? A full consideration of the range of

possible biological and social factors is beyond the scope of this chapter, but some

psychological aspects of the transition from having symptoms to becoming a

patient will be considered here. Psychotic or psychotic-like symptoms vary in terms

of frequency, degree of conviction, preoccupation, implausibility, influence on

behaviour, distress and secondary attributions, all of which may be of crucial

importance in producing illness and help-seeking behaviour. The evidence suggests
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there is a continuous relationship between level of psychotic symptoms and the need for
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risk increases disproportionally.
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that the implausibility of experiences and degree of conviction may not be related

to illness status (Garety and Hemsley, 1994). However, there do seem to be some

other qualitative differences in psychotic experiences between psychiatric patients

and nonpatients, such as the cultural context and degree of preoccupation and dis-

tress (Peters et al., 1999a,b). For example, in studies of predisposition to hallucina-

tions in student samples (Bentall and Slade, 1985; Young et al., 1986), hardly any

subjects reported that they had been troubled by hearing voices, whereas patients

with schizophrenia most commonly experience stressful auditory verbal hallucina-

tions (Kendell, 1985). Peters et al. (1999b) found that individuals from new relig-

ious movements were similar to psychotic patients in terms of number of

delusional items endorsed on the PDI and levels of conviction, but were similar to

controls in terms of levels of distress. Therefore, as far as the distinction

patient/nonpatient is concerned, it may be important to consider two interacting

risks: one that determines which position a person is going to occupy along the

psychosis continuum, and one that determines whether a person at a certain point

on the continuum is going to develop illness behaviour. Thus, two persons at differ-

ent positions on the continuum may experience differences in the number, intru-

siveness or frequency of symptoms, or the degree of other comorbid symptom

dimensions such as negative symptoms, thought disorder or cognitive impairment

(Kendler et al., 1996). Because of this, the person in the higher position may have

a higher risk of becoming a mental health patient. Conversely, however, at each

point of the continuum two persons with the same level of psychotic symptoms

may differ in that one copes well and does not develop illness behaviour, whereas

the other may develop functional impairments and need for care (Claridge, 1997;

pp. 301–317). Further research is needed to clarify these relationships.

The dimensional hypothesis: categories versus dimensions

What should be grouped: individuals or symptoms?

Grouping symptoms

The usual way to diagnose mental illness is to group individuals according to certain

symptom characteristics. An example is given in Fig. 18.5, in which the criteria for

schizophrenia according to DSM-IV are depicted. According to the first criterion,

at least two symptoms out of five must be present, yielding 19 possible combina-

tions. According to the second criterion, at least one out of three symptoms must

be present, yielding another six combinations. The total possible number of com-

binations of symptoms is, therefore, 19�6�114. In other words, somebody with

disorganized speech and grossly disorganized behaviour fulfils the criteria for

schizophrenia as much as somebody who hears a voice giving a running commen-

tary on his behaviour. The implicit assumption in this type of categorization is that
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all the 114 different combinations of symptoms are associated with the same aetio-

logies and treatment needs: if they all had different causes and needed different

treatments there would be little point in clustering them together. There have,

therefore, been attempts to examine to what degree the symptoms in these 114

combinations show a natural tendency to occur together. This can be done by col-

lecting detailed psychopathological information in groups of patients with a diag-

nosis of schizophrenia and conducting analyses to determine which symptoms tend

to occur together and which symptoms do not. Symptoms that tend to cluster

together within patients (in statistical terms are correlated with each other) can,

thus, be identified and grouped into different symptom dimensions. Each patient

can be characterized by how high or how low he or she scores on a number of differ-

ent symptom dimensions (for example, positive and negative symptom dimen-

sions; see below). This is the dimensional representation of psychopathology, which

contrasts with, but can be used in combination with, the traditional categorical rep-

resentation. The advantages of the dimensional representation, listed by Kendell

(1993), are that they provide more information (each patient can have a unique mix

of scores on different dimensions), do not impose boundaries where none may exist

(avoiding the need to label patients as ‘atypical’), can be flexibly transformed into

categories, and back again if needed, and avoid patients being equated with their

diagnostic category (as indicated by the frequent use of the term ‘schizophrenics’ or

‘schizophrenic patients’). The disadvantages are that it is difficult to determine the

number of dimensions needed to summarize symptoms, that scales are needed to

measure symptoms and that more information needs to be managed diagnostically.

Grouping individuals

The advantage of the categorical representation is that categories are familiar, easy

to understand for those who underwent medical training and conceptually much
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closer to the dichotomous decision to treat in clinical practice. A disadvantage,

however, of the categorical representations in DSM and ICD is that they are not the

product of empirical investigation but instead tend to reflect historical notions and

agreement among the members of expert committees of a certain profession. In

other words, they are mostly concept driven and only partly data driven. The same

holds for the search for so-called subtypes of schizophrenia, in which subtypes are

mostly proposed on the basis of a single operationalized concept, for example

‘neurodevelopmental schizophrenia’ (Murray, 1994), ‘type I versus type II schizo-

phrenia’ (Crow, 1985), ‘disorganized schizophrenia’ (American Psychiatric

Association, 1994) and ‘deficit syndrome schizophrenia’ (Carpenter, 1994).

Although many mean differences between diagnostic categories or between sub-

types can usually be shown, the weakness of this approach is that it is focused

entirely on a single operationalized concept and, therefore, ignores other sources of

multivariate heterogeneity in the data (Sham et al., 1996). Any mean differences

between groups may be driven by a large amount of underlying, unexplained,

multivariate heterogeneity and may, therefore, be wrongly attributed to the

observed single concept distinction (e.g. affective psychosis versus schizophrenia,

neurodevelopmental versus adult-onset psychosis, deficit syndrome versus non-

deficit syndrome) (van Os et al., 2000). One way to overcome the limitations of this

a priori single-concept approach is to group individuals using data-driven, multi-

variate empirical methods. Thus, in the method of factor analysis described above,

the investigator determines whether different symptoms can be grouped together.

Similarly, cluster analysis and the related method of latent class analysis is used to

determine whether individuals can be grouped on the basis of their similarities on

a number of, for example, psychopathological variables.

Validity of dimensional and categorical representations

As discussed above, the relative validity of a diagnostic system can be determined

by examining to what degree the system can provide a contrast with regard to aetio-

logy, psychopathology, treatment and outcome (Robins and Guze, 1970; Carpenter

et al., 1980). In the context of a categorical representation of psychopathology (tra-

ditional diagnostic categories or latent classes), this would mean that individuals

falling into two diagnostic categories (or latent classes) A and B would have been

exposed differentially to risk factors, had different treatment needs, different symp-

toms and different outcomes. In addition, one would expect the two categories to

provide a reasonably sharp symptomatic contrast.

In the context of a dimensional representation, however, validation would be

assessed by demonstrating that the scores on dimensions A and B would be differ-

entially associated with the presence of a particular risk factor, a particular treat-

ment need or a particular outcome. In addition, one would expect that certain

symptoms would occur together much more often than they would with other
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symptoms and that they would do so consistently across different investigations. If

it can be shown that the dimensional representation provides greater contrast than

the categorical representation on the domains of risk, treatment and outcome, the

dimensional representation can be considered more useful (Fig. 18.6).

Discontinuity

The method of validation discussed above essentially investigates mean differences

between groups or dimensions. However, mean differences do not necessarily vali-

date a concept. For example, there may be mean differences in height and profi-

ciency in Spanish between men living in Spain and men living in Norway, but this

does not mean that two separate human species have been validated. A more rigor-

ous strategy to examine the validity of diagnostic distinctions is the search for dis-

continuity (Kendell and Brockington, 1980). For example, in a mixed group of

patients with diagnoses of affective psychosis and schizophrenia, each patient may

be allocated a psychopathological score indicating to what degree his/her symptoms

are typically affective or typically schizophrenic. Such a score indicating the differ-

ence in psychopathology between two groups can be calculated with the help of, for

example, a discriminant function analysis. This discriminant psychopathological

score can subsequently be plotted against some continuous third variable used in
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Fig. 18.6. Diagnostic validation in categorical (a) and dimensional context (b) (right). Hypothetical

example comparing the degree of contrast provided by categorical and dimensional

representations of psychopathology. The degree of contrast provided in each domain is

greater for the dimensional representation on the right than for the categorical

representation on the left, suggesting that the dimensional representation has greater

validity.



the validation procedure, such as cerebral ventricle size, response to lithium treat-

ment or outcome score. If the mean risk, treatment response or outcome score varies

in a linear, dose–response manner with the discriminant psychopathological score,

there is no evidence for discontinuity. However, if it can be shown that at some point

of the discriminant psychopathological score, a small change in psychopathology

leads to a large ‘jump’ in the value of risk, treatment response or outcome, the data

are compatible with discontinuity between affective psychosis and schizophrenia, as

it suggests that there is a point where one disorder ‘begins’ and the other ‘ends’ (Fig.

18.7). A limitation of this method is that absence of discontinuity is no proof of con-

tinuity, and that other, more difficult to interpret, nonlinear relationships may

transpire. However, it remains a powerful method, as shown by recent work, albeit

outside the realm of psychosis (Kendler and Gardner, 1998).

Evidence for the validity of the dimensional versus categorical approach

Given the alternative ways in which symptoms may be represented (a priori diag-

nostic categories, latent classes, symptom dimensions), what is the evidence about

the degree of contrast these representations provide in the domains of psychopa-

thology, aetiology, treatment and outcome?

Traditional categories

Psychopathological contrast

In a categorical representation of psychopathology, the degree of useful psycho-

pathological contrast that the categories provide can be illustrated by quantifying

how likely it is that a patient with a high level of positive or negative symptoms has

a diagnosis of schizophrenia compared with a patient with a low level of positive or
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negative symptoms. If the patient with a high level of positive or negative symp-

toms is 10 times more likely to have a diagnosis of schizophrenia than a patient with

low levels of these symptoms, it may be argued that the diagnostic likelihood ratio

is high enough to provide a reasonable diagnostic contrast (Fig. 18.8).

Although the diagnostic likelihood ratio is the traditional epidemiological

measure of diagnostic value (Sackett et al., 1997), very few investigations have been

carried out in relation to the diagnosis of schizophrenia. The early studies using

different, though related, approaches did not find evidence that traditional diag-

nostic categories provided much diagnostic contrast (Pope and Lipinski, 1978) or

psychopathological discontinuity between them (Kendell and Gourlay, 1970). Only
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one study claimed to have identified a discriminate function to distinguish schizo-

phrenia, but this concerned a distinction from a combination of all other mental

disorders and the absence of any disorder (Cloninger et al., 1985). More recent

studies also provide little evidence for high levels of diagnostic contrast between

diagnostic categories in the functional psychoses. In one study involving more than

700 patients with chronic psychotic illness, the diagnostic likelihood ratio for high

levels of positive, negative and disorganization symptoms did not exceed 2 in com-

parisons between patients with schizophrenia and patients with affective and

schizoaffective psychosis (UK700 Group, 2000). The likelihood ratios for high

levels of depressive and manic symptoms were better, although there was still con-

siderable overlap in the distributions of these symptoms between affective and

nonaffective psychotic categories. In another study of 660 inpatients with a range

of psychotic illnesses, the diagnostic value of the presence of so-called first-rank

symptoms (FRS: of which a single one is enough to fulfil the diagnostic criterion

for DSM-IV schizophrenia) was examined. The presence of FRS did not substan-

tially increase the likelihood of having schizophrenia, with the value of likelihood

ratios not exceeding 3 (Peralta and Cuesta, 1999a). Although some individual

symptoms may have better discriminating properties in assigning a cross-sectional

diagnosis (Cuesta and Peralta, 1995), these results suggest that the diagnostic value

of the distinction between affective and nonaffective psychosis is rather weak, at

least as far as the typical nonaffective dimensions of positive, negative and disor-

ganization symptoms are concerned. The diagnostic contrast provided for affective

symptoms seems rather better, which led Bell and colleagues (1998) to conclude

that constructs like DSM-III-R schizophrenia are more clearly specified by what

they are not (i.e. the absence of affective symptoms) rather than by what they actu-

ally are (the presence of characteristic psychotic symptoms).

Contrast in aetiology

Kendell wrote in 1991 that ‘time after time research workers have compared groups

of schizophrenics and normal controls and found some difference between the two

which they assumed to be a clue to the aetiology of schizophrenia, only for someone

else, years later, to find the same abnormality in patients with affective psychoses’. It

is safe to say that there is little in terms of specificity with regard to risk factors, treat-

ment and outcome. However, there are many mean differences between groups. For

example, exposure to life events may precipitate both a depressive and a schizophre-

nia episode, but the risk of onset of depression is greater than the onset of schizo-

phrenia. In other words, although there may be no qualitative differences between

diagnostic groups such as schizophrenia and the affective psychoses, there do appear

to be quantitative differences in terms of the effect size of the risk factor (or, in some

instances, the timing of the exposure). A summary of influential studies is given in

Table 18.1. What transpires is that the effect size of developmental, perinatal and
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neuroradiological risk factors is greater (or earlier, in the case of prenatal famine)

for schizophrenia than for affective disorder, whereas the effect size of social adver-

sity in the form of life events or expressed emotions is greater for affective disorder.

In addition, the rate of schizophrenia is increased in probands with affective psycho-

sis, but less so than in probands with schizophrenia. The rate of nonpsychotic uni-

polar depression may be increased in relatives of those with schizophrenia, but not

the rate of nonpsychotic bipolar disorder. Therefore, an interpretable pattern of

quantitative differences rather than qualitative differences is seen between cate-

gories, with the possible exception of familial morbid risk of bipolar illness, which

may be specific for affective psychosis. These data, therefore, suggest that a dimen-

sional representation may be useful.

Contrast in treatment and outcome

The contrast in terms of treatment and outcome has been reviewed extensively else-

where (Kerr and McClelland, 1991). The evidence here also cannot be taken as a

straightforward validition of traditional categories of psychotic illness. Although

mean differences exist between groups, no outcome discontinuities or treatment

specificity has been demonstrated. For example, it has been shown repeatedly that

patients with a diagnosis of schizophrenia have the poorest outcome, with schizo-

affective patients occupying an intermediate position between schizophrenia and

affective psychosis (Tsuang and Dempsey, 1979; Brockington et al., 1980a,b;

Harrow and Grossman, 1984; Samson et al., 1988; Marneros et al., 1989, 1990;

Coryell et al., 1990a,b; Maj and Perris, 1990; Grossman et al., 1991). Therefore,

rather than discrete qualitative differences in outcome, there appears to be a

‘dose–response’ relationship between degree of affective symptomatology and

outcome. Kendell and Brockington (1980) specifically tried to disprove the exis-

tence of such a linear relationship but failed. Similarly, associations with treatment

do not support straightforward validation of the categories of psychotic illness. For

example, antipsychotic drugs are effective against psychotic symptoms in both

affective and nonaffective illness, and lithium relieves elevation of mood equally

well in both mania and schizophrenia (Johnstone et al., 1988). Antidepressant treat-

ment has been shown not only to alleviate depressive symptoms in schizophrenia

(Siris et al., 1987), but also to reduce the rate of psychotic relapse (Siris et al., 1994).

Latent classes

Psychopathological contrast

Latent class and cluster analyses have been carried out in different ways. Some

researchers accept the validity of the variably defined schizophrenia diagnosis and

search for subtypes within this diagnostic construct (Carpenter et al., 1976; Farmer

et al., 1983; Goldstein et al., 1990). However, this approach is somewhat contradic-
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tory, as the data-driven method is limited to a sample within an unproven, concept-

driven diagnostic category. Others have, therefore, extended their samples to

include all nonaffective psychosis (Castle et al., 1994) and, even better, all affective

and nonaffective psychosis (Kendler et al., 1998). The results of these latter two

investigations show that the results are highly dependent on (i) the sample included

(with or without inclusion of affective psychosis), and (ii) the type of variables that

are used in the multivariate analyses (Table 18.2). The investigation by Kendler and

coworkers (1998) resulted in more classes (six), possibly because more symptom-

atology and course variables were included in the analyses, especially with regard

to affective symptoms. By comparison, the study by Castle et al. (1994) included

two aetiological variables and produced three classes. Both investigations con-

curred in that both identified a more or less ‘classic’ schizophrenia syndrome.

However, the identification of this syndrome cannot be considered as a validation

of DSM or ICD schizophrenia as such. In the study by Kendler and colleagues

(1998), the DSM-III-R diagnoses allocated to the individuals in the different classes

were investigated (Table 18.2). DSM-III-R schizophrenia formed a substantial part

of three of the six classes and the same held for DSM-III-R schizoaffective psycho-

sis. Although the data-driven classes were significantly associated with the concept-

driven DSM-III-R diagnoses and the classes bore a substantial resemblance to

historical notions of diagnosis, there was no one-to-one relationship between

classes and DSM-III-R diagnoses.

In another study of 785 individuals with any nonaffective psychosis, five classes

were reported; however, the details provided in the paper were insufficient to be

included in Table 18.2 (Kendler et al., 1997). These five classes were, approximately

(i) a class characterized by good outcome, later onset, moderate levels of positive,

high levels of affective (manic) symptoms and low levels of negative symptoms; (ii)

a class characterized by high levels of negative symptoms and low levels of positive

and affective symptoms and poor outcome; (iii) a class characterized by high levels

of both positive and negative symptoms, early age of onset and (moderately) poor

outcome; (iv) a class with intermediate levels of positive, negative and affective

symptoms; and (v) a class with very low levels of positive symptoms and pro-

nounced catatonic symptoms, certain negative symptoms and a relapsing–remit-

ting illness course. As these classes were largely defined in terms of quantitative

variation of negative, positive and affective symptoms, the classification is in fact

quite close to a dimensional representation of psychopathology (see below).

Contrast in aetiology, treatment and outcome

Castle and colleagues (1994) and Kendler and colleagues (1998) both tried to vali-

date their findings by examining to what degree the different classes showed differ-

ent associations with aetiological and treatment response variables. In the first

387 Diagnosis and classification of schizophrenia
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study, a partial separation between the first two classes was achieved on the basis of

premorbid and treatment response variables, but the third class was less distinct

(Sham et al., 1996). The study by Kendler and colleagues (1998) was interesting in

that associations between the classes on the one hand, and familial risk for psychi-

atric disorders on the other, based on detailed family interview data, were assessed.

This revealed that the familial risk of schizophrenia and schizophrenia spectrum

disorders were significantly increased in the probands of all classes, whereas an

increase in familial risk for mood disorders was more specific (although far from

entirely specific) for the proband classes characterized by mood symptoms.

Therefore, in terms of familial morbid risk, the nonaffective classes were better val-

idated by what they were not than by what they were, which is reminiscent of the

findings on psychopathological contrast reported by Bell and colleagues (1998).

One of the classes reported by Kendler and colleagues was a schizophreniform dis-

order class, which was characterized by short episodes of illness, a benign course

and good outcome. A previous study based on a large epidemiological sample had

commented on the geographical variation of this type of nonaffective acute remit-

ting psychosis, rates being about ten times higher in developing countries and in

women (Susser and Wanderling, 1994).

Symptom dimensions

Psychopathological contrast

The dimensional approach identifies, with the help of statistical procedures, groups

of symptoms that occur together more often than would be expected by chance

alone. These empirically derived groups of symptoms are usually called dimensions

or syndromes. After the pioneering early work of researchers in the 1960s and 1970s

(Overall and Gorham, 1962; Everitt et al., 1971; Fleiss et al., 1971), the existence of

three syndromes in the diagnostic category of schizophrenia was reported in the

1980s (Bilder et al., 1985; Liddle, 1987b; Peralta et al., 1992). Apart from the posi-

tive and the negative syndromes, a syndrome of disorganization (characterized by

thought disorder, inappropriate affect and bizarre behaviour) is often identified.

Although the disorganization syndrome is the least replicable of the three syn-

dromes, latent structure modelling of schizophrenia symptomatology strongly sug-

gests that the two-factor solution of positive and negative symptoms is a very poor

representation of the data (Peralta et al., 1994), and meta-analytic work supports

the existence of a third ‘conceptual disorganization’ factor (Grube et al., 1998). The

three schizophrenia syndromes themselves appear to be an ‘oversimplification’, in

that they may be the higher-order factors of many more first-order dimensions

(Peralta and Cuesta, 1999b).

It has been pointed out, however, that the schizophrenia syndrome studies, just

as the early latent class studies, suffer from the fact that data-driven methods were
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used in samples that were restricted by concept-driven nosological boundaries

(McGorry et al., 1998). These comments were confirmed by studies showing that

the same three syndromes also occur in the affective psychoses (Maziade et al.,

1995; Peralta et al., 1997; Ratakonda et al., 1998). Other studies, therefore, have

attempted to identify symptom dimensions in samples including the whole range

of traditional psychotic disorders and have also included measures of affective

symptomatology, which had been largely ignored in earlier studies (Soni et al.,

1992). These studies have been fairly consistent (although using quite different

samples) in showing dimensions of positive, negative, depressive and manic symp-

toms and a more variable dimension of catatonic and/or disorganization symp-

toms (Table 18.3). Interestingly, multivariate symptom dimensions studies in

samples restricted to patients with schizophrenia also yield a rather similar five-

factor solution if some measures of affective symptoms are included (Lindenmeyer

et al., 1995a,b). Most studies of symptom dimensions in psychosis used multivar-

iate techniques where orthogonality was imposed on the factorial solutions, pro-

ducing uncorrelated symptom dimensions. However, zero-correlation of symptom

dimensions strains reality (for example, positive and negative symptoms tend to

occur together), and studies using statistical techniques that allowed for correlation

between factors did find that the various symptom dimensions covary with each

other (Peralta et al., 1997; McGorry et al., 1998). The dimensional representation

of the psychosis phenotype, therefore, suggests that psychosis is the simultaneous

variation of up to five distinct, albeit correlated, symptom dimensions.

391 Diagnosis and classification of schizophrenia

Table 18.3. Dimensions of psychosis in three studies

Study No. Dimensions

Kitamura et al. (1995) 584 1. Depressive

2. Manic

3. Positive

4. Negative

5. Catatonic

McGorry et al. (1998) 509 1. Depressive

2. Manic

3. Positive

4. Negative/catatonic/disorganization

van Os et al. (1999a) 708 1. Depressive

2. Manic

3. Positive

4. Negative



Contrast in aetiology and familial morbid risk

With regard to aetiological contrast, much work in the area of dimensions of

psychosis has been done in relation to familial morbid risk. In general, three differ-

ent, though related, methods have been applied. In the first, sibling pairs concor-

dant for psychotic illness are examined in order to establish to what degree levels

of positive, negative and other symptom dimensions in one sibling correlate with

the same symptom dimension in the other. A differential and independent pattern

of correlations across the different dimensions would support their validity. The

results of this type of study to date are summarized in Table 18.4.

A related method is to examine, in pairs of twins concordant and discordant for

psychosis, which symptoms in the proband-twin predict presence of psychotic

illness in the co-twin. Differential predictive power for the various symptom

dimensions would suggest different degrees of genetic influence and thus support

their validity. Dworkin and colleagues (Dworkin and Lenzenweg, 1984) examined

151 pairs, derived from five different twin studies, of genetically identical (mono-

zygotic, MZ) twins concordant and discordant for psychosis. The greater the

number of negative symptoms in a twin with schizophrenia, the greater the likeli-

hood that the other twin was affected as well. However, no such relationship was

found for positive symptoms. In this study, no measure of affective symptoms was

included. Farmer and colleagues (1983) examined the concordance ratio of

MZ/dizygotic (DZ) twins (a measure that is strongly positively correlated with the

heritability estimate of a disorder) as a function of probands and co-twin diagno-

sis. The addition of affective disorder with mood-incongruent delusions to the

schizophrenia spectrum brought about a marked increase in the MZ/DZ concor-

dance ratio and identified, by implication, a ‘more genetic’ combination than

schizophrenia alone. However, the addition of any affective diagnosis category to

the phenotype reduced the MZ/DZ concordance ratio.

The third, related method used in the literature is to try to predict, in probands

with psychotic illness, the degree of familial psychopathology on the basis of the

proband’s scores on symptom dimensions (Ch. 10). In a study of 66 patients with

RDC schizophrenia, it was reported that a history of schizophrenia and other non-

affective psychoses was best predicted by probands’ scores on subsyndromes

derived from the inappropriate affect/bizarre behaviour and positive formal

thought disorder factors (Cardno et al., 1997). In a study of 150 psychotic patients

and 548 of their first-degree relatives, the negative syndrome was found to predict

psychosis in the first-degree relatives, and the manic syndrome predicted mania in

the relatives. The disorganization syndrome predicted psychotic illness in first-

degree relatives, but only in patients with a diagnosis of schizophrenia (van Os et

al., 1997a).

Can we conclude, therefore, that the different symptom dimensions show typical
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and/or contrasting patterns of correlations with various measures of familial

morbid risk? The studies that looked at concordance of dichotomously defined

syndromal measures (e.g. absence or presence of a negative symptom syndrome

instead of a continuous negative symptom score) and the studies that were con-

fined to formally defined (DSM, ICD or RDC) schizophrenia are weaker method-

ologically. This is because in these studies a situation may easily arise where 99% of

both probands and co-siblings have evidence of the same positive symptom syn-

drome (as this is per definition required for a psychotic diagnosis), in which case it

is impossible to show meaningful covariance. A limitation of all the sibling-pair

studies (at least as far as the issue of validation is concerned) is that none attempted

to assess the degree of correlation or concordance across dimensions, instead of just

within dimensions. If negative symptoms in the proband sibling consistently cor-

related higher with negative symptoms in the co-sibling than with positive symp-

toms, a degree of familial specificity would have been established for the various

dimensions. Such bivariate syndromal analyses will hopefully soon follow. In the

meantime, several trends are apparent. All correlations and other measures of asso-

ciation are small, suggesting that all variation in symptom dimensions is to a large

degree random rather than the result of some systematic familial effect. It appears

that, of the various symptom measures, positive symptoms may have lower predic-

tive power of symptoms or illness in the relatives than the disorganization and neg-

ative symptoms. The study by Loftus and colleagues (2000), however, suggested

that the correlation is much higher for first-rank symptoms that are not some type

of auditory hallucination, whereas the study by Hwu and colleagues (1997) sug-

gested that concordance for positive symptoms may be much higher in sibling pairs

who do not have negative symptoms. The disorganization syndrome was not only

found to be associated with similar symptoms in the co-sibling in a number of

sibling-pair studies but also found to predict psychosis in the first-degree relatives

of patients with schizophrenia. The negative syndrome also predicts negative

symptoms/psychotic illness in the relatives, though somewhat less consistently;

where they were examined specifically, affective symptoms mostly predicted similar

symptoms in the relatives.

Contrast in course and outcome

Other important contrasts in studies of symptom dimensions have included con-

trasts in prognosis, neuropsychological parameters and neuroimaging. Although

effect sizes and methodologies vary considerably between studies, a persistent

finding has been that negative symptoms predict poor course and outcome,

whereas positive symptoms appear to have less impact on course and outcome var-

iables (Pogue Geile, 1989). It has been suggested that, in particular, increases in the

level of negative symptoms early on in the illness course indicate poorer prognosis
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(Fenton and McGlashan, 1991). One prospective study on the level of community

functioning in schizophrenia found that the disorganization syndrome was more

predictive of community functioning than the positive or negative symptom

dimensions (Norman et al., 1999). Two studies that prospectively related course

and outcome to baseline symptom dimensions defined multivariately in patients

with broadly defined psychotic illness found poorer prognosis associated with neg-

ative and disorganization syndromes, and better prognosis associated with affective

syndromes (van Os et al., 1996; Hollis, 2000). In addition, these and related studies

found that the dimensional representation of psychopathology was a better predic-

tor of both need for care and outcome in psychotic patients than formal diagnosis,

and that changes in the various symptom dimensions differentially predict changes

in important patient outcomes (Johnstone et al., 1992; van Os et al., 1999a,b). It is

not known whether negative associations between outcome on the one hand and

the disorganization and negative syndromes on the other are mediated by different

mechanisms. Both appear to be associated with prognostically unfavourable vari-

ables such as single marital status, poor premorbid adjustment, impairment of

interpersonal relationships and impersistence at work (Liddle, 1987a; Gureje et al.,

1994; van Os et al., 1996; Salokangas, 1997; Cuesta et al., 1999).

Contrast in neuropsychology

Many studies have examined differential associations between symptom dimen-

sions and neuropsychological variables, but unfortunately, at least for the purposes

of validation, most were confined to narrowly defined diagnostic categories of

schizophrenia with a chronic illness course and most excluded affective symptoms

from the analysis. Given the fact that depressive symptoms are strongly associated

with experience of psychological deficits, their inclusion seems necessary (Liddle et

al., 1993). In spite of these shortcomings, the results seem to be consistent in some

regard (Table 18.5) in that the disorganization and negative syndromes are consis-

tently associated with neuropsychological measures of executive functioning,

memory, language and other test variables, whereas associations with the positive

syndrome have only been rarely reported. Interestingly, only one study included

depressive symptoms; this study found that this symptom dimension had the

strongest association with cognitive measures (Holthausen et al., 1999). Although

some authors have proposed that the disorganization and negative syndrome

dimensions show a differential pattern of neuropsychological associations, this is

not readily appreciated from the qualitative review in Table 18.5. What seems to be

apparent is that measures of verbal fluency and memory are more consistently asso-

ciated with the negative symptom dimension than with symptoms of disorganiza-

tion. One study suggested that the apparent lack of difference between the
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397 Diagnosis and classification of schizophrenia

Table 18.5. Symptom dimensions and cognitive performance

Disorganization

Negative Distractibility (Holthausen et al., 1999)

Digit vigilance (Eckman and Shean, 2000)

Finger tapping (Holthausen et al., 1999)

Cognitive flexibility (Mahurin et al., 1998)

Trails A (Liddle and Morris, 1991; Brown and White, 1992; Basso et al., 1998)

Trails B (Brown and White, 1992; Basso et al., 1998)

Psychomotor speed (Mahurin et al., 1998)

Verbal fluency (Liddle and Morris, 1991; Brown and White, 1992; Norman

et al., 1997; Basso et al., 1998; Mahurin et al., 1998)

Wisconsin/modified card sorting test (Brown and White, 1992; Norman

et al., 1997; Basso et al., 1998)

Wechsler Memory Scale-R (Norman et al., 1997; Basso et al., 1998)

Wechsler Memory Scale-R attention (Basso et al., 1998)

Wechsler Memory Scale-R visual memory (Basso et al., 1998)

Logical memory (Eckman and Shean, 2000)

Long-term memory (Liddle 1987a)

Working memory (Mahurin et al., 1998)

Object naming (Liddle 1987a)

Similarities (Liddle 1987a)

Object classification (Liddle 1987a)

Stroop interference (Liddle and Morris, 1991)

Continuous performance test (Liu et al., 1997)

WAIS-R IQ (Basso et al., 1998)

Visual search (Mahurin et al., 1998)

Positive Trails A (Basso et al., 1998)

Trails B (Holthausen et al., 1999)

Wechsler Memory Scale Revised (Norman et al., 1997)

Ray Auditory Verbal Learning Test (Norman et al., 1997)

Verbal memory (Mahurin et al., 1998)

Selective attention (van der Does et al., 1996)

Depressive Stroop colours (Holthausen et al., 1999)

Trail making A (Holthausen et al., 1999)

Trail making B (Holthausen et al., 1999)

Fingertapping (Holthausen et al., 1999)

Wisconsin/modified card sorting test (van der Does et al., 1993)

Excitement Continuous performance test (Liu et al., 1997)



disorganization and negative symptom dimensions is an artifact, and that real

differences between the two only become apparent if patients are being coached

and receive incentives (Rowe and Shean, 1997). Another study suggested that subtle

differences between the two syndromes become apparent if a distinction is being

made between patients with persisting and remitting illness (Baxter and Liddle,

1998). There have also been reports of differential patterns of cerebral blood flow

associated with dimensions of positive, negative and disorganization symptoms

(Liddle et al., 1992; Ebmeier et al., 1993; Yuasa et al., 1995; Erkwoh et al., 1997),

and of differential association patterns between symptom dimensions and structu-

ral magnetic resonance data (Chua et al., 1997).

Conclusions

DSM and ICD diagnostic categories in the functional psychoses reflect historical

notions of severe mental illness in clinical settings. There are many mean differ-

ences between the different categories, but separation with regard to psychopathol-

ogy, aetiology, treatment and outcome cannot be obtained. Empirically derived

latent classes of psychotic illness on the whole resemble DSM diagnostic categories

and selected subtypes, suggesting a degree of internal validity of DSM categories of

psychosis. However, individual patients are frequently grouped in a class that is dis-

tinct from the DSM category to which they had been allocated, which tends to

weaken the internal validity. For both the DSM/ICD categories and the empirical

latent classes, the pattern of differences with regard to aetiology, treatment and

outcome is mainly quantitative rather than qualitative, suggesting that what are

presented as heterogeneous disorders may be better thought of as an illness contin-

uum with various overlapping symptom dimensions (Griesinger, 1845; Menninger

et al., 1958; Crow, 1986). For example, the fact that the familial morbid risk of DSM

schizophrenia is nonspecifically increased in all diagnostic categories of psychotic

illness suggests that some common risk factor may underlie all DSM psychotic

illness categories. The fact that the familial morbid risk of schizophrenia is greater

in the relatives of DSM schizophrenia probands than it is in DSM affective psycho-

sis probands suggests that the ‘dose’ of the risk factor has some pathoplastic effect

on illness presentation and outcome, greater dose resulting in an illness with more

negative symptoms and poorer outcome. The reverse may hold for other risk

factors. For example, the fact that exposure to stressful life events is more likely to

result in depression than in schizophrenia (as indicated by greater effect sizes in

case-control studies, as shown above) suggests that a greater ‘dose’ of social precip-

itants results in more affective, especially depressive, symptoms and better outcome

(van Os et al., 1998; Ventura et al., 2000).

If the psychosis phenotype is indeed characterized by variation in several

symptom dimensions that are each the result of the pathoplastic effects of a range
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of underlying risk factors, it may be useful to identify the dimensions of psychosis.

Unfortunately, some confusion is apparent in that two parallel efforts appear to be

underway: one in which dimensions are identified across the range of diagnostic

categories of psychosis, and one in which researchers accept the validity of the DSM

or ICD diagnosis of schizophrenia to the exclusion of all other diagnostic catego-

ries. Nevertheless, the solutions of multivariate exploratory and confirmatory

factor analyses of the symptoms of psychosis and DSM/ICD schizophrenia appear

to be reasonably replicable in a variety of settings, diagnostic groups and patient

samples, suggesting acceptable internal validity. The external validity of these

symptom dimensions, however, appears weaker. There is a consistent degree of aet-

iological and outcome contrast apparent between positive and affective symptom

dimensions on the one hand and the other symptom dimensions on the other, but

there is less evidence of ‘separability’ of the negative and disorganization dimen-

sions. Although it is possible that the measures of aetiology, treatment and outcome

used were not sensitive enough to detect real differences between the various

symptom dimensions, the external validity remains, for the time being, incomplete.

In the few studies that directly compared dimensional and categorical represen-

tations of psychopathology, the former appeared to be more useful in terms of

yielding information on patients’ needs and outcome, although this may not hold

for all needs and all outcomes. Until further progress is made, it seems unwise to

continue to rely on traditional diagnostic categories alone. Instead, the use of a

combination of (polydiagnostic) categorical and (multi-) dimensional representa-

tions of psychosis may offer important advantages, both in clinical practice and

research (Strauss, 1973).
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Introduction: the uses of epidemiological data

This chapter addresses the question of how epidemiological data can be used to

plan services for people who suffer from schizophrenia. Morris (1975) has

described seven uses of epidemiology: (i) assessment of incidence, prevalence, dis-

ability and mortality in defined populations; (ii) detailed description of the natural

history of specific conditions and completion of the clinical picture of diseases; (iii)

delineation of new syndromes and the description of associations between symp-

toms; (iv) calculation of morbid risk; (v) charting of historical trends; (vi) evalua-

tion of health services in action; and (vii) identification of causal factors. However,

what is striking in reviewing the literature on the epidemiology of schizophrenia is

that, while both descriptive and analytical epidemiological studies can have direct

implications for treatment, for care and for service provision, in fact they are rarely

used for these purposes.

In most primary research and review papers on the epidemiology of schizophre-

nia, there are two points of emphasis: the aetiological implications of the findings

and the description of course and outcome of the condition. The more practical

consequences of the findings for service delivery are, by contrast, largely dis-

counted. We shall advance the argument here that epidemiological data on schizo-

phrenia should be exploited for their contributions both to the longer-term

understanding of causation and course, and to match services to needs.

This chapter will describe ways in which this form of translation can be made.

We consider service planning here to mean the necessary interventions at three

levels: the individual patient, the local catchment area and the national/regional

general population level. We shall describe the implications of epidemiological

findings at each of these levels in turn, but we shall also indicate where findings in

this field cannot at present warrant specific interventions.

While the focus of this chapter is upon planning services for people suffering

from schizophrenia, this does not imply that we conclude that services should
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usually be planned for schizophrenia patients as a separate group. Later in this

chapter we shall describe two overall approaches to this issue: the segmental (sep-

arate services for distinct categories of patients) and the systemic (an integrated

array of adult mental health services for defined catchment areas) approaches and

shall describe their features.

A conceptual model to structure service planning

A conceptual model can help to formulate service planning, and we have described

the ‘matrix’ model, which has two dimensions: the geographical and the temporal

(Thornicroft and Tansella, 1999). The first refers to three geographical levels: (1)

country/regional, (2) local and (3) patient. The second dimension refers to three

temporal levels: (A) inputs, (B) processes and (C) outcomes. Using these two

dimensions we have constructed a 3�3 matrix to bring into focus critical issues for

mental health service planning and provision (Table 19.1).

An evidence-based approach to service planning

In relation to the matrix model, planning is the process which intends to transform

given inputs into optimum outputs. More specifically, we define planning as ‘a

linked series of actions designed to achieve a particular goal, and which requires the

completion of increasingly specific tasks within a given timescale’. Seven key steps

can be identified to plan services (Thornicroft and Tansella, 1999):

1 Establishing service principles

2 Setting boundary conditions

3 Assessing population needs

4 Assessing current provision

5 Formulating a strategic plan for a local system of mental health services

6 Implementing the service components at the local level

7 Monitoring and review cycle.
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Table 19.1. Overview of the matrix model

Geographical
Temporal dimension

dimension A. Input phase B. Process phase C. Outcome phase

1. Country/regional level 1A 1B 1C

2. Local level (catchment area) 2A 2B 2C

3. Patient level 3A 3B 3C

Source: From Thornicroft and Tansella (1999).



For the purposes of this chapter, we shall focus on steps 3 and 4 of this sequence.

Step three is to assess the service needs of people with schizophrenia. Step four is the

assessment of current service provision. The combined information from these

two steps allows estimates of the gap between need and provision to be calculated.

These gaps then have to be assessed for their relative priorities. An information

pathway for planning mental health services for schizophrenia is illustrated in

Table 19.2, which suggests a sequence for sources which may be useful in service

planning: (A) collecting epidemiologically based data; (B) interpreting data on

actual service provision, referring both to the quantity and quality of care; (C)
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Table 19.2. Information pathways for planning mental health services

A Epidemiologically based data B Service provision data

Population characteristics: in terms of the factors Define categories of service components for 

associated with psychiatric morbidity primary, secondary and tertiary levels of care

Epidemiological data: morbidity and disability for Quantify the capacities of the service components

the particular area by age, sex and social status Quality of care of the service sites

Treated individuals: appropriately/inappropriately Quantitative and qualitative information on staff

Place and type of treatment Integration and co-ordination of components 

Untreated individual: those in need of treatment into a service system

→ ↓

↑ ←
D Planning process C Service utilization data

Constitution of a planning group representing a Event-based data on clinical contacts by levels of

wide range of local interest groups, including care (inpatient, outpatient, etc.), numbers of

expert advisors events and rates per 10000 population per year

Selective assessment of all data from A, B and C Individual-based data on both clinical contacts 

relevant for service planning (as above) and on treatment episodes across 

Setting a medium-term time scale for service different levels of care per year

plans (3–5 years) Data on outcomes and costs of different clinical 

Identify highest priority service needs (both met contacts (disaggregated for subgroups of

and unmet) patients) with which to establish 

Identification of highest priority unmet social substitutability and complementarity of service 

needs and information from relevant authorities components in terms of cost-effectiveness

Plan:

ii(i) new service functions and necessary facilities

i(ii) extension of capacity of current services

(iii) disinvestment from lower priority services

i(iv) propose collection of new data necessary for 

the next planning cycle

Source: From Thornicroft and Tansella (1999).



assessing data on service utilization; and (D) referring to these data in making

service plans.

Beyond these broad considerations, there are, in addition, a number of specific

findings from research into the epidemiology of schizophrenia that can shape the

planning of treatments and services at the patient, local catchment and

national/regional levels. This is particularly true in this diagnostic category because

of the quality and quantity of relevant research in this area.

Planning services at the level of individual patients

The contributions of epidemiology which have, in our view, the most direct and

credible implications for planning services, at the level of individual schizophrenic

patients, are summarized in Table 19.3.

Genetic risk

The evidence for the increased risk for schizophrenia among family members of

individuals with schizophrenia has been summarized (Gottesman, 1991; Kendler

and Diehl, 1995; Warner and de Girolamo, 1995; see also Chs. 10 and 11). Although

this knowledge is now commonplace among academics, it is not often brought into

the clinical domain. For individual patients, this suggests that they should be

offered clear information about the increased risk for relatives, which is highest for

the rare cases of children of two schizophrenic parents or for the co-twin of an

affected identical twin (lifetime relative risk of about 45) and raised to a lesser

extent (7–9 times higher relative risk) in the more common cases of first-degree rel-

atives of probands (Mortensen et al., 1999).
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Table 19.3. Epidemiological findings with direct implications at the patient level

Epidemiological findings/risk factors Service planning implications

Genetic risk Provide genetic counselling for high-risk 

individuals

Obstetric complications Optimize perinatal care for high-risk individuals

Suicide rates highest early in course Prioritize suicide prevention measures in early 

of disorder illness career

Symptom severity and social function Emphasize continuing treatment for relapse 

are inversely correlated prevention as well as to minimize disability and

reduce symptoms

Long-term disability is a relatively Services organized to offer long-term treatment 

common course of illness and care if needed

Increased mortality and physical Health promotion to modify lifestyle, e.g. reducing 

morbidity rates smoking and improving diet



Family members who wish to have this information can be told that for first-

degree relatives the risk of schizophrenia is 9.31 (Mortensen et al., 1999). Even so,

it is mistaken to think that genetic counselling can impact significantly upon overall

incidence rates of schizophrenia, since the population attributable risk is 5.5% for

a parent or sibling with schizophrenia (Mortensen et al., 1999). The implication is

that, while genetic counselling may be valued by patients and their families (at the

individual level), such information must be very carefully communicated to

prevent misunderstanding. Nevertheless, such genetic counselling services are not

likely to change the incidence or prevalence rates of schizophrenia (at the local or

national/regional levels).

Obstetric complications

The overall odds ratio for schizophrenia from obstetric complications is about 2

(Jablensky and Eaton, 1995; Jablensky, 1997; see Ch. 5). At the individual level, the

main implication of this finding is the need to inform people with schizophrenia,

and their families, about the need for careful perinatal care to minimize hypoxia in

the neonate, and to educate obstetric staff of the special need to reduce the risk of

possible brain damage in the children of schizophrenic parents (Warner, 1999).

Suicide rates highest early in course of disorder

The overall suicide rate is about nine times higher among people with schizophre-

nia than in the general adult population (Harris and Barraclough, 1998; see Ch.

15). Rates are highest at the start of treatment, in the early period of hospital admis-

sion (Rossau and Mortensen, 1997) and immediately following discharge

(Goldacre et al., 1993). There are clear service implications for mental health ser-

vices in that staff must frequently assess the risk of suicidal behaviour, most espe-

cially during the early years of the disorder and during periods of inpatient

treatment, and should be most vigilant in the days and weeks following hospital

discharge (Appleby et al., 1999). Even so, it is likely that a high-risk strategy alone

is less effective than a programmatic approach that improves the detection of sui-

cidality across the range of all psychiatric disorders (Mortensen, 1999). Such a pre-

vention strategy has been proposed by Schaffer and Craft (1999), which addresses

the need both to enhance inhibiting factors (such as increasing the availability of

social support) and to reduce facilitating factors (such as the availability of drugs

that are toxic in overdose).

Symptom severity and social function are inversely correlated

A clear relationship has been described between symptoms and social function, with

levels of disability and handicap most pronounced among patients whose primary

impairments (symptoms) are most severe (Brier et al., 1991). It follows that good

clinical advice to individual patients is to promote treatment with antipsychotic
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medication and psychological treatments, where this is effective for particular indi-

viduals, both for symptomatic relief and to produce lesser disability in the longer

term (Eckman et al., 1992; Kemp et al., 1996, Roth and Fonagy, 1996).

Long-term disability is a relatively common course of illness

Although there is not yet a consensus view on the precise long-term course and

outcome of schizophrenia (van Os et al., 1997, 1998), Brier et al. (1991) have sum-

marized the overall picture in terms of three phases: early deterioration, a stabiliza-

tion phase in middle age, and a period of gradual improvement in later life. The

proportion of first-onset schizophrenics who become chronically psychotic ranges

from 10 to 28% and the small size of this percentage is inconsistent with the old

concept of ‘inevitable’ deterioration (Eaton, 1991).

Nevertheless, one of the most important findings in the epidemiology of schizo-

phrenia (in terms of its service implications) is that a substantial proportion of

patients, probably the majority in the first half of their illness careers, suffer from

moderate or severe levels of disability and handicap across the range of personal,

domestic, family and work activities. The service implications of this are manifold

and include providing a range of long-term and integrated interventions, both to

prevent relapses and to minimize preventable disability.

Increased mortality and physical morbidity rates

Schizophrenia is associated both with higher standardized mortality ratios and

higher rates of physical illness than among the general population (Allebeck, 1989;

Harris and Barraclough, 1998; Brown et al., 1999; see Ch. 14). This has also been

confirmed for patients who have only been treated in community-based services

(Amaddeo et al., 1995). Although rarely put into practice, there are clear implica-

tions for planners and practitioners (including psychologists, psychiatrists, psychi-

atric nurses, health visitors and health educators) to address illness-prevention

issues, such as smoking reduction programmes and dietary improvement

(McCreadie et al., 1998).

Planning services at the level of the catchment area

The results from epidemiological research which are most relevant for planning

and providing services at the local catchment area level are shown in Table 19.4.

Onset in early adulthood

The onset of schizophrenia occurs most commonly in early adulthood (Ch. 7);

therefore, clinical services will need to respond in ways that are appropriate to this

age group. First, contact with specialist psychiatric staff is likely to be more access-

ible and acceptable to teenagers and young adults if the settings in which initial
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assessment takes place are apparently noninstitutional and nonstigmatizing.

Similarly, it is important that staff in positions of responsibility for young adults in

institutions (such as high schools, training colleges, universities, the military and

places of worship) are trained to be able to detect early signs of possible psychosis.

Second, the characteristic age of onset, in the late teens or early adulthood, has

implications for the stage of the life cycle. Services will need to recognize, for

example, that at this age education is often incomplete and the patient may not have

successfully begun or established a working career. In addition, they may not have

built a marital relationship or partnership, may still be living with parents and are

unlikely to have accumulated material assets or financial savings that would provide

a degree of choice in the services available. Indeed the development of social com-

petence prior to onset is one of the most important predictors of outcome (Eaton,

1991).

Delay of treatment is associated with poorer course

The detection of schizophrenia is frequently delayed for 5–7 years (Maurer and

Häfner, 1995; Häfner and an der Heiden, 1997; see Ch. 8). There is some evidence

that the longer the interval between the onset of the disorder and commencement

of treatment, the worse the prognosis (Gift et al., 1981; Johnstone et al., 1986).

Although these findings require replication, these results reinforce the clinical

imperative to reduce suffering among patients and carers by early intervention in

first episodes of psychosis (McGorry and Jackson, 1999).
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Table 19.4. Epidemiological findings with implications at the catchment area level

Epidemiological findings/risk factors Service planning implications

Onset in early adulthood, males earlier Organize services to identify prodromes in 

than females teenagers and young adults, and related to life

cycle problems

Delay of treatment associated with Provide easy access to services

poorer course

High-risk groups: ethnic minorities, Targeted services, acceptable to specific high-risk 

prisoners, and dual diagnosis groups

Geographical mobility: immigrants Target services acceptable to immigrants, and 

and internal migration organize services to minimize loss to treatment

Urban excess and changes in age/social Monitor changing population structure and target 

class structure more resources and staff in urban, poor areas

Increased mortality and physical Provide services for health promotion and for 

morbidity rates regular physical health assessment and treatment



High-risk groups: ethnic minorities, prisoners, dual diagnosis

There is evidence that the incidence and prevalence of schizophrenia among

African–Caribbeans in Britain and among patients from Surinam and the Dutch

Antilles treated in the Netherlands are markedly higher than in the White popula-

tions in those countries (Jablensky, 1995; see Ch. 4) and these groups may also be

subjected more often to compulsory treatment (Davies et al., 1996). In terms of

planning, at least in these settings, the specific needs for culturally sensitive treat-

ment and care services will need to be a high priority. A second high-risk group

includes remand and sentenced prisoners. The implications for prisons is clear:

there needs to be well-trained staff who regularly assess prisoners as a part of the

routine health-care services available to prisoners and who can detect and appro-

priately treat or refer those with schizophrenia (Birmingham et al., 1996).

High rates of alcohol and drug disorders have been found among people with

severe mental illnesses such as schizophrenia (Regier et al., 1990; see Ch. 16), and

their prevalence appears to be increasing (Cuffel, 1992). Damaging effects from

substance abuse in this group include worse clinical and social outcomes than in

patients with severe mental illness alone (Lehman et al., 1993), frequent homeless-

ness, heavy inpatient service use and high costs of care (Bartels et al., 1993). A

further problem is violence, which is associated with dual diagnosis at higher rates

than with psychosis alone (Swanson et al., 1990; see Ch. 17).

In Camberwell, a 1 year prevalence of substance misuse of 36% was found

among patients with psychosis treated by the community mental health team

(Menezes et al., 1996). Those with dual diagnosis had spent, on average, 1.8 times

as many days in hospital as those with psychosis only, with considerable cost impli-

cations. A further study in Camberwell indicated that people with dual diagnosis

are more than twice as likely to be aggressive or to report having committed a crim-

inal offence as people with psychosis only (Scott et al., 1998). Conventional services

have great difficulty engaging this group: generic community mental health and

social care professionals lack expertise in substance abuse interventions; addictions

services are often inappropriate for people with psychotic illnesses; and patients are

often disorganized and poorly compliant with prescribed medication.

Innovative programmes for management of dual diagnosis have been developed

in the USA (Drake et al., 1993). There is evidence that these may succeed in engag-

ing patients and in reducing symptoms, social problems, violence, emergency and

inpatient service use, and overall treatment cost (Drake et al., 1993; Jerrell et al.,

1994). Proven elements in successful programmes are (i) assertive outreach and

engagement of people with very erratic service contact; (ii) integration of substance

abuse interventions with a comprehensive case management approach; and (iii)

using individual and group work to educate about alcohol and drugs, increase

motivation, prevent relapse and improve problem-solving skills.
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Urban excess of schizophrenia

Higher prevalence rates of schizophrenia among those living in cities have long

been described, and were clear to Faris and Dunham working in Chicago in the

1930s (Faris and Dunham, 1939). More recently, it has become clearer that inci-

dence rates are also substantially raised for those born in cities (Lewis et al., 1992;

see Ch. 4). Moreover, Pedersen and Mortensen (2001) have been able to discrimi-

nate the effect of urbanicity at birth from the effect of urbanicity during upbring-

ing and to prove the dose–response relationship between urbanicity during

upbringing and schizophrenia risk. In Denmark, the relative risk for schizophrenia

in those born in urban areas is 2.40 compared with those living in rural areas.

Although the level of relative risk here is far lower than for a family history of

schizophrenia in a first-degree relative, the population attributable risk in the latter

group is 5.5%, compared with 34.6% for city dwellers (Mortensen et al., 1999). In

England, by comparison, the overall annual period prevalence rate of all psychotic

disorders is 0.4%, masking a range of 0.2% in rural areas to 0.9% in the most

socially deprived urban areas (Mason and Wilkinson, 1996). The implications for

service planning are to target more resources and staff in urban, poorer areas.

In a longitudinal perspective it is also important to recognize that secular popu-

lation trends may have important implications for the predictable demands for ser-

vices to treat schizophrenia (Kramer, 1976). Changes in the age structure will mean

variations in the age group at risk for onset of illness, while selective in- and out-

migration may also serve to increase or reduce the concentration of schizophrenic

patients in particular areas, including the operation of local economic conditions

in the housing and labour markets (Lesage and Tansella, 1989; Dauncey et al.,

1993). In addition to higher rates of prevalence in urban areas than in rural areas,

there is some evidence that urban schizophrenic patients are also more disabled

than their rural counterparts (McCreadie et al., 1997; Shepherd et al., 1997), which

further reinforces the need to organize services to recognize the greater pressure of

morbidity in city areas. The implications of this at the catchment area level include

the recognition that the prevalence of schizophrenia will vary by a factor of about

four between affluent and impoverished parts of a wider catchment area, and that

services will need to be distributed accordingly, rather than on a strict per capita

basis.

Increased mortality and physical morbidity rates

The epidemiological findings of increased mortality and physical morbidity rates

in schizophrenic individuals are summarized in the previous section. In terms of

detecting and treating established physical disease, the necessary service arrange-

ments will vary according to the setting, and in many economically developed

countries this will necessitate agreements between the general health sector (most
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often provided by primary care practitioners) and the specialist mental health

treatment services that have responsibility for providing physical health care to

people with schizophrenia (Kendrick et al., 1991; Ustun and Sartorius, 1995).

Planning services at the national/regional level

The implications for service planning at national/regional levels that arise from the

epidemiological knowledge base are fewer and less specific than those at the indi-

vidual or local levels. Table 19.5 indicates the most important issues.

Urban excess of schizophrenia

The higher prevalence rates in urban areas already discussed indicate that the for-

mulae used to allocate funds to local health services across a region or nation may

need to reflect prevalence rates of ‘severe mental illness’. In so far as schizophrenia

accounts for about half of the total prevalence of all psychotic disorders, its preva-

lence rates are a reasonable proxy for severe mental illness and can be used to guide

resource allocation (Thornicroft, 1991; Jarman and Hirsch, 1992). The first impli-

cation at the regional/national level is that this information needs to be communi-

cated by researchers and clinicians to politicians and officials so that they can take

account of variations in morbidity in constructing resource allocation formulae.

Second, decisions at national and regional levels, based upon such scientific evi-

dence, will impact upon the financial resources available to the local level. This may,

in turn, prevent the need for uninformed local debates about which areas deserve

greater mental health service investment.

High unemployment rates

In many economically ‘developed’ countries, the levels of unemployment among

people with schizophrenia are frequently above 85% and reflect the fact such

people cannot compete in the labour market and are, therefore, excluded from the
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Table 19.5. Epidemiological findings with implications at the national/regional level

Epidemiological findings/risk factors Service planning implications

Urban excess of schizophrenia Funding formula adjusted for urbanicity and social 

deprivation

High unemployment rates Specific programme for vocational rehabilitation

Fluctuating course of relapses and Change pension and disability social security 

remissions payment systems to allow more flexible

movement into and out of the ‘disabled’ category



many benefits of the workplace (Warr, 1987). The implications are that mental

health services may need to develop dedicated activities to support the entry into

and the survival of people with schizophrenia in the mainstream labour market. In

parallel, supported, nontraditional cooperatives may provide opportunities for

patients to work in a mixed workforce, as is the case in several regions in Italy

(Tansella et al., 1998; Warner, 1999).

Fluctuating course of relapses and remissions

Although a common course of schizophrenia is to follow a chronically relapsing

and remitting pattern, it is rare for pension and social security systems to work in

a way that reflects these changing levels of disability, or to provide incentives for

periods of work between relapses. Indeed the opposite is more often the case, in

that people with a diagnosis of schizophrenia need to declare themselves perma-

nently disabled to qualify for some welfare benefits entitlements, with unknown

consequences for their self-image and self-esteem. The implication of this at the

national/regional level is to promote change to policies and procedures so that

pension and social security disability payment systems allow more flexible move-

ment into and out of the ‘disabled’ category, according to clinical status, and

increase the allowable earned income levels within disability pension schemes

(Warner, 1999).

Conclusions

Although most epidemiological research in the field of schizophrenia has been

directed towards understanding the aetiology, onset, course and outcome of the

condition, nevertheless some of these results may also be used to improve mental

health services. In this chapter, we have selected the results of epidemiological work

that have at present the most clear service consequences. At the same time, there

are well-established results that do not have such clear consequences for how treat-

ment and care are delivered. For example, sex differences in the age of onset are now

well known but are of little practical significance for service planners (Angermeyer

and Kuhn, 1988; Piccinelli and Gomez Homen, 1997).

One primary conclusion from this review is that a ‘two way street’ should be

further developed between epidemiological studies and services planning. On one

hand, services should be planned to benefit from the best available evidence on the

occurrence of schizophrenia and the needs of those whom it affects. On the other

hand, services should also offer the best possible conditions to support the

conduct of research, especially large-scale, collaborative epidemiologically based

studies.
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In this final section, we wish to return to an issue we raised earlier in this chapter:

should services be separately organized for patients with a diagnosis of schizophre-

nia, or should such patients be treated alongside others with severe mental disor-

ders in general adult community-based mental health services? Here we can

distinguish mental health service component planning, from mental health system

planning. The first type of planning is segmental, in the sense that it takes the needs

of individual institutions or particular diagnoses one at a time without putting

these needs in a general framework of the other services available in the same area.

By comparison, system planning is often population based and aims to organize for

defined populations a system of care that underlines the connections between

different components, and even the relationships with other health sector services

as well as social and private services in the same area. In other words, system plan-

ning is the practical consequence of taking a public health approach to assessing the

mental health needs of a population, with all that such an approach implies

(Thornicroft and Tansella, 1999).

Within this public health orientation, we would emphasize the compatibility

between the need for integrated services for local populations and the need for spe-

cialized treatments and other interventions dedicated to patients suffering from

schizophrenia and their carers. One practical example of this need is the organiza-

tion of psycho-educational programmes for relatives of patients suffering from

schizophrenia. The advantages of these programmes have now been well established

(Hogarty et al., 1991; McFarlane et al., 1991, 1995; Mari and Streiner, 1996), and they

should be considered as an integral part of a local service for schizophrenic patients.

We wish to make one further point. In addition to the results stemming from

dedicated health service research and epidemiological studies, the findings of other

studies, including those intended to enhance aetiological understanding

(Andreasen, 1999), may also have important implications for planning and deliver-

ing services to people with schizophrenia and should, therefore, in future be fully

exploited for these purposes.
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Prevention of schizophrenia – not an
impossible dream

John McGrath
Queensland Centre for Schizophrenia Research, Wolston Park Hospital, Wacol, Australia

Introduction

In arguing for increased research funding, attention is often drawn to the finding

that schizophrenia accounts for 2.3% of the total burden of disease (disability

adjusted life years, DALYs) in established market economies (Murray and Lopez,

1996). How is it that, despite 1.4–2.8% of national health care being devoted to the

direct costs of schizophrenia, the burden of disability is still so high? What would the

burden of schizophrenia be if funds were unlimited and optimal treatments (medi-

cation, psychosocial interventions, service mix, etc.) were delivered consistently?

Most commentators would concede that the burden would still be inevitable. In

other words, a substantial proportion of the DALYs associated with schizophrenia

are ‘unavertable’ in terms of secondary and tertiary prevention. An alternative, and

more ambitious, approach to averting DALYs is to reduce the incidence of a disor-

der. This chapter will discuss issues related to primary prevention in general and then

speculate on directions for future research related to schizophrenia.

The science of prevention

In its simplest form, primary prevention aims to reduce the incidence of a disease.

Prevention strategies can be directed at different target populations (Gordon, 1983;

Mrazek and Haggerty, 1994): (i) universal preventive interventions are aimed at the

general population regardless of risk status/susceptibility status; (ii) selective pre-

ventive interventions target particular population subgroups, who may be more

susceptible to a disorder but who are still symptom free; (iii) indicated prevention

is targeted at individuals who have the early features or subclinical manifestations

of a disorder.

Universal interventions have strengths and weakness that relate to the features

of both the exposure (the risk-modifying variable, be it genetic, epigenetic or an

interaction between the two) and the disorder. This approach alleviates the need to
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identify a minority of individuals who are ‘high-risk’ – the focus of much current

research in the prevention of schizophrenia. If we can identify such individuals, and

if we can reduce their risk, then this is a highly desirable goal. However, if we cannot

identify high-risk individuals, we need to consider alternative strategies.

Geoffrey Rose (1992) has emphasized that population-based interventions are

best suited to risks that are distributed throughout the population, albeit not in

equal measure. Those at high risk of disease, seemingly an obvious target for pre-

ventative action, may in fact be relatively rare. Those at medium risk may be more

common and, therefore, may account for a much higher proportion of disease. For

example, if a large proportion of the community is exposed to a small risk, then

population-based interventions may avert more illness (greater number of cases

prevented) than interventions based on the rare, high-risk individuals. Rose (1992)

then introduced the concept of the ‘prevention paradox’ – a preventive measure

that brings large benefits to the community but which offers little to the majority

who are, themselves, at low risk. Indeed, the intervention may mean that such indi-

viduals have to give up something; hence the paradox. For example, many popula-

tion-based interventions (e.g. vaccination, wearing a seatbelt) bring little direct

benefit to the individual, but individuals are willing to accept them because they

cause little inconvenience. Inconvenience is weighed against the frequency of the

undesirable outcome and its severity.

Risk factors and causes

In order to develop a framework for primary prevention, it is important to under-

stand terminology surrounding risk factors and causes (Susser, 1991; Kraemer et

al., 1997). A risk factor can be anything that is, statistically, associated with disease.

As such, risk factors may point us towards causes but are not necessarily involved

in producing an outcome or disease. Variables that correlate with outcomes but do

not precede them should not be labelled risk factors, but rather sequelae, conse-

quences or concomitants. When considering risk factors, it is also important to

understand that there are risk indicators that can be epiphenomena or proxy

markers of an underlying risk-modifying factor that is closely allied with cause. A

major problem with a brain disease like schizophrenia is that the current knowledge

base is limited and, therefore, we cannot confidently predict if a risk factor is

causally related or whether it is a proxy marker.

As a result, the term ‘risk-modifying factor’ should be reserved for factors that

appear to operate within the causal chain (contribute to the outcome). If factors

that truly modify risk could be reduced, then so should the incidence of the resul-

tant disorder. In neurodevelopmental models of schizophrenia, we are looking for

distal or ‘upstream’ risk-modifying variables. Also, these factors may operate

directly or indirectly (sometimes referred to as first- or second-order effects). Risk-
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modifying factors can be fixed (e.g. sex) or variable (drug abuse). They can, of

course, also be protective or adverse.

In order to reduce the incidence of schizophrenia, we need to identify candidate

risk-modifying variables that can themselves be modified. Ideally, the interventions

should have a number of characteristics. They should be effective, in that they

should reduce or eliminate the risk-modifying variable. They must be safe and

acceptable to the community or susceptible individual. This involves the balance of

risk and benefit, together with convenience. Finally, they must be cost effective and,

ideally, cheap, especially if applied universally.

Barriers to the primary prevention of schizophrenia

A major factor that has eroded confidence in primary prevention of schizophrenia

has been a perception that we have made little progress in our understanding of the

aetiology of conditions of this type. We know about many risk factors but cannot

yet identify those that are powerful modifiers of risk except, perhaps, genetic influ-

ences, which we do not yet understand. The slow progress has engendered a feeling

of nihilistic despair. The other factor that has hindered progress is the debate about

when to start primary prevention research. Should we wait until every minute

detail about aetiology and pathogenesis is unravelled before primary prevention

attempts are made, or should we trust inconclusive but suggestive data? In the past,

there have been some spectacular applications of primary prevention, based on

either incorrect or incomplete assumptions. The miasma theory of ill health (that

brackish, impure water and soil gave off noxious emanations) led to the call for

improved sanitation long before microorganisms were suspected or discovered.

The consumption of limes on long sea voyages was found to prevent scurvy without

the benefit of an understanding of ascorbic acid.

Another problem that impedes primary prevention research in schizophrenia is

the lag time between the window for intervention (e.g. during brain development)

and the assessment of outcome (e.g. the onset of schizophrenia). The effectiveness

of some interventions can be assessed at birth (e.g. folate supplements to reduce

spinal tube closure defects; rubella vaccination to reduce congenital rubella). If the

presence or absence of schizophrenia is defined as the main outcome variable, and

the intervention occurs prenatally, then the intervening period must reflect the age-

incidence curve. By age 30, only 33% of women and 51% of men destined to

develop schizophrenia during their lifetime would have developed the illness

(Welham et al., 2000). Surrogate or interim endpoints related to known antece-

dents of schizophrenia (see below) may be a solution.

Over the 20th century, the prevention of psychosis has not been a focus of study.

One notable exception is the Mauritius study (Mednick et al., 1981). Based on an

hypothesis linking autonomic skin responsivity to a vulnerability to schizophrenia,
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1800 3-year-old children were screened using a psychophysiological measure and

allocated to low- and high-risk groups. Blind to group status, a portion of these

children were provided with a package of interventions including nursery school

education and diet. While the investigators now concede that their original marker

of vulnerability lacks validity, it will still be of considerable interest to follow up this

cohort with respect to psychosis and a broad range of educational and social out-

comes (Raine et al., 1997).

Possible preventive strategies in schizophrenia

Selective prevention

While this chapter will focus on the universal prevention of schizophrenia, it is

important to note ideas and potential strategies for selective and indicated preven-

tion that are also in development. For example, if we could identify individuals at

high risk of developing schizophrenia, then selective prevention measures might be

recommended. Apart from the increased risk of psychosis in those with a positive

family history, our ability to identify individuals prior to the onset of schizophre-

nia is still poor. The positive predictive value may be improved by combining risk

factors such as those derived from longitudinal cohort studies (e.g. cognitive,

behavioural and psychosocial antecedents of schizophrenia), psychophysiological

measures (e.g. smooth pursuit eye movement, P300, etc.), the presence of minor

physical anomalies or obstetric complications.

Selective intervention relies on efficient means of identifying those at increased

risk (via single or multistage screening). The sensitivity and specificity of the

screens must be balanced with the safety and efficacy of any proposed intervention.

While avoidance of illicit substances and stress management may seem to be rea-

sonable and safe selective interventions, we lack a sufficient evidence base to guide

us. The use of antipsychotic medications in prepsychotic individuals is an ethically

complex issue, and one that, as yet, lacks an evidence base (Tsuang et al., 2000).

Individuals thought to be at increased risk may be a target for careful review and

prompt treatment if psychosis is noted to arise, but such follow-up, however well

intentioned, is not a benign intervention.

Indicated prevention

For individuals with early features of psychosis, there is a growing body of evidence

showing that integrated treatments (low-dose medication, psycho-education and

cognitively oriented psychological treatments) improve outcomes (McGorry and

Jackson, 1999): an example of indicated prevention. Prompt treatment for those in

the earliest phases of schizophrenia should improve a range of short-term out-

comes, and there is much hope that indicated prevention may also translate to
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improved long-term outcome. Future research should help to clarify this issue

(McGrath and McGlashan, 1999).

Universal interventions: the search for risk factors

Unlike the search for susceptibility genes for schizophrenia, those interested in

nongenetic risk factors are not able to map the environment systematically.

However, research has identified a number of pre- and perinatal candidate risk

factors for schizophrenia. These include family history, season of birth, place of

birth, obstetric complications, prenatal exposure to viruses and prenatal famine

(see Ch. 5). Other risk factors have been identified that are more proximal to the

onset of illness (e.g. head injury, substance abuse, life events).

When assessing risk factors, it is important to consider the strength of the evi-

dence (consistency, design rigour), the effect size associated with the exposure

(odds ratios or relative risks), and the population attributable risk (PAR). The PAR

is an estimate of how many cases could be prevented if a particular risk factor were

eliminated (assuming that the risk factor is causally related to the outcome; Last,

1988). It should be noted that the PAR is a problematic concept. For example, the

total PAR values for various risk factors could total more than 100% because of pos-

sible additive or competing effects: the measure does not take into account interac-

tions between different risk factors. However, PAR does serve to rank order risk

factors in a manner of interest to prevention research. It emphasizes the fact that

small risk factors, if widely distributed among the community, may ‘cause’ more

cases than rarer, but larger, risk factors. It also has to assume that risk factors are

true, risk-modifying factors with causal effect.

Genetic factors

Of the currently known risk factors for schizophrenia, family history is by far the

most robust (see Ch. 10). However, Mortensen and colleagues (1999) reported that

the PAR of having one or both parents affected was only 3.8%. While the interac-

tion between genetic and nongenetic risk factors is almost certainly more compli-

cated than these figures suggest, the finding reinforces the fact that, while risk

factors with large odds ratios are attractive targets, their real effect on the popula-

tion may be small (see Chs. 10 and 11).

Current evidence suggests that many different genes, each of small effect, con-

tribute to the risk of schizophrenia. If we could identify individuals with these

genes, then it may be feasible to deliver some type of selective intervention to those

identified as susceptible. The timing of this intervention could be prenatal, early life,

or around the time of maximal risk. However, it is entirely plausible that the genes

that contribute to susceptibility are relatively common, and that most individuals

with these genes are unaffected. Genetic risk factors may not readily translate into
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universal interventions. Despite the ever-increasing pace of discovery in molecular

biology, gene therapy seems a distant hope at the moment.

Season and place of birth

People born in winter and spring tend to have a slightly increased relative risk of

developing schizophrenia compared with those born in autumn and summer.

Mortensen and colleagues (1999) reported a very small effect size (1.11) for season

of birth in their Danish sample. However, as a substantial fraction of the popula-

tion are exposed (i.e. born during winter/spring), the attributable risk was substan-

tial (10.5%). Season of birth is a risk indicator and thus can only serve to generate

candidate risk-modifying variables. Currently, candidate exposures that may be

related to the season of birth effect include perinatal viral exposures (Torrey et al.,

1997) and low prenatal vitamin D (McGrath, 1999). While the season of birth effect

in the northern hemisphere population is robust (Torrey et al., 1997), a meta-

analysis of data from southern hemisphere studies did not support an effect

(McGrath and Welham, 1999). This north–south difference may help clarify the

nature of the underlying risk-modifying factors.

People born in the city tend to have a greater risk of developing schizophrenia

than those born in rural regions (Marcelis et al., 1998; Mortensen et al., 1999; see

Ch. 4). The relative risk of developing schizophrenia when born in the city versus

being born in the country is about 2.4. However, because exposure to urban birth

was relatively frequent in both the Danish and Dutch studies, the PAR for this var-

iable was substantial (in the order of 30 to 35%). Place of birth, once again, appears

to be a proxy marker for a risk-modifying variable such as viral infection, nutrition,

low vitamin D and unspecified toxic exposures (Mortensen, 2000).

Place and season of birth should provide fertile domains for the generation of

candidate exposures. However, until we can identify risk-modifying variables

responsible for these effects, prevention research is not feasible.

Pregnancy and birth complications

Links between pregnancy and birth complications and an increased risk of schizo-

phrenia have been examined over many decades (see Ch. 5). While the data are not

entirely consistent, the weight of the evidence supports a modest increased risk of

schizophrenia in those exposed to a variety of obstetric complications. The PAR

related to these exposures is not clear but is probably modest (5–10%). There is an

extensive literature on how to improve perinatal outcomes, much of it based on ran-

domized controlled trials. Intervention at a population level (all pregnant women)

could include general options related to improving antenatal care and more specific

options such as smoking cessation. One attractive feature of this type of interven-

tion is that disorders other than schizophrenia could be averted, and pregnant
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women tend to be more receptive to health promotion than the general community.

This is another example of an intervention with low prevention paradox.

One group may derive additional benefit from optimal antenatal care – women

with schizophrenia. Women with schizophrenia tend to experience more obstetric

complications at delivery (Sacker et al., 1996; Bennedsen, 1998). It has also been

suggested that the effect of family history together with obstetric complications

amplifies the subsequent risk of schizophrenia in the offspring (Mednick et al.,

1987). If this is true, it follows that optimizing antenatal care to women who have

a ‘high-risk’ fetus may be a suitable avenue for selective prevention.

Prenatal infection

A range of prenatal infective agents can impact on brain development. While

influenza was the focus of much research during the 1990s, the strength of the evi-

dence of prenatal exposure to influenza is weak and inconsistent (McGrath and

Castle, 1995). Other candidate viruses include rubella (Susser et al., 1999), coxsack-

ievirus B (Rantakillio et al., 1997) and Borna virus (Salvatore et al., 1997) (see Ch. 5).

There are no robust data yet to either support or reject the theory that pre- or

perinatal exposure to infection increases the risk of schizophrenia. However, until

there are convincing data from well-designed and adequately powered studies, the

viral theory should remain as a candidate risk factor. From the perspective of uni-

versal interventions, viral illness can be prevented by vaccinations, and there are

now examples of public health interventions where mass vaccinations have elimi-

nated certain viruses completely. This is another area where the intervention

cannot confidently be put forward for schizophrenia, but it has many other bene-

ficial effects.

Nutritional factors

There has been considerable interest in recent years about the impact of prenatal

nutrition and various adult-onset disorders such as diabetes, cardiovascular disease

and hypertension (Barker, 1992). Prenatal nutritional factors are biologically plau-

sible risk-modifying factors for neurodevelopmental disorders (Brown et al., 1996).

Susser and colleagues (1996) identified increased risk of schizophrenia in the off-

spring of women who were pregnant during a famine in the Netherlands during

World War II. While studies of the incidence of schizophrenia in developing

nations (where poor nutrition is more prevalent) do not show higher rates, there

remains the possibility that deficits in specific micronutrients may play a role. In a

population-based study from Finland (Wahlbeck et al., 2001), the offspring of

women with low late-pregnancy body mass index had an increased risk of schizo-

phrenia. While we cannot assume that this variable was causally related to risk of

schizophrenia in the offspring, it does open a window for possible intervention.
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Even in the absence of deficits, supplementing prenatal nutrition warrants con-

sideration. For example, supplementing folate to women periconceptually is asso-

ciated with a reduction in the incidence of neural tube defects in their offspring

(Scott et al., 1994). Recent evidence from a randomized controlled trial of nutri-

tional supplements for preterm infants found not only that cognitive outcomes

(measured at age 7 years) were superior in the group allocated the enriched infant

formulae but also this group had less cerebral palsy (Lucas et al., 1998). This study

suggested that suboptimal nutrition during a critical period of brain growth could

impair functional compensation in those sustaining an earlier brain insult.

In summary, while the evidence implicating prenatal nutrition as a risk factor in

schizophrenia is scant, it is another attractive candidate for universal intervention.

Better maternal nutrition is safe, relatively cheap and could feasibly impact on a

range of health outcomes.

Developmental risk factors: from infancy to onset

The Copenhagen High Risk Cohort (Schulsinger et al., 1987) reported that high-

risk individuals (offspring of mothers with schizophrenia) who had had periods of

institutionalization were more likely to develop schizophrenia than those high-risk

individuals without episodes of institutional care. It is difficult to determine if the

exposure of these high-risk children to institutional rearing is a true risk modifier

(operating directly to increase the penetrance of the underlying genetic factor) or

an epiphenomenon related to the temperament of the preschizophrenic child.

Tienari and colleagues (1994) examined carefully the families who had adopted

high-risk children (i.e. offspring of mothers with schizophrenia). While members

of the cohort are still to pass through much of their period of morbid risk, early

results suggest that those high-risk children adopted into the highest functioning

families appear to be ‘protected’. These findings suggest that a modifying effect of

the environment in high-risk children should be given added scrutiny. Further

work is needed on how to identify susceptible children, and on how to identify the

particular protective features of the environment.

There is now robust evidence that children who go on to develop schizophrenia

display subtle neurodevelopmental deviations (Tarrant and Jones, 1999; see Ch. 6).

As a group, these children tend to have abnormalities of social functioning, delayed

motor milestones, speech problems and impaired cognitive/educational abilities.

While it is not clear if these features operate within the causal chain (contribute to

an increased risk of developing schizophrenia) or are passive risk indicators

(markers of the underlying schizophrenia or the process that may modify risk), the

findings suggest directions for primary prevention research. However, several key

issues need consideration in order to develop this type of research. Are interven-

tions available that could ameliorate features associated with increased risk of
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developing schizophrenia? Are these interventions safe, cheap and acceptable? Are

the interventions associated with a broad range of positive outcomes other than

reduced risk of schizophrenia, such as better school achievements, improved self-

esteem, etc?

Research has found a significant excess of life events in the 6 months prior to the

onset of psychosis, and that this association persisted when life events that may have

been secondary to being psychotic were excluded (Bebbington et al., 1993; van Os

et al., 1994). It is not clear how this finding could be translated to primary preven-

tion. The effect may be mediated through individual vulnerability. This, then,

would be a possible target for either primary or secondary intervention, with the

aim of that intervention being reduction in vulnerability in some way or protection

from life events insofar as that is possible.

Future directions: what type of research do we need?

There is an urgent need for strategic research designed to generate and rigorously

test candidate nongenetic, risk-modifying factors for schizophrenia. A framework

for the primary prevention of schizophrenia can be built on this type of research.

While we have some broad clues in the form of risk indicators (urban birth, season

of birth, pregnancy and birth complications), we need to ‘fine map’ these domains.

We should continue to try to identify novel domains from which to generate can-

didate exposures. One way to look for clues is to identify disease gradients and then

search for clues to explain these gradients. These gradients can be across time

(season of birth, between-year variability) and across space (neighbourhood vari-

ation, urban–rural gradient and latitude gradients in prevalence). Within medical

epidemiology, migrant studies have played an important role in generating candi-

date exposures. They can vary the environmental factors while ‘holding’ ethnicity

constant (and, it is assumed, a degree of genetic variability) (Hennekens and

Buring, 1987). The cause of the increased risk of psychosis in second-generation

African–Caribbeans born in the UK is still unclear. These studies of schizophrenia

in migrant groups may help to generate awareness of novel candidate exposures

(Harrison et al., 1997; McDonald and Murray, 2000; see Ch. 4).

It is essential that the data used to address this problem are derived from epidem-

iologically informed sampling frames. Sample sizes need to be representative of the

underlying population so the PAR values that guide public health planning can be

generated. Links between candidate exposures and genetic epidemiology will also

be crucial for future research.

Just as candidate genes are ranked according to various rules (e.g. are they

located in a ‘hot spot’, how many introns/exons within the gene, biological plausibil-

ity, etc.?), those interested in exposures need sorting rules. When rank-ordering
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candidate exposures for more intense scrutiny, there is a case to prioritise those with

universal public health potential (e.g. vaccinations for infectious agents, nutritional

supplements). If the exposure is already associated with disorders other than schizo-

phrenia, then this makes it a more attractive candidate from a public health perspec-

tive (single interventions could lead to improvements in multiple outcomes).

Epidemiological research can serve to ‘sharpen the focus’, allowing candidate risk

factors to be identified. However, history has shown that risk factor epidemiology

can sometimes enter cycles of uninformative replications (‘circular epidemiology’:

Kuller, 1999). Season of birth has been studied as a risk factor for 80 years with little

real progress in identifying the underlying risk-modifying exposure. In reaction to

this, some research groups are looking to developments in the neurosciences in

order to test the impact of candidate exposures on neuronal development, both in

vitro and in whole animal studies. Such analyses range from gene expression pro-

filing through to cognitive psychology techniques such as prepulse inhibition.

These techniques are removed from the schizophrenia phenotype, but neverthe-

less can provide valuable evidence about the biological plausibility of candidate risk

factors. Dialogue between those involved in risk factor epidemiology and those in

developmental neurobiology can provide new clues about the potential timing of

exposures (e.g. vulnerable periods of brain development) and broad classes of

exposure (e.g. exposures that may impact on neural apoptosis, migration, etc.).

Such scientific cross-fertilization can be informative for basic neuroscience as well.

Clues from epidemiology linked vitamin A and increased risk of craniofacial

abnormality, which then led to the discovery of the role of retinoic acid in brain

development and ultimately to its nomination as a potential risk factor for schizo-

phrenia (LaMantia, 1999).

Animal models for schizophrenia based on developmental interventions include

lesions in selected brain areas (Lipska et al., 1993) prenatal exposure to specific

viruses such as influenza (Fatemi et al., 1999) and Borna virus (Hornig et al., 1999),

and prenatal hypoxic/ischaemic insults (Mallard et al., 1999). The potential to

extend this type of research with the use of genetic knock-out mice (to test

gene–environment interactions) and gene expression profiling (cross-referencing

altered gene expression in animal experiments with gene expression studies in

schizophrenia) offers powerful new tools to the neuroscience community. This type

of research may galvanize the search for novel nongenetic risk factors for schizo-

phrenia.

Sartorius and Henderson (1992) proposed three options for the research com-

munity interested in the primary prevention of mental illness. The first option was

to forget about primary prevention completely and concentrate on better treat-

ments and cures. The second option was to fund more research in order to discover

the causes of serious psychiatric illness and then commence primary prevention.
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The final option was to start primary prevention based on existing knowledge,

albeit imperfect. Clearly, we need a balance of all three approaches. Basic strategic

research needs to go hand in hand with attempts at primary prevention. The nihil-

ism and despair of the past needs to be replaced by a sense of determination and

urgency. The dream of making the primary prevention of schizophrenia a reality

may be quixotic, but it is certainly not impossible.
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Glossary of epidemiological terms

Adjusted/controlled Confounding variables have been taken into account.

Specific methods for the evaluation and control of confounders include restriction

of the study population, matching, randomization of exposures, stratification and

multivariate analysis.

Allele One of several forms of a gene.

Association Statistical dependence between two or more events, characteristics

or other variables. The association between two variables is described as positive

when the occurrence of higher values of one variable is associated with the occur-

rence of higher values of another variable. In a negative association, the occurrence

of higher values of one variable is associated with lower values of the other variable.

The presence of an association does not necessarily imply a causal relationship. The

terms ‘association’ and ‘relationship’ are used interchangeably.

Association studies (genetic) Comparison of the rates of marker alleles in cases

and controls.

Bias Any trend in the collection, analysis, interpretation, publication or review of

data that can lead to conclusions that are systematically different from the truth.

Case-control study A study that starts with the identification of persons with the

disease (or outcome of interest) and a suitable control or comparison group of

persons without the disease. The relationship of an attribute to the disease is exam-

ined by comparing the cases and controls with regard to how frequently the attrib-

ute is present or, if quantitative, the levels of the attribute in each of the groups.

Cohort study In the classic cohort study, the investigator defines at the outset two

or more groups of people that are free of disease and that differ according to the

extent of their exposure to a potential cause of the disease. These groups are

referred to as the study cohorts (from the Latin word for one of the 10 divisions of

a Roman legion). A cohort study may also begin with a single cohort (i.e. a birth

cohort) that is heterogeneous with respect to exposure history. Comparisons of
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disease experience are made within the cohort across subgroups defined by one or

more exposures. The alternative terms for a cohort study (follow-up, longitudinal

or prospective study) describe an essential feature of the method, which is obser-

vation of the population for a sufficient number of person-years to generate reli-

able incidence or mortality rates in the population subsets. This generally implies

study of a large population, study for a prolonged period or both. In retrospective

cohort studies all the relevant events (exposure and outcome) have already occurred

when the study is initiated. In prospective cohort studies, the relevant studies may or

may not have occurred at the time the study has begun, but the outcomes have not

yet occurred.

Confounder A variable that is associated with the exposure and independently

affects the risk of developing the disease. Such a variable must be controlled or

adjusted for in order to obtain an undistorted estimate of the study factor under

risk (see Adjusted).

Confounding An observed association (or lack of one) may be caused by a

mixing of effects between the exposure, the disease and a third factor, a confounder

(see Confounder). A measure of the effect of an exposure on risk is distorted because

of the association of the exposure with other factor(s) that influence that outcome

under study.

Ecological fallacy The bias that may occur because an association observed

between variables on an aggregate level does not necessarily represent the associa-

tion that exists at an individual level.

Ecological study A study in which the units of analysis are populations or groups

of people rather than individuals.

Effect The objective of most epidemiological studies is to detect and estimate

effects. The term ‘effect’ can be used in two senses. Effect can be used to mean the

endpoint of a causal mechanism or, more usually, in a quantitative sense to indi-

cate the amount of change in a population’s disease frequency caused by a specific

factor.

Endophenotypes Biological markers of underlying genetic susceptibility to a par-

ticular disorder.

Exposure A supposed cause of a disease or outcome.

Gene–environment interaction Different effects of a genotype on disease risk in

persons with different environmental exposures or vice versa. There are several

mechanisms by which genotype and environment can co-influence disease

outcome.
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Heritability The degree to which variability in the manifestation of the disorder

(the phenotype) is influenced by genetic factors.

Individual patient data meta-analysis A type of meta-analysis where the investi-

gators do not rely on published data but ask each author for their full dataset. This

allows adjustment for confounders and more accurate estimation of effects.

Linkage The tendency of two alleles at different loci on the same chromosome to

be inherited together. The greater the physical proximity, the smaller the probabil-

ity of genetic recombination occurring between them and, therefore, the greater the

probability that they will be co-inherited.

Meta-analysis The process of using statistical methods to combine the results of

different studies. Meta-analysis has a qualitative component (i.e. application of

predetermined criteria of quality) and a quantitative component (i.e. integration

of the numerical information).

Nested case-control study A study in which both the cases and controls are drawn

from within a cohort, rather than including the entire cohort population in the

study. Such studies can be conducted at a fraction of the cost and yet produce the

same findings with nearly the same level of precision. Case-control studies can also

be nested within other study designs such as cross-sectional studies, though this is

less common.

Odds ratio The odds ratio for case-control studies (also known as the exposure-

odds ratio) is the ratio of the odds in favour of exposure among the cases to the odds

in favour of exposure among noncases. The odds ratio for a cohort study (or risk-

odds ratio) is the ratio of the odds in favour of getting the disease, if exposed, to the

risk of getting the disease if not exposed.

Phenotype The observable characteristics of an individual, determined by

genetic and environmental factors.

Population attributable fraction (See Population attributable risk percent).

Population attributable risk percent The proportion of a disease in the study

population that is attributable to the exposure and, therefore, could be eliminated

if the exposure were eliminated. Also known as the Population attributable fraction.

Population stratification Spurious association with marker alleles in genetic

association studies may arise from the confounding effect of differences in the

racial and ethnic composition between the case and control groups.

Proxy variable Use of a single variable (i.e. social class) to represent (often inad-

equately) a diverse range of underlying factors both known and unknown.
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Publication bias An editorial preference for publishing particular findings (i.e.

positive results), which leads to the failure of the authors to submit negative find-

ings for publication or failure of journal editors to accept and publish reports with

negative findings. This can distort the results of meta-analyses based on published

data.

Recall bias Systematic error caused by differences in accuracy or recall to memory

of prior events or experiences. For example, mothers whose children have schizo-

phrenia may be more likely than mothers of healthy children to remember details

of birth complications or developmental delays.

Relative risk The ratio of the risk of disease among the exposed compared with

the risk in the unexposed (also known as risk ratio). For rare diseases, the relative

risk approximates to the odds ratio (see Odds ratio).

Residual confounding Adjustment does not fully remove the effect of a con-

founder, often because of inadequate information on the confounder or close cor-

relation or interaction between variables.

Risk factor An attribute or exposure that is associated with an increased probabil-

ity of a specified outcome; not necessarily causal.

Segregation analysis A mathematical modelling procedure applied to family

study data with the goal of determining the mode of genetic transmission.

Selection bias Error resulting from systematic differences in characteristics

between those who are selected for study and those who are not. Examples include

use of hospital cases, thus excluding those who are not sick enough to require hos-

pital care or those excluded by distance, cost or other factors. This can be a partic-

ular problem in case-control studies where presence or absence of the exposure

may influence which particular individuals are entered into the study. Selection

bias also invalidates generalizable conclusions from surveys that include only vol-

unteers from a healthy population.

SMR See Standardized mortality (morbidity) ratio.

Standardized mortality (morbidity) ratio The ratio of the number of deaths

observed in the study population to the number that would be expected if the study

population had the same specific death rates as the standard population, multiplied

by 100.
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adolescent onset 167
see also onset of disease

adoption studies 200–1
results 201

Age, Beginning and Course (ABC) Schizophrenia
Study 128, 133, 324, 327

comorbidity with alcohol and drug abuse 141–2
age effects 12
age-at-onset 167, 208

gender differences 170–1
methodological issues 167–8
substance abuse and 332
see also early-onset schizophrenia; onset of

disease; very-late-onset schizophrenia
Akaike Information Content (AIC) 245, 248
alcohol abuse 317, 320–1

as cause of schizophrenia 327
comorbidity 141–2, 150
see also substance abuse

Alzheimer’s disease 223, 226
amphetamine abuse 324–5, 328

see also drug abuse
amyotrophic lateral sclerosis 282
anastrophae phase 128
antidepressant treatment, suicide prevention 306
apocalypse phase 128
apolipoprotein E (ApoE) 225–6
apopheny phase 128
appendicitis 282
assessment instruments

Auditory-Vocal Association Test 115–16
Bonn Scale for the Assessment of Basic

Symptoms (BSABS) 127–8, 129
Brief Limited Psychotic Symptoms (BLIPS)

129
Brief Psychiatric Rating Scale (BPRS) 131
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