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Preface

Sincerely welcome to proceedings of the 1st International Conference on Trust and
Privacy in Digital Business, Zaragoza, Spain, held from August 30th to September
1st, 2004. This conference was an outgrowth of the two successful TrustBus interna-
tional workshops, held in 2002 and 2003 in conjunction with the DEXA conferences
in Aix-en-Provence and in Prague. Being the first of a planned series of successful
conferences it was our goal that this event would initiate a forum to bring together
researchers from academia and commercial developers from industry to discuss the
state of the art of technology for establishing trust and privacy in digital business. We
thank you all the attendees for coming to Zaragoza to participate and debate the new
emerging advances in this area.

The conference program consisted of one invited talk and nine regular technical
papers sessions. The invited talk and keynote speech was delivered by Ahmed Patel
from the Computer Networks and Distributed Systems Research Group, University
College Dublin, Ireland on “Developing Secure, Trusted and Auditable Services for
E-Business: An Autonomic Computing Approach”. A paper covering his talk is also
contained in this book.

The regular paper sessions covered a broad range of topics, from access control is-
sues to electronic voting, from trust and protocols to digital rights management. The
conference attracted close to 100 submissions of which the program committee ac-
cepted 29 papers for presentation and inclusion in the conference proceedings. The
authors of the accepted papers come from 12 different countries. The proceedings
contain the revised versions of all accepted papers.

We would like to express our thanks to the people who helped put together the
program: the program committee members and external reviewers for their timely and
rigorous reviews, the DEXA organizing committee, in particular Mrs. Gabriela
Wagner for her help in the administrative work, and, last but not least, Mr. Christian
Schläger who was the main organizational force behind most of the involved tasks in
making the conference possible.

Finally we would like to thank all authors who submitted papers, those who pre-
sented papers, and the attendees who made this event an intellectually stimulating
one. We hope they enjoyed the conference.

Athens, Malaga, Regensburg
August 2004

Sokratis Katsikas
Javier Lopez
Günther Pernul
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Developing Secure, Trusted and Auditable Services
for e-Business: An Autonomic Computing Approach

Ahmed Patel

Computer Networks and Distributed Systems Research Group,
Department of Computer Science,

University College Dublin,
Belfield, Dublin 4, Ireland
apatel@cnds.ucd.ie

Abstract. Why have e-business trust and security often been evasive and un-
successful? This keynote paper attempts to answer this question by looking at
an autonomic approach to communications services for on-line businesses. It
reviews the issues and challenges, and presents a rationale for security, privacy,
interception, forensics of digital evidence and trust in an autonomic communi-
cations and computing environment. A combination of security, privacy en-
hancing technologies, trustworthy computing interfaces and techniques, advo-
cacy, and greater understanding of the socio-economic and technical aspects of
this new electronic phenomena must be covered to establish a sound e-business
operating environment on a global level. Some possible solutions pertaining to
this environment are also reviewed and examples of some key research areas
outlined. Finally a brief overview of directions for innovative research is pre-
sented and followed by concluding remarks.

1 Introduction

The e-business industry has changed dramatically in recent years. The explosive
growth of the Internet, the proliferation of mobile networks and the increasing diffi-
culty in managing multi-vendor environments and the services that they are meant to
provide have altered forever the dynamics of this industry, the expectations of its
customers and the business models under which it operates. The impact of Moore’s
Law has had a profound effect across all sectors of the industry – equipment manu-
facturers, network operators, service providers and e-businesses continually strive to
rapidly deploy the latest technology in order to gain competitive advantage. Although
recent economic upheavals have had a drastic effect on certain sectors, the level of
innovation has been impressive and the industry is again poised to drive another wave
of economic growth. Further, as much as e-business rests on the benefits obtained
from personalisation and customisation, it also requires that client and system privacy
and security risks be effectively minimised. Eradicating these risks and maximising
the client’s confidence level is a key e-business requirement, as it not only influences
the acceptance of e-business by clients, but also opens the avenues for effective de-
sign of e-business processes and supporting systems.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 1–10, 2004.
© Springer-Verlag Berlin Heidelberg 2004



2 Ahmed Patel

However, the challenges posed by the complexity of modern communications en-
vironments, which link businesses and clients, are potentially overwhelming. A gulf
has emerged between the communications infrastructure and the capabilities of the
services and applications deployed across it. This is manifested in the inflexible na-
ture of current service offerings: they are rigidly defined, closely coupled to the net-
work, possess static functionality, and are prone to a variety of security breaches and
mandatory interception of traffic. Critically, current service offerings are manually
deployed and managed, requiring highly labour intensive support structures, with a
consequent inflexibility and significant time to market constraints.

The heart of this problem is the inability of service providers, communications op-
erators and e-business applications to adapt, in a dynamic fashion, their offered ser-
vices to the changing needs of their customers in a seamless and secure fashion. An
approach to solving this problem is through envisaging an Autonomic Communica-
tions Environment (ACE) underpinning or supporting an autonomic computing user
base, an idealistic service-centric environment exhibiting self-governing behaviour
with independent auditability. Within an ACE, services will be created that are self-
aware and self-healing. In their deployment, they will be self-adapting, self-
optimising and self-configuring, and in operation they will be self-protecting, self-
managing and self-composing. These features enable ACE services and the associated
resources to adapt to changing business needs and environmental conditions without
manual intervention. The proposed answer is the development of a secure, trusted and
auditable Autonomic Communications Framework (ACF), whose mission is to sup-
port the development of different ACEs targeted at different business needs but in a
global e-business interlaced Net environment.

At the heart of the ACF will be a new methodology for managing objects. It is re-
quired because different stakeholders have different views of a managed object, and
current approaches do not take this into account. For example, the business analyst
looks at a ‘Service Level Agreement’ object and sees an entity that represents a con-
tractual agreement, whereas a network administrator looks at the same object and sees
the different network services that must be supported using different vendor-specific
functions, such as interception and audit rules, security functions and other algo-
rithms such as queuing, routing, etc. This methodology cannot be built in either pri-
vate industry or fora, and requires the combination of academic, scientific, technical
and industrial advances which must be produced through a combination of fundamen-
tal basic, applied and strategic research.

The security issues that are of concern and urgent today will be even more urgent
in the new world of autonomic systems that will also bring new and as yet undefined
security issues of its own, issues that may not be significant or present at all today. It
is envisaged that autonomic technology will offer new opportunities – new ways and
means of securing e-business systems against attacks and with a level of trust that
will minimise the level of tolerance in loss of revenue or non-economic function.

The growing awareness, coupled with an expanding number of new initiatives in
the area internationally, is leading to a great deal of exciting research and develop-
ment in the areas of security, privacy enhancing technologies, trustworthy computing
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interfaces and techniques, advocacy, and greater understanding of the socio-economic
and technical aspects of the these new electronic phenomena.

This keynote presentation attempts to explore with you what are the issues, possi-
ble solutions and directions for research in this challenging area.

2 Issues and Challenges

The autonomic communications approach, proposed as a facilitator of e-business
development on the Internet and other networks (mobile, 3G), is intrinsically tied to a
variety of security challenges. The term ‘security’ is understood here in the broad
sense and includes protection from unauthorised intervention, privacy, trust and fo-
rensics. Security in an ACE plays a dual role: to protect autonomic facilities of the
ACE and to offer security services to e-businesses. Therefore, it can no longer be
developed as an afterthought; it must be built in from the outset.

System and network security are vital parts of any autonomic computing solution,
key to the achievement of the goals of self-protection, self-healing, and self-
optimisation. Additional security challenges arising in autonomic systems include the
establishment of trustworthy identities, automatically handling changes in system and
network configuration, and greatly increased configuration complexity. Elements of
autonomic systems will need to both establish and follow security policies in an un-
derstandable and fail-safe manner.

The fields of information technology security and telecommunications security are
characterised by the existence of many technologies, services and concepts with little,
if any, cohesive architecture. Furthermore, many existing protocols and systems were
designed without security. In addition, there are complex interactions between soci-
ety’s needs (as expressed in laws, regulations etc.) and what is technologically possi-
ble. Conflicts arise between users’ reasonable expectations of privacy and other rea-
sonable expectations of law enforcement, network owners and similar stakeholders to
access and control information in the telecommunications system [8]. At present,
these areas are developing in an ad hoc manner without a clear model of how the
different issues relate to one another, and how the telecommunications infrastructure
should address them.

Security and reliability issues are rarely considered at the initial stages of system
development. In fact, security technology is still erroneously considered as supple-
mentary, and engineering of security techniques are not integrated within software
engineering processes, with negative consequences. As a result of recent computer
security crises, operating system designers have realised this need for integrated secu-
rity but are constrained by the original design of their systems and the networks they
are connected to – a fundamental change in system security design is needed. It is no
longer sufficient to rely on rigid traffic filtering and periodic updates to protect sys-
tems from computer intruders and virus infections. Increased awareness of service
and network level activities is needed to enable human analysts and automated agents
to detect and respond to major problems. However, to reduce the latency between
detection and response, a more organic approach to security must be developed. In
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addition to improving our awareness of system activities at the macro level, we need
services to be resilient (self-aware and self-healing) to defend themselves against
injury at the micro level to protect individuals against identity theft, privacy violation
and financial loss [2,4,9].

Modern telecommunication systems are very challenging from a security and pri-
vacy perspective due to their complexity, distributed nature, diverse components, and
rapid growth. Managing security is even more difficult when systems are being regu-
larly altered to provide improved or new services. The associated lack of control over
these systems must be compensated by identifying and mitigating weaknesses prior to
an incident and detecting problems when prevention is not successful.

Existing approaches to security management (reconfiguration, dissemination of
updates) are designed for relatively static computing environments and are not well
suited to a dynamic system such as the ACE. Therefore, new security management
techniques and tools must be developed for resilient autonomic systems. Similarly,
vulnerability assessment must be rethought when dealing with systems that adapt and
protect themselves.

Little attention has so far been paid to the usability of secure services. At present it
is often the case that ‘secure’ equates to ‘too complicated for the average user’. Secu-
rity that is too complicated for the average user is likely to be turned off, undermining
the protective mechanisms. In the future, security must be present as default behav-
iour without special knowledge or actions by users.

For the concept of autonomic communications to succeed, its target environments
must be secure enough to be trustworthy in the eyes of their users. They must also
provide services such as privacy protection and authentication to their users in an
autonomic fashion, i.e. with minimum human involvement. While no functioning
system is perfectly secure, the goal for ACEs is to be secure enough that their benefits
outweigh the risks. The autonomic systems infrastructure must provide reliable iden-
tity verification, integrity and access control. To satisfy privacy policies and laws, the
system and its elements must also appropriately protect private and personal informa-
tion that comes into their possession. Data segregation according to their origin or
purpose is needed to satisfy policy and legal requirements [6].

3 Possible Solutions

As discussed above, the challenges can be classified into three main groups: provision
of security services to ACE users, maintaining the security of an ACE itself, and en-
suring usability and transparency of security mechanisms to the end user.

3.1 Security Services in an Autonomic Communications Environment

Business scenarios envisaged in an ACE will depend on a variety of security services
provided by the environment. Such services include reliable authentication (and sin-
gle sign-on) of users, confidentiality (e.g. when sensitive information such as finan-
cial data or credit card numbers is transmitted), proof and non-repudiation of transac-
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tions, and trust management. Given the power of information, access to it must be
protected to preserve our freedom and to defend against abuse. Since some autonomic
systems deal with personal information about individuals, they need to be able to
represent and demonstrably obey privacy policies required by national and interna-
tional law and reinforced by proper business ethics. More powerful authorisation
methods, that are context-aware and policy-driven, are required.

A methodology needs to be defined to incorporate single sign-on, as well as au-
thentication, authorisation, accounting, and auditing of services delivered and re-
sources used. Particular emphasis will be placed on federating security resources and
services into a set of ‘zones’ that each provides security according to the business
requirements of their context as policy-based. This combination facilitates a distrib-
uted architecture for supporting the special security needs of users. Management of
end-user privacy and profiles will enable the end-user to control what information
should be provided to what resource when, where, why and how.

A major challenge in the specific to ACE is to make its security services auto-
nomic. Autonomic computing offers a host of new abilities that include ways and
means to make our systems more secure and our private data better protected. Build-
ing and administering secure computing systems is well known to be a difficult task,
especially so if they are heterogeneous and highly distributed. Autonomic systems
offer us the opportunity to semi-automate such processes.

Making security resources and services autonomic depends largely on the underly-
ing model of the autonomic communications architecture. For instance, they can be
modelled through some kind of ‘resource abstraction layer’, like any other services
and resources in autonomic networks. However, it is important to ensure that specific
requirements of security services are met: for instance, that autonomic service man-
agement mechanisms will not undermine security of the managed services.

3.2 Security of an Autonomic Communications Environment

The aim is to create resilient systems that enable the ACE to bounce back and self-
heal after an injury. This type of resilience exists in biological systems in the form of
adaptive immune systems [1,5]. The concept of self-healing communication systems
harks back to the early conceptions of the Internet but was not fully accomplished
because sensing and response capabilities were not integrated. Our aim is to imple-
ment this resilience in more complex global, mobile communication environments,
where security problems are compounded by increasing distribution and openness,
with a design goal of allowing anyone to connect from anywhere.

In part resilience in ACE depends on internal sensors and alarms but also on inter-
nal triggers and responses similar to antibodies in biological systems. A biological
analogy can be further explored by considering nervous and immune systems. A
nervous system is responsible for sensing (and problem detection) and self-protection
through reflexes and smart responses. An immune system is responsible for anomaly
detection (‘self’ vs ‘not self’, ‘legitimate’ vs ‘illegal’ or ‘harmless’ vs ‘harmful’) and
self-healing. The success depends on integration, reliable data, and proper response.
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Prevention of unauthorised access to communication systems along with auditing
individual activities are requirements of a modern communications infrastructure [3].
These functions require some form of authentication of individuals and devices. Ad-
ditionally, the protection and reliability of system-generated data such as audit trails
and alerts is important for system operation and forensic purposes.

The autonomic communications framework will need to provide facilities to en-
sure that services and resources are designed with security in mind, as well as address
existing security exposures and deficiencies in current resources, services, and proto-
cols. It will also enable business and legal concerns to be addressed (Fig. 1).

Fig. 1. Resilience of autonomic communications environments

3.3 Usability and Human-Computer Interaction

A key weakness in today’s security systems usage is the failure to accommodate the
end user or system processes in a seamless and transparent way to use security func-
tions and features. This is one of the main reasons that powerful existing security
services and mechanisms are not only not used but also not used effectively today.
There is a dire need to sit back and take a deep look at this failure and come clean
with new approaches of using security functions and features by studying human–
computer interaction issues with respect to security in ACE and devising new seam-
less and transparent solutions. The goal is to find security mechanisms that would be
both effective and usable. User-centred design techniques may be employed, which
places the user at the centre of the process, investigating user experience across all
stages of the development lifecycle.
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This requires developments in human-computer interaction techniques as well as
careful integration of the security and privacy services within the reference architec-
ture. It probably also requires that psychologists and computer scientists will need to
work together to strike the right balance between overwhelming humans with too
many questions or too much information and under-empowering them with too few
options or too little information [6]. Assistance coming from techniques such as loca-
tion and context awareness, smart labels and cards, and biometrics can be used to
improve this situation.

From an ACE protection point of view, an understanding of human behaviour can
help distinguish between accidental injuries and malicious attacks. Current intrusion
detection and response systems concentrate on discrete events or statistical baselines
but do not identify behaviour patterns. Therefore, interdisciplinary research is re-
quired, combining lessons from behavioural, biological and related disciplines.

4 Research Areas

The three main areas of research in this domain have strong linkages and common
challenges (Fig. 2).

Fig. 2. Research areas in autonomic security

There are other critical domains with similarly important issues such as privacy,
interception, trust management and forensic digital evidence of events that must be
incorporated into the holistic solution for an all encompassing secure autonomic envi-
ronment.

The following key areas of application will be used for advanced problem resolu-
tion:

Behavioural science
Assessing and predicting human–system interaction.
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Machine learning
Knowledge bank of past problems and solutions.

Data mining
Taking into account human behaviour.

Data identification and collection, forensics and digital evidence will form research
sub-areas needed to support the concept of ACF.

Data Identification and Collection
Key data identification and collection of actual (real) values pertaining to all aspects
of security, privacy, trust, interception and forensic digital evidence presentation
should be specified with the sole purpose of collecting data as part of a process for
system awareness and problem detection and prevention. The data collected will be
used both for autonomic resilience and for forensic purposes.

Forensics and Digital Evidence
Forensics and digital evidence is presently an inexact science with little rigorous
formalism. Research in this area is in its infancy. It poses some real challenges for
researchers. Primarily, it is envisaged that major studies and new forms of forensic
techniques and digital evidence gathering and presentation should be devised that can
be used to investigate incidents in ACEs in exact ways regardless of the number of
times that such incidents are investigated by different systems, process or persons. In
other words, an incident of breach should investigated by multiple sources should
come to the same result or outcome. One research direction here is how to ensure
integrity of evidence to make it suitable for internal investigations and, if necessary,
court proceedings. Another direction is to employ formal models to recreate the chain
of events leading to an incident together with a formal proof. This is a fascinating
area of untapped research.

5 Directions for Innovative Research

There are a number of challenges facing those defining, designing and developing
secure and trusted e-business autonomic systems. There are also a number of auto-
nomic principles that can be used to make systems more secure and trustworthy than
they are today. However, there is a significant need for further research in many key
areas such as:

ways to present and reason about security, privacy, interception, trust and foren-
sic digital evidence policies that govern autonomic systems and their total oper-
ating environment;
ways to recognise, represent and reason about security states, and the trust rela-
tionships between elements;
criteria, procedures and methods for effectively differentiating between normal
system failures or glitches and failures or glitches caused by unwanted malicious
attacks;
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policies and algorithms for constructing autonomic elements that are resistant to
evasion, fraud and persuasion;
ways to define and construct individual autonomic elements so that their overall
collective behaviour is both trustworthy and trusted;
a common nomenclature, languages and taxonomies for communicating and ne-
gotiating about security, privacy, interception, trust, and forensic digital evi-
dence states and policies in a unified and global manner;
human–computer interaction issues with respect to security, including usability
requirements for seamless and transparent to end user security and development
of models satisfying these requirements;
standards-based data mining to ensure interoperability and cross-domain coop-
erative usage of data mining.

6 Conclusions

The growing complexity of business scenarios in a modern networked setting makes
their management increasingly labour-intensive and prone to human error. A promis-
ing approach, based on autonomic computing principles, is to move this burden onto
the computing systems involved in implementing these scenarios. This can be done
by introducing autonomic features into communications systems on top of which
businesses operate.

A group of issues which must be immediately taken into consideration are those
related to security: protection, trust, privacy, forensics and legal. Security is inher-
ently interwoven into the fabric of autonomic communications. The three major chal-
lenges that can be identified are: provision of autonomic security services; protection
of autonomic communications environments; and the right balance of trustworthiness
and transparency of security to the end user.

While, at the technological level, many useful and tried security mechanisms al-
ready exist, things are not so clear at higher conceptual levels. Models and architec-
tures need to be developed which define how these mechanisms can be used in a
complex autonomic system. A paradigm shift in security thinking is needed, from
cryptography and mathematical methods to business, conceptual and social issues. An
important conclusion is that 100% security will no longer be even theoretically
achievable; the goal is to make systems which are secure enough and which can
bounce back after a security incident. To what extent this is feasible is not known yet.
Autonomic security opens a new challenging research avenue, full of exciting oppor-
tunities.
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Abstract. Trust plays an important role in social life as well as in cyberspace.
Trust establishment in cyberspace relies on human beings as well as digital
components. Trusted computing platform (TCP) was proposed to improve the
trust between users and their devices. However, current TCP lacks solutions for
trust sustainability among TCPs, so that trust relationship might be broken after
a period of time. In order to solve this problem, this paper presents a mecha-
nism for sustaining trust among TCPs. The mechanism builds up the trust rela-
tionship based on the root trust module (RTM) at a trustee and ensures the trust
sustainability according to pre-defined conditions approved at the time of trust
establishment and enforced through the use of the pre-attested RTM until the
intended purpose is fulfilled. The paper also presents the applicability of the
trust sustainability mechanism in several application areas.

1 Introduction

With the rapid growth of internetworking and electronic commerce, trust plays a cru-
cial role in cyberspace in order to provide various digital services [1-3]. However,
establishing trust relationship in cyberspace is more complicated than in social world.
This is because communication in the cyberspace relies not only on human beings but
also on digital components. Moreover, it is also more difficult to accumulate accurate
information for trust purpose in remote digital communications. Generally, it is rea-
sonably easy to initiate trust based on many existing technologies and structural regu-
lations, but hard to sustain the trust during the fulfilment of the whole services.

Trust in digital information society, called digital trust, introduces two major chal-
lenges. The first one is to establish trust between users and their devices (e.g., PC and
mobile phone) that is necessary to start the communication. With the increasing com-
plexity of devices and various software running on the devices, it is very difficult for
users to verify that their devices work properly. Trusted computing platform (TCP)
has been proposed to solve the problem [7].

The other challenge is that the trust has to be sustained over time. For example,
trustor A’s trust on trustee B at one moment does not mean A could trust B at the next
moment. The trust relationship built at the beginning of the communication should be
maintained at least until the service is completed. It is essential to monitor and control

The work reported in this paper has been entirely funded by Nokia Group.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 11–19, 2004.
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the conditions to sustain the trust for the final success of the service. This paper will
mainly focus on solving the second challenge that has not been yet properly explored.

This paper mainly presents a mechanism for sustaining trust among TCPs. The
mechanism can automatically inform the trustor about any distrustful behaviour of the
trustee according to pre-defined conditions. Thereby, the original established trust
relationship would be regulated accordingly. The paper contributes in three aspects.
Firstly, issues for sustaining trust relationships are discussed. Secondly, a mechanism
for trust sustainability is presented. Thirdly, the mechanism is applied for many real
applications, e.g., MIDlet applications’ trust on mobile information device (MID).

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 describes the problem considered in the paper. Section 4 presents the trust
sustainability mechanism and its applications are discussed in Section 5. The conclu-
sions and future work are given in the last section.

2 Related Work

There is a large range of existing work on trust in information technology. The con-
cept of trust is defined in various ways in the literature [1-3]. It is widely understood
that the trust itself is a comprehensive concept, which is hard to narrow down. The
trust is subjective because the level of trust considered sufficient is different for each
entity. The trust is also dynamic as it is affected by many factors that are hard to
monitor.

In order to figure out the trust in digital space, many people believe that some met-
rics should be defined to state various degree of trust [4]. A number of computational
trust models were presented in [9-13]. These models compute the trust based on trus-
tors direct or indirect experience. However, these models only pays attention to the
influence of previous knowledge on the trust, but ignore future changes that may
destroy the established trust. Thereby, it lacks support for cases that demand the trust
for a longer period of time.

There is also a lot of work done on trust management [17-19]. Trust management
systems provide trust assessments based on some trust root e.g. on policy assertion
and trust specifications, which is also a major foundation of this paper as well.

Another important work in the literature is Digital Rights Management (DRM)
[15]. It deals with client-side control of the usage of digital information. The trust
model of traditional DRM solution can be described as a reference monitor (generally
a software application) existing at a user’s system for controlling usage of dissemi-
nated digital information in lieu of an information issuer. Not only DRM poses sig-
nificant technical and operational challenges but none of existing DRM solutions
considers how to sustain the trust relationship.

The paper is highly related to work on trusted computing platforms [5-8]. All work
on TCP is based on the hardware security and cryptography to provide a root trust
module at a digital computing platform. However, as described in next section, cur-
rent work on TCP still lacks support on trust sustaining over the network. This is the
key problem that the paper tries to solve. We believe trust management in the cyber-
space should be extended not only for trust assessment, but also for trust sustainabil-
ity.
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3 Problems with Trust Sustainability in TCP

The intention of this section is to clarify one of the problems of current TCP used for
remote digital services. In TCP the trust is built upon a root trust, which is enforced
by sound technologies, and realized through secure hardware [5, 6]. Every time a
computer is reset, the root trust module steps in, checks itself, and then verifies the
OS loader (e.g. BIOS) before letting the boot-up continue. Through checking the
integrity metrics of different components, the OS loader is assumed to verify the op-
erating system, then, the operating system is assumed to verify every piece of soft-
ware, and so on. A remote computing platform can be trusted by challenging its integ-
rity metrics, verifying and comparing them with expected values that represent com-
ponents that are trusted enough to perform the intended purpose. If compared values
match the expected values, trusted interaction with the remote computing platform
can be commenced. Anomalous metrics indicate that the platform is not operating as
expected and further communication with the platform should be reconsidered.

However, the trust in the remote platform (remote device) neither necessarily re-
main intact for an extended period of time, nor does it remain intact after hardware or
software configuration changes. Actually, as the trusted remote computing platform is
built up during system boot, the root trust module can only verify OS within the pre-
viously identified configurations, thus failing to verify the trust for any newly added
hardware or software components. This also means that the trust on remote platform
cannot be sustained even though the platform could have been trusted at some mo-
ment. Therefore, one disadvantage of the current TCP paradigm is that it does not
provide a dynamic solution and is thus unable to sustain its protection in changeable
environment.

Fig. 1. An example of trust in mobile services

In order to illustrate the problem, we take mobile service as an example. The term
‘mobile services’ can be vaguely defined as services that are provided to mobile users
via mobile terminals [16]. Specifically, mobile terminals such as mobile phones are
considered to be the user agents of mobile services. As shown in Figure 1, a mobile
phone already has the trust relationship with its operator through the existence of SIM
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(Subscriber Identity Module) and relevant authentication methods. A mobile service
provider (SP) stays out of the usual trust relationship. Based on the TCP technology,
it is possible for both the mobile SP server and the mobile terminal to verify each
other as trusted computing platforms at the beginning of the service. However, as time
passes, the SP server cannot guarantee that trust is sustained since hardware or mali-
cious software can be installed in the mobile terminal

One simple solution is to periodically re-challenge the remote platform. This how-
ever requires frequent communication between the remote device and the server, the
communication that is neither feasible nor economical in the mobile environment.
Further, the remote device bears the burden of frequent and unnecessary computa-
tionally-intensive operations. Still, this method may be subject to some forms of the
man-in-the-middle attacks.

4 Mechanism for Trust Sustainability in TCPs

In order to overcome the above problem, we introduce a mechanism for sustaining the
trust among TCPs. We first present the trust formula used in the mechanism, and then
the root trust module (RTM) on which the mechanism is based. We also describe the
state machine of the mechanism in the final sub-section.

4.1 Trust Form

The proposed mechanism uses the following trust formula: “Trustor A trusts trustee B
for purpose P under condition C based on root trust R”. The difference between this
formula and others is in the element C - conditions to trust. The element C is defined
by A to identify the rules for sustaining the trust for purpose P, the conditions and
methods to get signal of distrust behaviours, as well as the mechanism to restrict any
changes at B that may influence the trust relationship. The root trust R is the founda-
tion of A’s trust on B and its sustainability. Since A trusts B based on R, it is rational
for A to sustain its trust on B based on R controlled by the conditions decided by A.
This formula makes it possible to extend one-moment trust over the longer period of
time.

4.2 Root Trust Module

The proposed mechanism is based on a root trust module (RTM), which is also the
basis of TCP. The RTM could be an independent module embedded in the computing
platform. It could also be a build-in feature in the current TCP’s Trusted Platform
Module [6].

The root trust module at the trustee is most possibly a hardware security module
that has capability to register, protect and manage the trust conditions, monitor any
computing platform’s change including any alteration or operation on hardware, soft-
ware and their configurations, check changes and restrict them based on conditions, as
well as notify the trustor accordingly. Herein, a trusted community refers to a trust
relationship established between the trustor A and the trustee B and sustained for an
intended purpose. Figure 2 illustrates a basic structure of this module.
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Fig. 2. Root trust module

4.3 Mechanism for Trust Sustainability

As postulated, the trust relationship is controlled through the conditions defined by
the trustor, which are executed by the RTM at the trustee on which the trustor is will-
ing to depend. The reasons for the trustor to depend on the RTM at the trustee can be
various. Herein, we assume that the RTM at the trustee can be verified by the trustor
as its expectation for some intended purpose and cannot be compromised by the trus-
tee or other malicious entities later on. This assumption is based on the work done in
industry and in academy [5-8].

As shown on Figure 3, the proposed mechanism comprises the following proce-
dures.

Root trust challenge and attestation for ensuring the trustor’s basic trust depend-
ence at the trustee in steps 1- 2;
Trust establishment by specifying the trust conditions and registering them at the
trustee’s root trust module for the trust sustainability in steps 3-6;
Sustaining the trust relationship in the trust community through the root trust
module monitor and control in steps 7-8;
Re-challenge the trust relationship if necessary when any change against trust
conditions are reported.

a)

b)

c)

d)

As it can be seen from the above protocol, the trust is based on the trustor’s de-
pendence on the RTM. Although the RTM is located at the trustee, its execution for
trust maintenance and sustainability is based on the agreed conditions and rules ap-
proved by both the trustee and trustor at the time the trust is built.

5 Applications

The mechanism proposed above provides a way to sustain the trust. It can be used to
support any services that are using remote digital communications. It could also be
applied for building up personalized trusted computing platform. This section presents
some of its applications.
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Fig. 3. Protocol for trust sustainability

5.1 Trusted MIDlet

One of the most popular mobile terminal applications is Java MIDP (Mobile Informa-
tion Device Profile) application – MIDlet. There are certain measures to evaluate trust
in MIDlets at the time they are loaded into the device. However as the MIDlet may be
modified from its original state or illegally copied, its provider can no longer trust it
after the installation. This introduces security problems in mobile services that
interact through MIDlet with the service provider. Digital signatures and Digital
Rights Management (DRM) procedures are currently unable to solve all the problems
successfully. As shown in Figure 4, the current MIDP 2.0 can support the trust attesta-
tion from MID (Mobile Information Device) to MIDlet, but lacks support on building
up and sustaining the essential trust from the MIDlet or MIDlet providers to the MID
running environment.

Fig. 4. One-way trust relationship between MID and MIDlet
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With the proposed mechanism, the trust relationship could be sustained between a
MIDlet provider (or a MIDlet) and a mobile information device. The method com-
prises attaching trust conditions to a MIDlet suite, downloading the MIDlet suite with
attached trust conditions to the MID’s RTM (already trusted by the MIDlet provider),
checking the trust conditions against any alteration of the MID to determine a viola-
tion of the trust conditions and restrict changes accordingly, as well as reporting the
violation to the MIDlet provider if necessary.

Complementary to DRM solutions that control the lifecycle of the MIDlet itself,
this solution allows to express flexible rules associated with the execution environ-
ment of the MIDlet.

5.2 Personalised TCP

Current TCP technology forces users to accept pre-set rules defined by service
providers, with no ability to personalise them according to their preferences. This
kind of ‘blind trust’ is one of the biggest barriers that delays the acceptance of TCP,
especially by end users. With the help of the proposed mechanism, the trust can be
built according to the user’s personalized conditions and based on the same root trust
module already built into the digital device. In this case, the user is the trustor while
the digital device is the trustee. The root trust module will behave as a crucial compo-
nent in the future TCP compliant devices. It will inform the user about any distrustful
behaviour of the device or restrict some changes at the device according to the user’s
personal trust specifications. Potentially such mechanism may alleviate also some of
the privacy issues commonly associated with TCP.

5.3 Trusted Ad Hoc Networking

A mobile ad hoc network (MANET) is a collection of autonomous nodes or terminals
that communicate with each other over relatively bandwidth-constrained wireless
links. It is a new paradigm of networks where all network activities including discov-
ery of the topology and delivery of messages must be executed by the terminals them-
selves. The MANETs are generally more prone to physical security threats, such as
eavesdropping, spoofing, denial-of-service, and impersonation attacks.

With the proposed mechanism embedded into the ad hoc network terminals, it is
possible for those devices to build the trusted community for autonomous communi-
cations. The trusted community is composed of a number of nodes following a com-
mon intended purpose, as shown in Figure 5. By imposing identical trust conditions
on members of the community the required trusted behaviour could be assured.

5.4 VPN Trust Management

Trust plays a key role in the context of virtual private networking (VPN). However,
providing advanced trust into VPN networks has proven to be problematic as none of
existing VPN systems can ensure that data or components on a remote user terminal
can be controlled according to the VPN operator’s security requirements even though
the user verification is successful, especially during the VPN connection and after
disconnection. Nowadays, the VPN operators depend on user’s responsibility to ad-
dress this potential security problem.
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Fig. 5. Establishing trusted community in ad hoc networks

The proposed mechanism provides a solution for the above problems. In this case,
a VPN management server is the trustor, while VPN a client terminal is the trustee.
The VPN management server identifies the client terminal and specifies the trust
conditions for that type of terminal at the VPN connection. Thereby, the VPN client
terminal could behave according to the VPN operator’s expectation.

6 Conclusions and Future Work

This paper presented a mechanism to sustain the trust among TCPs on the base of the
root trust. The formula of trust used throughout this paper takes on the form “A trusts
B for P under C based on R”. The formula creates the trust based on the attestation of
the RTM at the trustee and controls its sustainability according to the pre-defined
conditions C. Those conditions are approved by both the trustor and the trustee at the
time of trust establishment and enforced through the use of the pre-attested RTM until
the intended purpose is fulfilled.

The paper extends the trust model from static to dynamic. Thus, it develops the no-
tion of using trust management not only for the trust assessment but also for the trust
sustainability. The proposed mechanism could be applied in many real applications
for the trusted services and communications. It could work as an extension of future
trusted computing platform to support various applications with greater flexibility.

Our future work will focus on developing the theory of trust model and prototyping
the mechanism for trusted mobile Java applications.
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Abstract. In a distributed system entities perform their respective ac-
tivities by consuming or providing each other services. For the entities
deployed in a global computing scenario it is important to be aware of
the trustworthiness of each other. Trust-awareness enables entities to
decide either which service provider to refer to or whether to accept a
service request from a client; additionally, trust degrees enable entities
to negotiate which security measures to employ for interacting with each
other.
This paper describes TAw, an implementation of the social reputation
model described in [11,12]; TAw is a peer-to-peer architecture designed
to maintain the notion of reputation in a global computing environment
and integrate existing naming technologies. A TAw peer is transparently
interposed between a client application and the naming service. TAw
peers proactively gossip with each other exchanging trust information;
the gossiping technique allows the whole system to scalably and flexibly
maintain trust information in a human-like manner.

1 Introduction

In a global network, entities (e.g., service consumers and producers) are deployed
and interact with each other so as to complete their respective tasks. For both
service consumers and producers, trust plays a crucial role; currently, service
consumers and producers interact with each other without having any idea as
to the other’s trustworthiness. This lack of information makes service consumers
and providers distrust the wide-area deployment of services in a manner that
depends on the nature of such services.

When reading the literature on reputation modeling [1–4, 6, 8, 14, 15], it is
clear that current technologies do not provide any general-purpose solution
for transparently managing reputation and trust; additionally, the Openprivacy
framework [13] requires a specific distributed object middleware to be employed,
and the model in [5] does not currently model trust issues which, to our opinion,
have to be considered.

This work has been partially supported by the European FP5 RTD project TAPAS
(IST-2001-34069) and by the base project “WebMiNDS” under the FIRB program
of the Italian Ministry of Education, University and Research.
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Currently, enterprise application developers still have to code into their ap-
plications all the logic needed to support trust-aware decisions. In order for
a common and scalable trust infrastructure to be designed and deployed in a
large-scale environment, a common trust semantics is necessary; starting from
the social reputation model developed in [11,12], in this paper we employ that
model in designing TAw, a peer-to-peer middleware that enables any existing
naming service with a notion of trustwothiness.

TAw has not been designed to play any active role in managing computer
security, it only provides every entity in the system with information about other
entities dependability; however, TAw services can be exploited by any consumer
or producer to meet a better degree of dependability when dealing with other
entities in the system. TAw can be employed in a variety of scenarios; for in-
stance, it can be employed for maintaining information pertaining the reliability
of a service’s replicas in a cluster as well as for triggering security mechanisms in
B2B interactions (i.e., based on the trust degree each part places on the other’s
dependability, different security mechanisms can be agreed and exploited by
both of the parties so as to prevent one’s illegitimate behaviour producing the
lower most-reasonable overhead). Due to the adoption of the peer-to-peer design
principle and the epidemic dissemination model (also called gossiping) [7,10],
employed for supporting information propagation, TAw is expected to provide
service consumers and producers with a scalable and flexible trust-awareness
service that also enables an high degree of interoperability.

This paper is structured as follows. Section 2 describes the design of a dis-
tributed peer-to-peer architecture that implements the aforementioned trust se-
mantics. Section 3 examines related research contributions. Finally, Sec. 4 con-
cludes this work.

1.1 Trust, Trustworthiness and Reputation

In this paper we make intensive use of terms such as trust, trustworthiness
and reputation; we adopt the definitions from [12] since we find them to be
appropriate for the purpose of this work. First, we define a principal to be
an entity that can be granted access or affect access control decisions; the set
of all principal will be referred to as A principal can consume or produce
more than one interface; thus, it can be trusted within more than one context.
Second, we say Alice trusts Bob within a given context if Alice expects Bob to
exhibit a dependable behaviour when acting within that context; thus, trust is a
measure of how much reliance a trustor (e.g., Alice) can justifiably place on the
dependability of a trustee (e.g., Bob) behaviour within a specific context. Third,
we say that an entity is trustworthy, within a given context, if it actually justifies
reliance on the dependability of its behaviour within that context; thus, we define
trustworthiness to be a private and secret property of any entity and, therefore,
neither known to other entities nor provable. Finally, we define reputation within
a specific context to be the subjective perception of trustworthiness that is built
from a given, possibly partial, amount of information that describe the behaviour
that a specific entity exhibited in the past within the specified context.
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1.2 A Reputation’s Metric and Model

In this paper we adopt the trust model described in [12]; here, trust is defined
as in (1), where is the set of principals, the set of contexts, and is time.

Trust evolves according to time and events (e.g., an interaction between two
principals); without any event happening, the owned information become obso-
lete and, as a consequence, trust decays. However, on an event occurrence, trust
adapts so as to reflect both the aging of the previously achieved information and
the trust degree associated with the occurred event, as in (2) where is defined
the direct trust between a trustor and a trustee here, the trust stability
parameter, represented with the notation indicates how much the result of
a new interaction affects a given trust degree. In principle, the trust stability
should depend on how much the fresh trust value differs from the expected one
and on whether that difference is positive or negative: as much that difference is
higher, a positive one will be discounted while a negative one will be counted.

The indirect trust degree (3) is defined to be the average trust-degree that
a set of known principals, namely recommendors, associate with the trustee
(within a given context at a specific time). Evaluating the trustworthiness of a
principal within the context means evaluating its trustworthiness in pro-
viding recommendations within context

Finally, reputation, is defined as a linear combination in [0,1] of
direct trust and indirect trust; it describes the trustworthiness that a trustor
associates with a trustee within context at time In (4), is a real parameter
in [0,1] that indicates the subjective weight a specific principal assigns to direct
trust with respect to indirect trust; it is individually decided by each principal.

Let any two principals carry out an interaction; after that interaction, each
of them can associates a trust value with the other principal, according to his
behaviour during that interaction. A new trust value does not only contribute
to compute the direct trust between a trustor and a trustee; it is also used for
computing the direct trust between the trustor and the recommendors, within
the context of providing recommendations. Basically, the less the recommenda-
tion differs from the direct trust the trustor associates with the specific trustee,
the better reputation will be associated with that recommendor by the trustor.
Thus, the trust value associated with that recommendor is 1 if the recom-
mendation is equal to the interaction’s trust value and will go towards 0 as the
difference becomes larger; the new direct trust degree between the trustor and
the recommendor will be computed according to (2) and
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2 The TAw Architecture

TAw enables trust-aware interactions among distributed service consumers and
producers, enabling a principal either to refer to the most trustworthy provider
in a specific context or to trigger adequate security mechanisms to support a
further interaction. It also provides principals with fault tolerance and good
performance by maintaining and computing trust information in a highly dis-
tributed manner; for this purpose, it implements both a peer-to-peer interaction
paradigm and an epidemic information dissemination model (see below). In TAw
each principal is provided with a specific TAw peer that locally maintains trust
information, computes reputations and propagates them on his behalf. A piece
of trust information that is collected by a peer is either originated by the owner
principal (after an interaction with another principal), or obtained via the trust
propagation protocol described further in this section. To enforce only legitimate
principals to access to the TAw services, another entity, namely the Virtual So-
ciety Service (VSS), is introduced. Additionally, it manages principals groups
based on the services each principal is intended to consume or produce. For the
sake of conciseness, it was impossible to insert UML diagrams of the interaction
patterns discussed in this section; however, they are included in the extended
version of this paper available for downloading at the author’s web page.

2.1 TAw Peer

A TAw peer is a proxy client which mediates between a principal and a specific
naming service. According to this scheme, the peer provides the associated prin-
cipal with the bind and lookup operations; the first allows a service provider to
register itself to a naming service so as to make its services available to remote
consumers, whereas the latter allows a client of the naming service to obtain
the reference to a service provider. The TAw peer also provides a getTrust
operation that returns the reputation of a specific principal within a given con-
text. Additionally, each peer implements a peer interface that is used by other
peers for propagating trust information. When a principal invokes the lookup
operation on its own peer for a trustee in context this looks into its trust
repository T for tuples matching that context. Then, for each known possible
trustee, it computes the reputation, chooses the most trustworthy and returns
its reference. If the peer cannot itself provide information about a trustee in
that context, the naming service is queried for a trustee that is added to the
trust repository (with direct trust degree set to 0, which also mean completely
unknown principals) and returned to the calling principal.

Each peer maintains a data structure, namely the trust repository, that is
used to store trust information; basically, it is a collection of tuples
where is the trustor, is the trustee, is the context, is the
time to which the trust degree refers and is the trust degree associated
with A peer acquires trust information both when the associated
principal consumes (provides) services from (to) other principals, and when the
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trust degrees are collected from the other peers, via the trust propagation pro-
tocol (see below). In order to reduce the maximum size of trust repositories, a
constant is introduced such that, each time reputation about a specific prin-
cipal is being computed, if that reputation is less than then data about that
principal will be removed from the table.

2.2 Virtual Society Service

So far, we described the TAw peer which is the basic abstraction that implements
our trust model; however, no criteria has been given about how such peers con-
nect with each other to form a social network and exchange trust information.
The Virtual Society Service (VSS) is responsible for such a task; additionally,
for the system to implement a correct and efficient behaviour, it enforces the
following constraints:

So as to reduce the communication overhead due to reputation dissemina-
tion, peers have to be grouped according to the interfaces they are intended
to produce or consume.
In order to prevent a principal to illegitimately influence the reputation
computed by the other principals in the system, it is important that each
principal is not associated with multiple peers in the TAw architecture.

As a principal wants to join the TAw reputation infrastructure, it has to
authenticate to the VSS; in turn, the VSS will manage its membership within
the social network and will providing it with references to the peers with which
it has to exchange reputations.

When a new peer joins the virtual society, the VSS provides it with the
knowledge of its neighborhood, a random set of individuals which are intended
to produce or consume the same set of service interfaces and towards which
that peer will gossip trust information; in this case we say that the size of the
neighborhood corresponds to the fan-out of the gossiping protocol. As shown by
the experimental results in [10], for the trust propagation to behave efficiently,
the fan-out has to depend on the logarithm of the number of principals in the
system which consume and provide the same interfaces.

Due to the dynamical nature of B2B scenarios, peers that dynamically join
and leave the system may enforce frequent changes in the gossiping fan-out and,
thus, may require all the peers in the system to update their neighborhood
in order to maintain the gossiping properties. We prevent the peers to require
frequent neighborhood updates by enforcing the neighborhood size to be twice
the gossiping fan-out, only requiring the peers to be notified of changes in the
fan-out.

Further, to improve TAw’s resilience against reputation-based attacks (i.e.,
neighbors that continuously send incorrect trust degrees in order to either get
advantages over or disadvantage a specific set of individuals), the VSS period-
ically updates the neighborhood of every individual; for the same purpose, a
similar technique has previously been adopted in [16,17]. Neighborhood update
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both enforces an upper bound on the possible duration of a reputation based
attacks towards a specific principal.

Essentially, the VSS makes the system to start from scratch, enabling the
peers to connect with each other forming a social network; although it may ap-
pear like a centralized service, it can be implemented in a distributed and trust-
worthy manner. For instance, in a scenario in which principals are deployed over
different security domains, the VSS can be implemented as a cluster of servers,
one for each domain, which have to agree (e.g., by voting) on the decisions about
the management of TAw system (e.g., which principals can legitimately access
TAw services).

Within TAw, each legitimate principal is uniquely identified by a long-term
PK certificate that will be used for providing authenticity of exchanged informa-
tions. In order to group TAw principals based on the services they produce or
consume, the mentioned long-term certificates are enriched with two attributes,
namely provides and consumes, that respectively indicate the interfaces the
associated principal is intended to produce or consume.

2.3 TAw Trust Propagation Protocol

In order to distribute trust information over the system, TAw implements an
epidemic information dissemination technique. If such an approach prevents the
principals from building a global state about trust information, and thus com-
puting more precise and consistent trustworthiness estimations, on the other
hand it significally reduces the communication overhead due both to the con-
struction and the maintenance of a global trust-information status. According to
the experimental results that are discussed in [12], after an initial time in which
the system principals collect a set of trust information which describes the other
principals’ behaviour, each principal in the system is expected to request ser-
vices to the principals which he associates with better reputations. Moreover,
such trust information can also be employed for triggering reconfigurations when
a currently referred provider loses reputation or a new provider, with a better
reputation than the known ones, is discovered.

So as to disseminate trust information over the TAw architecture, each indi-
vidual periodically sends the newly computed reputations to a random subset of
its neighborhood, whose size corresponds to the gossiping fan-out. The receiving
neighbors will store these tuples in the respective trust repositories where they
will be employed for computing fresh reputations.

The gossiping propagation model gives probabilistic guarantee to spread rep-
utations over all the group in propagations, with being the number
of peers in the group. Never in two successive propagation rounds the same
information is propagated. At each round each individual propagates its own
opinion about the known principals, according to the social human behaviour;
however, it is worth noting that such a gossiping technique allows a fresh trust
information to reach all the TAw peers within a number of propagation rounds
that depends on the logarithm of group size. The adoption of such an epidemic
model for trust information spreading does not provide the guarantee that all
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the principals compute the same trust degree about a specific principal; however,
according to the preliminary results in [12], we expect trust degrees to tend to-
wards the mathematical ideal described in Sec. 1.2, in a manner that depends on
the social distance between the trustor and the trustee (i.e., the average number
of recommendors which stand between the trustor and the trustee).

2.4 Interoperability

Interoperability is a key issue to address in a wide area system; in this section
we outline some design issues that enable TAw (i) to be suitable for extending
every existing naming and directory service and (ii) to allow a global virtual
society to be built upon several domains which make use of different naming
and directory technologies. Both of the mentioned interoperability aspects are
addressable by having a common underlying trust semantics; this semantics also
allows a common internal representation of trust information. Thus, we address
interoperability by dividing the individual in two logical units:

TAw core peer: The core peer implements the trust semantics described in
Sec. 1.2. Each peer implements both a generic naming interface and a peer
interface. The former enables a principal to query the trust repository for
service providers according to the semantics explained in Sec. 2.1. The inter-
face is called “generic” because each specific naming-and-directory service
interface can be mapped into a sequence of invocations to this interface. The
peer interface implements the trust propagation protocol; this interface is
not affected by the underlying naming and directory service. In fact, the
common trust semantics and representation allow peers to exchange trust
information independently from the interface implemented by the underlying
naming service.

Interface layer: The interface layer implements the underlying service specific
interface with a set of invocations to the generic naming interface that is
provided and implemented by the core peer. In addition, this layer possibly
translates the results returned by the invocations of the generic naming
interface into a set of invocations on the actual instance of the underlying
naming service.

Figure 1 shows two peers are interacting with each other; the first is deployed
on JNDI whereas the second is deployed on Corba IR. The common trust seman-
tics enables the TAw Core peers to communicate with each other, exchanging
trust information. The peer interface layer enables the respective applications
to transparently manage trust information, providing the same interface of the
underlying naming and directory services. This design approach addresses the
second concern as well; because of the common trust semantics and represen-
tation, the core peers are able to exchange trust information with each other
directly as long as they are able to identify each principal by resource identifiers
that are independent from any specific naming and directory service.
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Fig. 1. Interoperability among TAw peers.

3 Related Work

3.1 Trust and Reputation

In [1], Aberer and Despotovic propose a formal model of trust to enforce a trust-
worthy document retrieval mechanism in a file sharing peer-to-peer architecture;
in this work, global trust information is maintained in a distributed decentralized
data structure and computed by querying this data structure and combining the
obtained values. In order for one to query that structure, the trustee identity
has to be known a priori. In TAw, each principal is maintains a local set of
trust information, specific of its tasks, so as to reduce the communication over-
head; moreover, the only context information enables a principal to retrieve the
most-trustworthy known principal.

In [2–4], Azzedin and Maherswaran develop a socially inspired reputation
management framework to be applied to resource management in Grid mid-
dleware. By relying on a distributed trust server that computes and returns
reputations computed on a global state, this architecture introduces a higher
communication and computational overhead than TAw does.

In [5], a precise and well founded model for reputation is presented; however,
this model does neither consider trust decay with time nor describe the trust-
worthiness associated with recommendations and, thus, it does not allow one to
isolate bad recommendors.

The SECURE European Project is studying a reputation based system specif-
ically for ubiquitous computing [6]; they make use of knowledge degrees to dis-
ambiguate between principals that present the same trust levels and to bootstrap
the trust acquisition mechanism in an unknown environment. Although the trust
model they develop is very precise, still it is not clear the dynamic behaviour of
their trust model.

Both Dragovic et al [8] and the OpenPrivacy project [13] implement repu-
tation management systems; the former for trust-aware selection of application
servers, and the latter for disseminating and computing trust information within
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a specific distributed object middleware. However, no detailed information about
the trust architecture and semantics were available to the authors.

In [14,15], Abdul-Rahman and Hailes present a reputation-based infrastruc-
ture to be applied for information retrieval. The trust model they implement is
not time dependent; in TAw, we assume time to affect trust degrees.

3.2 Gossiping Dissemination Model

In the gossiping dissemination model [7], entities perform local update operations
and then propagate the effects lazily. Entities operate in a manner that maintains
the casual order of information dissemination and update over the system, in
a way that is similar to how information propagates in a social environment.
However, these systems do not support transactional properties, they only offer
single operation semantics.

Gossiping is often exploited for designing reliable and fault tolerant proba-
bilistic multicast protocols [9,10] that rely on a peer-to-peer interaction model,
distributing the protocol load among all the peers. Gossiping protocols have been
proven efficient [7,10]; in these works, the experimental results provide proba-
bilistic guarantees of disseminating information among a community’s members
in protocol rounds (where is the number of participants to the pro-
tocol).

4 Concluding Remarks and Future Work

To the best of our knowledge, TAw represents the first general-purpose mid-
dleware architecture for reputation management. TAw transparently manages
trustworthiness of physical and logical resources in middleware systems deployed
over large scale distributed contexts as well as for managing the trustworthi-
ness of principals that interact or collaborate via application level services in a
business-to-business context.

We expect TAw to efficiently and robustly scale in wide area networks. A
discrete-event simulator is being implemented so as to evaluate how the adopted
trust semantics captures the complex behaviour of social trust and TAw’s re-
silience against the malicious dissemination of false trust information. A TAw
prototype is being developed as an extension of Java Naming and Directory In-
terface (JNDI) to be employed within an open source J2EE application server.

Although our current research firstly aims at evaluating a practical appli-
cation of our reputation model, further efforts will be spent on relaxing the
assumptions made on the VSS and on researching a distributed architecture
which implements its functions in a flexible, scalable and secure manner.
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Abstract. This paper raises two problems of trusted services in distributed or-
ganizations. First, on a global scale trust becomes a hard issue to solve for many
multinationals since there is no such thing as a global PKI, although many ef-
forts try to overcome this gap. We propose an alternative non-institutionalized
trust model to overcome this global trust dilemma. Second, trust prohibits real-
time concurrent replication of the trusted service on redundants to increase de-
pendability. We argue why the fuzzy concept trust does not permit replication
techniques and propose an indirect approach to trust by indicators.

1 Introduction

The Achilles’ heel of security and privacy is trust since trust models plays a vital role
in securing business transactions. As the Internet is growing and the type of applica-
tions and transactions between systems change, new trust mechanisms emerge with
different certificate formats and/or different roots. The difference in certificate for-
mats does not only appear between certification formats of other trust concepts, but
also within the same implementation of a standard. Besides the difference in formats
a more disturbing problem is the institutionalized approach of many certification
models relying on different institutional (governmental) roots. Digital trust becomes a
representation of real trust, locally controlled by governments at the root and globally
prearranged by international treaties. The world of trust is as such divided in several
conglomerates with hierarchical and meshed structures of certification authorities
(CA). The consequence is that cross-boundary trust management is usually cleared
between settled (almost monopolistic) companies and governmental institutions. The
many drawbacks, like complexity of the certification process, technological overhead
for achieving trust between institutionally rooted entities, limited coverage due to the
limited bilateral agreements, political hurdles and high costs for or no entrance for
new independent entrants in the trust service market, frustrate global transactions.

Another problem in the intersecting domain of global business and trust is depend-
ability. Globally distributed organizations like multinationals exploit wide area net-
works to interconnect their business and have several protected (public) access points.
The forefront security bastions of such a large-scale distributed system suffer from
different type of failures, like due to denial of service attacks. The security services
are therefore replicated on a limited low number of local redundants to resist attacks
with a limited effect. An attacker can succeed when he plans repeated attacks from
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different locations by a distributed denial of service attack. Not only is the security
service unavailable for a time then, but also after the recovery the trustworthiness or
trust authority is harmed. The fuzzy trust is harder to restore in the minds of the cli-
ents.

In this paper we will elaborate on the two problems. A better understanding of
what trust means would ease the quest for solutions. We will start in the second chap-
ter with describing the meaning of trust in an interpersonal context and slowly make
the transition to virtual trust. Here we try to discover how real trust can manifest in
the virtual world. In the third chapter we will discuss the trust models with respect to
their lack to solve global trust issue and propose an alternative. In the fifth chapter we
elaborate on the dependability problem and pose a directive to ‘commoditize’ trust.

2 Trust: An Interpersonal Perspective

For human and computer entities spread over different places that have to cooperate
in order to achieve a valuable aggregated service, an inevitable success factor is trust
[1]. Trust is central to human life and is considered to be essential for maintaining
cooperation, vital to any exchange, and necessary for even the most routine of every-
day interaction. Trust functions can be seen as a catalyst for those interactions. The
higher the importance of the exchanged goods, the more critical trust becomes be-
tween the negotiating end points. However, trust is not something that can be de-
scribed easily; it rather depends on the context [2]. As trust is ultimately an interper-
sonal matter, we can understand trust in the virtual world by looking first in the real
world. The question is whether trust though can manifest as an independent object.

A major impetus for research on trust has been the growing evidence of its varied
and substantial benefits of trust for teams and organizations [3]. Numerous studies
have demonstrated how increases in trust result directly or indirectly in more positive
workplace behaviors, attitudes, better team processes and superior levels of perform-
ance (see [4]). Considerable efforts have also been made to apply emerging trust
theory to a variety of important organizational problems, some being the result of the
increase of distrust in systems, institutions, policies and management [5]. Although
trust may not be the ultimate solution for all problems, as organizations have moved
towards flatter and flexible forms of organized activity, interpersonal dynamics, and
trust in particular, have become critical elements in achieving effective collaboration.
Perhaps more than ever organizations need to invest in conditions that facilitate trust
among members in order to survive and remain effective.

Trust becomes a vital concept when there are significant risks involved in trusting
(i.e., vulnerability) and when there is objective uncertainty about future consequences
of trusting [2]. In organizations uncertainty and vulnerability arise from different
reasons. Consequently, trust has been studied with regard to different respects and has
been approached through different perspectives. Because trust is so central to human
relations many definitions have been put forward from a variety of perspectives, but
to date no general definition has been agreed.
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As one-dimensional phenomenon, trust has been conceptualized as either a psy-
chological state or a choice behavior. The psychological state point of view defines
trust in terms of interrelated cognitive processes and orientations towards beliefs or
positive expectations in relation to others. Some definitions apply to contexts where
these others are identifiable, such as in [6] “trust is a psychological state comprising
the intention to accept vulnerability based upon positive expectations of the intentions
or behavior of another”. In other definitions trust is presented as a more general atti-
tude or expectancy about other people or about the general social system. Common to
these definitions is the reference to states of “vulnerability”, “confidence”, and “posi-
tive expectations”. Trust as a choice behavior can be seen as the willingness to take
risks by acting on the basis of words, actions or decisions of others [7]. In some defi-
nitions trust is viewed as a more or less rational decision, motivated primarily by
perception of risks, concerning either the probability of successful cooperation or the
possibility of transaction cost-reduction. More recent definitions argue the need to
conceptualize trust not only as calculative orientation towards risk but also as a social
orientation toward other people and societies as a whole [8]. As recent research has
demonstrated, one does not only ‘think’ but also ‘feels’ trust. Throughout research
various behaviors have appeared indicative of trust such as cooperative behaviors
including open communication, acceptance of influence, forbearance from opportun-
ism, and lack of monitoring ([9]; [10]; [11]).

In discussing how expectations underlying trust affect subsequent behaviour, sev-
eral scholars have alluded to the fact that an adequate analysis of trust begins by rec-
ognizing its multi-faceted character. Trust is a highly complex phenomenon with
distinct cognitive, emotional and behavioural dimensions [12]. People trust by acting
as if uncertain future actions of other were certain. This decision is made based on a
cognitive process that discriminates others as being trustworthy, untrustworthy or
unknown as well as on emotional bonds [12]. Several authors describe trust as a func-
tion of different inter-related components, including individual propensities, interper-
sonal assessments of trustworthiness, and behaviours of cooperation and lack of
monitoring. For instance, [10] refers to trust as a psychological state that manifests it
self in the behaviours towards others in situations entailing risk. Others [1] explicitly
connect positive expectations with cooperation.

More than defining trust in different ways, trust may be composed of different ele-
ments, each of a different nature. Individual predispositions, characteristics and
intentions of the trustee(s) and situational conditions such the degree of risk can de-
termine both the level and the potential form that trust takes. The relative importance
of these factors is determined by the type and course of the relationships where trust
occurs.

According to [6] vulnerability and uncertainty arise under conditions of risk and
interdependence. Risk is considered to be the probability of loss as perceived by the
trusting person(s). When trust is not fulfilled, the trusting party suffers from an un-
pleasant consequence, which is greater than the gain he would have received [13].
Assessing the risk before trusting involves considering other peoples’ motives and
intentions and the situational factors that weight the likelihood of the possible posi-
tive and negative long-term effects of the trust. Interdependence refers to the extent to
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which the interests of one person cannot be achieved without relying upon another.
According to [14] interdependent relationships vary according to type and depth, and
entail distinctively different risks. These differences suggest that in different situa-
tions people will look for different attributes in order to trust. For example, in super-
ficial dependence relationships it is necessary to look for partners that have a history
of reliable behavior, whereas in situations of deep dependence people will look for
additional attributes such as honesty, integrity [14].

Regarding the previous, a conclusion we can draw is that trust is too fuzzy and de-
pends on too many independent social psychological factors to make a simple transi-
tion into the virtual world. As we cannot simply define a general method to convert
real trust into a virtual (software) object, an option could be to define derived indica-
tors. In the real world derived indicators are for example police uniforms that indicate
the profession and as such the services you might expect and rely on. As we cannot
simply ‘commoditize’ trust in the virtual world, we can also build trust models to be
able to deal with real trust in the virtual world. These models are explained next.

3 Translating Interpersonal Trust into Virtual Trust

In the virtual world trust is not created for the first time; it is a derivative of trust in
the real world. As trust is not something absolute and tangible it is in the virtual world
addressed by reference between unknown entities, like x trusts y, because x trusts z
and z trusts y. Z functions here as a point of reference (POR). Several trust models
exist in which they differ in the way they include this POR. When examining trust
models, they can be distinguished according to many dimensions, ranging from tech-
nical issues like certification formats and key management to legal issues like interna-
tional treaty laws for global e-business. Topology and status of the PORs are chosen
here as a solution on an abstract level is looked for. Topology refers to the structure
(i.e. degree of decentralization and number of participants) in which all the end-
entities interact with each other indirectly via the POR like in a hub-and-spoke sys-
tem. Social status refers to the degree of social acceptance and authorization consist-
ing of two discrete values: low for institutionalized and high for anarchistic princi-
ples.

The first cell represents the class of trust models, in which trust depends on a sin-
gle central institutionalized authority. According to the central hierarchical author-
ity trust principle, one or more superior entities grant credentials to the computing
peers. A typical instance of this class is the public key infrastructure (PKI) [15]. PKI
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is the process and structure of using digital certificates to authenticate, encrypt and
decrypt information that is transmitted over an open network like the Internet. Typical
example of an X.509 [16] based PKI model is PEM [17].

In the third cell the POR is also centralized, but in contrast with the first cell it has
a low status equal to the peer end-entities. This class relies on the central peer trust
principle. The POR in this case is just a peer-entity with a special duty, i.e. mediating
credentials between all the peers who want to interact with each other. It might as
such be responsible for example for key management in Kerberos [18] and Kryp-
toKnight [19]. Other examples of such systems are KeyNote and PolicyMaker [20].

The decentralized peer trust principle in the fourth cell the POR has also a low
status, but this time not one, but all entities can function as a POR. As each peer
chooses it self which other peers to trust as PORs, it relies on peer-to-peer computing
principle. Examples are PGP [21] and Poblano [22].

Now hybrid PKI approaches exist in which the hierarchical concept partly is con-
figured according this decentralization principle by issuing cross-certificates [23] and
bridge certification authorities [24], which tends to the meshed hierarchical models
of the second cell. The second cell consists of models representing trust by decentral-
ized PORs with a high status. Some initiatives and tests have been carried out with
bridge certification authorities (BCA), trust lists [25] and cross certification authori-
ties (CCA) [23]. In a BCA model a new central interconnecting CA is set up to func-
tion as an institutional bridge between CAs that do not necessarily trust each other but
though trust the BCA. The Bridge CA essentially acts as a non-hierarchical facilitator
or introducer of one organization or enterprise to another. Cross-certification is the
act of one CA issuing a certificate to another CA. The trust lists model is actually not
a general solution as it is an informal linkage of CAs by the peers themselves. The
peers subscribe to and maintain a list of the many CAs they trust. As each is identi-
fied by a hash of the public key certificate of the subject CA, they can function as a
verification list for the browser.

4 Global Distrust

Here we will discuss the shortcomings of the models with respect to global trust and
propose a hybrid alternative.

4.1 Discussion

Central Hierarchical Authority. Although the certification chain is unidirectional
and rather simple it is unpractical, because of some assumptions. It assumes that there
is globally one superior certification authority (CA) that can bind al the lower authori-
ties. This implicates that all end-entities (companies, individuals) are also globally
related via an institutional tree. Because of this singular POR the hierarchy tree can
be very long, causing intensive maintenance of the CA–lists of the end-entities. Be-
cause of this tree chaining the structure becomes more critical the higher in the tree.
When keys of a high authority are confiscated, all the lower entities will suffer. Also
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private key infrastructures are thinkable to be modeled in this way, but suffer from
the same. Despite of those drawbacks this model represents highly trusted services in
theory, when a real binding between identity and the keys is guaranteed (registration
POR). As even no consensus can be reached about a supranational authority in the
real world (UN is just administrative), a supranational POR is not likely to exist in the
near future. For overcoming global distrust and interoperability this model works well
in theory, but unfortunately it will remain an Utopia.

Central Peer. It suffers from the same drawback that all entities can rely on a single
POR. Such a global POR does not exist and if it exists it would become too critical.
When there is a binding between the real identity and the assigned keys, after a real
registration, this model works enough for a limited amount of entities. Like the mod-
els of cell 1, this one cannot overcome the problems of global interoperability and
distrust.

Decentralized Peer. As this is an easy anarchistic and simple model and more in the
line of the Internet thought, it can overcome global distrust and interoperability. It is
however not to be recommended for high value transactions, as it is considered the
least reliable. As trust is determined by a group of peers, each as an unofficial POR as
a real binding between identity and key is unavailable, this group can fake the truth.

Meshed Hierarchical. Although, meshed models offer more possibilities to over-
come the global distrust there are some limitations. First, BCA and CCA are still the
domain of the real institutionalized world, which is rejected by the average Internet
user. Secondly, verification paths become now multidirectional require complex algo-
rithms and large storage list of PORs at the client side. Thirdly, setting up a CCA
requires a lot of management overhead per bilateral agreement about social, legal,
technical and economical issues. Those inter-hierarchy models serve well in small
numbers of CA (n), but not with large numbers with n(n-1) links for all countries.
Regional agreements and CCAs between the developed countries are more likely.
Fourthly, a BCA is logically a step towards a supranational POR and therefore suffers
at the end from the same drawbacks as the models in the first cell.

4.2 The Proposal: Trust Service Broker

Regarding the above models some key issues are evident that make global trust a hard
problem. Despite the described drawbacks of the trust models, current researchers
accept or ignore the mentioned drawbacks and expect a formal (institutionalized)
solution for global trust and interoperability to be found with models of the fourth cell
[26]. We rather derive a hybrid model that adopts the positive elements from the
models without going into the nasty administrative miseries. In this section a non-
institutionalized trust service broker (TSB) is therefore proposed to overcome the
described problems. The credibility of this TSB is not based on delegation and man-
dating by other trust brokers (CA’s), but rather on derivation, so that the TSB does
not need an explicit approval from the CA’s. The TSB functions then as a mediator in
situations where end-entities cannot trust each other directly neither can they agree on
one CA nor on a bridge or cross certificate.
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The TSB provides interoperability by matching different certificates either by us-
ing the flexible extensions of the current standards (like in PKIX) or by providing an
interface for non-standard certificates to an own homogeneous format. Moreover it
provides a bridge between the unlinked CA’s, without drowning in the trust chain of
certification authorities. The TSB would then not only be subjected to the higher
institutional boundaries, but also lose its impartial role, which is of crucial importance
on the anarchistic Internet. Ironically however, it derives its credibility from CAs and
from the Internet community. The TSB owes after all multiple certificates from the
different CAs and it is chained in web of trust of the individual peers. The trust bro-
ker architecture is not only of importance for e-business transactions between global
organizations with heterogeneous CAs, but also for trust developments in small de-
vices as the TSB relieves many trust related tasks. It partly relies on the existing certi-
fication standards as it makes use of the currently available flexible extensions, but it
also issues an own format converter for non-standard certificates. However it does
not submit itself to any institution, respecting the anarchy of the Internet. Although
the TSB model reaches some complexity, it is deployable as a web service. This web
service mediates not only trust between the different models, but also takes care of
the interoperability problem as it portals trust assertions.

5 Fault Tolerant Trusted Services

As we have explained in the introduction many organizations suffer from failures of
their forefront security systems due to several reasons, among them denial of service
attacks. It is then important to have a cluster of instant up-to-date redundant systems
to too increase dependability [27,28,29]. Redundancy means that (in parallel or serial)
similar systems are ready to replace the main system. Services are therefore fre-
quently replicated on the redundants and recovered after a failure. However, deploy-
ing replicated servers has a limited scalability, as it requires costly dedicated hard-
ware. As such its effectiveness to resist failures is also limited to the fixed number of
replicas - 1. It is also considered inefficient, as most of the time the redundant is hi-
bernating.

Especially, due to the possibility of multiple sequential attacks it is important not
to be limited in the number of redundants and preferably have infinite redundant
resources. Only then it is possible to achieve perpetual availability of security servers
and to resist numerous multiple attacks. A well-known technique to decrease ineffi-
ciency and to increase effectiveness is resource-sharing. Resource sharing techniques
enable multiple servers with different purposes and superfluous capacity to share each
other’s resources and as such gain economies of scale. The collaborating servers are
then able to host data and/or execute programs on other hosts to achieve fault toler-
ance [30]. Assuming that a multinational owes n different servers, he can resist n-1
attacks, without having to invest in n-1 redundants for each server. If n is very large it
approaches perpetual availability as the time between the first attack and the last at-
tack is assumed sufficient enough to recover the first server. As such multiple attacks
could be resisted. To achieve a very large number all servers of a company or multi-
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ple companies (joint ventures, mergers, etc) have to be included. However, concur-
rent real time replication of the service with remote redundants via asynchronous
open networks like the Internet remains an Utopia due to some problems, like Byzan-
tine failures. The main concern lies however in the fact that replicating the data (con-
tent) does not implicate that the clients also trust the succeeding redundant server.

The main reason lies in the fact that ‘trust’ cannot simply be treated as any soft-
ware object that can be exchanged between the remote computers when failures occur
[31]. Due to the fuzziness of trust and the impossibility to ‘commoditize’ trust, as we
have described in the second section, trust does not permit replication techniques. As
such we proposed to use trust indicators. Like in the real world unique distinctive
personalized indicators should be agreed on. The fact that we rely on a man with a
police uniform is because we agreed on the color, type and so on of that uniform. In
the virtual world we should as such define a unique distinctive personalized indicator.
In cryptography it is common to use secrets for different techniques. As such we
should define a unique distinctive personalized secret that will represent the trustwor-
thiness of one entity in an intercourse between two entities. As such we pose the next
agreement: If CEx trusts CEy this trust assertion can be ‘commoditized’ when CEx
shares his unique, personalized and distinctive secret with CEy. We might append to
this assertion also expected services, like we have with the policeman in uniform. We
might agree on the fact that who knows the secret s is implicitly mandated to perform
some tasks on the behalf of the originator (owner). A task could be in our case to
mediate security services. Representing trust as a secret enables us thus to replicate
the secret and as such, considering the made agreements about the holder, the trust
authority.

6 Conclusion and Future Work

In this paper we have raised two problems concerning dependable trust. First we
explained how the problem of global distrust might frustrate global transactions. We
have depicted the importance of interpersonal trust that precedes virtual (technical)
trust between the remote entities. Trust models have been presented and their limita-
tions to clear global distrust have been discussed. A non-institutionalized trust service
broker as an alternative to the formal approaches has been proposed. This model does
not, in contrast with the previous, require formal hierarchical bindings with certifica-
tion authorities. It reuses the granted certificates from the different local CA’s as a
user to set up a trust broker via a web service in which middleware will take care of
matching the different formats from the several CA’s. Although it is technically
achievable, we expect that other type of problems might rise. Due to decreasing mar-
ket share and thus their (often) monopoly the existing CA’s mighty try to forbid (le-
gally) their users to exploit the certificates for commercial reuse. In future work we
aim at implementing this (web)service with a limited number of CA’s.

The second problem we raised was the frustrating role of trust in replicating
trusted security servers to achieve low cost dependability by means of resource shar-
ing techniques. The fuzziness of trust does not permit replication techniques. As such
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multinational organizations have to invest more in dedicated servers and achieve
relatively less dependability due to limited budgets. We proposed to use secrets to
frame the fuzzy concept of trust as a software object. In future work we intend to
develop specific replication schemes for trust in asynchronous environments.
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Abstract. Trust management and trustworthy computing are becoming increas-
ingly significant at present. Over the recent years there have been several research
works that have addressed the issue of trust management in distributed systems.
However a clear and comprehensive definition that can be used to capture a range
of commonly understood notions of trust is still lacking. In this paper, we give
a formal definition of trust relationship with a strict mathematical structure that
can not only reflect many of the commonly used extreme notions of trust but also
provides a taxonomy framework where a range of useful trust relationships can
be expressed and compared. Then we show how the proposed structure can be
used to analyze both commonly used and some unique trust notions that arise in
distributed environments. This proposed trust structure is currently being used in
the development of the overall methodology of life cycle of trust relationships in
distributed information systems.

1 Introduction

The concept of trust has been used and studied in social science for a long time [ 1,
2]. Trust was originally used in human and social issues in day-life relationships, laws,
regulations and policies. In the computing world, the trust was originally used in the
context of trusted computing such as trusted system, trusted hardware and trusted soft-
ware [3]. Recently, trust has been used in the context of trust management in distributed
computing [4–7]. When the Internet and web technologies are broadly and increasingly
used in daily life for electronic commerce, trust becomes a very hot topic [8,9]. The
trust between customers and e-vendors includes not only technical aspects but also so-
cial aspects. In this paper, we will provide our definition of trust relationship. Most of
the issues relating to social aspects of trust is beyond the scope of this paper, but we
hope that our general definition of trust relationship can cover both aspects. The trust
relationships of involved entities or computing components in distributed computing
are our major concern.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 40–49, 2004.
© Springer-Verlag Berlin Heidelberg 2004



Modelling Trust Relationships in Distributed Environments 41

XML-based Web Services technologies have been rapidly evolving since 1999. Web
Services technologies address the challenges of distributed computing and B2B integra-
tion. There are huge number of service oriented applications on the Internet and they are
coupled loosely. Web Services technologies target at loosely-coupled, language-neutral
and platform-independent way of linking applications for business process automation
within organizations, across enterprizes, and across the Internet. There is no centralized
control and the users are not all predetermined. Normally, the computing components
involved in a e-service can belong to different security domains and there is no com-
mon trusted authority for the involved entities. How to define/model trust relationships
between computing components is an important and challenging issue in the design of
web services. The draft of WS-Trust was proposed in 2002 [10]. Unfortunately, the cur-
rent WS-Trust only touches the issue of trusted message exchange and has not provided
more details for dealing with trust relationships.

Many researchers have recognized the trust management as a distinct and important
component of security in distributed systems. Several automated trust management sys-
tems have been proposed such as PolicyMaker[4], KeyNote[5,6], and REFEREE [7].
In all these trust management systems, trust and its related concepts are assumed in a
specific way relating to the specific topics. There is no consensus on the definition of
trust. In PolicyMaker and KeyNote, M. Blaze et al provided clear definition of trust
management system and there are many clues to understand what is trust but they did
not comment on the concept of trust directly. In REFEREE, Y. H. Chu et al described
trust as “to trust is to undertake a potentially dangerous operation knowing that it is
potentially dangerous”. Tyrone et al [11] gave a definition of trust as “the firm belief in
the competence of an entity to act dependably, securely, and reliably within a specified
context”. Y. H. Chu et al and Tyrone et al talked about trust in a kind of general terms,
however trust is difficult to express without a strict mathematical structure. In Policy-
Maker, KeyNote and REFEREE, a new trust management layer has been successfully
built but the concept of trust and how to model trust has not been considered carefully.
It is necessary to have a solid understanding of the concept of trust relationship and to
develop a powerful set of tools to model the trust relationships for trust management in
distributed information systems.

The starting point of this research is trust in the context of distributed environments.
Here we have not separated the traditional distributed computing and the Web Services.
Web Services are included when we talk about distributed computing for the consider-
ation of trust issues.

The rest of the paper is structured as follows. In section 2, we give the definition
of trust relationship and discuss some extreme cases. In section 3, we give a series
of definitions, propositions and operations about trust relationships. The mathematical
properties of trust relationships are embedded in these definitions, propositions and op-
erations. In section 4, we provide two scenario examples of trust relationships and we
give some analysis of trust relationships using the definitions, propositions and opera-
tions in section 3. In section 5, we provide concluding remarks.
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2 Definition of Trust Relationship

Most of the researchers agree that a trust relationship is the relationship between a set of
trusters and a set of trustees in a specified context, but it is not clear enough, especially
when it is used in the computing world. There is a need to convert the generally used
terms into strict mathematical structure in algorithms of real systems. In this paper, we
will provide our definition of trust relationship with a strict mathematical structure.

In trust management of distributed information systems, we believe that the defini-
tion of trust should have the following characteristics:

The definition of trust is unique and can be used for different computing purposes.
The definition of trust has strong expressive power and makes the system as simple
as possible.
The definition of trust has a strict mathematical structure.
The definition of trust provides the solid foundation for discussing the properties of
trust relationships.
The definition of trust follows hard security mechanisms.

Hard security assumes complete certainty and it allows complete access or no access at
all. Here we only model the static status of trust in distributed environments.

We believe that it is not enough to understand trust as a simple bilateral relation
between trusters and trustees. The whole syntax of trust relationship should be “under
a set of specified conditions, a set of trusters trust that a set of trustees have a set of
specified properties (the set of trustees will/can perform a set of actions or have a set of
attributes)”. The definition is expressed as follows:

Definition 1 A trust relationship is a four-tuple T =< R, E, C, P > where:

R is the set of trusters. It contains all the involved trusters. It can not be empty.
E is the set of trustees. It contains all the involved trustees. It can not be empty.
C is the set of conditions. It contains all conditions (requirements) for the current
trust relationship. Normally, trust relationship has some specified conditions. If
there is no condition, the condition set is empty.
P is the set of properties. The property set describes the actions or attributes of the
trustees. It can not be empty. The property set can be divided into two sub sets:

Action set: the set ofactions what trusters trust that trustees will/can perform.
Attribute set: the set of attributes what trusters trust that trustees have.

Anywhere, a trust relationship must be used with full syntax(four-tuple < R, E, C, P >.
Trust relationship T means that under the condition set C, truster set R trust that trustee
set E have property set P. There are some extreme cases of the trust relationship when
some involved sets included nothing(empty set) or anything(whole set of possible enti-
ties). The extreme cases have special meanings and are crucial in the understanding of
the definition of trust relationship. These extreme cases will play important roles in the
real world. The followings are the five extreme cases of trust relationship:

R is ANY. Truster set includes all possible entities. All possible entities trust that
the set of trustees E have the set of properties P under the set of conditions C.

1.
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E is ANY. Trustee set includes all possible entities. All possible entities can be
trusted to have the set of properties P by the set of trusters R under the set of
conditions C.
C is EMPTY. There is no condition in the trust relationship. The set of trusters R
trust that the set of trustees E have the set of properties P without any condition.
P is ANY. The property of the trustee can be anything. The set of trusters R trust
that the set of trustees E have all possible properties under the set of conditions C.
C is EMPTY and P is ANY. The set of trusters R trust that the set of trustees E
have all possible properties without any condition. This case happens when the set
of trusters R trust the set of trustees E by default.

2.

3.

4.

5.

When the full syntax of the trust relationship is not used, trust relationship is easily
misunderstood. Normally, there are many implicit assumptions and some parts of full
syntax are usually omitted. When we analyze the true meaning of a trust relationship,
the full syntax must be recovered. Our definition of the trust relationship has strict
mathematical structure with the full syntax in any case. There is no confusion when the
full syntax trust relationship is used in any information system.

It is straightforward to use the set of conditions in the definition of trust relationship.
When a trust relationship is used, trusters, trustees and properties are normally involved
individually. The trust relationship can always be evaluated based on one truster, one
trustee and one property. In our definition of trust relationship, the trusters, trustees
and properties turn up as sets are based on the following concerns (1) The concept of
security domain is broadly used and related technologies are quite mature. The role-
based access control is broadly used and well understood by programmers and business
people. When a set of trusters, a set of trustees and a set of properties are used in the def-
inition of trust relationship, the similar ideas in security domain and role-based access
control can be employed easily. It is convenient to define some abstraction character-
istics based on a group of trusters, a group of trustees and a group of properties. We
hope that a set of trusters, a set of trustees and a set of properties in the definition of
the trust relationship have better abstraction and it is easier to use the definition. (2)
The set theory can provide formal mathematical notion and handy tools to discuss the
relationships of sets. (3) An individual truster (or trustee, or property) is a special case
of the set of trusters (or trustees, or properties). (4) It is convenient to discuss special
cases of trust relationship when truster (or trustee, or property) is anyone.

3 Mathematical Properties of Trust Relationships

In this paper, we will discuss the mathematical properties of trust relationship based on
our strict definition of trust relationship. The trust relationship has a full syntax with
truster set, trustee set, condition set and property set. It is incorrect to only talk about
the trust relationship between trusters and trustees without mention of the condition set
and property set. The discussions of properties of trust relationship should be based on
the full syntax of trust relationship in its definition. In the following part of this section,
we will give some definitions, propositions and operations related to trust relationships.
The mathematical properties of trust relationships are embedded in these definitions,
propositions and operations. These mathematical properties focus on some relations of



44 Weiliang Zhao, Vijay Varadharajan, and George Bryan

trust relationships and they will be used as tools in the analysis and design of trust
relationships in real systems.

From the nature of trust relationship and its mathematical structure, some new trust
relationships can be derived based on the existing trust relationships. In the follows,
we will define the operations of using two existing trust relationships to generate a new
trust relationship under specific constraints and operations of decomposing one existing
trust relationship into two new trust relationships under specific constraints.

Operation 1 Let and There is a
set If or

If and the operation becomes:

Operation 1A Let and There is
a set

If and the operation becomes:

Operation 1B Let and Then there
is a set

Operation 2 Let and There is a set

If the operation becomes:

Operation 2A Let and There is a
set

Operation 3 Let and There is a set

If the operation becomes:

Operation 3A Let and There is a
set

Operation 4 Let T =< R, E, C, P >. If there are and then
there are trust relationships and

Operation 5 Let T =< R, E, C, P >. If there are and then
there are trust relationships and

Operation 6 Let T =< R, E, C, P >. If there are and then
there are trust relationships and

This operation has the following special case:
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Operation 6A Let T =< R, E, C, P >. If there are and P =
then there are trust relationships

and

All operations can be used to generate new trust relationships from the existing trust
relationships under some specific constrains. The Operation 1 deals with any two trust
relationships and a new trust relationship is possibly generated(if the result is not
The Operation 1A, 1B, 2A, 3A deal with how to use two trust relationships to gener-
ate one trust relationship under some specific constraints. The Operation 4, 5, 6 and
6A deal with how to decompose one trust relationship into two trust relationships un-
der some specific constraints. Operation 1A and Operation 6A are inverse operations.
Operation 1B and Operation 6 are inverse operations. Operation 2A and Operation
4 are inverse operations. Operation 3A and Operation 5 are inverse operations.

In the following part of this section, we will focus on the relation of trust relation-
ships, especially we will discuss and define the equivalent, primitive, derived, direct
redundant and alternate trust relationships. We will classify the direct redundant trust
relationships into different types as well.

Definition 2 Let  and If and
only if and and and then and are
equivalent, in symbols:

Definition 3 If a trust relationship can not be derived from other existing trust rela-
tionships, the trust relationship is a primitive trust relationship.

Definition 4 If a trust relationship can be derived from other existing trust relation-
ships, the trust relationship is a derived trust relationship.

Note: Trust relationships are predefined in information systems. A derived trust rela-
tionship is always related to one or more other trust relationships. For an independent
trust relationship, it is meaningless to judge it as a derived trust relationship or not.

Proposition 1 If a derived trust relationship exists, there is information redundancy.

Proof. When the derived trust relationship is moved out of the system, the information
of the derived trust relationship has not been lost. The derived trust relationship can be
built when it is necessary. From the view point of information, there is redundancy.

Definition 5 Let T =< R, E, C, P >. If there is trust relationship
and

T is a direct redundant trust relationship.

In the following part of this section, we discuss several special cases of direct redundant
trust relationships based on the single tuple of trust relationship. We believe that these
special cases play important roles in the analysis and design of trust relationships in
information systems.
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Direct Redundancy Type 1 : DLR-redundant trust relationship
Let T =< R, E, C, P >. If and only if there is a trust relationship

and T is a DLR-redundant trust relationship.

T is DLR-redundant trust relationship means that there is another trust relationship
with super set of trusters and all other tuples are same as peers in T.

Direct Redundancy Type 2 : DLE-redundant trust relationship
Let T =< R, E, C, P >. If and only if there is a trust relationship

and T is a DLE-redundant trust relationship.

T is DLE-redundant trust relationship means that there is another trust relationship
with super set of trustees and all other tuples are same as peers in T.

Direct Redundancy Type 3 : DMC-redundant trust relationship
Let T =< R, E, C, P >. If and only if there is an alternate trust relationship

and T is a DMC-redundant trust relationship.

T is DMC-redundant trust relationship means that there is another trust relationship
with sub set of conditions and all other tuples are same as peers in T.

Direct Redundancy Type 4 : DLP-redundant trust relationship
Let T =< R, E, C, P >. If and only if there is a trust relationship

and T is a DLP-redundant trust relationship.

T is DLP-redundant trust relationship means that there is another trust relationship
with super set of properties and all other tuples are same as peers in T.

Definition 6 Let T =< R, E, C, P >, and T
and are alternate trust relationships of each other.

An alternate trust relationship means that there is an alternate condition set for the same
truster set, trustee set and property set. Perhaps, there are multiple alternate trust re-
lationships. In distributed computing, multiple mechanisms and multiple choices are
necessary in many situations and it is the main reason why we define and discuss alter-
nate trust relationship here.

Proposition 2 If T is a DMC-redundant trust relationship, there is one or more than
one alternate trust relationships which are not DMC-redundant trust relationship.

Proof. If T is a DMC-redundant trust relationship, there is
and is an alternate trust relationship of T. If is not DMC-redundant
trust relationship, the proposition is proved. If is a DMC-redundant trust relation-
ship, the next can be found, with Such
a process will continue until the set of conditions includes minimum number of con-
ditions. In every turn of the process, one or more conditions are removed from the
condition set. Because C contains limited conditions, the process can finish when no
condition can be removed from the condition set. The final set of conditions is

is an alternate trust relationship with non-redundant condi-
tions.

A DMC-redundant trust relationship may have multiple alternate trust relationships
with different sets of non-redundant conditions.
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4 Scenario Examples of Trust Relationships

In this section, we make up two scenarios for discussing trust relationships in the real
world. We hope that these examples can be helpful in understanding the definition of
trust relationship and mathematical properties of trust relationships expressed in section
2 and section 3.

Scenario 1: When people want to change their names, they need to apply to a spe-
cific organization (In Australia, the organization is the Registry of Birth Deaths & Mar-
riages). The officers in the organization and the requesters are involved in this scenario.
Using the full syntax of our definition of trust relationship, some trust relationships may
be modelled as follows:

TS1- 1 Officers trust requesters if requesters have their Birth Certificate & Driver’s
Licence that requesters have the right for the change.

TS1- 2 Officers trust requesters if requesters have their Citizenship Certificate &
Driver’s Licence that requesters have the right for the change.

TS1- 3 Officers trust requesters if requesters have their Birth Certificate & Citizenship
Certificate & Driver’s Licence that requesters have the right for the change.

If TS1-1, TS1-2 and TS1-3 are all the trust relationships in this information system,
based on the definitions and operations in section 3, we can have the following analysis:

TS1-1 and TS1-2 are primitive trust relationships.
TS1-1 and TS1-2 are alternate trust relationships of each other.
TS1-3 is a derived trust relationship which can be derived by Operation 1A with
TS1-1 and TS1-2.
TS1-3 is a DMC-redundant trust relationship and it should be removed out of the
system.

Scenario 2: An online e-commerce service is called FlightServ which can provide flight
booking and travel deals. FlightServ is designed based on the new technologies of web
services. FlightServ connects with customers, airlines, hotels and credit card services
(some of them maybe web services). The whole system could be very complicated, but
we only consider some of trust relationships in the system. In the system, customers are
classified into normal flyers and frequent flyers. Originally, some trust relationships are
modelled as:

TS2- 1 Airlines trust normal flyers if they have address details & confirmed credit card
information that normal flyers can make their airline bookings.

TS2- 2 Airlines trust frequent flyers with no condition that frequent flyers can make
their airline bookings.

TS2- 3 Hotels trust normal flyers if they have address details & confirmed credit card
information that normal flyers can make their hotels booking.
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TS2- 4 Hotels trust frequent flyers if they have address details & confirmed credit card
information that frequent flyers can make their hotels booking.

TS2- 5 Credit card services are trusted by all possible entities without any condition
that the credit card services will give the correct evaluation of credit card information.

TS2- 6 Credit card services are trusted by all possible entities without any condition
that the credit card services will keep the privacy of credit card information.

For the above trust relationships in the system, based on definitions and operations in
section 3, we have the following analysis:

All above trust relationships are primitive.
Using the Operation 3A, trust relationships TS2-3 and TS2-4 can be merged to
a new trust relationship TS2-(3)(4): “Hotels trust customers if they have address
details & confirmed credit card information that customers can make their hotels
booking”. If TS2-(3)(4) has been defined in the system, TS2-3 and TS2-4 becomes
DLE-redundant trust relationships and will be removed out of the system.
Using the Operation 1B, trust relationships TS2-5 and TS2-6 can be merged to a
new trust relationship TS2-(5)(6): “Credit card services are trusted by all possible
entities without any condition that the credit card services will give the correct
evaluation of credit card information & the credit card services will keep the privacy
of credit card information”. If TS2-(5)(6) has been defined in the system, TS2-5 and
TS2-6 becomes DLP-redundant trust relationships and will be removed out of the
system.

Obviously, the definition of trust relationship in section 2 and the mathematical prop-
erties of trust relationships in section 3 provide terminologies and helpful tools in the
analysis of the two scenarios. In the analysis of the two scenarios, we only employ some
definitions, propositions and operations expressed in section 3. We hope that these ex-
amples can provide a general picture for the usage of the definitions, propositions and
operations. In these two scenarios, we only choose some trust relationships as examples
and there are more trust relationships. The systematic methodologies and strategies for
modelling trust relationships are beyond the scope of this paper as well and will be
discussed elsewhere.

5 Concluding Remarks

The definition of the trust relationship provided in this paper has a strict mathemati-
cal structure and broad expressive power. The definition is suitable for any computing
purpose. The mathematical properties of trust relationships are shown in a series of
definitions, propositions and operations. We believe that these definitions and mathe-
matical properties of trust relationships provide useful tools for enabling the analysis,
design and implementation of trust in distributed environments.

This research only provides a starting point for the analysis and design of trust
relationships in distributed information systems. How to model trust relationships in
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distributed information systems and how to merge the trust relationships into the over-
all distributed information systems provides lots of challenges for further research. We
believe that our definition of trust relationship and the associated mathematical proper-
ties described in section 3 could be used as helpful tools to model the trust relationships.
The definitions and operations in section 3 provide some starting points and tools for
the analysis and design of the trust relationships in a system. We are currently working
on using the proposed definition of trust relationship and mathematical properties of
trust relationships to develop a methodology for modelling trust in distributed systems.
This involves several stages such as extracting trust requirements in system, identify-
ing possible trust relationships from trust requirements, choosing the whole set of trust
relationships from possible trust relationships and implementing and maintaining trust
relationships in systems. We will describe them in details in a separate paper.
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Abstract. The functioning of modern IT-systems with autonomously
acting components requires an elaborate access control system in which
each participant can maintain her own trust structure.
In this work, we discuss ideas for an extension of capability based access
control systems that allow the specification of dynamically changing trust
of participants. We propose a classification of credentials and distinguish
between credentials that have a positive and those that have a negative
impact on access decisions. Furthermore, we investigate, how our ideas
can be implemented in existing approaches for capability based access
control systems.

1 Introduction

The functioning of distributed IT-systems requires an elaborate access control
system. In a distributed IT-system with autonomous components, a fixed global
or even hierarchical trust stucture is not suitable. In such a system, every partic-
ipant maintains her own trust structure autonomously. Capability based access
control systems are well suited to capture the individual and dynamically chang-
ing trust structure of each participant.

In a capability based access control system, access to a resource is granted
or denied on the basis of the requester’s capabilities rather than on the basis
of her identity. Existing approaches for capability based access control systems
such as [1–3] are monotonic: more certified properties usually imply more access
permissions.

However, we believe that such a monotonic approach is too simple to reflect
a substantial set of real world applications. Owners of resources might for exam-
ple wish to explicitly prohibit other participants from accessing their resource
or might wish to formulate exceptions from their general access control policy.
In such cases, issued certificates can have a negative impact on the access de-
cisions of owners of resources. In particular, we believe that not only certified
properties and access permissions need to be considered: Each participant of a
capability based access control system needs to dynamically maintain her own
trust structure (concerning the trustworthiness of other participants). Conse-
quently, revocation of already certified properties, explicit access prohibitions

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 50–59, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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and statements about trust and distrust concerning other participants need to
be considered as well.

For these reasons we claim for an extended property based access control
framework that is able to deal with a dynamically changing trust structure and
with the potentially negative impact of certified properties. In our paper, we
identify requirements for such a framework and suggest implemetation mecha-
nisms.

Our paper is structured as follows. Section 2 describes the main roles in
which participants of a credential based system may act and discusses their
different interests and actions on the basis of an application scenario. Section
3 discusses aspects of time dependent, dynamically changing trust structures
of participants. Section 4 analyses, how current approaches handle certificates
with a potentially negative impact on access decisions. If certificates can have
a negative impact on access decisions, one important question is how to enforce
that all appropriate certificates are shown by a requester? Section 4 suggests
implementation mechanisms as solution to this question. A discussion about
related literature can be found in section 5. Finally, a conclusion is drawn in
chapter6.

2 Capability Based Access Control

In capability based access control systems, access to resources is granted or de-
nied on the basis of proven capabilities of the requester. Controllers of resources
define the security policy of the resource in terms of capabilities or properties,
participants of the access control system can certify properties to other partici-
pants who in turn can use the certified properties and capabilities to prove their
eligibility for accessing a resource.

In the following we briefly introduce an application scenario and discuss the
various roles in which participants of a capability based access control system
can act and various types of certificates that can be issued.

2.1 Application Scenario

Consider a conference with two attached workshops. The conference as well as
each of the workshops have their own online registration service. To register for
the conference, one needs to prove membership of a university. To register for
a workshop one has to be registered for the conference as well. Furthermore, it
is only possible to register for one workshop. Consequently, if a person wants to
register for a workshop, she needs to prove that she has registered for the con-
ference but has not yet registered for the other workshop. People that verifiably
have violated the guidelines for good research are excluded from participation
in the conference and in the workshops. After successful registration, each of the
registration services returns a registration receipt. Such a registration receipt
can be used to request access to the respective conference or workshop site.
Furthermore, a conference registration receipt is needed when registering for a
workshop.
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2.2 Roles and Their Interests

We distinguish among four different roles which the participants of the system
can hold, namely controller, assigner, grantee and verifier.

Controllers are either owners of resources or their delegates. The main inter-
est of a controller is to restrict access to the respective resource only to authorized
participants. To do so, the controller defines the security policy of the resource
in terms of capabilities and properties that authorize requesters for accessing
the resource. Further, the controller certifies capabilities concerning access to
this particular resource to other participants of the system. In our example, the
organizing chairs of the conference or workshops acts the role of the controller
when defining the access control policy of the registration web sites or issuing
conference or workshop registration receipts.

Assigners act independently of particular resources. They autonomously cer-
tify properties to participants of the access control system. Usually, assigners do
not have particular interests concerning the use of issued certificates. In our
example, universities act as assigners when they certify university membership.
These certificates are not bound to any particular purpose by the university.

Grantees collect certificates about their properties issued by the controller
and assigners. Their main interest is to gain access to resources. When request-
ing access, grantees either present required certificates about their attributes or
directly present authorization certificates. In our example, university members
act as grantees when they collect certificates about their university membership
or about conference and workshop registration.

Verifier grant or deny access to the particular resource on the basis of the
resource’s security policy and the requesters’ certificates. In our example, the
conference and workshop organizers act as verifiers. However, they have dele-
gated the role of the verifier to the conference and workshop registration tools,
respectively.

2.3 Certified Properties

As described in the previous paragraph, controllers and assigners issue certifi-
cates about certain properties to grantees. According to [4], we can distinguish
between two different types of properties:

Free properties are certified by assigners. Their certification is not bound to
any particular purpose and they do not directly entail an access permission
at a particular resource.
Bound properties are certified by controllers of resources. Their certification
is to be seen in the context of the respective resource. They express a promise
about some specific access permission.

1.

2.

Note, that the distinction between free and bound properties is context de-
pendent: In our example scenario, a registration receipt issued by the conference
registration service certifies a bound property in the context of the conference
web site. However, it can also be considered as a free property in the context of
the workshop registration services.
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3 Dynamically Maintained Trust Structure

As described in the previous section, in a capability based access control system,
access to resources is granted to requesters on the basis of certified properties.
Usually, an increase of certificates issued to a grantee implies an increase of
access permissions, i.e. capability based access control systems are monotonic.
However, we believe that a monotonic access control system is too restrictive to
enable the specification of security policies of a substantial subset of real world
applications.

The controller of a resource defines the resource’s security policy, which in
turn reflects the controller’s trust structure of the access control system. In
a monotonic capability based access control system, the controller defines the
properties required for accessing a resource and constitutes which assigners are
trusted to certify the required properties. However, the controllers also need a
possibility to explicitly exclude holders of certain properties from access and to
define a trust structure concerning assigners.

Apart from credential revocation mechanisms, there hardly exist any mecha-
nisms in credential based access control systems that facilitate above mentioned
non monotonic aspects of the controller’s trust structure.

In many real world applications, the controller’s trust structure is more com-
plex and should reflect modalities such as trust, distrust, belief and doubt (con-
cerning other participants and concerning certified properties). Often, the trust
structure is not static but changes over the time. It is therefor desirable to have a
time dependent notion of a trust structure that can be dynamically maintained
by the respective controllers.

By certifying a free property, the assigner expresses her firm belief that the
certified property holds for the grantee. As in monotonic capability based access
control systems, a controller trusts certain assigners to certify certain free prop-
erties. This trust is reflected in the access control policy defined by the controller.
If the controller certifies a bound property to a grantee, she expresses her trust
in the grantee to appropriately use the access permission.

In some cases, a controller has reservations or doubts against participant for
whom certain properties hold or against assigners of certain properties. These
doubts should be expressed in the access control policies of the respective re-
sources controlled by the controller.

If a controller explicitly distrusts particular participants, access for these
participants should be explicitly prohibited.

In section 2.3, we distinguished between free and bound properties. Speaking
in terms of SPKI/SDSI, certificates about free properties are called attribute
credentials and certificates about bound properties are called authorization cre-
dentials. Attribute credentials refer to belief of assigners concerning properties of
grantees, authorization credentials refer to trust of controllers concerning eligible
and appropriate use of resources.

To be able to additionally express doubt and distrust in a credential based
way, we suggest to consider another type of credentials, namely prohibition cre-
dentials.
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As we have argued before, the trust structure of controllers may change
over the time, an appropriate credential based access control framework should
allow to dynamically maintain trust structures and in particular, to allow to
revoke previously issued credentials. We thus suggest to consider a fourth type
of credentials called revocation credentials.

3.1 Types of Credentials

Attribute Credentials
By issuing an attribute credential, an assigner certifies that the grantee holds
the specified free property. If the assigner wants to certify the absence of a
particular free property she issues an attribute credential certifying, that the
grantee has property not This type of attribute credential, whether it certifies
a property or the absence of property is not bound to a particular resource.
It can be used for requesting access at any arbitrary resource, depending on
the resources security policy. Note, that a certificate about the absence of a
particular property does not necessarily have a negative impact on the access
decision. It might well be, that exactly the absence of the property is required
for access. Recall the example about the conference management scenario. Only
users who can prove that they have not registered for workshop are entitled
to register for workshop

Authorization Credentials and Prohibition Credentials
By issuing an authorization credential, a controller explicitly certifies that the
grantee is eligible to access the resource. For instance, the users holding a confer-
ence registration receipt are entitled to use the conference web site. By issuing a
prohibition credential, a controller explicitly certifies that the grantee is prohib-
ited from accessing the resource. A prohibition credential has a negative impact
for the grantee on the access decision to the resource. If, for example, a user
has verifiably violated the guidelines of good research, the organization chair
explicitly excludes the user from registration.

Revocation Credentials
As motivated before, assigners and controllers may want to revoke previously
issued credentials as their trust structure may change over the time.

We can distinguish between two cases of changing belief: In the first case,
the issuer of a credential knows at issuing time, that the certified property is
valid only until a particular point in time or at least, that she wants to certify
the association between the grantee and the property only for a particular time
period. In this case, she can simply certify this by issuing a credential which
is valid only for this particular period in time. For example, a university issues
student certificates only for one semester and membership certificates for sci-
entific staff only for the time of their contract. In the second case, the issuer
of a credential learns only after certifying a property, that the grantee of the
credential does no longer hold the certified property. In this case, the issuer of
the credential will want to revoke the issued certificate. For this purpose, a revo-
cation credential can be issued stating that the formerly issued credential is no
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longer valid. For example, when learning, that a user who has already registered
for the conference has violated the guidelines for good research, the conference
chair may want to revoke the previously issued registration receipt. Note, that
not only authorisation credentials and attribute credentials can be revoked but
also prohibition credentials. Thus, a revocation credential can have both positive
and negative impacts on access decisions.

Negatively Used Attribute Credentials
The access control policy of a resource should not only define necessary access
conditions but also conditions that exclude from access. It is desirable to be able
to define a policy that allows access for all requesters having property except for
those having property By issuing attribute credentials, an assigner subsumes
groups of grantees that have the same property. In order to exclude a subset of
such a group from access, the controller can again identify the subset that is to be
excluded by a set of attribute credentials. In such a case, an attribute credential
can have a negative impact for the grantee on the access decision. The controller
subtracts the group of grantees determined by the attribute credentials from the
group of grantees eligible for access to a resource. If a grantee holds a workshop
registration certificate for workshop this attribute credential has a negative
impact on the access decision for the registration service of workshop

4 Implementation of Doubt and Distrust

This section surveys how doubt and distrust can be implemented in current
public key infrastructures ([3, 1, 5, 2]).

Revocation Credentials
Mechanisms Suppose, an issuer wants to revoke a previously issued credential
as she does no longer belief, that the grantee of the credential holds the certified
property. The KeyNote Trust Management System does not currently provide
credential revocation mechanisms. However, an issuer of a KeyNote credential
may specify and implement revocation policies. In other public key infrastruc-
tures, e.g. X.509 or SPKI/SDSI, the issuer of a credential may give further
validity conditions. The revocation of credentials is usually specified in certifi-
cate revocation lists (CRL). Such lists need to be checked by the verifier of a
resource for access decisions: revoked credentials should not have any impact on
the access decision.

Implementation CRLs are usually placed on designated servers. Because of
the potential length of such lists it is sometimes more appropriate to issue signed

that contain only the difference between the current CRL and the previ-
ously issued CRL. The Online Certificate Status Protocol (OCSP), [6], improves
standard CRLs by avoiding the transmission of long CRLs and by providing
more recent revocation information. To do so, it uses so-called status requests
for credentials. In [7], Kocher suggested Certificate Revocation Trees. Such a
data structure is a hash tree where the leaves denote the currently revoked cre-
dentials.
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Prohibition Credentials
A prohibition credential explicitly prohibits the holder of the credential from
accessing the respective resource. Existing public key infrastructures do not cur-
rently provide mechanisms to implement prohibition credentials. One of the main
questions to answer is why would a user present a prohibition credential to the
verifier?

Negatively Used Attribute Credentials
Mechanisms The access control policy of a resource specifies access requirements
on the basis of attribute credentials. Note, that attribute credentials can have
both positive and negative impacts on the access decision: While some attributes
are mandatory, others may not desirable and thus exclude form access. Again,
the question arises why users would present credentials that have a negative
impact on the resource’s access decision? Existing public key infrastructures
do not provide appropriate mechanisms for enforcing such “negatively used”
credentials.
Implementation. On the specification side, we suggest, that the controller de-
fines the security policy through algebra expressions built from free properties
and operators. To specify negatively used credentials, the controller may use a
subtraction operator. Roughly speaking, the semantics of such an algebra ex-
pression would be to interpret attribute credentials, certifying free properties,
as groups of grantees having the respective properties. The operators are then
evaluated as set-theoretical operations applied to sets of grantees. Negatively
used attribute credentials are standard attribute credentials, but are negatively
interpreted when used as subtrahend in the underlying security policy.

As mentioned before, on of the main problems is how to enforce grantees to
show attribute credentials when thy have a negative impact on access decisions.
Biskup and Wortmann ([8]) propose a solution to this problem: The authors
suggest a new kind of online test of a credential as so-called location that is used
in combination with a new kind of subject of a credential as so-called first-of-
two. An alternative approach to prevent grantees from hiding negatively used
attribute credentials, investigated in [9], introduces so-called not credentials that
certify a grantee her “not membership” of a particular group.

5 Related Work

We have focused on credentials that certify participants non identifying capabili-
ties. While SPKI/SDSI and KeyNote are based on public keys of the participants
and allow for a non identifying approach, the X.509 public key infrastructure [1]
does not fully support this non identity based approach as credentials are in-
evitably identifying in X.509.

We analyzed attribute credentials, authorization credentials, prohibition cre-
dentials and revocation credentials. The differentiation between attribute creden-
tials (certifying free properties) and authorization credentials (certifying bound
properties) leads us to the public key infrastructure SPKI/SDSI, because the
KeyNote trust management system [3] does not support attribute credentials.
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SPKI/SDSI was invented in 1996 and results from a name definition part called
Simple Distributed Security Infrastructure (SDSI [5]) and an authorization part
called Simple Public Key infrastructure (SPKI [2]). A lot of work contributed
to a semantics for SPKI/SDSI. Comparing Abadi’s logic, introduced in [10], to
the requirements and aspects identified in our paper, his modal operator says
expresses the belief of an issuer (controller or assigner) about the properties of
other participants. Translated to our setting, Abadi’s relation read as
“(participant) A speaks for (controller) B”, expresses controller B’s promise of
an access right towards participant A, or controller B’s trust towards partic-
ipant A. Howell and Kotz [11] extend Abadi’s logic by (restricted) delegation
and authorization. In their extension, belief of an issuer (controller or assigner)
is modeled by the modal operator believes. The formula A believes where
A is an issuer and is a certificate certifying a grantee to have a certain property,
can be interpreted as “Issuer A believes the binding expressed in certificate
to be true”. Howell et.al. further introduce a relation read as “(partici-
pant) A speaks for (controller) B regarding (the set of access permissions) T”.
Interpreted in our setting, this formula expresses controller B’s trust in (par-
ticipant) A regarding the set of access permissions T. In [12], Halpern and van
der Meyden develop a logic to deal with SPKI authorization credentials. How-
ever, their logic does not provide an mechanism for the specification of attribute
credentials. Thus, it only supports the specification of certificates about bound
properties, but not about free properties. logic programming based semantics
for SPKI/SDSI and in [13] Li and Mitchell introduce a first order logic seman-
tics of SPKI/SDSI. Most of the logics are able to express belief and (restricted)
trust of participants of a capability based access control system. Some of the
languages provide mechanisms for treating a dynamically changing trust struc-
ture, see e.g. [11]. However, none of the logics explicitly formalizes prohibition or
revocation credentials.

Some work has been done about the meaning of credentials and their re-
vocation, see for instance [14–17]. In particular [17] introduces a language for
creating and manipulating, i.e. issuing and revoking, credentials. All approaches
deal with revocation of credentials, some of them treat issues of time, e.g. [14].
However, as to our knowledge, there do not exist any approaches that deal with
negatively used credentials in general or prohibition credentials in particular.

6 Conclusion

Capability based access control systems have shown to be appropriate for access
control in highly distributed systems where a global controlling instance cannot
be assumed. However, current implementations of capability based access control
systems, such as [3], [2] or [1] are monotonous and have significant limitations
when it comes to access prohibitions. In this paper, we first analyzed various
roles in a capability based access control systems and discussed their interests.
We pointed out the need for appropriate mechanisms for assigners of credentials
and controllers of resources to dynamically and autonomously maintain their
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trust structures. Further, we suggested new types of credentials that are suited to
help assigners and controllers specifying and maintaining their trust structures.
Finally, we discussed how credentials with a potentially negative impact on access
decisions can be implemented in current credential based access control systems.
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Abstract. Recently, the notion of trust has been recognized as an im-
portant aspect of the mobile agent security. However, the current re-
search on trust models focuses only on the hard trust relationships that
are usually established via cryptographic mechanisms assuming the avail-
ability of Trusted Third Parties (TTPs) and cryptographic protocols for
trust verification. We argue that in order to harness the benefits of open
network operations securely, the above assumptions need to be relaxed.
Thus it is necessary to build a trust model that can be extended beyond
the reliance of cryptography based protocols and TTPs, and is capable of
managing soft trust relationships in addition to the hard ones in mobile
agent systems. We propose a new trust model which provides solutions to
meet the above requirements with hybrid trust mechanisms. We analyze
the properties of the new trust model and show how they can help im-
prove the effectiveness of hard and soft trust and thus raise the security
levels of mobile agent systems.

1 Introduction

Mobile agent computing is a promising paradigm for distributed computing that
offers numerous benefits comparing to conventional client-server model. However,
mobile agent based systems which are capable of free roaming in open network
environments violate the usual security assumptions made on traditional dis-
tributed computer systems such as identity and origin of participating entities,
and operating system protected execution of programs. Therefore, mobile agent
systems are vulnerable to a number of attacks in an open network [3]. These in-
clude attacks on the host by malicious mobile agents and attacks on the mobile
agent by the malicious hosts. The fundamental issues that need to be addressed
before full commercial viability can be achieved lie in the areas of security and
robustness of the mobile agent system. Presently, the mobile agent security re-
search focuses primarily on the designs of cryptography based mechanisms for
the protection of mobile agents and hosts[9, 4].

Recently, some initial research effort has been directed towards the devel-
opment of a trust model for mobile agent security [11]. However, the current
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research focuses mainly on the trust relationships that are established via cryp-
tographic means. Such solutions often assume the availability of some form of
Trusted Third Parties (TTPs) for trust verification. We argue that in order to
harness the true benefits of open network operation in terms of enabling interac-
tions and co-operations while ensuring acceptable level of security, it is necessary
to have a trust model that can be extended beyond the reliance on cryptography
and TTPs. This is because in open networks, TTPs may not be always available.
Social control mechanisms (using soft trust) [10] often may be the only option
in evaluating the security related trust relationships in a mobile agent system
when a TTP can not be located.

In this paper we propose a new hybrid trust model employing soft trust
mechanisms with constructs such as recommendation, direct experiences via in-
teractions and observations to complement hard trust for enhancing the mobile
agent security in situations where full authentication trust is not available due
to absence or unavailability of TTPs in the mobile agent systems.

The main contributions of this paper are: 1) identifying the need and propos-
ing a hybrid trust model combining soft trust relationships which is based on
non-cryptographic mechanisms (with mechanisms like observation, direct inter-
action and recommendation), with the hard trust relationships are based on
conventional cryptographic mechanisms; 2) proposing solutions to overcome the
shortcomings of previously proposed trust evaluation formalisms (such as trust
saturation and low trust evaluation) and improve the overall levels of security
for mobile agents.

The rest of the paper is organized as follows: Section 2 discusses the related
work on trust model for distributed systems. In Section 3 we identify the need
for a hybrid trust model, derive the relevant types of trust relationships between
entities in a secure mobile agent system, describe our trust evaluation methods.
Section 4 analyzes the properties of the new model. Finally, concluding remarks
and future research directions are provided in Section 5.

2 Related Work

Following is a brief review of some of the previously proposed trust models. First
let us look at one of the first trust models proposed by Marsh. His trust model
can be considered as a soft one in that it captures situational trust in different
situations taking into account of trustor’s own utility preference [8]. However, the
original model does not consider hard trust. Another soft trust example is the
social control system proposed by Rasmusson et al. [10] where each participant
in the system takes responsibility for security, rather than leaving it to some
external authorities such as TTPs. The main idea of Rasmusson’s theory is to use
social control to demand certain group behaviors, i.e. to indirectly force the group
members to behave in certain ways such that interactions with malicious entities
can be avoided. Abdul-Rahman et al. [1] propose a trust model along with a
protocol for trust recommendation queries in distributed system based on PGP.
Yu et al. [14] present a distributed reputation based social control mechanism
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using evidential theory to combine direct experiences with recommendations
(witness) on evidences of trustworthiness from distributed sources to make trust
decisions and weed out malicious entities from the system - in line with the main
idea of social control proposed by Rasmusson [10]. In general, these soft trust
models do not consider the issues of hard trust or authentication trust which is
important to security properties of distributed applications such as the mobile
agent systems.

One of the hard trust example is the trust model proposed by Tan et al.
[11] developed for mobile agents, where the authors have identified six types
of trust and belief relationships specific to mobile agent systems and developed
a trust derivation algorithm for mobile code security, using TTPs (verification
servers) for execution trace verification. However, the trust transitivity used in
the inference rules for trust derivation is based on the availability of TTPs. This
assumption seems to be too strong in our opinion for a mobile agent based ap-
plication in an open network where such a structure of a grouped verification
servers may not always be available. Wilhelm et al. [13] give a more comprehen-
sive treatment on the issue of trust in mobile agent systems. They have identified
what they referred as the four foundations of trust, namely: blind trust, trust
based on (a good) reputation, trust based on control and punishment and trust
based on policy enforcement. Their solution to the trust in mobile agent systems
problem was the CryPO protocol, based on tamper-proof hardware to provide
tamper-proof environments, which are the foundation for the agent executor and
agents can assert which environment manufacturers they trust. The protocol uses
certificates and encryption technology to ensure security and is essentially an ex-
tension of the certification framework. However, the authors of CryPO did not
consider soft trust in their proposal.

A more general example is the trust formalism proposed by Beth et al. [2]
where they identify and apply different types of trust for authentication pro-
tocols. Even though the authentication trust (i.e. hard trust) is the main goal,
social control mechanisms such as recommendations and direct observations are
used for evaluation and the associated drawbacks have been reported by
in [5].

3 A New Trust Model for Mobile Agent Security

3.1 Definitions

Definition 1 (Trust) Trust is the belief of honesty, competence, reliability and
availability of an entity in a context of interaction and co-operation in social and
technical settings.

In the mobile agent security context we extend this trust concept into hard
trust and soft trust.

Definition 2 (Hard Trust) Hard trust is the trust that is established via cryp-
tographic mechanisms.
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Definition 3 (Soft Trust) Soft trust is the trust that is derived from non-crypto-
graphic mechanisms such as social control via recommendation protocols, obser-
vation and direct experiences.

As mentioned in Section 1, social control mechanisms often may be the only
option in evaluating trust in an open network environment as TTPs may not
always be available. It therefore follows that a more comprehensive trust model is
needed to represent the soft trust in addition to the hard trust. Furthermore, the
new trust model provides a means of trust evaluations via trust dynamics (based
on social control mechanisms) using notions of positive and negative experiences.
In general, a trust model must address the following issues in mobile agent
system security: 1) Trust Abstraction: How to capture the fundamental trust
assumptions and the trust relationships among different principals that exist in
the mobile agent systems. 2) Trust Establishment: How to formally represent
the known trust relationships explicitly and update them dynamically in light
of experiences. 3) Trust Derivation: How to derive new trust from existing trust
relationships. We cover these issues in the following sections.

3.2 A Hybrid Trust Approach

We propose a new trust model where we combine the notions of hard and soft
trust thereby enabling a wide range of trust relationships to be established.
These include the trust relationships established in closed systems such as in
an intra-domain operation where trust are chained and rooted from the domain
trusted entities (such as a domain manager) to various member principals; full
trust evaluation is possible once authentication and authorization is completed
[12]. On the other hand, in an inter-domain operation in open networks, domains
may not trust or know of each other or even TTPs may not always be available.
This thus indicates the absence of authentication trust. In such cases we pro-
pose the use of soft trust based on social control mechanisms such as direct
observation history or recommendations from other entities in the system (given
that these entities are trusted to offer such recommendations) in conjunction
with any hard trust (authentication trust) to form an informed opinion (ie the
combined opinion) on the trustworthiness of an entity in question. Naturally,
such an approach enables us to gain the benefits of both the hard and soft trust
mechanisms in a scalable and flexible way that fits well with characteristics of
extremely distributed nature of mobile agent systems. We will analyze and show
the useful properties of our new trust model in Section 4. In the following section
we will discuss the trust relationship modelling issues for mobile agents.

3.3 Mobile Agent Trust Relationships

Broadly speaking, in the context of mobile agents, we believe two types of trust
that need to be addressed to cater for host and mobile code security issues. From
the mobile agent owner point of view, we have trust on execution defined as the
belief that the hosts will faithfully run mobile code and then migrate it to next
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destination; this trust is related to the underlying mechanisms for mobile code
security, which provide preventive measures using TTPs to verify and certify
the hosts’ capacity for running the mobile code [11]; this trust is also related
to the detection mechanisms such as signed security tags and chained hashing
algorithms for mobile agent data integrity [12]. From the executing host point
of view, we have the trust on mobile code defined as the belief on the ability of
the agent owner principal to produce good code and on the honesty of the prior
interim sender principals for not tampering with the code or making it malicious;
this trust is related to the countermeasures employed in secure mobile agent
systems such as the passports for mobile agent credentials and signed security
tags for code integrity which can be verified by executing hosts [12]. We have
refined these two types of trust using the Security Enhanced Mobile Agent (SeA)
[12] as an example. We have derived several security related trust questions
that should be answered at different stages of the life cycle of a typical mobile
agent operation [7]. In the remaining part of this paper we focus on evaluation
problems on such trust relationships.

3.4 Trust Evaluation

The trust valuation aids the decision making in the face of uncertainty in open
network operations. Currently, the evaluation of trust relationships are mainly
done by a single trust type, typically a hard trust relationship [11]. Such ap-
proaches suffer from drawbacks of higher access barriers, lack of ability in deal-
ing with the uncertainties of post authentication and authorization behaviors in
an inter-domain operation as entities in this situation will have different degree
of trustworthiness for each other. One thus needs to set up proper metrics to
evaluate such varied degrees of trust worthiness. Provided in Section 3.4.1 is a
brief review on a well-known evaluation method and our new evaluation method
is presented in Section 3.4.2.

A distinction is made between direct trust which consists of trusting an entity
to perform a specific task, and the recommended trust which consists of
trusting an entity to recommend another entity for a specific task.Definition
of trust level V is based on the confidence level according to the conceptual
formula:

where is the trust and can be called trust density function of an
entity with regard to trust class

Beth et al. [2] have developed a now well-known formalism for trust evaluation
which takes into consideration trust dynamics such as trust evaluation via rec-
ommendation and direct experiences. In this paper we adopt and extend Beth's
approach for trust valuation for mobile agent system. First let us consider some
key results from Beth’s trust evaluation formalism [2, 5].

3.4.1 Existing Trust Evaluation Methods. As introduced in Section 1
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Estimation of direct trust based on positive observations, is done ac-
cording to Formula 2. This trust value is the probability that a trustee has
a reliability of more than when entrusted with a single task
(i.e. a trust class such as execution or mobile code):

Estimation of recommended trust based on positive and negative
experiences, is done according formula:

Estimation of new trust based on a sequences of recommended trust
and direct trust is done using special ring-dot product defined as below:

3.4.2 Our New Evaluation Method Using the New Trust Model. Be-
fore we propose our new trust model, let us first look at the problems associated
Beth’s Model.

Problem 1: While soft trust has the advantages of enabling interactions without
full hard trust (authentication trust), it does has some problems of its own. One
of the issues raised by [5] is the trust saturation problem which arises
due to long history of positive experiences. For example, in Formula 2 trust value
for direct trust can only increase since only positive experience is used, and as a
consequence, a long history either implies absolute trust or none at all. This can
be misused by a malicious entity by cooperating during a certain period in order
to accumulate high trust from another entity and then defecting on a transaction
of sufficiently high value. We have simulated these behaviors in Fig. 1 and Fig. 2.

Problem 2: Another problem is the lack of ability to adapt to changing trust-
worthiness in the calculation of recommended trust observed also by
[5]. This is treated differently from direct trust in that negative experiences are
accepted according to Formula 3, which makes it possible to have a relatively
low trust value after a long history when same level of positive and negative
experiences have been observed. However, when the entity changes its behavior
so will the related number of the positive and negative experiences. Hence it is
possible after a long history of positive observations the new observations will
hardly have any influence at all on the trust value at both end of the shape.
Fig. 2 shows the shape of the saturation and low evaluation regions. Now we de-
scribe in the following the solutions to the above problems using our new trust
model:

Proposed Solution to Problem 1: A possible solution is to derive a new
model whereby the soft trust (a set of trust containing direct trust rec-
ommended trust or derived trust can be combined with the hard trust
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Fig. 1. Direct trust Fig. 2. Recommended trust

(e.g. a set of authentication trust into a new set of hybrid trust
using a combining function

Where: and are scaling factors allocating the weighting for and in
the combining function, such that and and a simple
instantiation of Formula 5 can be defined as below:

This simple additive combining function is chosen for illustrative purpose
only. As for a practical implementation, there are more developed trust combin-
ing operators proposed such as the Consensus Operator offered by the Subjective
Logic [6]. With reduced allocation to soft trust (say 50 % allocation), the sat-
uration is no longer possible even without the presence of authentication trust

but the drawback is that the full trust evaluation is also lost by the re-
duced trust allocation and thus put a high access barrier. Fig. 3 and Fig. 4 show
better examples where 50 % of trust is allocated for the authentication trust
and 50 % to the observation based direct trust, i.e.
where and These simplified examples show the idea that
the combined trust can be used as a practical solution to above-mentioned trust
saturation problem.
Proposed Solution to Problem 2: Again this trust low trust evaluation
problem with a recommended trust can be improved in a similar fashion as
for the direct trust solution discussed above by combining the recommended
trust with authentication trust(see Fig. 4), i.e. where

and After adding the required amount of authentication
trust to the recommended trust one can see that the recommended trust’s low
evaluation regions (see Fig. 2) has been elevated. This sets a certain level of
combined trust initially and thus enables controlled interactions. This therefore
provides an opportunity for the recommended trust to evolve.
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Fig. 3. Combined direct trust. Fig. 4. Combined recommended trust.

4 Properties of the New Trust Model

The new trust model possesses several new properties that can not be achieved by
hard security mechanisms alone. These new properties provide synergies between
the hard trust and soft trust mechanisms yielding desirable mutual improvement.

First, whilst hard trust can provide assurance on security properties such as
authentication, authorization, integrity protection and non-repudiation, it has
high demands on the presence of TTPs [13, 11]. This can put server constraints
on the scalability and flexibility of the security system design. By combining
the hard trust with soft trust, the requirements for the availability on TTPs
can be relaxed, as trust can now be evaluated via soft trust mechanisms in
situations where none or only partial authentication trust exists. This improves
the scalability and flexibility of the security design. For example, the verification
sever based model proposed by Tan et al. [11] only accepts the code execution
verification from fully trusted servers (based on boolean trust relationships),
which is a very strong constraint that may restrict the scalability of the system.
With the help of the proposed hybrid model, the verification servers can now
be evaluated with different trustworthiness, and selections of verification servers
will be far more flexible and fine-gained. The hard trust model by [13] can also
be improved in a similar way by enabling the agent owner host to specify trust
policies for Tamper-Proof Environment (TPE) based on different trustworthiness
on the TPEs and thus improve the flexibility and scalability of TPE model.
Equally important is that in a soft trust environment trustworthiness can be
evaluated dynamically and even in the post authentication stage and thus the
over-all security level can be raised.

Second, hard trust, in addition to its usual function mentioned in the previous
paragraph, can also play a role in providing improvement to the soft trust. As
discussed in Section 3.4.2, by insisting on certain portion of authentication trust
in the system (providing the required amount of hard security assurance) one
can avoid the trust saturation region introduced by the flat contour (See Fig. 1
and Fig. 2) in the soft trust evolution based on recommendation and direct trust
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alone. This provides a means to combat the trust saturation problem introduced
in Section 3.4.2. In a practical implementation, for example, a malicious entity
may explore a soft trust only system by accumulating trust through certain
number of interactions and only to defect on a high value transaction [5]. With
the hybrid model, trust policies can be used to specify the required amount of
authentication trust for each access decisions. In the case of defection, the hard
trust demanded by the trust policies will provide a certain level of assurance
for non-repudiation. Another example is the low trust evaluation problem [5]
associated with soft trust alone, where it is possible to have a relatively low trust
value after a long history when same level of positive and negative experiences
have been observed (see the flat contour in Fig. 2). This low evaluation problem
can hinder the open network operation by putting up an unnecessary higher
barrier, which is contradictory to the original goal of soft trust. With the hybrid
trust model the low evaluation area can be eliminated by adding authentication
trust (see Fig. 4).

It is thus worth noting that at an application level, with our hybrid model,
trust policies can be set up for different application contexts, which will assert
the required amount of authentication trust as a threshold for any access con-
trol decisions on the resources in the case of host protection. For agent owner
hosts, similar trust policies can also be implemented for assembling mobile agent
itinerary list, initiating appropriate recommendation protocols, and selecting se-
curity patterns before deploying the agent into the open network for the itinerant
computing. As can be seen from the above application scenarios that one can
use the hybrid trust model to make more accurate and fine-grained security
decisions.

5 Conclusions and Future Work

This paper proposes a new approach for the design of mobile agent trust model.
The notion of hybrid trust for mobile agent security is introduced by combining
both the hard and soft trust. We illustrated the use of the new hybrid model to
describe relevant trust relationships explicitly in an existing security enhanced
mobile agent system. We have analyzed the properties of the new model such as
the ability to allow controllable level of interactions in situations where authen-
tication trust is absent or partial. The proposed model has provided significant
improvement for hard and soft trust models in terms of trust dynamics, and abil-
ity to guard against known problems of trust saturation/low evaluation which
can occur if only a single form of trust is used. The hybrid model enhances the
security of mobile agent systems by eliminating the possibility of attacks against
the known flaws of existing trust models and furthermore it can help make more
accurate and fine-grained security decisions. Therefore, the hybrid trust model
can help raise the security levels of mobile agent systems.

The new model presented in this paper is only a starting point into research-
ing a new approach of using hybrid trust based security techniques for mobile
agents. We are currently working on the formalization of the model and inte-
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grating it into a comprehensive mobile agent security framework; in particular,
modelling the new trust model formally in a variety of mobile agent systems
with hierarchical, non-hierarchical and mixed domain structures and integrating
it into a practical mobile agent application [12].
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Abstract. Person-to-Person marketplaces have become quite popular
on the Internet. Members of the communities established by these mar-
ketplaces may sell and buy items within the community. Naturally they
have certain security requirements on every trade conducted within the
community. We investigate these requirements and the possibility to ful-
fill them to guarantee multilateral security. eBay, one of the greatest
auction providers, uses a reputation system to enhance trust in its mar-
ketplace. Unfortunately this system does not address privacy. We suggest
how the use of other pseudonym types can increase privacy within a mar-
ketplace community like eBay while maintaining the same level of trust.

1 Introduction

On the Internet person-to-person marketplaces, especially auctions, have become
quite popular during the recent years. Numerous providers offer platforms which
initiate so-called ‘communities’ whose members are allowed to sell and buy arbi-
trary items within the community. To become a member a user has to register at
the provider by choosing the pseudonym he wants to use and declaring some per-
sonal information (e.g. his age, postal and e-mail address) that may be verified
by the provider. One of the greatest providers with nearly 95 million registered
members worldwide at the end of 2003 [9] is eBay (http://www.ebay.com/).

If a member of the community wants to sell an item he has to set up an offer
which will be linked by the provider’s web site. Usually the offer at least contains
the seller’s pseudonym and a description of the item. Typically selling/bidding
period and selling/reserve price are added.

After the item has been sold seller and buyer somehow have to exchange the
item purchased and the reward pursuant to its price. This exchange must be
fair, i.e. seller and buyer both have to receive what they have agreed upon. If
the item is a digital good (e.g. information) and for the reward electronic money
is available, the exchange can be realized by electronic fair exchange [2]. In the
project SEMPER [18] a framework for an optimal electronic marketplace which
allows trade with digital goods was developed. But most items are physical goods
that can be exchanged either directly between seller and buyer or via a trusted
third party that guarantees the correct transfer. Many providers offer or mediate
an appropriate transfer service against a charge. Some specialty providers already
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collect the item from the seller beforehand and set up the offer themselves. This
is only utilizable for easy describable and comparable goods.

But because the price of many items sold within marketplace communities is
quite low (e.g. books, CDs, computer games) many buyers and sellers decide to
exchange money and item directly. The provider provides them with the other
member’s personal data necessary to do this. Usually the buyer transfers money
from his account to the seller’s account and after the money has been credited
his account the seller sends the item by mail to the buyer.

This exchange needs trust in each other that own expectations and the other’s
behaviour are equivalent. Many of these exchanges are successful, but unfortu-
nately some are not. In the eBay community continuously frauds are discovered
where a member pretended to sell items, collected money from buyers, but did
not deliver the items offered. In 2002 more than 51,000 complaints about Inter-
net auction frauds in the U.S. were reported to the Federal Trade Commission
[7]. Although the money lost might be little the victim usually is annoyed.

So-called feedback forums or reputation systems have been introduced to the
provider’s service to handle problems that might occur during the interactions
between sellers and buyers. After the direct exchange of money and item is
completed (satisfying or not) both may give comments or/and marks to each
other. These are added to the member’s feedback profile (usually together with
the annotator and the exchange considered). Before buying from or selling to
a person every member of the community can inform himself about the other’s
profile. His past behaviour usually might indicate his behaviour in the future.

Unfortunately the currently used reputation systems1 allow to generate in-
terest and behaviour profiles of pseudonyms (e.g. time and frequency of partic-
ipation, valuation of and interest in specific items). If the pseudonym becomes
related to a real name, as it typically does for trading partners, the profile be-
comes related to this real name as well.

Section 2 gives a more detailed overview of the requirements members and
providers of marketplace communities usually have. We concentrate on privacy
requirements because recent surveys [15,11] indicate that a lack of privacy seems
to reduce the success of electronic commerce. Every member wants to determine
himself how much and when he wants to reveal data about his person, behaviour
and interests. Possible measures that help to fulfill the security requirements are
outlined. In Section 3 we investigate to what extent the auction provider eBay
makes use of these measures. In section 4 we describe how identity management
can help to reach a compromise between different requirements in the sense of
multilateral security. Section 5 describes the use of reputation systems to increase
trust in electronic marketplace communities. In Section 6 we present simple ad-
hoc measures to realize the privacy requirements users might have while not
decreasing the trust in other security requirements the system should provide.
The measures presented should be understood as possible suggestions that have
to be elaborated further but can easily be implemented in existing platforms.
Due to space limitation they cannot be described in detail.

1 An overview of common reputation systems currently in use can be found in [13].
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2 Requirements on Electronic Marketplaces

Let an electronic marketplace community be given with a set of members at
a specific time who are allowed to take the role seller, prospect or buyer.
Within the community a seller-iniated trade consists of the following actions:

Offer: By taking the role seller and offering an item under specific condi-
tions (including usually a minimum price) a member initiates a new sale.
Bidding: By bidding on an item and specifying his conditions for the buying
a member (who is not the seller of this item) takes the role prospect.
Sale: If the sale ends one of the prospects in the sale might get the role buyer.
Which prospect gets this role is determined by the provider by comparing
the prospects’ conditions with the seller’s and choosing the optimal one for
the seller (if there is one).
Exchange: After the sale buyer and seller have to exchange item and
reward pursuant to the price. The order of paying the reward and delivering
the item has to be negotiated between them.

1.

2.

3.

4.

In a buyer-initiated trade the buyer publishes the item he is interested in under
specific conditions and waits for prospects who want to sell this item to him.

Members and provider of the community want to benefit by participating in
resp. providing it: The provider wants his service to succeed and give him an
economical benefit. The buyer wants to receive the item bought and the seller
wants to receive the reward pursuant to the price.

Members and providers necessarily have security requirements on the prin-
ciples of the community and the trades transacted within it that have to be
negotiated and as far as possible fulfilled to guarantee multilateral security [14].
Usual security requirements as listed in [19]) distinguish between protection of
content and circumstances. In the case of electronic marketplace communities
content means every information regarding a trade members might give. Cor-
respondingly circumstances cover every (explicit and implicit) action regarding
a trade that might be performed. Protection of unauthorized access to infor-
mation regarding content (confidentiality) and circumstances (anonymity)2 and
unauthorized modification of information regarding content (integrity) and cir-
cumstances (accountability) are described in subsection 2.1 and 2.2. Security
and cryptography provide us with a lot of measures which help to reach these
requirements. Our favourites are outlined briefly in these subsections as well.

As additional security requirements unauthorized impairment of function-
ality regarding content (availability) and circumstances (reachability, legal en-
forceability) have to be mentioned. But we do not outline them in detail here.
We assume that the community provider is interested in guaranteeing reachabil-
ity and availability, because as we already noted he wants his service to succeed.
Further the community provider is liable for the service he offers but may trans-
fer a part of liability for trades to the members involved. For this reason the
community provider has to link an artificial person to every member.

2 We neglect as well hiding of content as unobservability of circumstances that are
listed in [19] as security requirements.
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2.1 Unauthorized Access to Information

We assume that members do not interact with each other except from trades to
prevent outside information flows between them.

Confidentiality: This requirement seems to contradict usual trades which
at least need a detailed description of the item offered and its actual price.
But members might only want to buy from or sell to specific other members
and keep a trade secret from others. Also there could be the wish to keep
bids made and digital items exchanged secret from everyone not involved in
a trade or for a specific time. Using public key encryption with a convenient
distribution of public keys can help to do so. Additionally secret sharing
schemes might be used to prevent misuse of data deposited at the provider.

A person pseudonym only is a substitute for the member’s real name.
All his actions within the community are linkable
A role pseudonym is used just in one role of the roles seller, prospect
or buyer. If a prospect becomes the buyer of an item his pseudonyms
used become linkable for everyone noticing this change.
A relationship pseudonym can be used by a member for every partici-
pation in a trade with the same other member. This is only possible as
prospect or buyer. For a seller other member’s participation in his
trades are linkable. A seller cannot use a relationship pseudonym when
offering an item because he does not know a future prospect or buyer.
A role-relationship pseudonym can only be used as prospect or buyer
for the same reason. But the for the prospect becoming the buyer his
pseudonyms used for these roles become linkable.
A transaction pseudonym guarantees optimal unlinkability of a member’s
actions within the community. Every member uses a different pseudonym
for every trade he is involved in what makes his participations unlinkable.
But the change of role prospect to buyer still might be linkable.

2.2 Unauthorized Modification of Information

Integrity: Members want to be certain that every modification within the
actions of a trade will be detected.
Accountability: Every member wants other members to be responsible for
the actions they are allowed to perform within the community, especially of-
fering/delivering items as seller, bidding on items as prospect and paying

Anonymity/Pseudonymity: A member wants to specify which personal
information about him other members or the provider get. One is anonymous
resp. his role as a seller, prospect or buyer of an item if this particular
action he performs under the role is not linkable to him (cf. the definition
in [12]). This cannot be reached in this strict sense because during a trade a
member has to be identified under a certain pseudonym. But by the usage
of pseudonyms members can control the linkability of the trades they are
involved in. This results in the following pseudonym types as listed in [12]:
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for items as buyer. No member should be able to deny an action he exe-
cuted. Accountability guarantees that everyone taking part in a trade and
not following its protocol is accountable for his misbehavior. Members want
other members and the provider to follow the trade protocol correctly. The
provider has to determine the outcome of a sale correctly. Especially he has
to determine the buyer correctly3. Ideally the members are able to verify
the correctness of the provider’s actions. The exchange between seller and
buyer has to take place in a fair manner that means both get what they
expected.

All digital available information can be made integer and accountable by adding a
digital signature and if necessary a time stamp. Every member accusing another
member to have taken the role seller or prospect for a trade must show
the corresponding signature to prove his accusation. A secure implementation
of electronic auctions using these primitives to guarantee accountability and
integrity has been presented in [17]. The techniques used can easily be adapted
to general electronic marketplaces.

The exchange within a trade often is not executed under the control of the
marketplace provider. For this reason other proofs have to be collected that the
members’ actions are integer. Examples are receipts of bank transfers or shipping
via mail. But this is outside the scope of this paper.

Note all measures only provide proofs to members and provider that others
did not execute an action correctly. But any dispute between them has to be
solved outside the system in a legal proceeding. Legal enforceability naturally
depends on the grade the cryptographic and security measures or other proofs
are recognized as legally binding in national and international law.

3 Realization by eBay

The choice on which of the measures is the best one to realize a certain require-
ment depends on several factors. According to multilateral security [14] members
should be able to negotiate a compromise between their requirements. Usually in
current implementations of marketplaces communities the provider determines
the requirements. Communities will often start with no or only simple measures
depending on the money that should be invested in the community’s infrastruc-
ture. With the community’s growth and the members security requirements’ in-
creasing after some of them might have been disappointed by dishonest members
the measures often become stronger. The provider’s interest in benefit hopefully
reaches that he provides a service acceptable for the majority of his members.
He necessarily has to assure that members and potential members trust in the
community and his kind of organizing sales. Electronic marketplaces currently
in use and successful on the Internet neglect some security requirements and use

There might be sellers or prospects who cooperate with the provider to influence the
outcome to get additional benefit. But usually at least one of the other prospects or
the seller involved in the auction wants the provider to work correctly.

3
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weaker measures than the ones described in section 2 for the benefit of usability
and lower costs of providing the framework and participating in it.

One of the greatest providers of an electronic marketplace community is
eBay. eBay charges a fee for every item offered and sold. To assure that the
members pay this fee since 2001 becoming a member of eBay is only possible
for people who are willing to declare a bank account or credit card the fee will
be paid with. eBay delegates all liability for trades within the community to the
members involved. In the following we analyze in extracts to what extent the
security requirements users have are realized.

3.1 Unauthorized Access to Information

Confidentiality: A member is free to set up a trade with the information
he likes to reveal. But there is no possibility to restrict the access to the
trade to other members, only taking the role prospect might be limited.
Anonymity/Pseudonymity: Person pseudonyms are in use. For eBay as
provider every member of the eBay community is linkable to his pseudonym.
All purchases, sales and their circumstances (e.g., time, business partner,
reputation) of a pseudonym are linkable to this pseudonym for every member
of the community.
Even after the change of a pseudonym that is offered by eBay all previous
changes of pseudonyms are linkable for all members.
eBay allows a seller to set up trades which hide the link between an item
and pseudonyms bidding on or buying it from every member except the seller
(so-called ‘private auctions’) and eBay. After a sale buyer and seller get
their corresponding real names and addresses.

3.2 Unauthorized Modification of Information

Integrity: Bidding on and selling an item within the eBay community has to
be confirmed by the buyer by logging in with his pseudonym and a password.
The default used is unencrypted transmission to the eBay server, but the
member may choose SSL and afterwards the password will be stored in a
cookie.
Accountability: eBay offers a transfer service for the exchange of item
and reward pursuant to the price against an extra charge. If the members
decide to execute the exchange on their own both seller and buyer have the
possibility to complain about an unfair behaviour to eBay. The dishonest
member gets an admonishment from eBay. After multiple admonishments
he might be excluded from the eBay community.
eBay Germany aligns the address a member provides with his application to
the community with the Schufa database of addresses where all data about
bank credits and accounts is collected in Germany.
The bids made are published speedily. This helps the members to verify that
their own bid is considered. But the members have to trust eBay that the
time of every bid or sale is recorded correctly and the bids listed were made
by the members listed.
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4 Identity Management

User-controlled privacy-enhancing identity management gives the possibility to
reach pseudonymous trading within a marketplace community that tries to sat-
isfy both provider’s and members’ security requirements. The user can protect
against unauthorized access to information while by the use of credentials the
server can be sure pseudonymous users are reliable and can be made accountable
for misbehaviour. The use of an identity management system for the scenario
of classical e-Commerce on the Internet is outlined in [6]. In contrast to elec-
tronic marketplace communities in this scenario the roles of seller (‘shop’) and
buyer resp. prospect (‘visitor’) are fixed and not interchanged. One of of the
possible additional scenarios for identity management mentioned briefly in [6]
are Internet auctions (a special case of electronic marketplace communities) but
not addressed with respect to the change of roles.

The project PRIME (http://prime.inf.tu-dresden.de/) builds a prototype for
an identity management system that gives the user the control over his personal
data and its use for different applications e.g., e-commerce. The prototype to be
build will make an appropriate design of the user side and possible server sides.
This will need application providers to install this software on the server side
and provide access to their services using identity management software.

Because a wide use of such architectures will probably take some more years
we present measures from identity management to reach more pseudonymity in
existing marketplace communities and the building up of trust to compensate
the absence of expensive protection against unauthorized modification of infor-
mation. Our goal is balancing trust in the community established and privacy
requirements members have.

Privacy measures on the application layer, in this case marketplace commu-
nities assume that the underlying network layers already provide anonymity.
Members of Internet communities can act anonymously by using anonymiz-
ing services. They have the choice between simple anonymous proxies (e.g.,
Anonymizer [1]) or more secure services like Web mixes [3] or Tor [16], both
more or less based on Chaum’s Mixes [5].

5 Trust and Reputation Systems

The critical point for trust within a marketplace community is whether within a
trade seller’s and buyer’s expectation and behaviour regarding the exchange
fit each other. Here we only consider reputation systems as a possibility to handle
this trust. Every member involved in a trade in the role seller or buyer gets
the possibility to give a rating to his trading partner. In the eBay community
the member can choose between the discrete values 0, –1 or 1 as marks and add
a comment depending on his satisfaction with the trade. A member’s reputation
is represented as a sum of the ratings given to him. By informing himself about
another’s member reputation before participating in a trade a member hopefully
will get an indication about this member’s future behaviour. According to the



Balancing Privacy and Trust in Electronic Marketplaces 77

study in [10] there is an economical need for using reputation systems in Internet
auctions. Their empirical result based on Pentium III as homogenous items with
stable prices is that a seller’s reputation affects the price bidders are willing to
pay while the buyer’s reputation does not. But this study does not address the
use of reputations systems for non-homogenous items and users with varying
expectations. A good reputation system collecting experiences from members
should take several factors into consideration e.g., time of a trade, value of an
item, reputation of the member rating another. Such a system should enable a
user to enter his personal preferences and expectations regarding a trade and
members whose reputation should be considered and whose not. But designing
a reputation system is outside the scope of this paper, we would only like to give
suggestions.

Certainly members may give unfair ratings in the positive or negative direc-
tion because they fear a possible revenge of the other member involved in the
trade or want to take revenge themselves. This could be prevented by using a
fair exchange of the reputation that should be given for a trade with eBay as
trusted third party.

6 Privacy and Reputation Systems

In the context of person-to-person marketplaces privacy mostly is not addressed.
Experience has shown that many users do not worry about trust in other mem-
bers but about privacy of their own personal data they worry even less. In the
U.S. the Federal Trade Commission offers guidelines to users of Internet auctions
[8] concerning trust management but does not address privacy in this context.

Unfortunately the type of reputation systems used in common electronic
marketplace communities like eBay allows to generate interest and behaviour
profiles of pseudonyms, because the user who gave the rating and the respected
sale is listed together with a member’s reputation profile. For example time and
frequency of participation as well as valuation of and interest in specific items
can be collected for eBay pseudonyms that are person pseudonyms as already
outlined in section 3. If the pseudonym becomes related to a real name, as it
does for trading partners, the profile becomes related to the real name as well.
This is true for trading partners who exchange item and reward directly because
at least the seller necessarily has to know email and real address of the buyer.

Providers usually argue that these profiles of reputations are necessary to
enhance trust in potential trading partners. But smart merchants also already
use these data to generate user-specific advertising emails. Since 2001 EBay
warns users about merchants offering products to email addresses they collected
from bidders.

Our goal is to increase pseudonymity while maintaining the same level of trust
provided by the reputation system. As already outlined briefly in [6] a pseudonym
type that is restricted ‘to only one per user per auction’ should be used. Un-
linkability between sales a member is involved as a seller, prospect/buyer
can be reached by using role pseudonyms regarding to this roles. Using this
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type of pseudonym has the positive side effect that reputations for these roles
are collected separately. This makes sense from the economical point of view as
already outlined in Section 5 and even should increase the trust in the repu-
tation system because members might be different trustworthy as seller than
as buyer/prospect. Relationship and role-relationship pseudonyms cannot be
used as seller.

Using transaction pseudonyms seems to be not sufficient because the trust
reached by reputation collected under a pseudonym cannot be realized. To give
members the possibility to use their reputation with different pseudonyms a
similar mechanism than for convertible credentials could to be used [4]. The
anonymity set in Internet marketplace is quite large, if a member is able to
interact with pseudonyms difficult to link with his real identity. In reputation
systems where the reputation is reflected by the numerical sum of ratings many
members will have the same reputation and thus the anonymity set of one sin-
gle member contains all members with the same reputation. If the reputation
system allows users to give additional comments regarding their rating, the pos-
sibility for the formulation of comments has to be limited as well to guarantee
an appropriate anonymity set. This gives members the possibility to determine
the linkability of their actions within the community.

To guarantee a member’s accountability for the provider his pseudonym must
be linkable to the real name who has registered himself as this member and under
this pseudonym.

7 Conclusion

In this paper, we analyzed the trust and privacy aspects in electronic marketplace
communities. Especially we investigated the use of reputation systems to enhance
trust in these communities. As shown by the example eBay unfortunately privacy
is not addressed by their reputation system. We outlined how the use of other
pseudonym types and the limitation of the possible ratings of a reputation system
can increase privacy while maintaining the same level of trust in a marketplace
community and with only little afford.

Note we only sketched a possible solution to balance privacy and trust in
marketplace communities on the Internet. In future research the solution will be
filled with a concrete implementation and analysis of the unlinkability provided
in real-world situations with the use of different pseudoNM types.

In arbitrary electronic communities where most of the members will never
meet personally trust and privacy issues are of great importance. Especially in
communities that concentrate on self help members looking for help on the one
hand usually want to remain anonymous while on the other hand they want to
get help from trustworthy other members. These communities are not driven by
the wish of economical benefit and have to be analyzed as well and even more
carefully in future work.
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Abstract. We investigate proxy auctions, an auction model which is
proving very successful for on-line businesses (e.g., [9]), where a trusted
server manages bids from clients by continuously updating the current
price of the item and the currently winning bid as well as keeping private
the winning client’s maximum bid.
We propose techniques for reducing the trust in the server by defining
and achieving a security property, called server integrity. Informally, this
property protects clients from a novel and large class of attacks from a
corrupted server by allowing them to verify the correctness of updates
to the current price and the currently winning bid. Our new auction
scheme achieves server integrity and satisfies two important properties
that are not enjoyed by previous work in the literature: it has minimal
interaction, and only requires a single trusted server.
While the privacy property of our scheme holds under a standard in-
tractability assumption, the server integrity property holds uncondition-
ally.

1 Introduction

The overwhelming expansion of the Internet is today being accompanied by a
large increase of financial activities and transactions that are conducted on-line.
An example of notable success is represented by on-line auctions. A few minutes
navigation on the Internet allows to realize the existence of several sites offering
easy to implement auctions as a way for anybody to sell items of any kind to the
best bidder. Different are the types of auction that are being offered by these
business, but one in particular is becoming very popular: proxy auctions.

In generic auctions a server is managing the selling of some item and receiving
bids from clients, eventually choosing one of these bids according to some criteria.

In proxy auctions clients are invited to submit the maximum price they
would like to pay for the item. While the client offering the maximum price
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eventually wins, the price established for the purchasing is not necessarily the
maximum offered price but it is just above the second maximum price offered.
More precisely, the system acts as an electronic proxy that repeatedly places
bids for the clients (up to the bidder’s specified maximum price) to keep them
ahead of other bidders. Therefore, a bidder can only be outbid if someone else
enters a greater maximum price.

On one hand, proxy auctions seem very attractive, especially for Internet
users, since they can submit their maximum bid and then not care about how
the auction goes until the end of the auction itself. Instead, in a real-life (also
called English-style) auction, users need to carefully listen how the auction goes
and repeatedly submit bids to outbid other bidders.

On the other hand, proxy auctions put a significant amount of trust in servers.
If servers are fully trusted then the auction winner and price is going to be fairly
decided. However, if this is not the case, then both can be compromised. In the
interest of maximizing the final selling price and therefore its commission fee, a
server might both claim that one particular bidder outbid another one without
this being the case, or decide to update the item price by an amount larger than
what he is supposed to.

In this paper we present techniques for preventing these types of undesired
behavior from corrupted servers in proxy auctions.

Our Model, Definition and Results. We consider a model composed of sev-
eral clients who intend to purchase an item by participating in a proxy auction,
and a server, taking care of operations such as setting starting and final date of
the auction, and updating current price and currently winning bid.

We present a first formal definition of some basic security properties that one
would expect in this type of auction. In particular, we define security against
clients preventing other clients to win the auction, and privacy of the maximum
price offered by the winning client. These properties are already achieved by
many businesses on the Internet (e.g. [9]).

Most importantly, we focus on other security requirements not achieved by
many businesses on the Internet, such as server-integrity. We formally define this
property and propose a very simple and efficient auction scheme that achieves
this property without compromising the above mentioned privacy property. We
do not even compromise the main efficiency property of these schemes: that is,
their round complexity. In fact, we believe one important property of our auc-
tion scheme is that it is non-interactive, in the sense that bidding requires a
single message from client to server and updating current item value and cur-
rently winning bid also requires a single message from server to client. Another
important property of our scheme is that it uses a single server to guarantee the
correctness of the scheme, rather than many servers that cannot collude, as done
previously in many works. Our investigation focused on enhancing the security
of auction systems that are used in many business on the Internet. This should
be contrasted with essentially all papers on auctions in the cryptographic liter-
ature that instead focus on designing elegant protocols with many interesting
security properties but that unfortunately remain very far from protocols used
in practice.
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Crucial tools in the design of our auction scheme are new non-interactive
perfect zero-knowledge proof systems (see, e.g. [3,6]), which enlarge the class
of languages that are known to have such systems. For instance, we show how
to prove that a tuple of quadratic residues or non residues encrypts a value
that is greater than a certain integer. We stress that these non-interactive zero-
knowledge proofs are indeed quite efficient since they do not require any reduc-
tion of a problem instance to an instance of an arbitrary NP-complete problem.
We also discuss known solutions for these proof systems that are even more
efficient but however either require more rounds of interaction between the par-
ties or assume the existence of a random oracle (currently known to be a false
assumption).

Related Results. Several investigations have been done in the cryptographic
literature on auctions (see, e.g., [7, 5, 15, 16, 11, 17]), mostly dealing with sealed-
bid auctions. Some papers (see, e.g., [13, 1, 14]) dealt with proxy auctions, but all
considered multi-server models to guarantee protocol correctness and required
many rounds of interaction or assumed the existence of random oracles.

2 Definition of Secure Proxy Auctions

Setup: Parties, Items, Connectivity. The parties involved in a secure proxy
auction are a server, denoted as S, and the clients, denoted as
The server is managing the auctioning of a single item (for simplicity) and the
clients are allowed to send to the server bids they would like to pay in order to buy
the item. Server must be connected with all clients by means of authenticated
channels; but connection between any two clients is not necessary for the auction
to properly function.

Basic Auction Mechanics. At some starting date sd the server S announces
on a public site (e.g., a WWW site) the auctioning of the item, and also defines
a starting price sp, a deadline date dd, and a minimal increment mi. The time of
the auction goes then between sd and dd, where the following happens. First of
all, the item is associated with publicly announced current price cp and currently
winning bid cwb, where at time sd it holds that cwb = cp = sp.

Then, each client can send to the server a message specifying the
maximum price that is willing to pay for the item. This is the bidding
protocol.

After that, the price update protocol is executed: if then the
message is considered valid by the server, who checks if If
so, then client will hold the currently winning bid; that is, the value of cp is
updated to cwb + mi, and cwb is set equal to Otherwise, client is sent
a message by S saying that he has been outbid by another client, and the value
cwb remains unchanged. At deadline time dd, the client who submitted cwb is
declared winner of the auction and is supposed to buy the item at price cp.

We remark that each client would typically go through a registration phase
with the server in order to be able to take part in the auction, possibly involv-
ing some exchange of personal information. We will assume that this phase is
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application-dependent and quite standard, and therefore we will only consider
the auction phase from now on.

Note also that both the bidding and the price update protocols are non-
interactive, in the sense that a single message is sent by one party to the other.

Requirements. Let denote positive integers and be a security parameter.
We will denote by sd the starting date, by dd the deadline date, by
the minimal increment, by the current price, and by
the currently winning bid. We also let denote the index in such that

is the maximum among (Here, the values are not fixed
at the starting date, but only after the deadline date.) If we denote by the
bidding protocol and by the price update protocol, an execution of a proxy
auction scheme, denoted as has the form of an iterated execution
of protocol and protocol between S and for some

Given these definitions, we require a secure proxy auction scheme
to satisfy the following requirements:

Correctness. If S and all clients honestly run all executions of proto-
cols and then the probability that at the end of the auction scheme the
client is declared winner is equal to 1.

Security against clients. If S honestly runs all executions of protocols and
then for all algorithms the probability that at

the end of the auction scheme the client is not declared winner is expo-
nentially small (in

Privacy against clients. Let be the maximum price submitted using protocol
from client at some time when the current price is cp, and before the

current price is updated to Assume that the client is outbid (resp., is not
outbid and becomes the winner of the auction). For all probabilistic polynomial
time algorithms trying to guess the value of
the probability that they succeed better than randomly choosing among all mi
increments of interval (resp., is negligible.

Security against the server. There exists a probabilistic polynomial time algo-
rithm J (for judge) such that for any probabilistic polynomial time algorithm

if at some time during an execution of a client submits during protocol
a maximum price such that and the output of this

protocol does not result in the current price to be updated to cwb + mi and the
currently winning bid to be updated to then the probability that algorithm
J, on input so far, does not return 1 is exponentially small in

Remark. The above definition captures a novel and large class of somewhat
‘innocent-looking’ (and therefore, more dangerous) attacks from a corrupted
server. We do not consider but plan to study in future investigations more ‘risky’
(and therefore, less likely) attacks from a server, such as denial of service to a
particular client, or coalitions server-client that will favor one client over another
during the auction.
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3 Server Integrity Proof Systems

Non-interactive zero-knowledge proof systems are techniques to prove in a single
message from a prover to a verifier (sharing a random string) that a certain
statement is true without revealing any additional information [4, 3].

In this section we present non-interactive zero-knowledge proof systems that
will be used by the server of a proxy auction to prove that all updates during
the execution of the auction are being performed according to the prescribed
protocol. We present two solutions. The first solution uses known protocols in the
literature, it has good efficiency properties but bases its security on the existence
of random oracles. (Even if many papers in the literature propose protocols that
can be proved secure assuming the existence of random oracles, current state
of the art in Cryptography shows that random oracles cannot be constructed,
and therefore such proofs can at most be considered heuristic arguments that
cannot rule out successful attacks to the given protocol). The second solution
is based on new non-interactive zero-knowledge proof systems, that avoid using
random oracles, but are not as efficient. (In practice, an auction protocol does
not require the greatest efficiency on the verification of such proofs as the event
that any of these proofs is not accepting can be verified at any future time, it
automatically disqualifies the server and makes the entire auction invalid.) We
can plug in any of the two solutions in the scheme for secure proxy auctions that
we later present in Section 4.

A First Solution. Let (KG, E, D) be an asymmetric encryption scheme, where
KG is the key generation algorithm, E is the encryption algorithm and D is the
decryption algorithm. Let be a ciphertext for an integer message where

and Then we define the language
as the language of ciphertexts encrypting integers

greater than a given integer There exist efficient constructions of asymmetric
cryptosystems and of 3-round public-coin honest-verifier zero-knowledge proof
systems for the associated language GT (see e.g. [12,2]). These proof systems
can be made non-interactive using the Fiat-Shamir heuristic of computing the
verifier’s public-coin message as the output of a hash on the input and the proof
system’s first message.

A Second Solution. This solution is based on new non-interactive perfect
zero-knowledge proof systems for certain languages based on quadratic residu-
osity, thus enlarging the class of languages that are known to have such sys-
tems and perfectly-indistinguishable zaps (that is, 2-round public-coin witness-
indistinguishable proof systems).

We start with some basic definitions and then define the language of interest.
Recall that for each integer the quadratic residuosity predicate of an integer

can be defined as if is a quadratic residue modulo and
1 otherwise; for brevity we will call the character of For
integers we then define the character of
where as the positive integer whose binary representation is
the such that for Also, by BL
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we denote the set of Blum integers (that is, integers products of two
We can now define the language:

Theorem 1. The language has: 1) a non-interactive perfect zero-know-
ledge proof system; 2) a 2-round perfect witness-indistinguishable proof system.

Proof. We only prove case 1) of Theorem 1 as case 2) follows by applying the
techniques in [8] to the result in case 1). Since there exists a non-interactive
perfect zero-knowledge proof system for language BL (see, e.g., [6]), the problem
of presenting such a scheme for language is reduced to an analogous scheme
for proving that Let be the binary representation
of and let be the binary representation of in
other words, Then the
statement is equivalent to the following one: there exists

such that AND AND for all
A standard rewriting of this statement as a boolean formula over quadratic

residuosity statements results in a formula which is currently not known to have
a non-interactive perfect zero-knowledge proof system.

Instead, we rewrite the statement by noting that for
exactly one out of the following cases this statement is false: if for all

it holds that for and Then we
can rewrite the statement as an AND of where,
for it holds that and
By De Morgan’s law, the can be rewritten as and

We note that each of the XOR substatements in the above can be proved
in non-interactive perfect zero-knowledge. For example, in order to prove that

it is enough to prove a single quadratic residuosity statement;
that is, Then each formula can be seen as an OR
of quadratic non residuosity statement, which we know how to prove in non-
interactive perfect zero-knowledge, and the AND of all formulae can therefore
be proved in non-interactive perfect zero-knowledge.

More formally, a non-interactive perfect zero-knowledge proof system (P,V)
for is obtained as follows. Let (A,B) be the analogous protocol for language
BL given in [6] and let (C,D) be the analogous protocol for language OR(QNR)
given in [6]. Then, on input protocol (P,V) can be seen
as the sequential and independent composition of proof systems:

(A,B) on input (C,D) on input and then, for
proof system (C,D) on input

4 A Proxy Auction Scheme with Server-Integrity

In this section we present a 1-server proxy auction scheme which enjoys the
server-integrity property. Using any of the two variants of proof systems in Sec-
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tion 3, we obtain a different variant of a 1-server proxy auction scheme. One
variant admits practical proofs of server integrity, but assumes the existence of
random oracles. Another variant admits less efficient proofs of server integrity
and is based on a standard cryptographic hardness assumption.

For concreteness of description, we continue with the latter variant. First
of all we describe a proxy auction scheme based on quadratic characters of
tuples of integers in where is a Blum integer. Then we show that the
described scheme satisfies the requirements of the definition in Section 2. The
basic ideas underlying the proxy auction scheme consist of the server proving
non-interactively and using perfect zero-knowledge proofs that he is honestly
running the price update protocol. In particular, there are two types of updates
the server could be doing when receiving a new bid: updating the winner name
and the item price. While updating the item price, the server considers the pre-
viously winning bid and the new bid, and reveals the decryption of the smaller
one. This directly sets the current item price equal to the revealed bid plus a
minimal increment. However, this also directly declares the currently winning
client as either the previously winning client or the client who sent the latest
bid. In order to prove that this decision was made correctly, the server will have
to prove that one encryption of a bid is larger than the revealed smaller bid.
All these proofs are required to be zero-knowledge so to preserve the privacy of
the currently winning maximum price as it could be the auction winner’s maxi-
mum price. Moreover, they are required to be non-interactive so not to increase
the round-complexity of the auction scheme, which is, therefore, non-interactive.
The realization of these ideas will make crucial use of the non-interactive perfect
zero-knowledge proofs we have constructed in Section 3. (Note that we are not
using non-interactive computational zero-knowledge proofs since those typically
require expensive reductions of problem instances to arbitrary NP-complete in-
stances.) Specifically, we will use the 2-round perfectly witness-indistinguishable
(WI) version of these proofs so that we can avoid the assumption of a common
reference string necessary for non-interactive zero-knowledge proofs. In this ver-
sion, a client sends a random string to the server, that uses
it to compute non-interactive zero-knowledge proofs using as a reference
string, for some random string

We divide the formal description into two phases: a setup phase and an
auction phase.

Setup Phase. Both the server and all clients will refer to a public site, origi-
nally containing a common reference string that is assumed to be uniformly
distributed. The server S chooses a security parameter a price parameter

a minimal increment a starting date sd, a deadline date dd,
some item data id and a starting price sp. Then he sets current price cp = sp,
currently winning bid cwb = cp. The server randomly chooses two prime
numbers and computes Blum integer Moreover S ran-
domly chooses a tuple such that the character of

is cp. The currently winning encrypted bid is set to Finally
the server posts on the public site the tuple
and keeps cwb secret.
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Auction Phase. At any time between sd and dd a client can decide to
register to participate in the auction of item id. The details of this step are
inessential for the rest of the scheme. Once registered, client can run the
bidding protocol to bid some maximum price she would be
interested in paying for id. Protocol goes as follows:

writes in binary, as
For randomly chooses and computes

generates a random string to be used by S for his zap proof;
sends her encrypted bid to S, in an authenticated way.

1.
2.

3.
4.

Digital signatures can be used to send the bid in an authenticated way. This
avoids the possibility that a dishonest server claims that some client has sent a
bid (for example, a very high one) that she has not really sent.

Upon receiving encrypted bid from a client the server S runs
protocol to eventually update the current price cp, the currently winning
bid cwb and the currently winning encrypted bid Protocol goes as follows:

Using server S computes the quadratic residuosity of for
(that is, the decryption of the encrypted bid

Let be the integer whose binary expression is
If then S sends the message “invalid” to the client, and the
protocol stops.
If then:

1.

2.
3.

4.
S uses R to compute a perfectly WI proof that
S uses R to compute a perfectly WI proof that
S updates the current winning encrypted bid the current price

cp = cwb + mi and the current winning bid
S posts the updated currently winning encrypted bid and the

current price cp on the public site.
Else:

S uses R to compute a perfectly WI proof that
S uses R to compute a perfectly WI proof that
S updates the current price and posts and cp on the

public site.

Implementation Remarks: Proofs and Public Verifiability. In the above
scheme, proof is simply an AND of quadratic residuosity statements and
can be shown in non-interactive perfect zero-knowledge using, for instance, the
protocol in [3]; furthermore, proof can be computed using our schemes in
Section 3. We also remark that we have designed the scheme so that the server’s
honest behavior is publicly verifiable; that is, all parties can verify the correctness
of the server’s updates of both the current price and the currently winning
encrypted bid. If this property is not required, minor modifications are needed;
for instance, rather than posting all proofs, the server will send proofs only to
the involved client in each bidding operation.



88 Giovanni Di Crescenzo, Javier Herranz, and Germán Sáez

4.1 Properties of the Scheme

Theorem 2. The 1-server secure proxy auction scheme explained above satisfies
the following properties:

1. the scheme is non-interactive;
2. the “privacy against clients” property holds under the assumption of the
hardness of deciding quadratic residuosity modulo Blum integers;

3. the “security against clients” and the “security against server” properties
hold unconditionally.

Proof. (Sketch). It is not hard to verify that the scheme is non-interactive, and
that it satisfies the correctness and the security against server properties.

Privacy against clients. To guarantee this property we argue that a bidder
who is never outbid by any other client can keep her maximum price “suffi-
ciently” private (that is, private among all possible values of a bid that are
greater than the final price of the auction item, that is required to be public
by the auction rule.) It is clear from the development of the auction that the
bidder’s maximum price must be larger than the previously winning bid (or oth-
erwise this client would have been outbid). However, we now show that no other
information is revealed to the other clients about the value of this maximum
price. First of all we note that each bidder only sends an encryption of her max-
imum value, without never revealing it in clear (and so is the server doing since
she is never required to do so and she is assumed to be honest). Furthermore,
the only other steps in the scheme that depend on this value are those from
the server who must prove that this value is larger than some other maximum
price that is submitted. Since this proof is perfect witness-indistinguishable, it
leaves all possible values (greater than the current price) equally likely. There-
fore, the only successful strategy to guess some information about the value of
this maximum price is to break its encryption, which is infeasible assuming the
intractability of deciding quadratic residuosity modulo Blum integers.

Security against server. In order to prove this property, we show that if the
auction ends with a winner and at some point during the auction, the server did
not follow its price update protocol, then a client can always show a proof of
that to some judge. Specifically, assume that at some time a client is submitting
a bid with her maximum price being the largest so far. There are two cheating
scenarios that the server could use during its price update protocol after receiving
this bid and we would like to show that our protocol prevents both of them.

A first cheating scenario is that, after a new bid, the server updates the price
of the item to a price different from what stated in the auction rule. However,
note that to be successful in this strategy, the server needs to either prove that the
decryption of an encrypted bid is different from what sent from the associated
client (which contradicts the soundness of proof or has to prove that the
newly winning bid encrypts a larger value than the previous one when this is
not the case (which contradicts the soundness of proof

A second cheating scenario is that, after a new bid, the server declares current
winner the client that sent the smaller bid among the previously winning bid and
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the new one. However, note that to be successful in this strategy, the server needs
to prove that the newly winning bid encrypts a larger value than the previous
one when this is not the case (which contradicts the soundness of proof
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Abstract. Nowadays we can perform business transactions with re-
mote servers interconnected to Internet using our personal devices. These
transactions can also be possible without any infrastructure in pure ad-
hoc networks. In both cases, interacting parts are often unknown, there-
fore, they require some mechanism to establish ad-hoc trust relationships
and perform secure transactions. Operating systems for mobile platforms
support secure communication and authentication, but this support is
based on hierarchical PKI. For wireless communications, they use the
(in)secure protocol WEP. This paper presents a WCE security enhanced
architecture allowing secure transactions, mutual authentication, and ac-
cess control based on dynamic management of the trusted certificate list.
We have successfully implemented our own CSP to support the new cer-
tificate management and data ciphering.

1 Introduction

The mobile technology has motivated the deployment of new applications, ser-
vices, and business models as well as the ad-hoc network presence, in order to
adapt to highly dynamic situations, for instance, mobile customer service repre-
sentatives carrying their mobile terminal for showing the catalogue, making or-
ders, etc; payments from mobile phones, or e-wallets hosted in PDAs; and appli-
cation download from Internet in our mobile phones. These business models that
always include at least a mobile device are known as mobile Business (mBusi-
ness). mBusiness transactions often involve limited devices connected to remote
servers through Internet. However, it can also involve transactions between lim-
ited devices using ad-hoc networks for business-to-costumer (B2C) without In-
ternet access as in emergencies, network failures, or simply when there is a lack
of infrastructure. These transactions must be performed safely from anywhere,
at anytime and with any device. For example, Paul, mobile customer service
representative goes out to promote a new product. Paul visits his customers,
but also he has found a new client, Marie. He uses his PDA for showing a new
product. If Marie is interested in buying the new product, she must establish

* Thanks to UBISEC (IST STREP 506926) and EVERYWARE (MCyT N°2003-
08995-C02-01) projects.
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a trust relationship with Paul, exchanging personal information (certificates).
Then, Marie can issue purchase orders to Paul. Eventually, when Paul’s PDA
has access to Internet, this information is synchronized with the enterprise’s
server.

Operating systems for mobile devices, such as Symbian OS and Windows CE
(WCE), have support to establish secure communications using secure socket
layer (SSL). SSL is based on conventional X.509 certificates (hierarchical PKI)
for authentication of communicating parties. Trust models in PKI are generally
hierarchical (usually top-down like in Visa SET [1], or PEM [2]), though practical
approaches allow to mix hierarchies, keeping the trees manageable. Trust rela-
tionships require some kind of agreement between authorities; each party must
implicitly trust the root CA (being a very sensitive point), or subordinate CAs to
authenticate other entities. Establishing trust models across inter-domains with
different root CAs becomes a problem of quite a degree. PKI models do not scale
well, therefore, many works are being developed about these infrastructures [3].

In WCE-based devices, trust relationships are preconfigured by the manu-
facturer in a “static” trusted certificate list. It is unsuitable for ad hoc trust
relationships between strangers because it always requires human intervention
for trusting or administrators and lawyers for mapping policies; being incom-
patible with the nature of ad hoc networks where relationships are established
dynamically in a spontaneous way. Thus, taking into account the WCE security
lacks, we propose a WCE’s security enhanced architecture in which the certifi-
cate trust list can be enlarged dynamically through a trust model independent
of the security infrastructure. Trust plays an important role in the cooperation
and interaction between real world entities; as Dasgupta states: “Trust is central
to all transactions” [4]. To support the certificate management and data en-
crypt/decrypt we have developed a new Cryptographic Service Provider (CSP).

Other works related to WCE security have been developed in [5], [6], and [7].
Section 2 gives a brief explanation of the WCE’s secure communication sup-

port. In section 3, we analyse the WCE’s security lacks. In section 4, we present
our Pervasive Trust Management (PTM) model to create dynamically certificate
trust lists. Next, in section 5 we describe the implementation of our custom CSP
and the tests performed. Finally, we summarise and mention our future research
directions in section 6.

2 Secure Communications in Windows CE

In WCE .NET, the security between client and server applications is provided us-
ing SSL for integrity, confidentiality and authentication. SSL uses secure sockets
to send and receive data over the communications links, relying on authentica-
tion and on CryptoAPI (CAPI) [8].

For authentication, X.509 certificates are used. The successful authentication
depends on having certificates issued by trustworthy someone [9]. WCE main-
tains a SCHANNEL database of trusted CAs. When a secure connection is at-
tempted by an application, WCE extracts the root certificate and checks the CA
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against the database. It then passes the results of that comparison and the root
certificate to the application’s callback function. The application is responsible
for deciding whether or not to trust a particular certificate. When a certificate
is rejected by returning an error, the socket connection is not completed.

SCHANNEL database depends directly on the security support provider
(SSP) and is the bridge between secure sockets and CAPI as shown the Fig.
2. SSP includes other authentication methods supported through the SSP In-
terface (SSPI). Once the user is authenticated, its identity serves for granting
access rights using user list.

CAPI provides data encryption/decryption and services to verify certificates.
CAPI works with a number of Cryptographic Service Providers (CSPs) that
perform the cryptographic functions and key storage. These functions are the
basis of the security service architecture in Windows platforms.

On the other hand, for wireless communications (ad-hoc networks), WCE
supports Wired Equivalent Privacy (WEP) [10] which is an 802.11’s optional
encryption standard. WEP encrypts data by using static symmetric keys (40
and 128 bit keys), this fact together with the relatively short initial vectors
make WEP vulnerable. Furthermore, WEP is intended only for enterprise de-
ployments, therefore, it does not support mutual authentication, and it requires
authentication methods to be customized by plugging them in.

2.1 CryptoAPI

WCE supports CAPI 2.0 as well as Windows NT, 2000, and 2003. The low
level secure operations are provided by CSPs. The CSP’s implementation uses
an Independent Software Vendor (ISV) model. Using this ISV model, developers
can use more than one CSP to increase security and strength of the ciphers since
several providers implement different public key algorithms, symmetric ciphers
and hash algorithms or upgrade the existing ones incrementing the key length.

CSPs do not serve CAPI functions di-
rectly, it serves another API known as
CryptoSPI that is managed by the op-
erating system as shown Fig. 1. Appli-
cations can perform cryptographic oper-
ations through CAPI; then, the operating
system selects the suitable CSP according
to the operations required by the appli-
cation. These CSPs can be implemented
in software, hardware or both. Hardware
smartcard implementations provide the
most secure key management, but a limited number of keys can be stored and
the key generation is slow. WCE implements software CSP, Microsoft Enhanced
Cryptographic Provider (MECP).

Fig. 1. CrytoAPI.

Certificate Stores CAPI provides API functions for managing certificates, “cer-
tificate stores”, and for working with them “certificate revocation lists (CRLs)”
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and “certificate trust lists (CTLs)” within those stores. Certificate stores are
served by different providers: system registry, disk file, and memory. These
providers always support a predefined storage depending on the intended use
of the certificates that holds. Certificates for trusted CA are generally kept in
the “Root store”, which is persisted to a registry sub key. Certificates that do
not need to be kept are temporarily stored in memory. Besides, each user has
a personal “My store” where user’s certificates are stored. My store can be at
many physical locations (i.e. the registry on a local or remote computer, a disk
file, a database, directory service, or a smart card). Certificates in My store need
a private key. Private keys are generated and stored in key containers by CSPs.

3 Security Analysis

WCE-based devices security infrastructure is not enough to guarantee secure
communications, mutual authentication and access control between autonomous
devices. They can act as secure clients, but they cannot act as secure peers.

3.1 Secure Communications and Authentication

As we mentioned above, WCE provides secure communications and authenti-
cation based on traditional hierarchical PKI. SCHANNEL database is “static”
and can be updated using CAPI. But, WCE only supports a CAPI’s capabili-
ties subset, that is, encoding/decoding certificates. Tools to manage CTLs and
CRLs, low-level messaging functions, and simplified messaging functions are not
supported. Therefore, the user could not manage its CTL; this fact implies that
if a device A  forms an ad-hoc network with another device B for authenticating
and communicating safely themselves, it is required that:

A’s certificate issuer CA and B’s certificate issuer CA are trustworthy, that
is, the CA’s certificates must be stored in the CTL of each device. Gener-
ally these certificates are not issued by typical preconfigured CAs such as
Verisign, Thawte, Entrust.net, or Cybertrust.
If not, human intervention is required: to install the CA’s certificate (DER
format) from the web, to accept the CA’s certificate every time that devices
interact (since the certificates are temporarily stored in memory), or to copy
them through ActiveSync.
Implementations for limited WCE-based devices do not support mutual au-
thentication, because they only have SSL client-side.

Likewise, security in wireless ad-hoc networks is not enough since it uses a
(in)secure protocol to encrypt/decrypt data, is based on symmetric cryptogra-
phy, and the authentication methods require additional implementation.

3.2 Access Control

Access control mechanisms are offered by the server applications. For limiting
the access to services and data and granting certain permissions, WCE uses
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access control lists (ACLs) called UserList. To do this, it is necessary to set the
UserList value for each of the servers that are currently running.

For dynamic and open environments, the use of ACLs is unsuitable because it
requires manual configuration for each user. Thus, whenever a mobile customer
service representative knows a new client, he must setup the new client and
assign permissions.

3.3 Conclusions

For overcoming the lacks of security mentioned above, we propose a WCE secu-
rity enhanced architecture (as shown Fig. 2), including the modules into dotted
lines: a module for dynamic management of certificates (Trust Manager) mini-
mizing the human intervention, another module for managing certificate stores
(CertManager Extension), and a CSP (UC3M CSP) to support the new man-
agement. Trust Manager implements the trust management model explained in
the next section, and the conversion of PKCS#12 format certificates to DER for-
mat in order to install them automatically (a program called crtimprt has been
developed for converting certificates [7]). On the other hand, CAPI must also
be extended in two ways: first, we extend a Microsoft certificate store provider
to create our own certificate store by using callbacks certificate manager func-
tions (CertManager Extension). The second way is implementing our own CSP
(UC3M CSP).

Fig. 2. Windows CE Security Enhanced Architecture.

In addition, the trust management model is used as basis for authorisation.
We have defined trust-based access control (TrustAC) using the trust degree
associated to the user to assign privileges. TrustAC have been tested in a Pocket
PC using the XACML standard [11].

4 Dynamic Trusted Certificate List Management

Trust between devices could be based on a single CA or on multiple CAs of
different trust domains. Current PKIs models make difficult to implement such
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inter-domains relationships. Our model, Pervasive Trust Management (PTM)
model overcomes these challenges. PTM assumes that all devices have certain
autonomy to manage its own security similar to Pretty Good Privacy (PGP) [12].
These devices act on behalf of a physical body such as persons, organizations,
etc. If there are established trust relationships among CAs these would be used;
but a device can also create its own trust relationships. That is, our model is
compatible with PKI but it allows higher dynamicity and new trust relations
can be established also in ad-hoc mode. So, each device handles its protected
certificates list with trust values associated with them.

4.1 Pervasive Trust Management Model Architecture

Our architecture clearly shows that in a
specific context, the devices (or entities)
establish trust relationships (Fig. 3). For
the first time, devices do not have evi-
dence of past experiences to establish a
trust value. In order to establish an initial
value, we have two information sources:
previous knowledge (direct) or recommen-
dation (indirect). Fig. 3. PTM Architecture.

Direct. Previous knowledge is given by the entity’s nature or past interactions
in the physical world, without requesting information to a trusted third party
(TTP). Then, we assign an initial value as the ignorance value, for instance,
which is increased by the user manually or with additional information.

Indirect. When there are two unknown entities (to each other) willing to in-
teract, some trust knowledge is needed, that is, a TTP by both of them. In that
case, the trusted entity (B) may be able to recommend another entity (C) to
(A) through either a recommended trust value or a certificate. Both mechanisms
are called “recommendations” and require a trust value:

When A is provided with a recommended trust value given by
would be the trust value. This trust value is exchanged using a recommen-
dation protocol defined by the authors in [13].
When the recommendation is given by a certificate issued by the recom-
mender B, is 1.

The trust value is weighed by our trust degree on the recommender
B, to calculate the C’s trust degree However, we
will often have more than one recommendation, then we will compute the trust
degree as the average of all recommendations weighed by the trust degree
of the recommender
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We make a weighted average (WA) of the recommendations (eq. 1) because
the recommender’s trust degree is important for evaluating the reliability of the
sources; unlike the belief combination model proposed by Dempster-Shafer [14]
and the consensus operator (CO) by Jøsang [15] which assume equally reliable
sources. We believe in the recommendations as long as we trust the entity. In
addition, WA is simpler than others recommendation combination mechanisms
being more suitable for limited devices. Finally, we have compared our results
(using the well known example of Zadeh [15]) with the original Dempster’s rule
(DR) and CO. The comparison proves that WA and CO have same results when
the uncertainty is 0 and that WA gives almost the same result as CO and DR
when there is uncertainty. The main difference between WA and CO, when
there is uncertainty, is that in our model the uncertainty is a negative factor
representing incomplete knowledge about some entity. These results are showed
in [16], but it is also stated that WA (or WAO) is not associative, but we argue
that it can be computed by an algorithm that ensures its associativiness. The
algorithm stores: as the number of opinions that have been computed, and

as the latest result.
Once we have an initial trust value, this initial value is our belief forming

a belief space similar to the Jøsang’s model [17]. But our belief can change
according to the entity’s behaviour along the time providing feedback about
entity’s performance during the interaction. We define the behaviour as our
evidence space, which modifies our belief.

Belief Space. Our belief about another entity is the result from either the
previous knowledge about it or the evidences obtained. The belief is described
as a set of propositions (fuzzy logic) expressing the ownership degree of an entity
to the set of trustworthy entities.

Evidence Space. It is formed by past and current experiences as shown eq.
2. The experiences are facts in the entity’s knowledge base. These experiences
allow us to measure the entity’s behaviour according to its actions1. Actions can
be positive (right actions) or negative. However, we assume that all negative
actions are not the same, for this reason because we distinguish between wrong
actions (bad actions that do not cause any damage or cause mild damages)
and malicious actions (attacks). To calculate the value of the actions each
action has an associated weight applying fuzzy logic. The weight is rewarded or
penalized according to the past behaviour and the security level

When a new action is performed, is recalculated, reflecting the present
behaviour of the entity. The new trust value will take it into account and modify
the current trust value

Where is a configurable parameter to give weight to the present with respect
to the past. Therefore, equal 0 means we will never change our opinion, and

1 Action modelling is beyond the scope of this paper.
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equal 1 means that we do not have any memories and we are only interested
in the present. Neither equal 0 nor equal 1 are good options, it should exist
an equilibrium between the past and the present.

5 CSP Implementation

We have developed our own CSP that implements well known cryptographic
algorithms. We plan to use this CSP as the basis for including a Trust Manager
in WCE security architecture. We also plan to include more algorithms in future
versions of the CSP. In the actual version we have implemented: RSA for public
key operations, RC2 and RC4 for symmetric ciphers, and MD5 and SHA as
hashing algorithms.

RSA encryption supports keys of at least 512 bits key length and with the
upper limit of 1024 bits (in compliance with the smart cards we have used). RC2
and RC4 fixed key size is 128 bits. The CSP support direct RSA encryption
with PKCS#1 version 1.5 padding by default. The default cipher mode for RC2
is CBC. The CSP uses OpenSSL algorithms implementation. Once the CSP is
completely tested (section 5.1), it is necessary to get the signed CSP dll by
Microsoft because unless you get this signature the system does not allow the
CSP to run. Moreover the operating system checks the signature of all the dlls
called by the CSP, so sometimes a monolithic approach will be suitable for CSP
developing as Microsoft recommends.

Communication with a CSP starts with the acquisition of a context through
CAPI. In our CSP, every context acquired is linked to a key container handled by
the CSP. Our CSP allows the acquisition of an unlimited number of context and
keys, which are stored in memory. We have considered memory storage because
this has been developed as a general structure allowing future developers to move
to a practical design maintaining the general structure and developing only the
storing routines such as file system storage or Smartcard storage using JavaCard
technology [18] or USB token storing. We have also developed the file system
storage of the keys.

Our CSP provides an object that supports the context operations. The con-
text operations are performed using a container, a linked list of symmetric keys,
the signature and exchange RSA keys, and a linked list of hash objects.

Fig. 4. UC3M CSP.
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5.1 Testing a CSP

There are two ways to test CSPs depending on the platform. In a Windows 98
platform, the developer can use cspsign (CSP SDK) utility to sign the CSP
with a debug signature. A custom CSP (compiled with debug flag) can thus
be tested. In Windows 2000, XP and WCE platforms, users must use a kernel
debugger as unique way to test a CSP. In addition, in WCE is required the
Platform Builder. cspsign does not work in these platforms. Initially, the tests
in windows 2000 were performed using kernel debugging, since our CSP had
not been signed by Microsoft yet. Nevertheless, after having our CSP signed by
Microsoft, it performs exactly the same as it did when tested with the kernel
debugger. The results to the tests where exactly the same in both cases.

In addition of getting the CSP signed by Microsoft, it is necessary to write a
setup program that registers the CSP creating the appropriate registry entries.
These entries need to be written under the HKEY_LOCAL_MACHINE \ Software
\ Microsoft \ Cryptography \ Defaults \ Provider. Under that key setup
program it should be written a new entry with the name of the CSP. Under this
registry entry some values as Image Path (path of the dll), Type (type of CSP)
and Signature (Microsoft’s digital signature) should also be written.

These procedures are standards. CSP can also include two functions as dll en-
try point: DllRegisterServer and DllUnregisterServer, which implement the
required setup routines and are called with the Windows command regsvr32.

As we said before the CSP signature is copied in the registry. When
SigInFile is specified in the registry, the operating system searches dll resources
to find the signature rather than reading it from the registry.

6 Conclusions and Future Work

In this paper, we introduced the importance of using pure ad-hoc networks
for B2C models in mBusiness. mBusiness involves mobile devices, therefore,
we have analysed the WCE-based devices security lacks for performing secure
business transactions. Our work has two important contributions. The first is
the introduction of a dynamic certificate management model based on trust,
PTM, to support secure sockets. PTM is totally decentralized making use of
the autonomy and cooperable behaviour of the devices. In addition, it provides
more granularity to define trust levels and can be used to establish access control
permissions instead of using UserLists. The second important contribution is
the successful implementation of our own CSP for supporting the new certificate
management and data ciphering/deciphering.

Nowadays, we are implementing PTM in WCE-based devices (i.e. a Pocket
PC 2003). Likewise, we are going to test our CSP in WCE. In addition, we are
implementing some improvements in our CSP, for example, persistent storage in
a smart card.

These works are the continuation of previous works of the group: Acero PKI
(based on OpenSSL and servlets) and the JCCM (an open PKCS#11 for Java
Card) [18]. PTM has been proposed to provide a secure service discovery protocol
for ad hoc networks [19].
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Abstract. The Internet provides tremendous connectivity and immense
information sharing capability which the organizations can use for their
competitive advantage. However, we still observe security challenges in
Internet-based applications that demand a unified mechanism for both
managing the authentication of users across enterprises and implement-
ing business rules for determining user access to enterprise applications
and their resources. These business rules are utilized for privilege man-
agement or authorization in a security context. In this paper, we design
a role-based privilege management leveraging access control models and
X.509 attribute certificate. We attempt to develop an easy-to-use, flex-
ible, and interoperable authorization mechanism. Also, we demonstrate
the feasibility of our architecture by providing the proof-of-concept pro-
totype implementation using commercial off-the-shelf technologies.

1 Introduction

Many organizations have transited from their old and disparate business models
based on ink and paper to a new, consolidated ones based on digital information
on the Internet. The Internet is uniquely and strategically positioned to address
the needs of a growing segment of population in a very cost-effective way. It
provides tremendous connectivity and immense information sharing capability
which the organizations can use for their competitive advantage. However, we
still observe security challenges in Internet-based applications that demand a
unified mechanism for both managing the authentication of users across enter-
prises and implementing business rules for determining user access to enterprise
applications and their resources. These business rules are utilized for privilege
management or authorization in a security context [13]. In this paper, we often
use the term authorization and access control as an identical notion of privilege
management. Authentication mechanisms have been practiced at considerable
length and various authentication schemes such as SSL, LDAP-based, or secure
cookies-based have been widely accepted. Unlike authentication mechanisms,
authorization mechanisms which can conveniently enforce various business rules
from different authorization domains among various applications still need to be
investigated.

Role-based access control (RBAC) has been acclaimed and proven to be a
simple, flexible, and convenient way of managing access control [6,15]. This ex-
tremely simplifies management of privileges, reducing complexity and potential

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 100–109, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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errors in directly assigning privileges to users. Another issue is to support such
a simplified privilege management among distributed Internet-based enterprise
applications. Privilege management infrastructure (PMI) [4,5] has recently been
introduced allowing us to establish the trustworthiness among different autho-
rization domains as long as each of them keeps the meaning of attributes intact.

Our objective in this paper is to design a role-based privilege management
leveraging RBAC features and X.509 attribute certificate in PMI. We attempt to
develop an easy-to-use, flexible, and interoperable authorization mechanism. We
also seek to address the issue of how to advocate selective information sharing in
internet-based enterprise applications while minimizing the risks of unauthorized
access.

The rest of this paper is organized as follows. Section 2 shows previous re-
searches related to our work. Section 3gives an overview of background tech-
nologies. Section 4 describes our approach to designing a role-based privilege
management with attribute certificates and delegation including system archi-
tecture and authorization policies. Implementation details are described in Sec-
tion 5. Section 6 discusses lessons learned from our experiment and concludes
the paper.

2 Related Works

Several researchers have been trying to accommodate RBAC features into large-
scale systems of intranet or extranet focusing on various applications such as
database systems, web servers, or web-based workflow systems. At the same
time, delegation has been studied by a number of researchers as an important
factor for secure distributed computing environment [7].

In the OSF/DCE environment [11], privilege attribute certificate (PAC) that
a client can present to an application server for authorization was introduced.
PAC provided by a DCE security server contains the principal and associated
attribute lists, which are group memberships. This approach focused on the
traditional group-based access control.

Similarly, Thompson et al. [18] developed a certificate-based authorization
system called Akenti for managing widely distributed resources. It was especially
designed for system environments where resources have multiple stakeholders
and each stakeholder wants to impose conditions for access. Their approach
emphasized the policy-based access control in a distributed environment.

Also, several studies have been carried out to make use of RBAC features
with the help of public-key certificates [1,12]. Public-key certificates were used
to contain attribute information such as role in their extension field. To add role
information into public key certificates, however, may cause problems such as
shortening of certificates’ lifetime and complexity of their management [17].

In general, delegation is referred to as one active entity in a system delegates
its authority to another entity to carry out some functions. In role-based sys-
tems, the delegated authorities are roles. The requirements related to role-based
delegation have been identified in the literature [2, 8, 21]. A work closely related
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to ours is RBDM0 model proposed by Barka and Sandhu [2]. They developed
a simple role-based delegation model. They explored some issues including re-
vocation, delegation with hierarchical roles, partial delegation, and multi-step
delegation. One limitation of RBDM0 is that this work does not address the re-
lationships among each component of a delegation, which is a critical notion to
the delegation model. A number of researchers have looked at the semantics of
authorization, delegation, and revocation. Li et al. proposed a logic for authoriz-
ing delegation in large-scale, open, distributed systems [3,10]. But in their logic,
role-based concepts were not fully adopted; neither did they address revocation
adequately.

3 Background Technologies

3.1 Role-Based Access Control

RBAC is an alternative policy to traditional mandatory access control (MAC)
and discretionary access control (DAC). As MAC is used in the classical defense
arena, the policy of access is based on the classification of objects such as top-
secret level [14]. The main idea of DAC is that the owner of an object has
discretionary authority over who else can access that object [9]. But RBAC
policy is based on the role of the subjects and can specify security policy in a
way that maps to an organization’s structure. A general family of RBAC models
called RBAC96 was defined by Sandhu et al [15]. Motivation and discussion
about various design decisions made in developing this family of models is given
in [15,16]. Also, there are variations regarding distributed systems [20].

Figure 1(a) shows (regular) roles and permissions that regulate access to data
and resources. Intuitively, a user is a human being or an autonomous agent, a
role is a job function or job title within the organization with some associated
semantics regarding the authority and responsibility conferred on a member of
the role, and a permission is an approval of a particular mode of access to one
or more objects in the system or some privilege to carry out specified actions.
Roles are organized in a partial order so that if then role inherits the
permissions of role Members of are also implicitly members of In such
cases, we say is senior to Each session relates one user to possibly many
roles. The idea is that a user establishes a session and activates some subset
of roles that he or she is a member of (directly or indirectly by means of the
role hierarchy). A user may have multiple sessions open at the same time, each
in a different window on the workstation screen for instance. Each session may
have a different combination of active roles. The concept of a session equates
to the traditional notation of a subject in access control. A subject is a unit of
access control, and a user may have multiple subjects (or sessions) with different
permissions active at the same time.

3.2 Privilege Management Infrastructure

PMI is based on the ITU-T Recommendation of directory systems specification
[4], which introduced PKI in its earlier version. Public-key certificates are used
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in PKI while attribute certificates are a central notion of PMI. Public-key cer-
tificates are signed and issued by certification authority (CA), while attribute
certificates are signed and issued by attribute authority (AA). PMI is to develop
an infrastructure for access control management based on attribute certificate
framework. Attribute certificates bind attributes to an entity. The types of at-
tributes that can be bound are role, group, clearance, audit identity, and so on.
Attribute certificates have a separate structure from that of public key certifi-
cates.

PMI consists of four models: general model, control model, delegation model,
and roles model. General and control models are required, whereas roles and
delegation models are optional. The general model provides the basic entities
which recur in other models.

Fig. 1. RBAC and Delegation.

4 Role-Based Privilege Management

4.1 Adopting Attribute Certificate

Our approach is based on basic entities in PMI. It consists of three founda-
tion entities: the object, the privilege asserter, and the privilege verifier. The
control model explains how access control is managed when privilege asserters
request services on object. When the privilege asserter requests services by pre-
senting his/her privileges, the privilege verifier makes access control decisions
based upon the privilege presented, privilege policies, environmental variables,
and object methods. PMI roles model also introduces two additional compo-
nents: role assignment and role specification. Role assignment is to associate
privilege asserters with roles, and its binding information is contained in at-
tribute certificate called role assignment attribute certificate. The latter is to
associate roles with privileges, and it can be contained in attribute certificate
called role specification attribute certificate or locally configured at a privilege
verifier’s system. Our approach is based upon PMI roles model. Accordingly, two
different attribute certificates are employed: role assignment attribute certificate
(RAAC) and role specification attribute certificate (RSAC), The integrity of
the bindings is guaranteed through digital signature in attribute certificate.
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4.2 Constrained Role-Based Delegation

Zhang et al. [21] introduced RDM2000 (role delegation model 2000) for user-
to-user delegation in role-based systems. Our work is based on RDM2000. It
formalizes the relationship between two user assignments that form a delega-
tion relation (DLGT), as shown in Figure 1(b). We first define a new relation
called delegation relation (DLGT). It includes sets of three elements: original
user assignments UAO, delegated user assignment UAD, and constraints. The
motivation behind this relation is to address the relationships among different
components involved in a delegation. In a user-to-user delegation, there are four
components: a delegating user, a delegating role, a delegated user, and a dele-
gated role. A delegation relation is one-to-many relationship on user assignments.
It consists of original user delegation (ODLGT) and delegated user delegation
(DDLGT). We assume each delegation relation may have a duration constraint
associated with it. If the duration is not explicitly specified, we consider the
delegation as permanent unless another user revokes it. The function Duration
returns the assigned duration-restriction constraint of a delegated user assign-
ment. If there is no assigned duration, it returns a maximum value. Our delega-
tion model has the following components and theses components are formalized
from the above discussions.

T is a set of duration-restricted constraint.
is one to many delegation relation. A delegation relation

can be represented by which means the delegating
user u with role r delegated role to user

is an original user delegation relation.
is a delegated user delegation relation.

In some cases, we may need to define whether or not each delegation can be fur-
ther delegated and for how many times, or up to the maximum delegation depth.
We introduce two types of delegation: single-step delegation and multi-step del-
egation. Single-step delegation does not allow the delegated role to be further
delegated; multi-step delegation allows multiple delegations until it reaches the
maximum delegation depth. The maximum delegation depth is a natural num-
ber defined to impose restriction on the delegation. Single-step delegation is a
special case of multi-step delegation with maximum delegation depth equal to
one.

Also, we have an additional concept, delegation path (DP) that is an or-
dered list of user assignment relations generated through multi-step delegation.
A delegation path always starts from an original user assignment. We use the
following notation to represent a delegation path.

Delegation paths starting with the same original user assignment can further
construct a delegation tree. A delegation tree (DT) expresses the delegation
paths in a hierarchical structure. Each node in the tree refers to a user assignment
and each edge to a delegation relation. The layer of a user assignment in the tree
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is referred as the delegation depth. The function Prior maps one delegated user
assignment to the delegating user assignment; function Path returns the path
of a delegated user assignment; and function Depth returns the depth of the
delegation path.

Constraints are an important aspect of RBAC and can lay out higher-level
organizational policies. In theory, the effects of constraints can be achieved by
establishing procedures and sedulous actions of security administrators [6]. Con-
straints are enforced by a set of integrity rules that provide management and
regulators with the confidence that critical security policies are uniformly and
consistently enforced. In the framework, when a user delegates a role, all context
constraints that are assigned to the user and anchored to the delegated role are
delegated as well.

Rule-Based Policy Specification Language. We also define policies that
allow regular users to delegate their roles. It also specifies the policies regarding
which delegated roles can be revoked. A rule-based language is adopted to specify
and enforce these policies. It is a declarative language in which binds logic with
rules. The advantage is that it is entirely declarative so it is easier for security
administrator to define policies.

A rule takes the form:

where H, F1, F2,...,     are Boolean functions.

There are three sets of rules in the framework: basic authorization rules specify
organizational delegation and revocation policies; authorization derivation rules
enforce these policies in collaborative information systems; and integrity rules
specify and enforce role-based constraints. For example, a user-user delegation
authorization rule forms as follows:

where       cr, and     are elements of roles, prerequisite conditions, and maxi-
mum delegation depths respectively.
This is the basic user-to-user delegation authorization rule. It means that a mem-
ber of the role (or a member of any role that is senior to can assign a user
whose current membership satisfies prerequisite condition cr to role (or a role
that is junior to without exceeding the maximum delegation depth

Constraints Specification. In order to represent role-based privilege man-
agement constraints, we define rules that are extremely suited for constraints
specification as well as enforcement. We articulate several constraints and spec-
ify them using a rule-based language introduced in [21].

A static separation of duty (SSOD): incompatible roles assignment
constraint states that no common user can be assigned to conflicting roles in
the incompatible role set This constraint can be represented
as:
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The rule says if equals one element of a set of the incompatible role assign-
ments ira, and a user is already member of another role other than in the
incompatible role set, then cannot be assigned role

An incompatible users constraint states that two conflicting users in the
incompatible user set cannot be assigned to the same role. This
constraint can be represented as:

An incompatible permissions constraint states that two conflicting permis-
sions in the incompatible user set cannot be assigned to the same
role. This constraint can be represented as:

A role cardinality constraint states that a role can have a maximum number
N of user members. This constraint can be represented as:

A user cardinality constraint states that a user can be member of a maximum
number N of roles. This constraint can be represented as:

We have demonstrated how different constraints can be specified using rules.

5 Implementation Details

Our implementation leverages role-based delegation features and X.509 attribute
certificate. We attempt to implement the proof-of-concept prototype implemen-
tation of our architecture. An overview of the preliminary architecture is shown
in Figure 2.

It consists of a number of services and management agents together with the
objects to be managed. The enforcement agents are based on a combination of
roles and rules for specifying and interpreting policies. Since delegation and re-
vocation services are only part of a security infrastructure, we choose a modular
approach to our architecture that allows the delegation and revocation services
to work with current and future authentication and access control services. The
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Fig. 2. Operational architecture for role-based EAM.

modularity enables future enhancements of our approach. The role service is
provided by a role server and a role server maintains RBAC database and pro-
vides user credentials, role memberships, associated permissions, and delegation
relations of the system. The rule service is provided by a rule server, which man-
ages delegation and revocation rules. These rules are always associated with a
role, which specifies the role that can be delegated. They are implemented as
authorization policies that authorize requests from users. The rule editor is de-
veloped to simplify the management of these rules. As a portion of an integrated
RBAC administration platform to manage various components, the rule editor
is used to view, create, edit, and delete delegation and revocation rules. The del-
egation agent is an administrative infrastructure, which authorizes delegation
and revocation requests from users by applying derivation authorization rules
and processes delegation and revocation transactions on behalf of users. We
implement these components as the delegation/revocation service: users’ del-
egation/revocation requests are interpreted, authorized, and processed by the
service; it creates RDM2000 elements based upon users’ requests and maintains
the integrity of the database by checking and enforcing consistency rules. The
core of this service is a rule engine. We implemented the rule inference engine by
extending SWI-Prolog [19] using its C++ interface. The rule engine has three
functional units: a pre-processor, an inference engine, and a post-processor.

In Figure 2, three components are identified for managing attribute certifi-
cates: privilege asserter, privilege verifier, and PMI attribute authority as we
described in Section 4. A privilege asserter is developed by using ActiveX con-
trol, named attribute certificate manager. The manager enables a user to import
downloaded BER-encoded RAACs into Windows registry. Internet Information
Server (Version 5.0) is used as a privilege verifier. An HTTP raw data filter,
called AC filter, was developed using Microsoft ISAPI (Internet Server API)
technology. An attribute certificate server was developed to generate RAACs
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and RSACs. The programming library, called AC SDK, was built for supporting
the functionality related to the generation of the attribute certificates. Netscape
Directory Service 5.0 was used for both a role database and an AC storage. We
also developed an application working as an access control policy server. This
application has been developed in C++. An engine for making access control
decisions is a major component in this application.

6 Conclusion and Future Works

Authentication mechanisms have been practiced at considerable length and var-
ious authentication schemes have been widely accepted. Unlike authentication
mechanisms, privilege management which can conveniently enforce various busi-
ness rules from different authorization domains among various applications still
need to be investigated. In this paper, we have discussed issues of privilege man-
agement. We also attempted to utilize an existing delegation framework and
attribute certificates in PMI. In addition, we demonstrated the feasibility of our
architecture through a proof-of-concept implementation. We believe that this
work would lead Internet-based applications to consider privilege management
as a core component in their design and deployment.
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Abstract. Although e-commerce systems are increasingly concerned with data
protection, they follow a property-based approach to privacy which leads to pri-
vacy negotiation and bargaining upon the base of the data subjects’ consent.
After considering the technological and regulative strategies of protecting con-
sumer privacy, this paper discusses the shortcomings of that approach and
claims that, as long as a general privacy culture has not yet evolved in the (web)
society, it might collide with the notion of data protection as a fundamental
right.

1 Introduction

The relation between data protection and e-commerce is usually approached in terms
of conflict. On the one hand, emphasis is laid on the rise of little brothers collecting
and misusing personal information, whilst, on the other, data protection law is often
taken to undermine the development of commercial and informational exchanges. A
number of factors might be highlighted which make it difficult to find a balance be-
tween these two poles. Firstly, the infrastructure of the web society, and thus of e-
commerce systems, is based on the massive processing of personal data. As the ex-
pansion of online profiling techniques has shown, the classic the more, the better view
dominates personal information practices of e-businesses, which take advantage of the
technological infrastructures in order to collect and process huge amounts of personal
information, frequently in a way invisible to data subjects [8]. Furthermore, online
privacy becomes a hardly achievable target because of regulatory differences and
lacks [2], which are typical for Internet-related law. As a result, even in countries with
strong data protection laws, these remain largely ineffective when applied to virtual
environments, where the whole privacy issue is perceived as a non-tariff barrier ham-
pering the growth of e-commerce. It appears that any balance is deemed to disappoint
any of the involved parties: companies, customers or privacy advocates. Nonetheless,
new approaches are sought for which are able to introduce elements of personal data
protection in e-commerce without collapsing it. They may be classified into technol-
ogy-based and law-based regulative strategies. Both of them may in turn be used by
different theoretical models.

2 Technological Strategies

The well-known significance of technical infrastructures for regulatory purposes has
been successfully pointed out by Lessig, who claims that the code of the cyberspace is
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built into its software and hardware [17]. These are also expected to play a paramount
role in our context. Since the Internet exists, a wide range of technical measures have
emerged which eliminate or reduce the need for personal data, or prevent its unneces-
sary and undesired processing, without losing the functionality of the information
systems [5, 20]. They are referred to under the broad concept of privacy enhancing
technologies (PETs). The question now is whether, and to what extent, these tech-
nologies can be fruitfully applied in e-commerce. If privacy protection can be
achieved at the technological level, there will be a lesser damage or no damage at all
for e-commerce systems. Three major solutions can be underlined in this direction.

The first one has been promoted by the web industry, which has attempted to mod-
ify the architecture of the Internet and its underlying code by developing the so-called
Platform for Privacy Preferences (P3P). This protocol offers a means for exchanging
machine-readable information about both websites privacy practices and users’
choices on the collection and use of personal data. Being part of the code, this plat-
form seems to be an optimal way to bring the colliding drives of privacy and e-
commerce together. A striking evidence for this is that it has been promptly imple-
mented by the most popular websites [1]. But, it shows important limits as concerns
online privacy protection. In special, P3P cannot assure on its own that websites abide
by their privacy policies, neither that these offer enough privacy guarantees. The
storage and disclosure of personal information are even facilitated for online activities
that do not require it, such as simply visiting a site. Moreover, provided that the P3P
scenario does not base on strong data protection standards, as they are laid down in
the European Union directives, the European Council 108 Convention or the OECD
privacy guidelines, it remains asymmetric in favor of companies.

A second strategy would be to offer e-commerce technological tools and devices
with built-in data protection utilities. In this regard, some experiences have been set
going in the field of intelligent software agents [3], which are becoming more and
more popular in e-commerce. They are software programs, at times coupled with
dedicated hardware, which complete tasks autonomously on behalf of their users. For
this purpose agents contain detailed informative profiles, which are the basis for the
actions they perform: searching for information, matching it with personal profiles
and making transactions on the web. There exist in the data protection community a
widespread reluctance to use them, because they handle large amounts of personal
data, sometimes of sensitive character, without privacy protection measures, let alone
the fear that they conceal spyware or E.T. software. Many customers may also be
hesitant to reveal information about their lives to electronic entities that might expose
it inappropriately as they crawl across the web [12]. The challenge would be then to
design privacy incorporated software agents that minimize the processing of personal
information or keep it anonymous where possible. In contrast to P3P, these agents
embed higher privacy standards and could be backed by some official certification
system. However, as they usually compare prices, many websites may be willing to
block them, which can be taken to endanger the functionality of e-commerce. A third
solution has been developed in the marketplace to surmount this problem.

Nowadays specialized service providers offer privacy protection and personal in-
formation brokering services that help consumers to maximize the value of their data.
These brokers have become widely known as infomediaries [12]. By combining pro-
filing and privacy tools, this business model renders useful functions for both compa-
nies and consumers partaking in it. While vendors and direct marketers obtain accu-
rate and high quality information on clients, consumers are given the option either to



112 A. Daniel Oliver-Lalana

share their personal data in exchange for certain benefits or to remain anonymous in
electronic interactions. The idea lying behind this model is that, being personal infor-
mation a valuable resource for electronic companies, these should only process and
profile it upon the basis of consent. To a certain degree, infomediaries are a sophisti-
cated application of permission marketing approaches [10] and are, in the last analy-
sis, the natural way to translate data protection concerns into the economic language
of e-commerce: privacy rights are reformulated in terms of negotiable goods, and
intermediate persons provide for technical and organisational tools to speed up the
bargaining process. All in all, it is a nice and market-ready strategy of data protection.

I will turn back later to this economically-tinged version of privacy. For now it suf-
fices to make two comments on the technical solutions. In the first place, they imply
some kind of privacy negotiation, which is mainly carried out at the technological
level. Their guiding target is to confine the privacy aspects of virtual interactions to
software and hardware, and thereby liberate customers from the cumbersome self-
management of their personal information. Secondly, none of them is able by itself to
introduce a proper data protection level in e-commerce practices. No doubt that it
must be welcomed that privacy is being integrated into the technological infrastruc-
ture of e-commerce, as well as being taken up by many companies as a business case.
Anyhow, any technology-based solution must be always supported by a regulatory
and enforceable framework, and by no means should be expected to replace it. This
leads us to the second group of strategies.

3 Regulative Strategies

Let us dwell on the two inherent limits to technological models of privacy. First, these
cannot assure that e-businesses, as data controllers, comply with strong privacy laws
where these are applicable. Only courts and special agencies are entrusted to do this.
The second limit is that technology itself does not suffice to maintain privacy protec-
tions in borderless and interconnected environments, or at least does not provide pro-
tections which can be deemed adequate in the light of strong privacy laws (such as the
European ones). What must be the morphology of data protection regulation in the
field of e-commerce in order to attain this twofold goal? I shall tackle this point by
differentiating two intertwined strategies: self-regulation and interface or hinge law.
The former is the most efficacious way to bring strong privacy standards closer to e-
commerce, but it presupposes a shared data protection culture. In order to extend
strong privacy models in global frameworks, hybrid or mixed forms of regulation are
needed which are able to combine elements of diverging privacy cultures.

3.1 Self-regulation

Privacy law is usually regarded as an external constraint to e-commerce, as it forbids
common business practices of information processing, obligates firms to set up spe-
cial cautions concerning personal data and increases transaction costs altogether. Its
very existence is deemed a non tariff barrier to the freedom of trade and commerce.
Since businesses tend naturally to disregard data protection law, direct attempts to
introduce it into e-commerce can easily fail, as it is solely backed by legal sanctions.
A different steering model, known as self-regulation or reflexive law [22], has
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evolved in the last decades and has proved much more successful for governing social
areas with their own rules and well-established practices, such as the Internet as a
whole and, more concretely, the field of e-commerce. The key idea is that laws cannot
be imposed from outside, but must be acknowledged by those agents operating in the
social field which they are expected to regulate.

In a proper sense, self-regulation does not equate to any social or private standard,
but rather implies some sort of legal control. Through reflexive or self-regulative
norms, the state provides the statutory basis for social groups to create substantive
rules and norms in a self-regulative process, that is, regulates social self-regulation.
The aim is to structure social systems by providing procedures in which they can
regulate themselves and on certain occasions by establishing minimum compulsory
legal contents and requirements. In either case, private regulative schemes are sup-
posed not to express merely the interests of single enterprises, associations or sectors
– as it may happen if regulation is by and large left to the private sector, which some-
times is unduly defined as self-regulation – but convey a certain social legitimacy and
consensus. The European data protection directive has resorted to this strategy to
facilitate the introduction of privacy in particular social fields (see Article 27) [25].
Thanks to the openness of statutory legislation to private forms of regulation, a strong
privacy protection model can be combined with regulative instruments which are
generated and thus accepted by the social agents operating in the field of e-commerce.

This approach entails several advantages. It offers an added value by adapting ba-
sic and general legislative requirements to the specific concepts, needs and issues of
e-commerce. This contributes to that data protection law is no longer perceived as a
strange, but as an integrated element in the e-commerce system and as an additional
aspect of the firm-client relationship, which ultimately opens much better chances of
compliance. Self-regulation may even strengthen privacy protection by filling legisla-
tive gaps, as it happened in Spain with children data and invisible data processing. In
a nutshell, privacy is likely to have a much more accepted and hence efficacious im-
pact through reflexive law. Besides, official privacy protection will profit from it in
another sense. As self-regulative instruments use to entail alternative and even on-line
dispute resolution schemes, they can also absorb jurisdictional risks and litigation.
This is of great significance because the expansion of e-commerce leads to an unstop-
pable increase of complaints and litigation which otherwise would overload the offi-
cial data protection system. All in all, self-regulation, provided that it is backed by
strong privacy laws, is the best way to introduce privacy in e-commerce environ-
ments. Yet the next challenge is to protect consumer privacy in an interconnected,
borderless world. Further regulative strategies must be developed for this purpose.

3.2 Hinge-Law

It is a matter of course that online data protection cannot be achieved without data
protection in – and from – the United States and several Asian countries [5, 14]. In
particular, the overwhelming dominance of U.S. based companies on the Internet
makes it impossible to assure a strong level of data protection in Europe, or else-
where, unless they assume certain privacy standards. As these, however, are still
largely neglected within their legal culture, the need arises of making two different
cultural and legal traditions compatible with each other. This can be achieved through
new forms of regulation (self-regulation) which can work out in a global environment
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by merging contradicting legal frameworks. Such hybrid institutions are taken to be
the seed of the forthcoming regulation models for the knowledge society, and are
even considered as the only way in which state law can be able to cope with Internet-
related regulation problems [11]. Through this sort of hinge-law (Scharnierrecht),
legal interfaces are created which preserve the autonomy of national or regional regu-
lative systems, making them at the same time compatible with the global and decen-
tralized organization of the Internet [7, 14].

As concerns the intersection between data protection and e-commerce, this role is
to be played by the Safe Harbor Agreement, which aims to conciliate two opposite
approaches to privacy regulation, namely the European strong and state law model, on
the one side, and the U.S. model, largely based on private norms and policies under
little or lacking official control (improperly called self-regulation), on the other [7].
This is not a surface opposition, but is firmly rooted in both legal cultures. Data pro-
tection is approached in Europe as a fundamental right prevailing prima facie over
economic interests, whereas in the United States it is rather a mere commercial issue,
so that the companies claim ownership over customer information and tend to deal
with it just as they do with any other company asset. It belongs to the spirit of Safe
Harbor to harmonize these approaches without outstanding damages in either model.
European states attempt to provide their consumers with a pragmatic level of data
protection, but not at any rate. In a non-traumatic way, i.e. through self-regulation,
this agreement is ultimately expected to export strong data protection standards to the
United States, where domestic law and weak self-regulation leave much to desire as
far as privacy protection is concerned. By now, this attempt has partly failed. It is
obvious that substantive rules are not as strong as those laid down in the European
directives: the Safe Harbor principles are vaguely formulated and are accompanied by
too many exceptions. Yet this could be a fair price to pay for a better privacy protec-
tion. The major problem is that even this reduced privacy standards lack a reliable
enforcement system. As I cannot discuss at length the limited safety of Safe Harbor
[7, 24], let me confine myself to unfold the theoretical conflict that lies behind.

4 The Property-Model of Privacy

The theoretical model that suits e-commerce best is the conception of privacy as a
negotiable property. In fact, technological and regulative data protection strategies for
e-commerce are often associated to a certain conception about the availability of pri-
vacy rights. Leading scholars have pointed out that the conception of privacy as a
property is anchored in the base of market societies and is a functional requirement
for e-commerce systems to survive. And it is even good for privacy protection. If
people are accorded a property right over their data, those companies willing to proc-
ess them are forced to negotiate an adequate price or convenience before collecting or
using them [17]. This way, the market will protect individuals to the extent to which
they valuate their privacy. In this view, the right to data protection is taken to be a
simple right of consumers, whereby they might negotiate over it without restrictions.
By today, the goal of companies is precisely to acquire ownership rights over personal
data, as “the winners and losers of this new era will be determined by who has rights
to on-line customer profiles” [12].
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It will be objected, mostly by Europeans, that this property model is incompatible
with the notion of privacy as a fundamental right of every citizen. Basic rights, it is
argued, are not any kind of negotiable stuff. They cannot be subordinated to economic
preferences and monetary valuations, since this would cast serious doubts on the nor-
mative force of constitutional guarantees [13]. Privacy should not become a costly
commodity, so that individuals are forced to take great efforts to buy back their per-
sonal data or to face the consequences of having sold it [9]. In strong models of pri-
vacy it cannot be accepted that there are no restrictions to the availability of privacy
rights, as these are of basic character. Yet this objection can be defeated with prag-
matic as well as with legal arguments. As to the former ones, we are not discussing
whether we should live in a world in which personal data are collected, used and sold:
we already live in such a world and need workable solutions rather than ideal aspira-
tions [17]. At least, negotiation over privacy may work out, and this is better than
nothing when it comes to protect (European) consumers on the Internet. In addition to
that, it must be stressed that there are no absolute rights, and even basic rights may
give priority, under certain circumstances, to other legally-protected goods and inter-
ests, both collective and private, such as the market economy or the freedoms of trade
and information. In this respect, prominent European scholars hold that it would be
both possible and desirable to avoid the increasing number of legal regulations in the
private sector by conceiving privacy as a property-like position that can operate
within market processes [15]. The fundamental character of data protection rights
would not be an obstacle for this, as both the market operations and the property
rights are an essential part of democratic societies. Therefore legislation should be
limited to provide for those conditions under which disposition rights over privacy
can fairly be negotiated according to the market rules. As mentioned, this approach fit
at best into the e-commerce system, and can be easily integrated into technological
and self-regulative strategies. But its main strength is above all that it is respectful
with, and even enhances, the basic legal principle governing all strong data protection
models: the principle of consent, which can be taken to imply the claim to freely ne-
gotiate over one’s privacy in the market.

In the end, e-commerce and data protection seem to flow together. It is undeniable
that privacy always increases companies’ costs, but the benefit of taking it seriously
will over-compensate them. Companies would be ready to concern themselves with
privacy if they realize that this is a competitive advantage in the marketplace. Their
goal seems to be simple: use privacy to win and keep customers, which is today’s
emerging business issue [5]. Actually, privacy is not that expensive. Data protection
laws have set on e-businesses two kinds of duties, which affect, on the one hand, the
company relationships with actual or potential clients (information, consent, transpar-
ency, access and removal rights...) and, on the other, the internal organization of the
company as for the management of personal information (security measures, relation-
ships with the official agencies...). It can be argued that, even if the latter group of
duties does lead to a considerable increase of costs, this is not only due to data protec-
tion laws, but would be also partly provoked by the market needs. Anyway, what
seems clear is that the former duties are not a significant cost for companies, as they
are mainly of informative nature. As a result, privacy laws cannot be longer consid-
ered to hamper the commercial practices of personal information processing. After ten
years of data protection directive European companies are doing essentially the same
as they did when no legislation was in force. Of course, they have to inform clients
about several issues, and often they have to ask for consent for processing their per-
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sonal data. Once this twofold requirement has been met, companies are legitimated to
do almost everything with those data. And this is precisely because they are collected
and used upon the basis of the informed consent of data subjects. It has been noted
that European legislation has entitled citizens to verify their data or find out whether
they are being electronically processed, but that is all: almost any processing may be
legitimated by consent and must only comply with accuracy and updating require-
ments, which does not assure control [16]. Under the property model, and apart from
the initial organizational costs, data protection law is not that harmful to e-businesses,
and does not interfere with their practices of personal information processing. Quite
on the contrary, as there will be an incentive for customers if they know that compa-
nies abide by legal standards, data protection can be a beneficial factor for the e-
commerce system. As the privacy outcry is becoming more and more present, a clear
tendency emerges to take it as a business case. Let us not forget that costumers do
belong to this system as well, and that trust is a crucial – but scarce – element for its
development. Even the mere compliance with privacy legislation can be used for the
sake of increasing consumers trust. In this regard, many seals and other symbolic
indicators of compliance do not add any value to the legal standards, but are just in-
tended to neutralize the psychological barriers blocking the expansion of e-commerce.

In spite of all this, one should not overestimate the importance that privacy has to
consumers. Up to a point, the level of privacy protection offered by companies has no
direct relation to its sales rate. This seemingly contradiction is due the lacking data
protection culture among citizens. In Spain, for instance, only 14 per cent of Internet
users feel worried about personal data processing when it comes to enter electronic
transactions [21]. This fact serves to illustrate why, even if the property-approach
implies a certain improvement of privacy protection in countries with no privacy
laws, it entails outstanding risks for the European strong data protection model.

5 The Fundamental-Right-Model of Data Protection

Can a basic right be negotiated without ceasing to be a basic right and without any
significant decrease in the protection that citizens obtain through it? Under current
conditions, should privacy be an available right? I think that the answer must be nega-
tive, as there good reasons to maintain that consent is not an unlimited legitimating
mechanism for personal data processing and thus that the property model cannot be
accepted without more ado.

In recent years the right to data protection has been widely acknowledged as a ba-
sic or fundamental right (Article 8 of European Convention for the Protection of Hu-
man Rights and Article 8 of the Charter of Fundamental Rights of the European Un-
ion). Several consequences must be drawn from this. Basic rights are not only subjec-
tive or personal rights, but entail an unavailable dimension since they belong to the
objective conditions of any democratic society. This is also the case of data protec-
tion. Let me recall now the two main arguments that have been put forward to justify
the property model. On the one hand, there are no absolute rights, and even basic
rights be constrained by other private or collective interests. On the other, it belongs
to the essential core of privacy that citizens must have control over their personal
information, whereby this control also covers their choices about privacy provided
that they are based on consent. Any model that denies this shall be reproached to be
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concealing a paternalistic ideology, a top-down attitude to information which is op-
posed to real notions of community, responsibility and citizenship [16]. Both argu-
ments must be taken seriously, as they make it difficult to justify the imposition of
restrictions on the availability of privacy. Still in the following I will argue that the
property model underlies three weaknesses. The first one is that it gives a misleading
interpretation of consent and overlooks that consent cannot be taken to legitimate a
complete loss of control over one’s personal information. The second weak point is a
wrong appreciation of the factual circumstances in which privacy negotiation is car-
ried out. This provokes in turn a third mistake which affects the assessment of the
value of the colliding goods, say, data protection and market economy.

Inside the normative content of privacy there exist two diverging forces: the data
subject’s consent, which implies the power of disposition of personal data, and the
possibility of control over personal data, which is recognised as the core element of
data protection. In the field of e-commerce, it is often the case that these two forces
collide. In most online transactions, giving consent to personal data processing leads
to loosing any possibility of control over them. The idea of privacy consent might
become a sly joke: consumers are forced to accept the contract clauses because oth-
erwise they undergo the opportunity for business [9]. If the necessary information is
provided, the company may be legally entitled to disclose our data to many other
companies, no matter where they are located, and for a wide range of purposes which
have been broadly formulated (privacy clauses are often drafted in a misleading man-
ner enabling companies to process personal information without restrictions). By this,
consumers give up their control rights factually, despite of that they are not legally
allowed to do it. Under these conditions, the consent cannot be taken to override
automatically the possibility of control over one’s personal information, as the prop-
erty approach seems to accept.

Any balance between privacy and commercial freedom or market economy must
take into account the factual circumstances in which privacy is to be protected. One of
them is the lacking or at least reduced data protection culture. Property approaches
seem to resort to the idea of consumer sovereignty. But, for consumers to be sover-
eign, they should be aware of the significance of their personal information, from both
the economic and the social and axiological dimension. In this is correct, the prerequi-
site for technological and regulative strategies, as well as for accepting the property
model, would be a psycho-sociological condition: consumers should be aware of the
implications and consequences of giving away their data. And this is seldom the case,
as the data protection culture has not yet evolved. Privacy still points in the direction
of the individual, rather than the social, and steers the discussion towards personal,
individual preferences. Being biased towards the individual market it is hard, if not
impossible, to make visible its value as social good [23]. Moreover, there is still an
abyss between the theoretical concern about data protection and its practical relevance
for citizens or consumers. In real life, consumers are ready and happy to loose the
control over their data in exchange for any beneficial client-card of the supermarket
[16, 18]. Whenever discounts or conveniences are offered, it does not really matter
that their personal data are stored, analysed, sold and even exported abroad. Without
awareness of all what entails, consumers cannot be said to give their consent freely. If
consent must be always informed consent, any consent given without such awareness
cannot be properly regarded as consent. As usually interpreted by the property model,
thus, the idea of consent might undermine the strong model of data protection.
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Thirdly, the normative import of privacy protection and that of the healthy market
cannot be unduly equated. I still wonder what arguments can be brought forward to
hold that property and market should always prevail, under the aforementioned cir-
cumstances, over the possibility of controlling one’s personal information. When
assessing the importance of the colliding goods, privacy and market, we should bear
in mind that privacy is not a basic right among others, but it is rather the fundamental
right upon which the information society should be normatively constructed. Being a
constitutive element of citizens’ freedom, it is not only a personal right, but also a
transversal basic right which reflects the communicative content of basic rights alto-
gether [19]. That is why it operates as a criterion for political legitimacy, affecting
both the public sector and the private companies and organisations (horizontal impact
of basic rights). In this regard, one of its major tasks is to equilibrate real informative
unbalances between companies and citizens. The property model cannot render this
function, as it remains tied to the market. However, if this task is given up, the law of
the information society might be running the risk of loosing its legitimacy.

6 Data Protection and the Forthcoming Society

I concede that such a strong conception of privacy is probably too strong, unworkable
and therefore deemed to conflict with current e-commerce trends. As it happens with
environmental protection, it requires that both citizens and companies take not only
the monetary value of personal information into account, but also its social and axio-
logical import. And this, by now, is almost an illusion. One should better be content
with those trends, since they point to a worldwide improvement of privacy protection.
I am deeply convinced, nevertheless, that it is necessary to keep on holding strong
normative visions, in particular when the discussion is about the legal model which
fits better into the interconnected society. Let us not forget that the arguments about
privacy models are, ultimately, arguments about the information society in which we
want to live.
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Abstract. The management and enforcement of privacy obligations is a chal-
lenging task: it involves legal, organizational, behavioral and technical aspects.
This area is relevant for enterprises and government agencies that deal with per-
sonal identity information. Privacy and data protection laws already regulate
some of the related aspects. Technical work has been done for the management
of obligations subordinated to authorization aspects and simple data retention
obligations: however, dealing with ongoing and long-term aspects of obliga-
tions is still a green field and open to research. This paper explores and analyses
the explicit management of privacy obligations for identity information. It fo-
cuses on technical aspects even if the problem cannot be solved only by deploy-
ing technological solutions. Mechanisms are required to represent, manage,
monitor and enforce obligation policies in complex and heterogeneous envi-
ronments. Our research is work in progress: we illustrate some of our technical
work and investigations in this space.

1 Introduction

In the last decade a lot of work has been done in the area of privacy, in particular
from a legal and legislative perspective. This includes European Community data
protection privacy laws, various US privacy laws (HIPAA, COPPA, GLB, FRC, etc.)
and more specific national privacy initiatives. An overview of these initiatives can be
found at [1]. Various guidelines are also available on the protection of privacy and
flows of personal data, including OECD guidelines [2] that describe concepts such as
collection limitation, data quality and purpose specification principles.

Privacy policies are a suitable tool to represent and describe privacy laws, guide-
lines and privacy statements. They, at the very base, express rights, permissions and
obligations.

Privacy policies are formulated and stated in a wide variety of contexts including
the e-commerce, financial, health care and government sectors. For example, in e-
commerce and web sites, privacy policies describe the rights of users about their
personal information, the permissions given to service providers and service provid-
ers’ obligations. These policies let consumers know about web sites’ privacy prac-
tices: consumers can then decide whether or not these practices are acceptable, when

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 120–131, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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to opt-in or opt-out and who to do business to. Examples of guidelines for formulat-
ing online privacy policies can be found at [3].

If on one hand the expression of privacy statements via policies is a significant ad-
vancement in communicating privacy rights, permissions and obligations, on the
other hand, are quite often difficult to understand: they take a long time to read and
can change without notice. Privacy policies might also be hard to enforce via IT solu-
tions. The enforcement of privacy rights, permissions and obligations related to con-
fidential and personal data requires the mapping of these concepts into rules, con-
straints and access control, the meaning of which must be unambiguous so that it can
be deployed and enforced by software solutions.

In many cases the full enforcement of privacy policies cannot be achieved only via
technological approaches but it still requires that the entities involved in the manage-
ment of confidential and personal data follows best practices and good behaviours.
However, being able to automate aspects of the enforcement of privacy policies and
reduce the involved costs is of primary importance and interest for enterprises, web
sites, e-commerce and financial organisations that more and more recognise that deal-
ing correctly and honestly with privacy matters can have a beneficial return in terms
of branding, trust and business.

Advancements in this direction have already been made when dealing with the
(technological) enforcement of privacy permissions. Extended access control and
authorization mechanisms have been built to check privacy permissions against users’
rights, the purpose of the confidential information (that needs to be accessed) and the
declared intents. More details are provided in the related work section.

On the other hand, we argue that the management and enforcement of privacy ob-
ligations, as first class citizens, is still a green field and open to research. The events
that trigger the fulfilment of privacy obligations can be completely orthogonal to the
ones that are relevant for privacy permissions. Privacy obligations can have ongoing
aspects that need to be monitored and satisfied. In this paper we analyse some of the
related issues and describe possible technical approaches to move towards a more
explicit management and enforcement of privacy obligations.

2 Privacy Obligations

It is hard to classify privacy obligations in a manner which is satisfactory for all envi-
ronments. Different types of privacy obligations have been defined for financial insti-
tutions, health-care, enterprises and e-commerce: they have different interpretations,
implications and enforcement requirements depending on the context and the legisla-
tive framework where they are applied.

The description of responsibilities and commitments dictated by privacy obliga-
tions can range from being very abstract to very specific. Privacy obligations can be
very abstract. An example is: “Every financial institution has an affirmative and con-
tinuing obligation to respect customer privacy and protect the security and confidenti-
ality of customer information” - Gramm-Leach-Bliley Act (1999).
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Other privacy obligations can dictate more refined responsibilities given specific
contexts, for example with respect to disclosure of personal information. Obligations
can be expressed in terms of notice requirements, opt-out options, limits on reuse of
information and information sharing for marketing purposes.

At the other extreme, privacy obligations can dictate very specific requirements.
This is the case where data retention has to be enforced for a long period of time or
data is temporarily stored by organisations: privacy obligations can require that per-
sonal data must be deleted after a predefined number of years, e.g. 30 years, (long-
term commitment) or in a few days if user’s consent is not granted (short-term com-
mitment) or their account is closed.

Privacy obligations can have “ongoing” and long-term commitments for organisa-
tions or might apply only for a short period of time and be transient.

When dealing with privacy obligations, different aspects need to be kept in ac-
count:

The timeframe (period of validity) that applies for obligations: it could be for a
short or a long period of time;
The situations/events that trigger the need to fulfil obligations: it could be
triggered by a specific event or be ongoing, for example dictated by law. Events
include deadlines, specific transactions/interactions and contextual changes;
The enforceability of obligations: an obligation can be technically enforceable or
its implementation can only happen as the result of guidelines, human behaviours
and best practices;
The target of an obligation and the implications: for example the target can be
confidential data, personal profiles, medical or criminal data, etc. In case of long
term privacy obligations, data has to ensure its survivability and longevity;
The entities that are responsible for enforcing obligations and criteria specify-
ing their accountability;
Exception or special cases that applies for obligations.

1.

2.

3.
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The topic related to “privacy obligations” is complex and exploring all the possible
implications and involved aspects goes far beyond the purpose of this paper. In this
paper we specifically focus on enforceable privacy obligations related to personal and
confidential data for enterprises and business organisations.

3 Important Issues and Requirements

The following important issues and related requirements need to be considered when
dealing with the management and enforcement of privacy obligations:

Modelling and representation of privacy obligations: aspects of privacy
obligations need to be modelled, including representing which data is affected by
the obligation, the events and conditions that trigger the fulfilment of an
obligation, actions to be carried on, who is responsible and accountable for their
enforcement;

1.
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Association of obligations to data: the association of privacy obligations to the
targeted confidential data must be strong i.e. not easy to be broken. This aspect is
particularly challenging in dynamic environments where confidential data can be
processed, moved around or sent to other parties. Breaking the association of data
to their associated privacy obligations is, on its own, a violation of these obliga-
tions;
Mapping obligations into enforceable actions: when possible, actions must be
expressed in a way that can be programmatically enforced. Otherwise they should
trigger related processes and workflows (involving the human intervention) and
clearly state responsibilities;
Compliance of refined obligations to high-level policies: refined privacy obli-
gations are usually an interpretation and adaptation of high-level policies to spe-
cific contexts. High-level policies can change and, as a consequence, refined poli-
cies need to be modified. This mapping process should be managed explicitly and
tools built to spot potential inconsistencies and dependencies;
Tracking the evolutions of obligation policies: as obligation policies can be
carried on over long periods of time, they are subject to changes. An important
issue is related to the tracking of these changes, for accountability reasons and to
deal with the evolution of the contexts and frameworks where these obligations
apply. This introduce requirements in terms of dealing with versioning of obliga-
tion policies and context tracking;
Dealing with long-term obligation aspects: the fact that obligation policies
might require long-term commitments has implications on the longevity and sur-
vivability of related processes and the involved data. Events and conditions re-
lated to obligations need to be monitored over long period of time. Solutions need
to be built in a way that can be easily extended and modified over time. The for-
mat of stored data needs to evolve to take into account technological advance-
ments. Openness and flexibility are two important requirements;
Accountability management: as anticipated above, the explicit management of
accountability is fundamental to ensure that the enforcement of privacy obliga-
tions is carried on with clear responsibilities of the involved parties. Responsibili-
ties should be explicitly defined and communicated. This introduces requirements
in terms of auditing, tracking of obligations and their monitoring;
Monitoring obligations: it is important that the fulfilment of obligations is moni-
tored and checked against expected situations and behaviours. Despite all the
good intents and enforcement mechanisms, it can always happen that the fulfil-
ment of obligations is omitted. Monitoring mechanisms must be orthogonal to the
enforcement mechanisms. Monitoring tasks need to be aware of the set of “ac-
tive” privacy obligations and access evidence about the enforcement of obliga-
tions, such as audit logs. In case of discovery of overdue obligations they should
trigger their enforcement and create awareness about the encountered problems;
User involvement: at the very base, privacy policies and obligations are defined
and enforced to preserve user’s rights on their personal data. It is important that
these rights are well understandable by users. Users should also have visibility of
which obligations an organisation has with them and potentially monitor their ful-
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filment. This introduces requirements of transparency about organisational prac-
tices, along with the provision of tools that allow users to monitor and directly
manage privacy obligations;
Complexity and cost of instrumenting applications and services: last but not
least, an important issue is related to the impact that the enforcement and monitor-
ing of obligation policies has on the involved applications and services, both in
terms of their instrumentation and costs. As long as possible, a privacy obligation
framework should be deployed in a way that requires a minimum impact on ap-
plications and services.

10.

Dealing with the management and enforcement of privacy obligations can be rea-
sonably easy when the events that trigger them are well defined and simple to cap-
ture. For example, a web transaction between a user and a service provider might
require the access or the disclosure of user’s confidential data to third parties: in this
context, obligations might dictate the need for notifying users or requesting their
authorization.

More complex is, for example, the case of privacy obligations for ongoing and
long-term obligations, triggered by the occurrence of events and conditions unrelated
to any transaction, interaction or time. Some of these events might not be so easy to
intercept or the software cannot be instrumented to deal with them. Solutions might
need to be deployed and kept running for long periods of time to fulfil these obliga-
tions.

4 Addressed Problems

In this paper we address the problem of dealing with an explicit management of pri-
vacy obligations, including ongoing and long-term privacy obligations. This implies
dealing with the explicit monitoring, enforcement, and tracking of privacy obliga-
tions. Related to this we also want to address the problem of dealing with the strong
association of privacy obligations to data, enforce accountability and provide more
transparency to users.

Work has already been done to deal with some of these issues, in particular related
to the representation of privacy policies (and obligations), their enforcement in trans-
actional and interaction-driven contexts and the management of simple long-term
aspects of obligations in particular for data retention. In many cases, though, obliga-
tion policies are considered as second-class entities the enforcement of which is sub-
ordinated to other aspects of privacy policies, such as permissions and access control.

We believe that a more explicit and comprehensive approach to privacy obliga-
tions is required, where they are considered and managed as “first-class citizens”.

5 Technical Details

This section provides technical details about the approaches and solutions under ex-
ploration to address the problems stated in section 4.
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Fig. 1 shows a high-level architecture of a system providing an explicit manage-
ment of privacy obligations.

Fig. 1. High-level architecture of an obligation management system.

The obligation management system consists of:

Obligation Server: it is the component that deals with the authoring, management
and storage of obligations. It allows the management of the association of privacy
obligations to confidential data and their tracking and versioning. Administrators
and users can access, review and manage privacy obligations of their competence.
It pushes active obligations, i.e. valid obligations, to the “obligation scheduler &
manager” and relevant events to the event handler for their monitoring. One or
more obligation servers can be deployed (and synchronised), depending on needs;
Obligation Store and Versioning: it is the data repository storing obligations and
their mapping to confidential data. Multiple versions of obligations are also stored
in this system;
Obligation Scheduler and Manager: it is the component that is aware of which
obligations are currently active, their ongoing deadlines and relevant events. When
events/conditions trigger the fulfilment of one or more obligations, this component
activate the correspondent “workflow processes” of the “obligation enforcer” that
will deal with the enforcement of the obligation.
Obligation Enforcer: at its core it is a workflow system containing workflow
processes describing how to enforce one or more obligations. The enforcement can
be automatic and/or could require human intervention, depending on the nature of
the obligation. It is configurable via “action adaptor” plug-ins, specialised in per-
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forming specific actions dictated by obligations (deletion of data, transforma-
tion/obfuscation of data, e-mail notification, etc.);
Events Handler: it is the component in charge of monitoring and detecting rele-
vant events for privacy obligations. These events are defined and pushed by the
obligation server. The detection of events can happen via instrumented applica-
tion/services. They can also be directly generated by users, administrators, the “ob-
ligation monitoring service” and the information tracker;
Obligation Monitoring Service: it is the component, orthogonal to the scheduling
and enforcement systems that monitors active obligations and if they have been en-
forced (by analysing and checking for effects of the involved actions);
Information Tracker: it is a component that focuses on intercepting events gen-
erated by data repositories, databases and file systems containing confidential data
and providing this information to the event handler. It is aware of the location of
confidential data (as described by the obligation policies) and checks for move-
ments and changes happening to this data;
Audit Server: it audits the relevant events and information generated by the over-
all system components and involved applications/services.

5.

6.

7.

8.

In our model, privacy obligations describe relevant events/conditions, actions, target
(i.e. related confidential data) and accountable entities. A simple XML-based exam-
ple of privacy obligation is shown in Fig. 2.

Fig. 2. A simple XML-based example of privacy obligation.

The content of this privacy obligation is self-explicative. It is about the deletion of
confidential data at a specific point of time. The policy contains a reference to the
actions to be enforced (in the example they are two workflow processes for deleting
data and notifying relevant entities) and the entities responsible for this obligation.
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The privacy obligation policy also contains information about the “targeted data”
and specifies the association to this data along with the owner(s). In the example the
obligation refers to data stored both in a relational database (accessible via an SQL
query) and in a file system. Other mapping mechanisms can be used.

If the system is deployed in a stable and well-controlled environment, managing
the association of data to obligations can be handled via a mixture of automation
mechanisms and manual intervention (of administrators and users). Issues arise when
the overall environment is dynamic and data can be moved around. In this case, de-
spite all the efforts of handling events and tracking movements, the association of
data to obligations policies can be broken or be left in an inconsistent state.

To address this issue we are exploring a variant of the architecture shown in Fig. 1,
where stronger mechanisms are introduces to manage the association of obligations to
data. Fig. 3 shows the additional components.

Fig. 3. Extended high-level architecture of an obligation management system.

Confidential data is obfuscated and strongly associated to privacy obligations by
using cryptographic techniques. A key management system is introduced to deal with
this task. For example a symmetric key is generated by the key management system
and used to obfuscate data. An envelope (e.g. based on PKCS#7) is created: it con-
tains (at least) the hash value of the obligation policy along with the symmetric key.
This envelope is encrypted with the public key [3] associated to the key management
system.

The triple consisting of <obligation policy, encrypted envelope, obfuscated data>
is stored as a replacement of the original data. The obligation policy must contain a
reference to the competent Obligation Server but it could omit the reference to confi-
dential data, as the policy is now directly associated to this data.
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In this way, the encrypted confidential data can be moved around and transmitted
to other parties without any strict control. The receiving party has to interact with the
Obligation Server to decrypt the data: this allows the system to track and audit where
the data is, check for relevant obligations and update its obligation store. The basic
principles and additional details on how this approach can be implemented are de-
scribed in [9].

The technical approach described in Fig. 1 is almost transparent to applications
and services that are affected by privacy obligations: the system needs (in most of the
cases) only to be aware of relevant events. The second approach, in Fig. 3, on one
hand introduces more control and accountability; on the other hand, applications and
services might need to be modified in order to handle encrypted data and the associ-
ated process. Data repositories might need to change the way they store information,
to accommodate encrypted data. We are currently exploring how a hybrid solution
can be used to accommodate different needs and requirements and the overall impli-
cations on the underlying environment.

6 Discussion

The system described in this paper centralises the storage of privacy obligations along
with their management. It can support the management of versions of privacy obliga-
tions over time and enable the tracking of their changes for auditing and accountabil-
ity reasons. We are exploring how these aspects can be distributed to avoid potential
bottlenecks and central points of failure, without compromising the overall security of
the system.

The obligation scheduler coupled with the event handler allows for the manage-
ment of short and long-term obligations. The monitoring system provides an addi-
tional mechanism for spotting enforcement omissions thanks to the fact it can under-
stand the effects of actions dictated by privacy obligations (such as deletion and ma-
nipulation of data, notifications, etc.). Information logged by the audit server is used
during these monitoring tasks.

Our system explicitly focuses on the management and enforcement of obligations:
this does not imply that it has to happen independently by other privacy aspects, such
as permissions. It should be considered as a sub-system of a more comprehensive
privacy management framework. Similarly, the representation of obligations is part of
the wider task of representing privacy policies.

Even if the system enables automation when dealing with privacy obligations, it
also allows the human intervention in a variety of contexts. Administrators and users
can intervene during the enforcement of obligations, if required (for example to ex-
plicitly authorise actions). Administrators and users can access and manage the pri-
vacy obligations of their competence in a monitored and audited way: this increases
the transparency of the enterprise’s privacy practices and the involvement of the in-
terested parties.

We assume that the enterprise is willing to be compliant with privacy policies and,
more specifically, privacy obligations. However the system must be deployed by
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keeping in mind good security practices, especially for the platforms that will host
our system components. As most of the system components are critical, they require
to be secured accordingly. Additional assurance and accountability can be added by
hardening the audit server and involving trusted third parties in the monitoring of the
enforcement of obligation policies.

When dealing with long-term obligations it is also important to ensure the reliabil-
ity, survivability and longevity of the platforms running our system components and
the involved data (including the representation of privacy obligation). Work has al-
ready been done in this space, including [15,16,17,18,19], and can be leveraged.

7 Related Work

Relevant work in the space of privacy management for enterprises is described in
[4,5,6,7]. An Enterprise Privacy Architecture is introduced and described in [7], en-
compassing a policy management system, a privacy enforcement system and an audit
console. Paper [6] introduces more architectural details along with an interpretation
of the concept of privacy obligations. This concept is framed in the context of privacy
rules defined for authorization purposes. This approach is further refined and de-
scribed in the Enterprise Privacy Authorization Language (EPAL) specification [8].

The above work makes important advancements in exploring and addressing the
problem of privacy management in enterprises. Our main comments are on the sug-
gested approach to handle privacy obligations i.e. consider the authorization and
access control perspective as the key driver for the representation, management and
enforcement of obligations. This approach is definitely pragmatic and can be lever-
aged by current access control mechanisms available within enterprises. However it
has still to be fully demonstrated that privacy obligations can be managed at their best
only from an authorization-based perspective. Privacy obligations can include aspects
that are not really driven by authorization, especially when the set of events that trig-
gers these obligations is extended, to include, for example, dealing with the deletion
of confidential data at a specific date/event, periodically providing notifications to
users about stored confidential data, dealing with ongoing requests dictated by users
or laws.

We believe that modularity and separation of concerns are important aspects. In
particular, the representation, management and enforcement of privacy rights, obliga-
tions and permissions should be addressed without imposing any specific or dominant
perspective. In our approach obligation policies are first-class citizens with their ex-
plicit management. However the proposed system can be considered as a subsystem
of a more comprehensive policy management framework. Even if our architecture has
high-level commonalities with the architecture described in [4,5,6,7] we further refine
the concept of obligations, we introduce the concept of obligation versioning and
tracking. We further split the enforcement mechanisms in two parts by including a
scheduling mechanisms and an obligation enforcer where the obligations actions are
carried out by flexible workflow processes that allows automation but also people
involvement.
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Approaches to deal with (privacy) obligations have already been implemented in
products, in particular for data retention [10] and in a variety of document manage-
ment systems. Nevertheless, these approaches are very specific, focused on particular
domains and handle simple obligation policies. Our work wants to push the barrier
even further to create an obligation management framework that can be leveraged in
multiple contexts, for different purposes.

A lot of work has been done in representing privacy policies, including obligations
such as [8,11,12]. Work describing the monitoring of obligations in policy manage-
ment is described in [12]. Relevant work on mechanisms to associate policies to data
is described in [4,5,6,7,9,14]. Each mechanism has pros and cons in terms of the
implications for existing enterprise applications, services and data repositories. We
can leverage aspects of this work, in particular [9] to provide a stronger association of
obligation policies to confidential data.

8 Current and Future Work

We are in the process of developing a prototype of the system components described
in this paper. Components, when possible, will be implemented as web services and
deployed within an enterprise scenario: different types of confidential data and re-
positories will be considered. Obligation policies will be represented by using an
XML format to allow future extensions.

Our work and research is definitely in progress: technical aspects needs to be fur-
ther refined and investigated especially the ones related to the life-cycle management
of privacy obligations and events. The overall implications for the involved enterprise
applications and services have to be fully understood. One of the reasons of develop-
ing our prototype is to make advancements in these areas by experimenting and refin-
ing our concepts.

Tools and mechanisms to address the compliance of refined obligations to high-
level policies are also under investigation.

9 Conclusions

The management of privacy obligation is important for enterprises and organisations
to preserve their reputation and brand, be compliant with legislation and customers’
requirements and increase business opportunities.

In this paper we describe important issues that need to be kept into account when
dealing with privacy obligations. In our vision obligation policies (as well as for other
privacy aspects, including rights and permissions) need to be considered as first-class
citizens in privacy management frameworks.

We introduce a technical approach to deal with the explicit management of privacy
obligations, on an ongoing basis, including long-term privacy obligations. We pro-
vide a high-level description of system components dealing with the monitoring,
enforcement, and tracking of privacy obligations. Related to this we also address the
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problem of dealing with the strong association of privacy obligations to data, ac-
countability management and users involvement. Our research and work is in pro-
gress. A prototype will soon be developed to test and refine our ideas.
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Abstract. For a shopping mobile agent that collects offers from vendors’
servers on behalf of its owner, offer privacy is an important property.
In this paper, we propose a protocol using a “conditionally anonymous
digital signature scheme” to achieve offer privacy based on a fair blind
signature. The proposed scheme provides a method for a server to sign
its offer without revealing any information about its identity to any other
server or the originator. When a server’s identity needs to be revealed,
the offer privacy can be reversed, with the assistance of the e-market
authority.

1 Introduction

Mobile agents are autonomous software entities that move code, data and state
to remote hosts. We consider a scenario where a mobile agent is ordered to search
for the best price of a specific product [4]. The agent migrates to multiple servers,
collects price quotes and is free to choose its next move dynamically based on
the data it acquired from its journey. The agent finally returns to the buyer with
the offers of all the vendors. Using the agent data, the buyer chooses the best
offer.

“Offer privacy” is one of the major security concerns with respect to this
scenario. Assume servers will be included in the agent’s itinerary. Yao et.
al [5] defined “offer privacy” in mobile agent systems as follows: If a mobile
agent visits a sequence of servers none of the identities of the
honest servers traversed by an agent can be traced from the contents of the
offers  Yao et. al [5] also stressed that offer privacy should be
revokable. In this paper, we use a trusted third party as the mediator to disclose
the identity of an intended server.

“Offer privacy” can be attained by hiding the identity of the server, and
its relationship to the data. However, an “offer privacy” mobile agent system
is more vulnerable to offer integrity threats: since the ownership of the offer is
obscured, attackers are provided fewer deterrents to replace, modify or delete
the offers from the agent.

Note that the “offer privacy” is different to a server’s privacy in that the “offer
privacy” concentrates on breaking the link between the offer and the server,
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whereas the server’s privacy focuses on anonymity of the server itself without
considering the correspondence with its offer. With the “offer privacy”, a server’s
identity may be known to others, however nobody can link the identity with a
particular offer.
Contribution. In this paper, we propose a “chained signatures with conditional
anonymity” protocol using a “conditionally anonymous digital signature scheme”
to achieve offer privacy for mobile agent systems. Mechanisms are also designed
to enable revokable offer privacy. The “conditionally anonymous digital signature
scheme” utilises an “anonymous public-key certificate” where the identity of the
public key’s owner is hidden, but, the authenticity and the validity of the public
key is still verifiable by others. Offer integrity is also provided by a chaining
relationship.
Organisation. The rest of the paper is organised as follows: Section 2 describes
the proposed “conditionally anonymous digital signature scheme”. A new pro-
tocol using the “conditionally anonymous digital signature scheme” is demon-
strated in Sect. 3 to achieve the “offer privacy” property. We analyse this scheme
in terms of security in Sect. 4. Section 5 concludes the paper.

For ease of reading, the notation used in the paper is listed in Table 1. (An
extended version of this paper is available upon request from the authors.)
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2 A Conditionally Anonymous Digital Signature Scheme

This section introduces a new “conditionally anonymous digital signature”. The
basic idea is to anonymise a pair of public/private keys to generate digital signa-
tures, so the signature gives no information about the signer, yet is still verifiable.

2.1 The Anonymous Public-Key Certificate Generation

An “anonymous public-key certificate” contains two parts: data and a signature,
which are different from these of a regular public-key certificate: The data part
includes a public key and the associate owner’s pseudonym, instead of the owner’s
identifier; the signature is a blind signature, instead of a regular digital signature,
generated on the data part by an authority.

To generate a traceable “anonymous certificate”, a fair blind signature pro-
posed by Stadler et. al [3] is utilised to allow the sender of a blind signature to
be traceable under certain conditions.

Let A be a sender who has a key pair to be blindly signed by
a signer B, where is the secret key of A and is the corresponding
public key. A judge J has a signature scheme producing a signature on
a message so that everybody can verify messages signed by the judge. The
other system parameters are:

a group G of prime order for which it is hard to compute discrete logarithms,
and a publicly known element

the signer’s public key where is the signer’s private key.

Applying Pseudonyms.
To acquire pseudonyms from the judge, the following steps need to be taken by
the sender A and the judge J.

After mutual identity authentication, the judge randomly selects a bit string
and forms a pseudonym where is the sender A’s

identity.
Next the judge selects a number at random and computes
The judge computes and
The judge sends and to the sender A.
The sender A validates the judge’s signatures and
A can also verify whether is correctly constructed in

checking

1.

2.
3.
4.
5.

The pseudonyms of the sender A are Note that bits 0 and 1 ap-
pended to the pseudonyms are to prevent a dishonest server from swapping the
two pseudonyms.

Obtaining Blind Signature on the Public Key.
Following the “signature generation protocol” described in [3], the sender A can
request the signer B to blindly sign with the aforementioned pseudonyms.
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Let The resulting signature on is the 6-tuple
where and is the private key of B, and

and It can be verified by first verifying

and by checking whether and where is the
public key of B, and In the rest of the paper, we denote
this process as If B is an authority, the resulting blind signature
on is referred to as an anonymous public-key certificate, denoted as
Hence, consists of the public key

and the corresponding blind signature from B.
Note that the pseudonym included in is one of the pseudonyms gener-

ated during the blind signature generation. There is no extra pseudonym needed.

2.2 Conditionally Anonymous Digital Signatures

Using “anonymous public-key certificate”, a new “conditionally anonymous dig-
ital signature” is proposed. The key pair of A can be used to gen-
erate or verify a “conditionally anonymous digital signature”, using the same
algorithm for a regular digital signature. The only difference occurs when the
authenticity of the public key is verified by the anonymous public-key cer-
tificate instead of a regular public key certificate [2]. In the rest of the
paper, we refer to the key pair as an “anonymous key pair”, and

as an “anonymous private and public keys” respectively.

Conditionally Anonymous Digital Signature Verification
Let denote the conditionally anonymous signature by A. B denotes
the issuer of anonymous public-key certificate (i.e., the blind signature signer in
Sect. 2.1). To verify the verifier first obtains the anonymous public-key
certificate and B’s public key The verifier checks the signature on

using If the verification is successful, the verifier accepts that
is a valid certificate. The verifier then uses to validate by comput-

ing true where Ver indicates a signature verification algorithm.
It is true when otherwise false.

Anonymity Revocation
A suspect signer (i.e., the blind signature sender in Sect. 2.1) of a conditionally
anonymous signature can be traced from its anonymous public-key certificate.
The signature verifier sends the pseudonym and the corresponding signature

to the judge. The judge checks its own signature and accepts
if the verification succeeds. The judge then searches for the corresponding
and recovers from

Aside from the “anonymity” of the signer, a “conditionally anonymous digital
signature” shares the other properties that a regular digital signature possesses
such as data integrity and signer non-repudiation, and can also be publicly ver-
ified by using the certificate attached to the anonymous key pair.
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3 Using “Conditionally Anonymous Digital Signatures”
to Provide Offer Privacy

In this section, we propose a new “chained signatures with conditional anonymity”
protocol to demonstrate how to use the “conditionally anonymous digital sig-
nature” scheme. The protocol can be implemented in an e-market environment
where the e-market authorities play the role of the judge to grant the pseudonyms
and the “anonymous public-key certificates” issuer.

3.1 Overview of the Proposed Protocol

In general, the system model of shopping agents is as follows: the agent exe-
cutes on a server, and collects from it a signed offer. The offer is signed using
the server’s anonymous private key, which can be verified by the correspond-
ing anonymous public key. The hash chaining mechanism linking the previous
server’s offer and the next server’s pseudonym is embedded in the signed offer.
Any illegal manipulation of the chain, including deletion or insertion of elements,
will invalidate the link for all members dependent on the altered element [1].

Participants and an Electronic Market
The participants in our protocol include: (1) a buyer (the originator), (2) a num-
ber of vendors’ servers, and (3) authorities, including a judge J for generating
pseudonyms, revoking the anonymity of the certificate when needed, and an
issuer B of anonymous public-key certificates.

Note that all mobile agents enter and leave through an “e-market gateway”,
which ensures that none of the participant servers is visible to the originator.

Chaining Relationship and Data Integrity
Yao et. al [5] discussed that a chaining relationship can be used to provide
integrity to the elements in the “chain”. The general form of a chaining rela-
tionship is where is the offer made by the previous
server and is the identity of its next server Each entry of the
chain depends on some of the previous and succeeding members, therefore, any
illegitimate change in and/or will invalidate the chaining relationship.

In our new scheme, we adapt the idea of a chaining relationship; however we
use pseudonyms instead of servers’ identities. The pseudonyms are contained in
the anonymous public-key certificates through which they can be verified.

3.2 Chained Signatures with Conditional Anonymity

We now employ the “conditional anonymous digital signatures” in mobile agent
applications. A server can sign a message anonymously with respect to its public
key, which is validated by the anonymous public key certificate.

Registration. Before the “conditional anonymous digital signatures” protocol
execution, each participant server has to ensure it has acquired the pseudonyms
and the anonymous public key certificate for the signing key pair.
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The registration stage is only needed for new participant servers and the
registered servers whose pseudonyms and/or anonymous public key certificates
are revealed or compromised.

Upon completion of registration, the agent starts to travel from server to
server, collecting intermediate results.

Entering e-Market. In order to retain consistency within the chaining rela-
tionship, the originator and e-market gateway, although not active participants
in our scheme, need to generate dummy offers. The dummy offers can be signed
using regular signatures. Consequently there are two signature schemes coexist-
ing in our framework.

In the following, we assume that the public keys of the originator, e-market
gateway, the judge and the anonymous certificates’ issuer are published before-
hand and available to all the servers.

Let us assume the agent will visit servers. denote
anonymous public-key certificate, anonymous private key and anonymous public
key respectively. contains one of pseudonyms,
denotes the verification of the anonymous public-key certificate

At the Originator and the e-Market Gateway (EG). Figure 1 and
2 illustrate the protocol at and EG. Random numbers and are chosen
for use in probabilistic encryption. In Fig. 2, upon receiving the agent and its
data, the e-market gateway retrieves the originator’s public key and verifies
the signature on If the verification is successful, the e-market gateway looks
into the agent’s (the buyer’s) requests and searches for the potential service
providers. The e-market gateway, providing directory services to the buyers, can
randomly select a server from the candidates to be the first visited server.
Note, before the e-market gateway dispatches the agent, it needs to request
pseudonym.

Fig. 1. Chained Signatures with Conditional Anonymity Scheme: E-market gate-
way (EG).

Within e-Market. From onwards, each server performs the steps in
Fig. 3. The agent exits from the e-market gateway upon the completion of the
task. Hence the last server will send the agent to the e-market gateway.
includes in its encapsulated offer instead of a pseudonym.
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Fig. 2. Chained Signatures with Conditional Anonymity Scheme: E-market gateway

Verification. Any intermediate server can verify the offers already collected by
the agent, by checking whether the chain is valid at and abort the agent’s
itinerary if necessary.

When the agent arrives at server carrying a set of previ-
ously collected encapsulated offers can conduct
verification as follows:
Step 1. Validate hash chaining at first extracts      from the chain
and checks whether it is its pseudonym. then obtains and from the
chain. computes and checks if The valid hash
chain proves that no illegal modification, insertion or deletion has occurred at

as we have discussed above.
To check the correctness of the other pseudonyms, say

needs to check the correspondence of in (or in and of
in If ensures that is committed to release the agent
to travel to due to the signer’s non-repudiation in its anonymous digital
signature. If anonymously signed offer contains which is bound
to the next server’s signature (i.e, a commitment of cannot deny
the fact that it has sent the agent to
Step 2. Validate the conditionally anonymous digital signature extracts

from the data chain. Following the same steps in Sect. 2.1, uses
to check the authenticity and validity of which is then used to validate
if no violation is detected.
Step 3. As such keeps tracing backwards through the offers and validating
each offer until If can successfully verify the signature on using the
originator’s public key and check the validity of then ensures that the
agent is genuinely sent by the originator.

If no integrity violation is detected, the agent continues its execution; other-
wise, aborts its computation early.

Return to the Originator. After the agent has finished its journey, it returns
to the e-market gateway with the collected data



Offer Privacy in Mobile Agents 139

Fig. 3. Chained Signatures with Conditional Anonymity Scheme:

The e-market gateway sends the agent and its data back to the originator via a
secure channel.

Choose Winner. The originator first conducts a verification process by repeat-
ing steps 1–3 of the Verification stage above. The originator also decrypts
and from the first node in the chain. The originator checks the
integrity of This is to check whether the instance of the returned agent is the
same as that of the originator sent at the beginning of the protocol.

If an offer is an invalid signature, the originator will send it to the trusted
third party for further investigation(see “Dispute”).

If the originator succeeds in verification, it obtains and decrypts each of
to gain the entire list of offers

The originator is able to select the best offer. However the originator does not
know the real identity of the winning server To reveal the winner’s identity,
the originator sends with the entire collected data to the judge (J) .

Winner Announcement. The judge first verifies If the verifica-
tion is successful, the judge believes that is a registered legitimate server.
Thereafter the judge searches its database to retrieve the corresponding identity

J then contacts the originator (the buyer). can be sent to the originator
in an encrypted form using the originator’s public key and signed by J.

After the winner is revealed, J publishes all the collected data
by the agent, allowing victim servers to complain.
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Dispute. If a visited server discovers its offer is not in the published list, it
can request an investigation and sends J the received string of agent-provided
data J checks whether contains pseudonym.
If indeed includes is the suspect malicious server as the conditional
anonymous digital signature is non-repudiable. Following the steps that we have
demonstrated in Winner Announcement stage, J reveals the identity of the
bogus server.

4 Security Analysis

The proposed scheme provides “offer privacy” to the visited servers. The scheme
can prevent some known attacks such as deletion, insertion and modification
attacks [1, 4].

4.1 Offer Privacy

Assuming that the fair blind signature scheme is secure, given an anonymous
public key and a corresponding anonymous public-key certificate with-
out the assistance of the judge, one can not determine the identity of
holder,

In our proposed protocol, both originator and servers possess some knowledge
regarding the offers, the identities and the pseudonyms of previous/next servers
respectively. However, it is impossible for either to determine the ownership of
an offer. We reason this as follows:
1. Any server may know the identities and the pseudonyms of and
However, it has no knowledge of and (probabilistically encrypted).
2. The originator cannot determine the signers of all the offers from the
conditional anonymous digital signatures. Knowing all the offers is not sufficient
to determine the ownerships of the offers.

Due to the arguments above, “offer privacy” is achieved in our proposed
scheme, whereby nobody can determine who made a particular offer without the
assistance of the judge.

4.2 Defense Against Some Known Attacks

The “conditionally anonymous digital signature scheme” and the “chained signa-
tures with conditional anonymity” prevent some known attacks that have been
commonly noted in the literature [1, 4].

Modification, Insertion, Deletion Attacks. The new protocol includes a
chaining relationship and can defend these attacks. Any of these attacks can be
detected during the “Verification” stage (see Sect. 3.2).

Truncation Attack. Assume the victim server is The proposed digital
signature scheme can defend against the “truncation attack” because the en-
capsulated offer contains the pseudonym of the next server which
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can verified through the anonymous public-key certificate. The proposed digital
signature scheme is signer non-repudiable, so cannot deny the fact that it
has sent the agent to Note that this attack can only be discovered after all
the collected encapsulated offers are published.

Colluding Servers Attack. Since the proposed new scheme provides non-
repudiation of the signer, nobody can forge a conditional anonymous digital
signature without knowing the private key. Hence even if two servers collude, they
cannot modify the offers between them without making valid signatures. If the
colluding servers delete or insert node(s) between them, the chaining relationship
will be invalid at the colluding servers.

Defence against other attacks and performance analysis are described in the
extended paper.

5 Conclusion

We have proposed a new scheme to provide “offer privacy” to servers that par-
ticipate in a transaction. The idea of the new scheme is to anonymise the owner
of signing keys using the fair blind signature scheme. The result of the anonymi-
sation is a pair of certified keys, which will be used to generate digital signatures
on the offers. The new digital signature scheme also possesses the property of re-
versible anonymity. Hence the owner can be revealed with assistance of a judge,
for example, when a dispute takes place. The new scheme also adopts a chaining
relationship to prevent some known attacks and therefore provides data integrity.

Future improvements include investigating security mechanisms to enable the
“truncation attack” to be discovered during the protocol execution.
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Abstract. Synthetic data plays an important role in software testing. In this pa-
per, we initiate the study of synthetic data generation models for the purpose of
application software performance testing. In particular, we will discuss models
for protecting privacy in synthetic data generations. Within this model, we in-
vestigate the feasibility and techniques for privacy preserving synthetic database
generation that can be used for database application performance testing. The
methodologies that we will present will be useful for general privacy preserving
software performance testing.

1 Introduction

Functionality and performance testing is essential for software application develop-
ment. Currently, two approaches dominate software application testing. With the first
approach, application developers carry out their tests on their own local development
synthetic data sets. Obviously this approach can not fulfill the requirements of all the
testing phases if the synthetic data sets are of small size or do not reflect the real data
sets. In particular, the performance could be significantly different if the synthetic data
is not similar to the production databases. With the second approach, new applications
are tested over live production databases. This approach cannot be applied in most
situations due to the high risks of disclosure and incorrect updating of confidential in-
formation.

Recently, Wu, Wang, and Zheng [11] have proposed a general framework for pri-
vacy preserving database application testing by generating synthetic data sets based on
some a-priori knowledge about the current production data sets. The generated data
sets will be used to help software vendors to arrive at a close estimate of the perfor-
mance of a software application. In this paper, we investigate the tradeoff of privacy
preserving and performance preserving in detail. We also present an approach on pri-
vacy preserving data generation based on the generation location model. Specifically,
our contributions include: (1) A model for quantifying the privacy leakage and appli-
cation performance metric difference in the synthetic data set; (2) Some infeasibility
results for privacy preserving synthetic data generation; (3) A heuristic approach for
privacy preserving synthetic data generation within our model.

The current state of the art is that there has been little work dedicated to appli-
cation software testing that achieves both goals: privacy preserving and performance
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preserving. One related research area is the privacy preserving statistical databases [1,
6] which has developed methods to prevent the disclosure of confidential individual data
while satisfying requests for aggregate information. Though the experience in statisti-
cal database research are useful for the study of privacy preserving application software
testing, it does not consider the performance preserving issues. Furthermore, most sta-
tistical database literatures considered two types of indirect confidential information
leakage : re-identification disclosure and prediction disclosure. The statistical informa-
tion or some rules/patterns about the production database are also considered as the
confidential information.

Also related to our research is private information retrieval and privacy preserving
data mining. The theoretical work of private information retrieval [4,8] enables users to
obtain information from databases while keeping their queries secret from the database
managers. The objective of privacy-preserving data mining (e.g., distortion based ap-
proach [2,7]) is to prevent the disclosure of confidential individual values while pre-
serving general patterns and rules. There have been some prior investigations into data
generation [3,9], however, the current data generation tools are built either for test-
ing data mining algorithms or for assessing the performance of database management
systems, rather than testing database applications. In addition, they lack the required
flexibility to produce more realistic data needed for software testing and do not take
into consideration privacy issues.

The organization of the paper is as follows. In Section 2, we present the general
location model which we will use to describe the distribution of the underlying data set.
In Section 3, we give a formal definition for the model of privacy preserving synthetic
data generator. Section 4 briefly describes a heuristic approach to privacy preserving
synthetic data generators. Section 5 concludes the paper.

2 The General Location Model

Let denote a set of categorical attributes and a set of
numerical ones in a table with entries. Suppose takes possible domain values

the categorical data W can be summarized by a contingency table with
total number of cells equal to let denote

the number of entries in each cell. Clearly
The general location model [10] is defined in terms of the marginal distribution of A

and the conditional distribution of Z given A. The former is described by a multinomial
distribution on the cell counts x,

where is an array of cell probabilities corresponding to x.
Given A, the rows of Z are then modeled as conditionally multivariate
normal. We assume that
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is independent for where is a means corresponding to cell
and is a covariance matrix. The parameters of the generation location model

can be written as where is a matrix of
means. The maximum likelihood estimates of is as follows:

where is the set of all tuples belonging to cell

In this paper, we view the database as a multi-dimensional table with categorical
attributes and numerical attributes and model it by using the general location model.
Table 1 shows an example ACCOUNT database with tuples where the categorical
attributes part (e.g., ZipCode, Background, Age) can be modeled by multinomial distri-
bution while the numerical attributes part (e.g., Balance and Interest) can be modeled
as conditionally multivariate normal distribution.

3 Preserving Synthetic Data Generator

Notation. N is the set of natural numbers and R is the set of real numbers.
is the binary alphabet, is the set of (finite) binary strings and is the set of binary
strings of length The length of a string is denoted by For strings
xy is the concatenation of and For a string and an integer number

denotes the initial segment of length of if and
denotes the ith bit of i.e.,

3.1 Definition

A database application software package that needs to be tested can be regarded as
a Turing machine defined on binary strings. Its input can be divided into two parts, the
database part (with size of MBs or GBs) and the test case input (with a relatively
small size). The test case input could be a simple SQL command or a script file such
as a collection of SQL commands. Private information in a database could be defined
as a Turing computable function where is the index of the private information.
In another word, the private information in a database is a sequence of binary strings:
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Example 1 Consider the following confidential information: “The average balance
range of term deposits from Asian people in a specific zip code area”. We translate
this property to a binary string. For a 90-bit binary string let represent the
zip code, represent the background of the people (e.g., 0000000001 for Asia,
0000000002 for British, etc.), and represent the term deposit aver-
age balance lower bound and upper bound respectively for the people from
background and zip code area. The above private information could be in-
dexed as the first private information by letting if and only if the people
from background and zip code area have average balance of term
deposit in the interval

Output of the performance testing for can be measured by a metric function
In particular, can be regarded as a mapping from to N. The metric function

could represent the time used by the software package when running on
database with input test case The goal of the synthetic data generation is to produce
a synthetic data set from the production data set such that metric function outputs

and are approximately the same for most input test cases At
the same time the synthetic data should contain no private information. Our above
discussion can be formalized as in the following definition.

Definition 1. Let be a function denoting the acceptable metric
difference for the testing purpose, be a Turing computable privacy
function, be a Turing machine denoting the software package, and

be a metric function defined for We say that a probabilistic
Turing machine is a preserving synthetic data generator
for if the following conditions are satisfied:

For all
(Performance similarity) with overwhelming
probability, where the probability is taken over all possible values for and
internal coin tosses of and
(Privacy preserving) Let be the acceptable level function of privacy
leakage which is generally a negligible function. For each database and each
we have

1.
2.

3.

where the sum is over all potential output of and priorK is the prior
knowledge that is known to the software tester before the testing.

Remarks:

In definition 1, we assume that all functions and Turing machines are defined for
all inputs. In practice, there is no guarantee that a program will halt in finite many
steps on all inputs. For these scenarios, we assume that when a Turing machine
does not halt in expected time (which should be large enough) on an input, then it
will halt and output a default result.
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In the item 1, the requirement is only for the convenience of our
analysis. In practice, the generated synthetic data set may have different (but ap-
proximately same) size than the original data set.
In the item 3, the prior knowledge could include the schema definition of the
database and other prior knowledge about
From the definition, it is straightforward to see that a privacy preserving synthetic
data generator must be one-way. Otherwise one can compute from and then
compute the value of violating condition 3 of Definition 1.

In section 1, we briefly described researches on privacy leakage in related areas
such as statistical database and privacy preserving data mining. We observed that exist-
ing definitions for privacy leakage are not sufficient for our research. Our definition of
privacy leakage is closely related to the statistical indistinguishability concept in cryp-
tographic research. It is straightforward to check that our definition covers both straight
(upward) privacy breach and inverse (downward) privacy breach defined in [7]. How-
ever, our definition is more general as it also covers the collective privacy breaches: for
each individual event, the observable probability difference is small, but, collectively,
the sum of these observable probability differences are large enough. This kind of col-
lective privacy breaches could be important for many applications.

3.2 Infeasibility

In the following, we first show that, for given conditions, a preserving
synthetic data generator for does not necessarily exist.

Statement 1 preserving synthetic data generator for does not neces-
sarily exist if the Turing machine running time depends on some bits of the input
and these bits are indeed the private information identified by

Example 2 Assume that, according to prior knowledge, the first bit of the database
is uniformly distributed over is the time complexity of

and is a preserving synthetic data generator for Then in order to
satisfy the condition 2 of Definition 1, we must have for almost all
Otherwise, for

for any and Then for we have

Thus the privacy leakage is larger than (or equal to) a non negligible value and the
condition 3 of Definition 1 is not satisfied. This is a contradiction, which shows that no

preserving synthetic data generator for exists.
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Statement 2 Even if there is no conflict between and the running time of
preserving synthetic data generator for may still not exist if the Turing ma-

chine has some conflictwith the performance requirement

Example 3 For any binary string let denote the positive integer whose
binary representation is Assume that is the time complexity of with the property
that

is a non-trivial privacy function (that is, a function whose output values depend
on input values), and is a preserving synthetic data generator for
As we have noted in the previous paragraph, should be one-way, thus for
almost all Then

for almost all

The above two statements essentially show that if the Turing machine is a “dis-
tinguisher” of some privacy bits or a “distinguisher” of the input strings, then privacy
preserving synthetic data generator does not exist. On the other hand, if the Turing ma-
chine has approximately same metrics on all inputs of the same length, then any
random mapping serves as the privacy preserving synthetic data generator for That
is, if for all and then any length-preserving
random mapping is a preserving synthetic data generator for In this
paper, we will concentrate on Turing machine which do not go to the two extremes
that we have just mentioned.

3.3 Problem Formulation

Problem 1. Given a private property     and find a synthetic database     to mini-
mize

subject to

Problem 2. Given acceptable performance metric and private property find
synthetic database to minimize

subject to for almost all

The two problems are related to each other. In the remaining part of this paper, we
will focus on Problem 1. One should note that the subject condition in Problem 1 is
generally not a linear inequality and the distribution of is not uniform (i.e., is
not a constant). Thus the Problem 1 is not a linear programming problem and heuristic
methods are needed to solve this problem.
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4 Constructing Preserving Data Generator

It is clear that the distribution of underlying data affects the execution time of workload.
Our intuition is that, for database applications, if two databases and are approxi-
mately the same from a statistical viewpoint, then the performance of the application
on the two databases should also be approximately the same. For example, the approx-
imate joint distribution on Zip, Background, Balance from Table 1 would satisfy the
performance requirements of workload (Q1 and Q2).

Q1:
Q2:

INSERT INTO ACCOUNT VALUES ()
SELECT * FROM ACCOUNT WHERE ZipCode = z AND Background = b

In this paper, we assume that file organizations, sorted fields, and index structures of
the production database are not private information and the synthetic data generator
will use these information to build the synthetic database in the same way that
has been built. However, the joint distribution may contain sensitive information about
private properties. In the next subsection, we will present an heuristic algorithm to de-
rive approximate joint distribution based on the general location model and to check
whether it contains confidential information.

4.1 A Greedy Algorithm

We view the database as a multi-dimensional table with categorical attributes and nu-
merical attributes and model it by using the general location model. We also assume
the general location model itself is not confidential information and only the parame-
ters of the general location model are confidential. We can see from Equation 1 that
the maximum likelihood estimates of can be fully derived from statistics
(e.g., the frequencies of tuples which satisfy some conditions of categorical attributes,
the mean and variance values of tuples which belong to same cell). Those statistics are
not completely contained in database catalog1. However, it is straightforward to derive
those statistics by imposing various queries if we are allowed to access the original data.

It is worth pointing out that we do not need to build the general location model at
the finest level as those statistics are with very high complexity which is exponential to
the size of contingency table and many statistics do not have effects on a given work-
load performance. Hence an approximate and condensed general location model on the
subsets of attributes is sufficient for performance testing. Here the condensed model is
derived from a condensed contingency table which is formed by a subset of categor-
ical attributes (even with coarser domain values) which can be identified by SQLs in
workload.

For the reason of convenience, we use to denote all the information (e.g.,
the distribution, rules and the priori knowledge priorK) needed to build database to
satisfy the condition 2 of Definition 1. We call the distribution the performance
characteristic of a database for the application The heuristic method for solving
the problem 1 could be given as follows.

In current commercial database datalog, only simple statistics (e.g., mean, max, min etc.) of
each single column are collected.

1
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Step 1. Extract from the real database based on workload and construct
the estimated performance error function
Step 2. Specify a list of confidential information and an acceptable privacy
leakage level for each privacy indexed by
Step 3. Check whether the performance characteristic leaks any privacy
information defined in in a non-acceptable level (that is, larger than
according to Definition 1 (see section 4.2).
Step 4. If the privacy leakage is not acceptable, repeat the following until
leaks privacy information about in the acceptable level defined by

Step 4.1. The analyzer constructs a new characteristic by perturbing
as
Step 4.2. The performance analyzer constructs a new estimated performance
error function according to the new distribution This is gener-
ally larger than the previous

Step 5. A synthetic data generator generates a synthetic data set using the distribu-
tion

During Steps 1 and 4.2, we statistically test whether the generated data using
has the same distribution with original data (assuming a sample is given). As

there is no test statistics which can be directly used for the general location model, we
decompose the general location model to two parts and use test for multinomial
distribution and Kolmogorov-Smirnov test [5] for multivariate normal distributions of
each cell.

4.2 Privacy Analyzer

In this section, we will address techniques to decide whether there are private infor-
mation leakage in and, if the answer is yes, how to construct a new distribution

that contains no confidential information. Without loss of generality, we assume
that the function is defined only for the first index. We write this confidential informa-
tion as for short. In the following, we give some examples to illustrate
how to decide whether there is information leakage about in a distribution

Example 4 Let and be two integers such that For a database let
for In practice, may

correspond only to one column of a table. For the reason of simplicity, in this example,
we assume that the database has one table which has one column
Assume that the following conditions hold:

According to priorK, follow a normal distribution and
is uniformly distributed over

and
according to follow the normal distribution

1.

2.
3.

Then
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for some small Obviously leaks significant information about Thus
we need to modify the performance characteristic One potential solution is
to pick a random value and use a new distribution This may have
further impact on the application performance and we need to re-compute the new
performance error function for this new distribution. Ifwe choose then
for any

for some small When is large enough, the value in equation (3) is small enough so
that the sum on all is less than the pre-specified value

The example in the previous paragraph shows a heuristic method to modify the
performance characteristic to meet the privacy requirements. We close this section
by giving a formula for evaluating for the new distribution

where is any given string. Note that this computation is necessary for check-
ing whether the information leakage is acceptable.

Let DBco denote the conversion method, that is used to convert to
together with the prior knowledge. Then one can evaluate the probabilities of possi-
ble values of given Using Bayes formula, one can compute the
posterior probabilities:

Note that the probabilities of possible values of can be eas-
ily computed when the distribution of the general location model’s parameters,

are given (e.g., we can assume has a uniform distribution over a specified
range The probability can be computed using the formula:

Thus the posterior probability could be computed as:

where we omitted the prior knowledge DBco from the formula.

5 Conclusion

We studied the problem of generating synthetic data for database application perfor-
mance testing while preserving privacy. We presented a model for quantifying the pri-

Note that the computation in the equation (3) is only for illustration purpose and is not exact. At
the end of this section, we will give exact evaluation formulae for the computation of posterior
probability.

2
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vacy leakage and application performance metric difference by using the general loca-
tion model. Our infeasibility results show the strict privacy preserving synthetic data
generator does not necessarily exist when the application workload is a “distinguisher”
of some privacy properties or a “distinguisher” of the input strings. A heuristic method
was given for the relaxed problem, i.e., to construct the generator which satisfies per-
formance requirements as many as possible while preserving all the privacy properties.

Analysis in this paper shows that it is a challenging problem to design efficient
privacy preserving synthetic data generators. One open problem is to study complexity
issues. Another topic for future work is to extend our approach to multiple tables and
integrate with a-priori rules and constraints in databases.
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Abstract. Receipt-freeness is an essential security property in electronic
voting to prevent vote buying, selling or coercion. In this paper, we pro-
pose an efficient mixnet-based receipt-free voting scheme by modifying
a voting scheme of Lee et al. The receipt-freeness property is obtained
through the randomization service given by a trusted administrator, and
assuming that two-way untappable channel is used between voters and
the administrator. The efficiency is improved by employing a more effi-
cient mixnet, which is a modification of Golle et al.’s optimistic mixnet.
In the proposed scheme, the administrator provides both randomization
(ballot re-encryption) and mixing service in the voting stage. Afterward,
the ballots are mixed using the proposed efficient mixnet. Our mixnet-
based voting scheme offers receipt-freeness in an efficient manner.

Keywords: Electronic voting, receipt-freeness, mixnet, re-encryption,
randomization, designated-verifier re-encryption proof.

1 Introduction

Voting is often related to political and financial gain, and cheating is an inher-
ent threat to voting. Thus, security aspects in voting must also be thoroughly
considered. This results in extensive security requirements for e-voting.

Privacy: Normally, the vote is encrypted prior to submission, where the
ballot is in the form of an encrypted vote. Voter-vote relationship must be
kept private, to ensure that voters express their true opinion without fear of
being intimidated.
Eligibility: Only authorized voters are allowed to vote, preventing fraudu-
lent votes from being counted in the tally stage.
Prevention of double voting: This ensures that all voters are allowed to
vote only once, such that each voter has equal power in deciding the outcome
of the voting.

* Project funded by ARC Linkage International fellowship 2003, Grant No:
LX0346868.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 152–161, 2004.
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Fairness: No partial tally is revealed before the end of the voting period, to
enforce privacy and ensure that all candidates are given a fair chance during
the voting period.

Receipt-freeness: Introduced by Benaloh and Tuinstra [4], voters must
neither be able to obtain nor construct a receipt which can prove the content
of their vote to a third party. This is to prevent vote selling/buying, ensuring
that voters are not used as a proxy to cast votes.
Robustness: The system must be able to tolerate certain faulty conditions
by managing some disruptions.
Verifiability: Correct voting processes must be verifiable to prevent incor-
rect voting result.

Secret-ballot e-voting schemes typically employ either mixnet or homomor-
phic encryption to provide voters privacy. Our proposed scheme employs mixnet
since it offers more flexibility on the ballot structure as opposed to employing
homomorphic encryption, e.g. in preferential voting [3].

To provide receipt-freeness, many schemes normally employ a trusted author-
ity to randomize the ballot prior to vote submission stage. Many of the schemes
are oriented toward homomorphic encryption approach since accumulation of
votes is obtained by decrypting combination of the ballots, where individual
ballots are never decrypted. Providing receipt-freeness in mixnet-based voting
schemes is more problematic since all ballots are decrypted individually for tal-
lying, and a voter can prove the content of his ballot using his knowledge of the
random value used to construct his ballot (encrypt his vote).

Obtaining both receipt-freeness and efficiency, both the receipt-free mixnet-
based voting scheme of Lee et al. [9] and the optimistic mixnet scheme of Golle
et al. [8] are modified, and then combined as follows:

the administrator provides both the re-encryption service (by the tamper-
resistant hardware randomizer in [9]) and mixing service (by the first mix
server in [8]) together,
the administrator is trusted not to collude with the mix servers to reveal
voter-vote relationship, and
the communication channel between the administrator and the voter is un-
tappable.

The remainder of the paper is organized as follows. Section 2 provides more
background and motivation to our proposed scheme. Reviews of the mixnet-
based voting scheme in [9] and the optimistic mixnet scheme in [8] are provided in
more detail. Section 3 describes the modification made to the optimistic mixnet
scheme to provide receipt-freeness and cancel known attacks to it. Section 4
presents our proposed efficient mixnet-based receipt-free voting scheme using
the proposed efficient mixnet. Section 5 analyses the security and efficiency of
the proposed scheme. Section 6 is a conclusion.
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2 Related Work

Based on the verification of mixing, mixnet schemes are classified into verifiable
mixnet and optimistic mixnet. Verifiable mixnets [1, 7] offer robustness at the
cost of efficiency. Proof of correct mixing is accurate and requires more computa-
tion and bandwidth compared with optimistic mixing. Optimistic mixnets [5,
8] offer efficiency at the cost of robustness. Proof of correct mixing is quite sim-
ple, though less accurate, compared with the verifiable ones. Confidence of cor-
rect mixing provided by optimistic mixing is less than that offered by verifiable
mixnet schemes. However, it is much more efficient.

Schemes using verifiable mixnet can be made more efficient by employing an
optimistic mixnet. We recall a mixnet-based receipt-free voting scheme in the
following subsection, and recall an optimistic mixnet scheme in the subsection
afterward.

2.1 Mixnet-Based Receipt-Free Voting Scheme by Lee et al.

The mixnet-based receipt-free voting scheme by Lee et al. [9] focuses on re-
moving user-chosen randomness in ballots to provide receipt-freeness. This is
achieved as ballots are randomized by a third party. In their scheme, a tamper-
resistant hardware device named tamper-resistant randomizer (TRR) is used to
act as the third party randomizer and also provide untappable channel. Correct
re-encryption by the randomizer is verifiable by the use of designated verifier
re-encryption proof (DVRP). The re-encrypted ballots are anonymized by the
mixnet, and the outputs of the mixnet are individually decrypted by a quorum
of decryption authorities.

The voting stage consists of four sub-stages. First, each voter prepares a first
ballot by encrypting his vote. The ballot is then sent to TRR for randomization.
Second, the TRR randomizes the first ballot with re-encryption to produce a
final ballot. Third, the TRR also produces a Designated Verifier Re-encryption
Proof (DVRP) to prove the correctness of re-encryption to the voter. The final
ballot and the DVRP are then sent to the voter. Finally, the voter checks the
DVRP, then signs and submits the final ballot if the check is accepted.

As the scheme employs verifiable mixnet, efficiency improvement is possible
by alternatively using an optimistic mixnet.

2.2 Optimistic Mixnet by Golle et al.

Golle et al. [8] proposed a very efficient mixnet scheme using the optimistic ap-
proach. Correct mixing is proved by using the proof of product (POP), proving
that the product of input messages is preserved in the product of the output
messages. The proof of product exploits the homomorphic property of the un-
derlying ElGamal encryption scheme. However, a checksum is required to verify
the integrity of the messages. Also, the inputs are required to be encrypted twice,
named double enveloping, to support backup mixing.
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Double enveloping protects the anonymity of the original sender from a re-
lation attack by a dishonest server. When the input message is encrypted only
once, a dishonest server can modify its output by multiplying two inputs and

and outputs the re-encryptions of and 1, where This attack passes
the proof of product test. By observing the attacked (combined) plaintext out-
put after decryption, the related ciphertexts can be identified. Double encryption
is used to prevent such attack, so that when the first mixing for the outer en-
cryption is found to be incorrect, the inner encrypted messages are recovered by
the decryption authorities and mixed again using a more robust, heavy-weight
verifiable mixnet.

Based on the scheme by Pedersen [10], a threshold version of ElGamal cryp-
tosystem is employed with properly generated parameters as in [10], private key

and public key Several decryption authorities share the private
key using Shamir’s secret sharing scheme [11]. A message is encrypted
with a random value using an encryption function E and the public key as

A collision-resistant hash function H is used to
produce the hash checksum as The double encrypted ciphertext
is then produced with different random values and as
and the hash checksum is also encrypted with a random value as
For messages inputs to the mixnet is a triple of the form

where
The mixnet scheme is a basic re-encryption mixnet, where each mix server

receives inputs re-encrypts them by selecting different random val-
ues and compute and outputs them in a random order.
Afterward, the mix server proves the preservation of product of messages in the
mixing (proof of product) by proving:

Computational complexity (in terms of modular exponentiations) using this
technique is independent of the number of messages.

After the mixing is finished, each output is decrypted using threshold de-
cryption by a quorum of decryption authorities. The final output of the mixnet
are triplets in the form of where represents the result of
total permutation of The integrity of each result is also verified by checking:

Recent research revealing possible attacks on this mixnet scheme include the
paper by Abe and Imai [2] and Wikström [12].

3 Proposed Efficient Mixnet Scheme

To provide the required receipt-freeness property in the proposed voting scheme
and to eliminate attacks as in [2, 12], we apply the following modifications to the
scheme by Golle et al. [8].
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The hash checksum is removed to invalidate the relation attacks as in [2, 12].
Single encryption is used instead of double encryption to prevent a sender
from using the inner encryption of the double enveloping as a receipt.
We only check that in the proof of product, where and are
messages before and after the mixing.

Threshold version of ElGamal cryptosystem is employed as in Section 2.2.
The two primes are and the secret key is and the public key is

Assume that there are voters where Each voter
interacts with the administrator to generate a ciphertext for his vote
(will be detailed in Section 4). These ciphertexts are input to the mixnet.

The proposed mixnet protocol works as follows:

Re-encrypt and randomly permute the ordering of messages:
Each mix-server receives input ciphertexts Choosing random val-
ues the ciphertexts are re-encrypted as
The mix-server then outputs the re-encrypted ciphertexts in a random order

where is a random permutation of
Prove preservation of products (individual mix server verification):
Each mix-server proves the following equation in zero knowledge.

1.

2.

The correctness of the mixing is verifiable by anyone as and input
and output ballots are made public. This zero-knowledge

proof requires 2 exponentiations for proving and 6 exponentiations for veri-
fication using the Chaum-Pedersen protocol [6].

If the mixnet is highly trusted, a variation named global verification can
be used. This verification technique takes a more optimistic approach as the
preservation of product is verified, not by the mix servers in each mixing stage,
but by the decryption authorities after all mixings are finished. The decryption
authorities decrypt the product of the first input ballots to the mixnet and the
product of the last output ballots from the mixnet, and check the equality of
these two values.

Individual mix server verification offers early detection of error in the mixing.
Thus, mixing can be aborted and done by other mix servers. This verification
technique is preferable as it provides a correctness check on each mix server.
Using global verification, each mix server is not required to produce any proof.
Thus, mixing process can be performed more efficiently, however errors will only
be detected when the proof of products are decrypted.

Our proposed mixnet scheme uses a single encryption removing the use of
double encryption and hash checksum (3 encryptions). Thus attacks [2,12] on
the original mixnet scheme [8] are not applicable to our scheme, while efficiency
is improved three times.
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4 Proposed Voting Scheme

Our efficient mixnet-based receipt-free voting protocol uses the proposed op-
timistic mixnet as described in Section 3. The parameters are made
public, while is kept secret. Each voter registers to a registration authority
and obtains a public-private key pair through an already established key distri-
bution mechanism such as Public Key Infrastructure (PKI). The voting protocol
consists of the following three stages:
Stage 1. Voting
Voting stage is an interactive protocol between the voters and the administrator
through an untappable channel. During the actual voting period, votes are cast
by the voters, published by the administrator and approved by the voters.

Vote casting (using two-way untappable channel):
Each voter chooses and encrypts his vote as where

is a random value chosen by the voter. The encrypted vote is then
sent to the administrator with voter’s signature. The administrator checks
the eligibility of the voter and the validity of voter’s signature.
Ballot publishing:
After the voting period finishes, the administrator re-encrypts each ballot
using a new random value as 1, and posts the
re-encrypted vote in a random order on the bulletin board.
DVRP (using two-way untappable channel):
The administrator provides each voter with a DVRP which proves the cor-
rectness of the re-encryption. Using DVRP, the administrator proves per-
sonally to the voter that he knows either the random value or the private
key of the voter (public key of voter is as the following:

Approval:
Each voter checks the validity of the DVRP (Equation 4) and posts an
approval message with his signature on the bulletin board if the DVRP
is accepted, and refutes otherwise. The approval message format can be
pre-agreed in the system such that it is fresh but not include any personal
information which can be used as a receipt. For example, voters can sign the
hash value of all the published ballots.

1.

2.

3.

4.

1 The re-encryption exploits the homomorphic property of ElGamal cryptosystem. In
the re-encryption, the random value of the original ciphertext is changed by to
be Thus, the re-encrypted ciphertext will still decrypt to

(a)
(b)
(c)

The prover selects random values of
The prover computes commitments of and
The prover computes the challenge using a one-way collision-resistant
hash function H as
The prover then calculates the response
The prover sends to V
The verifier checks:

(d)
(e)
(f)
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Stage 2. Mixing
The input ballots are re-encrypted and outputted in a random order by the mix
servers using the proposed efficient mixnet described in Section 3. Depending on
the confidence level of the voting process, an individual mix server verification
or a global verification can be employed.
Stage 3. Tally
During this stage, votes are tabulated by the talliers and the result is published
on the bulletin board.

The output of the mix-network are individually decrypted by a quorum
of talliers using threshold decryption. The threshold decryption is publicly
verifiable as each tallier proves that his decryption share is correct.
The voting result is published by the talliers on the bulletin board.

1.

2.

If an invalid vote (not in pre-determined format) is found after decryption, the
particular output can be traced back to identify the entity who had invalidated
it. This can either be a mix-server, the administrator or the voter.

Trace-Back Protocol:

The last mix-server is required to reveal the input corresponding to
the invalid output, and prove the correctness of his re-encryption by
revealing his random number. This process is repeated to all mix-servers in
the reverse order of mixing until an invalid mixing is found.
If mixing was found to be correct, the administrator is required to reveal the
corresponding input and output re-encryption, and prove the re-encryption
by revealing the random number.
If the re-encryption by the administrator was found to be correct, the voter
is identified to submit the invalid vote.

1.

2.

3.

5 Analysis

5.1 Security

Our proposed voting scheme is based on known building blocks whose security
properties are already known. This section discusses the security of our mixnet
scheme and the overall security of our mixnet-based voting protocol. We analyse
our proposed scheme based on the security requirements in Section 1.

Privacy: The ballots are randomized and mixed first by the administrator
and then by the mix servers. If at least one of these entities remains honest,
privacy of voters is kept. A threat in privacy can occur when a specific invalid
ballot is traced back to the voter. If the invalid ballot is traced back only to
the mix servers, privacy is kept since we assume that the administrator does
not disclose the voter-vote relationship.
Eligibility: The list of eligible voters are made public and only authenticated
voters are allowed to participate.
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Prevention of double voting: Voters can vote only once since they partic-
ipate in voting with their signature. Any misbehaviour by the administrator,
for example, deletion or addition of ballot, is prevented, since voter’s approval
is required to be a valid ballot.
Fairness: Since we assume the threshold trust for the talliers, no partial
tally is revealed. This guarantees the fairness of voting.
Receipt-freeness: Since voter’s ballot is randomized additionally by the ad-
ministrator, a voter loses his knowledge of the randomness of the encrypted
ballot and cannot construct any receipt. Also the voter cannot transfer the
DVRP of the administrator to any third party, since it is a personal proof
and the voter can open it in any way using his private key. Since a two-way
untappable channel is used between the voter and the administrator, a buyer
cannot observe the communication between the voter and administrator dur-
ing the voting stage.
Robustness: Using individual mix server verification, backup mixing is pos-
sible when an invalid mixing in the proof of product is detected.
Verifiability: In the voting stage a voter can personally verify the correct-
ness of administrator’s randomization by checking the DVRP. Correct mixing
operation is publicly verifiable as anyone can observe and verify the equal-
ity of the product of input and output ballots. The tally stage is publicly
verifiable.

A corrupt mix server can disrupt the voting by invalidating some ballots when
he mixes the ballots. For example, a mix server takes two messages and
with and produces two output messages which are re-encryptions of 1 and

As the product of messages is still preserved, the proof of correct mixing is
accepted, but recovered messages are invalid. However, the cheating mix-server
will be identified using the trace-back protocol and be punished. When a trace-
back occurs to a specific mix server in the middle of the mix servers, the voter-
vote relationship will not be revealed. When an invalid ballot is traced back to the
first mix server, the administrator will know the voter-vote relationship. Thus,
we assume that the administrator is a reputable entity and does not disclose
his knowledge when a trace-back occurs. The mix servers can easily perform
this invalidation attack, but they cannot obtain any useful information unless
they can collude with the administrator, while their identity can be easily found
through a public trace-back protocol. Compared to the current manual paper-
based voting, although our scheme may not offer improvement for anonymity
control, it provides better protection against fraudulent votes.

5.2 Efficiency

Compared with Golle et al.’s scheme, our voting scheme is more efficient both in
computational (number of exponentiations) and communication (message size
in bits) complexity as shown in Table 1. The efficiency mainly comes from the
fact that our scheme uses single encryption, while the scheme by Golle et al. [8]
uses three encryptions for the double enveloping.
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In the voting stage, our scheme requires each voter to encrypt the vote once
(2 modular exponentiations), submit it to the administrator, and later verify
DVRP from the administrator (6 modular exponentiations). The scheme by
Golle et al. [8] requires each voter to perform double encryption (8 modular
exponentiations). We do not compare the cost for digital signature, since it is
an essential operation and requires the same cost.

In the mixing stage, our scheme requires three times less computation com-
pared with the scheme by Golle et al. [8], since our scheme uses single encryption
while [8] uses three encryptions for the double enveloping. In terms of proof of
product (POP), our scheme requires three times less computation, if we use the
individual mix server verification. If we use the global verification (Section 3),
our scheme is much more efficient, since only the initial input product and fi-
nal output product are decrypted by a quorum of decryption authorities and
compared.

In the tally stage, our scheme only requires one threshold decryption for each
ballot, where the scheme by Golle et al. [8] requires four threshold decryption.

Ballot size in our scheme is bits as we use single ElGamal encryption,
and the DVRP by the administrator is bits. Ballot size in the scheme by
Golle et al. [8] is bits as they use double encryption. In the mixing stage,
our scheme requires three times less bandwidth compared with the scheme by
Golle et al. [8]. However, in the voting stage our scheme requires interactive
communication between voters and the administrator since voters have to cast
ballot first and approve it later.

6 Conclusion

An efficient mixnet-based voting scheme providing receipt-freeness has been pre-
sented. We successfully combined two mixnet-based voting schemes by Lee et
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al. [9] and Golle et al. [8] to provide both efficient mixing and receipt-freeness
together. In our scheme, the administrator provides both randomization ser-
vice and mixing service together in the voting stage. Our proposed optimistic
mixnet is more light-weight because single encryption is used. Although it is
more optimistic and invalidation attack by mix servers is possible, public trace-
back procedure discourages any misbehaviour by the administrator or the mix
servers. Because of its efficiency, the proposed voting scheme can be preferred
in practical real world election applications such as political elections in which
the administrator is considered to be a reputable entity and a timely tally is
required. Moreover this mixnet-based voting scheme can offer more flexibility on
the ballot structure, such as preferential voting.

Two major problems of our scheme are the trust assumption on the admin-
istrator and the possibility of invalidation attack by mix servers, although any
misbehaviour causing invalidation can be traced back easily. Our future work
will be focused on solving these problems.
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Abstract. This paper explores the issue of trust in information and communica-
tion technologies (ICT) mediated public administration transactional environ-
ments. This is particularly important in the case of the e-electoral process since
it is necessary to maintain the existing level of citizen trust for current electoral
arrangements, in the newly introduced e-voting processes. In our analysis we
adopt a process stage approach of e-elections. We identify the different agents
involved in the e-electoral process so as to indicate who generate trust and to
whom they convey their trust during the evolution of the process. We then de-
scribe agent responsibilities for each of the process stages in order to indicate
the issues on which some agents trust others. Thus we indicate why trust was
needed to support the deployment of electronic voting. Finally, based on our
analysis we describe cases where “inherited trust” was indirectly conveyed be-
tween agents.

1 Introduction

The introduction of information and communication technologies (ICT) in the service
of traditionally delivered public administration, has re-engineered the transactional
environment for many of the government owned and delivered processes [20]. The
gradual deployment of electronic government initiatives has provided researchers
with the opportunity to explore how the agents involved in the delivery of ICT medi-
ated public administration processes alter and adjust their transactional behavior.
Within this greater discussion one of the aspects explored has been focused on the
issue of trust, surrounding and supporting the delivery of the re-designed processes. In
the UK, the recent e-voting pilots, undertaken in 2002 and 2003 [2], [3], have pro-
vided yet another example of ICT deployment in the service of government provided
democratic processes. This paper explores the different aspects of trust as identified in
the case of the UK e-voting pilots and aims to demonstrate the generic role of the trust
factor in the successful implementation of similar future initiatives.

2 Trust in e-Government and e-Voting Processes

Different approaches have been followed in order to develop trust in the newly intro-
duced e-government systems. From a user perspective it has been claimed that build-
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ing trust in the system can be achieved through increased efficiency, increased trans-
parency and the overall transformation of the e-service in relation to the traditionally
offered service [14]. Interactivity of the new systems has also been suggested in the
literature as a factor facilitating the development of user trust in e-government sys-
tems [22]. McKay-Hubbard and Macintosh [10] in their analysis suggest models of
trust, which could allow a PA to modify processes and address issues of internal co-
operation in a targeted, trust focused manner, thus facilitating a reasonably smooth
transition to an e-service environment. It has also been suggested that the use of ICT
to support public services, will accordingly restore public trust in the overall system
of government [13]. On the contrary, it has been empirically proven that distrustful
citizens will not increase their trust irrespective of the medium of interaction [16].

This last argument is further proven by the experience gained in the UK e-voting
pilots. The positive effect that the introduction of e-voting technologies might have on
declining voter turnout has always been one of the strategic targets for deploying the
pilots however to this date no relation, neither positive or negative, has been estab-
lished between the two [2], [3]. However trust in the new transactional environment is
related to the existing trust in the process this serves. The Caltech-MIT [1] Voting
Technology Project, in their report quote: “People do not use things in which they
have no confidence. Losing confidence in elections means loosing confidence in our
system of government.”(p. 42), while the ICAVM report (The UK Independent
Commission on Alternative Voting Methods) [9] accordingly argues that: “One thing
is for certain: public confidence in democratic elections takes decades to develop and
far less time to destroy” (p. 6). Despite the predominant role of the electorate’s trust in
the use of e-voting processes, in our analysis of the UK pilots we also identified or-
ganizational [7] aspects of trust which were developed between the agents involved in
their delivery, and assumed a vital role for the successful completion of the pilots.

3 Pilot Description and Research Methodology

In the UK, following the Government’s aim to put “robust systems in place for an e-
enabled General Election after 2006” (p47) [8], 16 e-voting pilots took place in May
2002 [17] and 20 more in May 2003 [4], on a Local Authority level. These were in all
cases legally binding elections. The different e-voting technologies piloted involved
electronic counting schemes combined with traditional paper ballots, touch-screen
voting kiosks both in supervised (polling station) and unsupervised locations, internet
voting, interactive voice response (IVR) landline telephone voting and SMS text mes-
sage voting in 2002. Digital television voting and smart card technology for partial
voter identification were additionally introduced in 2003. Several local authorities (4
in 2002 and 13 in 2003) offered these technologies as alternative channels of voting,
therefore providing a multiple channel e-voting process. In the pilots where two or
more channels of voting were offered simultaneously an electronic on-line version of
the electoral register was developed and used to provide the necessary voter identifi-
cation infrastructure. The use of the on-line electronic register at polling stations en-
abled voters to cast their vote at any polling station of their convenience within the
pilot wards.

The research presented in this paper forms part of a doctoral programme concerned
with the identification of the emerging constraints in re-designing the electoral proc-
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ess in relation to information and communication technologies. After completing an
extensive literature review of the issues involved in the implementation of electronic
voting, we have proceeded to the analysis of the detailed evaluation reports of the
2002 and 2003 UK e-voting pilots, provided by the Electoral Commission. Addition-
ally, observations and interviews were undertaken in one of the 2003 pilot Local Au-
thorities (PA), which also provided us directly with further research data. Four semi-
structured interviews were held, three of which are relevant to the scope of this paper.
These include the PA’s Returning Officer who has the legal responsibility for the
conduct of elections in his/her area, the PA’s e-voting manager who had the manage-
rial responsibility for the overall voting process and production of the final result and
the commercial supplier’s management executive who had the task of co-ordinating
all technical systems providers for that pilot.

In our analysis we adopt a process stage approach of e-elections. We identify the
different agents involved in the e-electoral process so as to indicate who generate trust
and to whom they convey their trust during the evolution of the process. We then
describe the responsibilities of each agent for each of the process stages in order to
indicate the issues on which some agents trust some others. Thus we indicate why
trust was needed to support the deployment of the pilots. The stage approach also
provides an indication as to when this trust is needed during the different stages of the
overall e-electoral process. We identify fourteen distinct trust flows among agents,
which we indicate as they appear in each stage.

Then, using the SmartGov trust framework [19], we allocate each trust flow to one
of the four models that the framework provides. The SmartGov framework, originally
distinguishes between an internal and an external model of trust. Internal trust rela-
tionships develop between service providers (i.e. for the case of e-voting all agents
exempt citizens and those seeking elections), while external trust relationships derive
from service users (i.e. citizens and those seeking election) and are oriented towards
those providing the service. Each model is then further analyzed according to the
mode of trust it fosters, with two possible modes, latent or situational trust. Latent
trust exists over a long period of time, it may be based on written procedures and it is
accepted as a given. Situational trust has a relatively short time frame, is negotiated in
the present time between agents directly, and is specific to the context of the relation-
ship. The combination of the two original models of trust with the two suggested
modes of trust provides four different trust models: a) Internal latent trust, b) Internal
situational trust, c) External latent trust and d) External situational trust.

The framework relates each model to bases of trust. Each of the above models
could be knowledge, institutional, cultural or identification based [18], [11]. Thus, by
allocating information flows identified in the e-voting process to the above models,
we can trace through the framework, the bases of each trust flow. Finally, based on
our analysis we discuss cases where “inherited trust” was indirectly conveyed be-
tween agents.

4 Agents

Fairweather and Rogerson [6] suggest seven main agents involved in the deployment
of electronic elections: central government, local government, those seeking election,
minority groups, citizens as voters, suppliers of technological elements and systems
developers. For the purpose of this paper however we need to further define the dif-
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ferent groups of agents included in each of the above high-level categories. In the UK
pilots, central government was represented by more than one organisation. The pilots
were funded and procured by the ODPM (Office of the Deputy Prime Minister), le-
gally approved by the Westminster Parliament and evaluated by the Electoral Com-
mission. Public authorities (PA) were involved with more than one of their internal
departments. In all cases these included the office of the Returning Officer who is
legally responsible for the outcome of any election within his/her area [21] and the
electoral office holding the administrative responsibility for conducting elections in
the same area. Occasionally, these would be further assisted by other departments
such as IT, or the e-government department, however this would depend on the pro-
ject management approach adopted in each of the pilots.

Those seeking election should also be considered separately. Candidates should be
differentiated from political parties since they may hold a different opinion on the
adoption of common policy with regard to the introduction of electronic voting. Fur-
thermore candidates should also be divided among those who are running for re-
election and those seeking election. The main difference between them is that the first
have the power to stop an e-voting pilot from happening, therefore their trust in the
proposed innovation assumes higher significance. We consider that minority groups
on a trust level, should not be differentiated from the rest of the electorate. Minority
groups are usually ethnic minority or groups of disabled voters. Although special
provisions must be made so as to avoid social exclusion phenomena, and possibly,
dedicated mediums could be used to secure trust building in these groups, the trust
building arguments themselves would remain the same as for the rest of the elector-
ate. Citizens as voters however should be considered as three distinct groups: non-
voters (not voting at all), voters (opting to vote the traditional way providing it is still
offered) and e-voters (those trusting the piloted e-voting technologies to cast their
ballot).

Suppliers of technological elements and system developers should also be consid-
ered in the same category with regard to the issue of trust as system developers were
just one of the internal departments involved in delivering the expected performance
of e-voting systems. However commercial suppliers of e-voting solutions were further
divided into co-operating partners, infrastructure providers and sub-contracted part-
ners. Co-operating partners (i.e. e-voting technology providers) and infrastructure
providers (i.e. ISP, database administrators) formed collaborative consortia in order to
deliver a complete e-voting pilot. Each of these providers could sub-contract further
external partners so as to secure the delivery of their contractual obligations to the
ODPM and their service to the PA.

All these different agents according to their roles and responsibilities in the process
stages of the e-electoral process were either asked to trust other agents or in turn re-
ceive trust flows. The next section demonstrates how this trust circulated around the
process of the e-voting pilots creating a chain of coherence and holding the process
together, therefore enabling its realisation.

5 Trust Flows per Process Stage

Xenakis and Macintosh [23], suggest eleven different stages of the e-electoral proc-
ess. In our analysis we do not address two of these stages, the election campaign and
candidate nomination stage, as we consider the trust involved in these stages to be
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political trust, which is not related to the trust flows generated to support the deploy-
ment of the pilots. However we consider that voters verifying the correct casting of
their ballot should be considered as a different stage from the numerical verification
of ballots cast against the marked copy of the register. We therefore introduce a new
stage in the process, the confirmation stage, meaning that voters receive confirmation
for the correct casting of their ballot, which is also in line with the system require-
ments set by the ODPM for the 2003 pilots [15]. We therefore base our analysis on
the following ten process stages which are consecutive with the exception of the gen-
eral administration stage which is spread all along its successive stages: Procurement
(e-voting pilot procurement), General Administration, Registration (voter registra-
tion), Authentication (voter), Casting the vote, Confirmation of correct casting of the
vote, Verification (numerical audit of voters per votes cast), Counting (of paper and e-
ballots), Tabulation and Declaration (of result).

Procurement: In all of the UK pilots, there was considerable trust and good faith
developed between the above-mentioned agents, for the e-voting pilots to take place.
Before and during the pilot procurement stage the ODPM was responsible to create an
accredited list of e-voting technology suppliers who were approved and therefore
trusted by the central government to provide their products and services for the de-
ployment of the pilots. This is the first trust flow in the process (TF1) from the
ODPM to the commercial suppliers. As this trust was developed through the supplier
accreditation procedure and was contract based, it is an example of the internal latent
model of trust. This trust flow was un-officially extended to cover the sub-contracted
suppliers of the accredited partners, thus this was a case of inherited trust from the
ODPM to the sub-contracted suppliers. Suppliers also had to trust the central govern-
ment, as developing the e-voting applications had started a long time before actually
being given a contract by the ODPM. Therefore this second information flow from
the commercial suppliers to the ODPM (TF2) is an example of the internal situational
model of trust. During the procurement stage consortia of suppliers had promotional
contacts with PAs. Trust bonds between preferred suppliers and PA officials were
then formed. PAs applied to the ODPM, suggesting their preferred commercial sup-
plier but it remained at the discretion of the ODPM to combine PAs with commercial
suppliers. After the PA applications had been submitted, the ODPM had to examine
them and according to their scope, approve or reject them. Approved PAs would then
be attributed commercial suppliers and the ODPM contracted the services and prod-
ucts of the suppliers on behalf of PAs. However due to the limited time scale fol-
lowed, PAs and commercial suppliers had to initiate some project stages for the de-
ployment of the pilots prior to the official legislation being passed by the Parliament
and the sign-off of suppliers’ contracts [3]. As a result suppliers were committed to
system development and customisation prior to being awarded a contract by the
ODPM, which served as a proof of the supplier commitment towards the PAs. The
trust flow (TF3) from the PAs to the commercial suppliers is also an example of the
internal situational trust model. In such cases TF3 was developed directly between the
two agents.

In all the interviews undertaken with PA officials it was emphasized that their con-
fidence, in order to undertake the pilots, was based on their trust towards the commer-
cial suppliers of the e-voting systems. It should be noted that interviews were held
with a pilot PA, which was matched with its preferred supplier. In all cases however,
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PAs had to trust the technology providers so as to provide the service promised, as
they were not able to control how the service was provided or if it was provided the
way it should be, not having the technical expertise to do so. In order to cover that
lack, technology providers had to be chosen for the PA by the ODPM. Therefore PAs
trusted the ODPM (TF4) through an internal latent model of trust and in an indirect
way local authorities inherited the trust of the central government towards the chosen
technology providers. There was however one case of a PA which refused to go ahead
with the pilot although it had been approved by the ODPM, because the PA was
matched by the ODPM with a commercial supplier other than its preferred commer-
cial supplier. With this decision the PA demonstrated that the trust formatted during
the procurement stage (TF3) with its preferred commercial supplier was stronger than
the trust existing towards the central government organization (TF4). Finally during
the procurement stage political support for the deployment of the pilots had to be
gained on a local authority level. Elected councilors and political parties were asked
to trust the local authority staff (TF5), to properly run the pilots and accept the final
results. At the same time however they were asked to indirectly extend their trust to
the ODPM (TF6) and the commercial suppliers (TF7) directly contracted by the
ODPM to deliver the pilots. As elected councilors and parties are considered as agents
served by the e-voting process and are not involved in its delivery, these were exam-
ples of external situational models of trust, which did not pre-exist in the traditional
voting process and were generated for the purpose of the e-voting pilots.

General Administration: In the general administration stage, those immediately
influenced by the outcome of the electoral process, i.e. citizens (TF8) and those seek-
ing election (TF9), trust the Returning Officer (RO) and PA staff, to provide for all
the requirements of an election, in a manner that will produce a valid, undisputed
result. These are examples of external yet latent models of trust as they are based on
pre-existing trust flows. However in the case of e-voting, since the provision of voting
technology is outsourced to commercial IT suppliers, PAs have to trust suppliers
(TF3) that they will deliver on their contractual obligations (towards the ODPM).
Therefore the trust conveyed to the PA on this matter is in turn inherited to suppliers
of e-voting technologies to the extent that PAs trust (or are obliged to trust) them.
Therefore two new trust flows are indirectly generated form citizens (TF10) and those
seeking election (TF11) towards commercial suppliers for the duration of the pilots,
therefore both trust flows follow the external situational trust model.

Registration: In the voter registration process those seeking election trust the PA that
only eligible voters are included in the formation of the electoral register (TF9). In
turn due to the process followed for voter registration in the UK (home occupant/s
registration as opposed to personal registration), there is a considerable amount of
trust from the PAs to the citizens during this stage. This pre-existing, in the traditional
voting process, trust flow (TF12), is an example of the external latent trust model.
The issue of the electoral register is however generic to the whole of electoral process
rather than just the e-electoral process [5]. Moreover the voter registration process has
yet to be served by ICTs in the UK.

Authentication: Voter authentication in the UK also involves trust in order to be
achieved. In the traditional process voters are not obliged to produce any kind of per-
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sonal identification token in order to ask for a ballot at a polling station. Voters only
have to be registered and state their name and address to the polling official. There-
fore an inherent amount of trust is already built in the voting process with PAs trust-
ing this form of “verbal declaration of identity” from the voter (TF12), and those
seeking election trusting that PA staff (TF9) to follow the commonly accepted identi-
fication process. Similarly citizens-voters trust the PA (TF8) to follow the process in
order to exclude the possibility of double voting from malicious voters. When it
comes to e-voting these trust flows are further supplemented by the trust of PAs to-
wards to e-voting technology suppliers (TF3), that the electronic authentication tokens
produced are valid when distributed to voters and consumed after their first use. The
authentication process is no longer controlled by the PA, thus all trust conveyed to the
PA on this matter is automatically inherited to commercial suppliers.

Casting the Vote: When a voter casts a ballot, one trusts the PA to be provided with
correct ballot paper, a private environment to make one’s choice, to maintain the
secrecy of one’s choice, and safeguard the ballot until it has been counted. In the case
of e-voting each of these four reasons generating voter trust towards the PA is accord-
ingly affected. PAs have no way of securing that voters will be presented with correct
ballot paper other than trusting that e-voting system performance will be maintained
by the commercial suppliers to the promised standards (TF3). The same applies in the
matter of keeping the voters’ choice secret. Although voter data and cast ballot data
are stored separately to maintain voter anonymity, in the UK there is a legal require-
ment that ballot can be back-traced to voters for judicial verification of the election
[21]. Therefore the technical means are available to allow such a process to happen.
Mercuri and Neumann [12] refer to the matter of personnel integrity in relation to the
security of e-voting processes, a breach of which could lead to the disclosure of cast
ballot secrecy. Similarly the PA has no means to safeguard the e-ballots cast until they
are counted. E-ballots are stored within the e-voting systems and yet again PAs have
to trust system suppliers and convey the existing trust flows on the matter by other
agents. In the matter of privacy nevertheless the trust flow is inverted. While in tradi-
tional voting PAs have to provide voters with a private environment to cast a ballot, in
remote unsupervised voting it is PAs that have to trust voters to cast their e-ballot in
privacy. As voters are in possession of their remote voting credentials, they are in
control of the level of privacy that they require to cast a ballot providing that they
own the technical means to do so. PAs therefore trust that each individual voter
(TF12) will make legal use of one’s voting credentials and will not use voting creden-
tials belonging to other voters (i.e. the credentials of the previous occupier of a house,
or incorrectly delivered credentials) even with their consent (i.e. family voting or vote
trading).

Confirmation of Correct Casting of the Vote: In the traditional voting process there
is no need for this process stage as voters are certain that they cast the correct ballot
the moment they receive it, mark it and physically insert it in the ballot box. Yet as all
the previous steps lack their physical aspect voters must receive a confirmation that
their ballot has been digitally stored once cast. E-voters therefore directly trust the
voting technology suppliers to have correctly stored the e-ballot cast when they re-
ceive the relevant confirmation produced by the e-voting system once the e-ballot has
been stored. This newly generated trust flow (TF13) is the first to be directly con-
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veyed from e-voters to commercial suppliers and falls under the external situational
trust model.

Verification and Counting: In the UK traditional voting process, at the close of
polls, the verification and counting of the paper ballots takes place in dedicated count-
ing locations. Both these process stages are transparent and open to scrutiny. Trust of
all interested agents (citizens-TF8 and those seeking election-TF9) in the outcome of
these two PA delivered process stages is gained through transparency and external
audit. In the case of e-ballots these two stages are digitally provided. As a result PAs
(TF3) as well as citizens (TF13) and those seeking election (TF14) have to directly
trust commercial suppliers to provide accurate verification and counting of the e-
ballots. This last trust flow also falls under the external situational trust model, as it is
similar to TF13.

Tabulation and Declaration (of Result): Finally the stages of tabulating and declar-
ing the result of the e-election remain with the PA so the existing trust from citizens
and those seeking election remains with the PA as is the case for the traditional proc-
ess (TF8, TF9). It should be noted however that since the tabulation and declaration
of results are based on the results produced in the two previous stages (verification
and counting), trust in these last two stages is also directly oriented from the inter-
ested agents to commercial suppliers (TF13 and TF14 trust flows). From the descrip-
tion of trust flows between agents we have identified that trust flows can be direct or
inherited. In the following section we discuss the matter of inherited trust.

6 Inherited Trust

In all the process stages previously described we have identified several cases of indi-
rect “inherited” trust. Trust flows in the e-voting process are mostly founded on the
pre-existing trust flows in the traditional voting process. Additionally trust flows can
occur between two or more agents who interact directly in the e-voting process. How-
ever, due to the multiplicity of the agents involved and the re-design of the voting
process through the use of ICTs, trust flows conveyed towards a specific agent in
some cases inevitably are redirected to different agents than the one originally in-
tended. This happens in two main cases. Firstly when trust oriented towards the PAs
is redirected towards commercial suppliers, as PAs are partially substituted by suppli-
ers in the transition from the traditional to the e-voting process. Secondly when trust
oriented towards directly contracted suppliers is redirected towards their sub-
contractors who are not directly related nor interact with the rest of the agents in-
volved in the e-voting process, nevertheless the sub-contractor’s role is necessary for
the completion of the e-electoral process. In both cases however the trust flows swift
from one agent to another following the delegation of responsibilities from one agent
to another, due to the re-design of the process. Thus as PAs lose control of some
process stages, which they traditionally delivered, due to the use of e-voting tech-
nologies, they redirect the trust they previously received by the agents interested in
the result of the electoral process to commercial suppliers who assume control of
these process stages in the new e-voting process. Nevertheless, when it comes to the
case of indirectly sub-contracted providers, the trust flows that directly contracted
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providers receive form the remaining agents is “silently” conveyed to the their sub-
contractors. This form of inherited trust that sub-contactors receive is therefore im-
posed to the agents who originally provide it. As a result, citizens and those seeking
election trust one commercial agent for the delivery of a process, when in reality this
process is delivered by a sub-contracted agent, the existence of whom they may even
ignore.

7 Conclusions

Citizen trust could be supported by the introduction of explicit understandable secu-
rity procedures. Procedural security is related to agent responsibilities and their role in
the voting process. Therefore it is more easily perceived by non technical experts as it
originates from the security administrative processes which surround the traditional
voting process. Whatever measures used to support the introduction of electronic
voting, trust can primarily be achieved through transparency. The use of open source
software to allow public scrutiny of the source code used and the extended role of the
media for public monitoring purposes could improve the level of transparency and
create the basis for more trust oriented towards electronic voting. However issues of
commercial confidence have been used to encounter the previous arguments. We
therefore suggest that transparency could be gradually introduced as a trust building
measure in three stages. First allow transparent observation to trusted experts. On a
second stage, to allow scrutiny undertaken by representatives of all the interested
parties involved and finally, allow open scrutiny by the general public, as is the case
in traditional UK elections. If transparency is put in place then there will be no need
to “technically” generate agent trust. Finally one should always keep in mind that
elections are more of a decision making process than an administrative one. The em-
phasis on the process is relevant to the importance of the result it produces. Therefore
the public trust needed to accept the new e-voting technologies should be considered
in relation to the context and scope of the election served.
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Abstract. In a group key exchange protocol, a group of players must
compute a common secret key by using only public channels. There are
many proposed protocols for group key exchange, and all of them are
balanced or symmetric: all the players must perform the same amount
of computation in the protocol.
We propose an unbalanced group key exchange scheme: two of the players
perform most of the computations of the protocol. This scheme can be
useful in situations where players do not all have the same computational
and communication resources. The security of the protocol is based on
the Decisional Diffie-Hellman Assumption.

1 Introduction

There are many situations where a set of users must share a common secret
key (also known as session key). For example, if they want to use symmetric-
key cryptography for encryption and authentication of their communication, in
order to construct secure channels in a public network like the Internet.

Diffie and Hellman introduced the idea of key exchange protocols in [7], where
they considered the case with only two users. Later, many works have deal with
this scenario and with the more general one, which considers users (see [8,
1, 5, 10, 4, 9], for example). Most of the resulting protocols require a number of
rounds of communication which is however, the protocol of Burmester
and Desmedt [5], whose security has been formally proved in [9], requires only
3 rounds. Other protocols requiring a constant number of rounds have been
recently proposed in [2, 3].

With respect to the security of this kind of protocols, it is necessary to
deal with an external adversary. In this way, it is possible to provide privacy
and mutual authentication among honest players. Otherwise, if the adversary
is allowed to corrupt any of the players in a group, he can trivially obtain the
resulting session key. Therefore, the goal is to prove that an external adversary
is not able to obtain any information about the session key; that is, he cannot
distinguish the resulting key from a random value.

* This work was partially supported by Spanish Ministerio de Ciencia Tecnología
under project TIC 2003-00866.
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We can consider two types of external adversary. A passive adversary only
sees all the information that is made public during an execution of the protocol
but does not take part in it. On the other hand, an active adversary can also
initiate sessions, inject fake messages on the channels, etc.

Most of the key exchange protocols that have been proposed until now are
in some sense symmetric, or balanced (an exception is [2]): all the players of the
group play the same role in the generation of the session keys. In this work we
propose a new unbalanced key exchange scheme. Therefore, our scheme could
be considered in situations where members of a group do not all have the same
computational resources. It requires, as the one in [2] does, a constant number
of rounds of communication. With respect to the operations that players must
perform, two of them must compute exponentiations, while the rest of
players must compute only 2 exponentiations. The total number of computations
is comparable with the most efficient balanced proposals. The number of bits
that must be broadcast during the protocol are also distributed in an unbalanced
way.

The security of our basic protocol against a passive adversary can be proved
in the standard model, assuming the Decisional Diffie-Hellman Assumption. By
applying a compiler proposed in [9], which transforms any key exchange protocol
secure against a passive adversary to an authenticated protocol secure against an
active adversary, we could automatically obtain a protocol achieving the highest
level of security in the standard model. Note that the other known unbalanced
key exchange protocol [2] is proved to be secure in the random oracle model.

The rest of the work is organized as follows. In Section 2 we informally explain
the basic ideas behind group key exchange and the required properties, we recall
the Decisional Diffie-Hellman Assumption and we review the protocol proposed
by Burmester and Desmedt, which is considered as the most efficient one for
group key exchange. Then, in Section 3, we proposed our unbalanced scheme,
we discuss its efficiency and we prove its security against a passive adversary.
The work is concluded in Section 4.

2 Preliminaries

2.1 Group Key Exchange Protocols

In a group key exchange protocol, players must obtain a common secret key
K, by employing only a public network. The efficiency of these schemes is eval-
uated according to the required number of rounds of communication and the
computations performed by each player in each execution of the protocol.

The two basic properties that a group key exchange scheme must satisfy are
correctness and secrecy. Correctness means that, if all the players behave honestly
in the execution of the protocol, then they obtain the same secret common key.

Secrecy is defined by considering an external adversary who tries to dis-
tinguish between the secret key resulting from a specific execution of the
protocol and a random value. A passive adversary is allowed to know the secret
session keys obtained in other executions of the protocol, different from An
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active adversary can also force the players to initiate a specific execution of the
protocol, can inject its own messages in the network, etc.

Usually, a necessary condition to achieve secrecy against an active adversary
is to consider a public key infrastructure (PKI) and to require players to sign all
the messages that they send to the network.

2.2 The Decisional Diffie-Hellman Assumption

Let us recall the Decisional Diffie-Hellman (DDH) Assumption. Let and be
large prime numbers such that divides Consider an element with order

in We denote We use the notation to mean
that elements are chosen uniformly and independently in the set A.

Consider the two following distributions of probability:

The triples which follow the distribution are called Diffie-Hellman
triples. The DDH Assumption asserts that the two distributions and
are computationally indistinguishable. A bit more formally:

Definition 1. (The Decisional Diffie-Hellman Assumption.) For any algorithm
running in polynomial time, we have that

is a negligible function in the security parameter

2.3 The Protocol of Burmester and Desmedt

In [5], Burmester and Desmedt proposed a protocol for group key exchange. In
this section we review their protocol.

The set of players who want to obtain a group key is Let
and be large prime numbers such that divides Consider an element
with order in We denote and

First Round. Each player chooses at random and broadcasts
the value The cost of this modular exponentiation is for each
player, who broadcasts bits.

Second Round. Each player broadcasts This compu-
tation has a cost of basic operations for each player, who must broadcast
again bits.
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Key Computation Phase. The resulting key is Each
player computes this key as:

The key computation phase has a cost of for each player.

This protocol for group key exchange is probably the most efficient one: it
requires two rounds of communication and a final phase for computing the key.
Every user must compute three full-length modular exponentiations; the
remaining exponentiations that each player must compute are not full-length,
because in practice. Besides these exponentiations, each player must
multiply values to compute the key.

With respect to communication efficiency, each player must broadcast bits,
and so the total number of broadcast bits is

In [9], Katz and Yung proved the security of this protocol. First of all, they
present a compiler that transforms any group key exchange protocol secure
against a passive adversary into one that is secure against an active adversary
who can control all the communications in the network. Then, they prove that
the basic protocol of Burmester and Desmedt is secure against a passive adver-
sary; that is, an adversary who obtains all the information which is broadcast in
an execution of the protocol cannot distinguish between the resulting session key
and a value taken at random from the session key space, assuming the Decisional
Diffie-Hellman Assumption.

3 Our Proposal

The set of players is Let and be large prime numbers such
that divides Consider an element with order in As before, we
denote and

Second Round. For player computes and broadcasts the values
These computations have a cost of basic

operations for player who must broadcast

Third Round. For player computes and broadcasts the values
These computations have a cost of basic

operations for player who must broadcast

Key Computation Phase. The resulting key is Each user can compute
it with basic operations, in the following way:

First Round. Each player chooses at random and broadcasts the
value The cost of this exponentiation is for each player, who
must broadcast bits.
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Player computes
Player computes
For player computes

It is easy to see that this protocol achieves the correctness property: if the
players follow the steps of the protocol correctly, then they all obtain the same
key

Another property that key exchange protocols must satisfy is that session
keys should be uniformly distributed in the session key space. Note that our
scheme satisfies this condition, and that no player can impose the value of the
session key, if all of them behave honestly, and messages in each round are all
broadcast at the same time (that is, we do not consider rushing scenarios).

3.1 Efficiency of the Protocol

The total number of bits that must be broadcast in an execution of our protocol is
This number is bigger than in the proposal by Burmester and Desmedt

[5], but is unbalanced: players and must broadcast a large amount of bits
(but they are assumed to be able to do it), whereas broadcast half
the bits that they would broadcast in an execution of the protocol by Burmester
and Desmedt.

The basic protocol that we propose needs three rounds of communication,
and a final key computation phase. Therefore, it requires one more round that the
protocol explained in Section 2.3. In total, our protocol requires modular
full-length exponentiations and the computation of modular inversions.
The total amount of computation that must be performed in an execution of
our protocol is comparable to the one in the protocol of Burmester and Desmedt
(see Section 2.3). The main difference is the way in which the computation is
distributed among the players in the group.

In the protocol of [5], the computation is perfectly distributed among all the
players: they do exactly the same number of operations. On the other hand,
in our protocol, there are two players who perform each one exponentiations,
where the rest of players compute each one 2 exponentiations and 1 modular
inversion.

This unbalanced distribution of both communication and computational ef-
forts makes sense in a situation where players of the group do not all have the
same resources. In this case, only the two most powerful players will perform
exponentiations and broadcast bits each, whereas the majority
of the players will compute only 2 exponentiations and broadcast bits.

3.2 Secrecy of the Protocol

In this section we prove that out protocol is secure against a passive adversary
who sees all the broadcast information of the protocol, but cannot corrupt any
player in the network. Then, by applying the compiler constructed by Katz and



An Unbalanced Protocol for Group Key Exchange 177

Yung in [9], which adds one more round of communication, we would obtain an
authenticated protocol, secure against an active adversary.

The view of a passive adversary after one execution of our protocol consists
of and The protocol will achieve the
secrecy property if the adversary cannot distinguish, from this view, between
the resulting key and a random value In other words, the protocol is
secure if the two following distributions and are indistinguishable:

Theorem 1. Assuming the DDH Assumption, the distributions and are
computationally indistinguishable (we denote this fact as

Proof. We define the two following distributions and

We are going to prove and this fact directly implies

In effect, we prove that if there exists an algorithm that distin-
guishes between the distributions and then can be used to solve the
Decisional Diffie-Hellman problem (which consists of deciding if a given triple in

is a Diffie-Hellman triple or not).
Let (X, Y, Z) be an input for the DDH problem. We choose uniform and

independent random values and we define the following
distribution:

If (X, Y, Z) is a Diffie-Hellman triple, then If, on the other hand,
( X , Y, Z) is a random triple in then Therefore, by running on
input we could solve the DDH Problem on input ( X , Y, Z).
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Again, if there exists an algorithm that distinguishes from
then can be used to distinguish Diffie-Hellman triples.

Let ( X , Y, Z) be an input for the DDH problem. We choose uniform and
independent random values and we execute on
input the following distribution:

It is not difficult to see that, if ( X , Y, Z) is a Diffie-Hellman triple, then the
distribution is exactly equal to Otherwise, if (X, Y, Z) is a random triple
in then Thus, could solve the DDH Problem on input (X,Y ,Z ) .

We repeat the same argument: if there exists an algorithm that
distinguishes from then we can use it to distinguish Diffie-Hellman triples.

Let (X, Y, Z) be an input for the DDH problem. We choose uniform and
independent random values and we execute taking as
input the distribution:

If ( X , Y, Z) is a Diffie-Hellman triple, then If (X, Y, Z) is a random
triple in then Therefore, could distinguish and
contradicting in this way the DDH Assumption.

3.3 What if Some Player Is Dishonest?

As we have stated before, a basic requirement that our protocol satisfies is that
all the players obtain the same secret key, if they follow the protocol correctly.
However, player can cheat without being detected.

In effect, players cannot cheat, essentially because their role is
limited to compute the secret key. On the other hand, cannot cheat without
being detected, because any player for can verify the correctness
of the value by checking that

But nobody can verify the validity of the values broadcast by (oth-
erwise, the Decisional Diffie-Hellman could be solved). Then, player could for
example broadcast a false value for some player whereas the rest of
values could be valid. In this way, all the players would obtain the same secret
key, except

To avoid this situation and provide our protocol with a kind of robustness
against dishonest behaviors of the players, we could add to our scheme some
extra steps. In the second round, every player verifies that for

Then, in the third round, player must use a non-interactive
zero-knowledge proof of knowledge to show, for that the discrete
logarithm of with respect to the base is the same than the discrete
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logarithm of with respect to the base (see [6], for example). If or are
detected to be cheating, the protocol stops and the dishonest player is rejected.

This robust version has the disadvantage that the efficiency of the resulting
scheme decreases. Furthermore, the use of this kind of non-interactive proofs of
knowledge implies that the scheme can achieve the security requirements only
in the random oracle model.

Note, however, that the same problem appears in other key exchange proto-
cols, for example in the proposal by Burmester and Desmedt [5], explained in
Section 2.3. In effect, any player can cheat in the second round of this protocol
and broadcast, instead of the correct value
a false value where Later, in the key computation
phase, each player would obtain a different session key. Therefore, to prevent this
situation it would be necessary to force players to prove that their values are
consistent with the values broadcast in the first round. This can be done, as we
have said before, by using non-interactive zero-knowledge proofs of knowledge
to show that the discrete logarithm of with respect to the base is
the same than the discrete logarithm of with respect to

3.4 Adding Contributory Property

A desirable property for group key exchange protocols is that of being contrib-
utory: all the players must contribute to the final value of the session key. The
protocol that we present in Section 3 is not contributory, because only and

contribute to the value of the key. In particular, if these two players collude,
they can bias the distribution of the session key.

We can solve this point by imposing the final session key to be

instead of The new key can be easily computed by every player,
multiplying K with which can be computed from information that
is public from the first round of the protocol. Note that the secrecy property for
this new key can be proved in the same way as in Section 3.2.

4 Conclusion

In this work we propose an unbalanced group key exchange protocol, suitable
for situations where the players who want to establish a common secret have
different computational resources. With respect to the other known unbalanced
protocol [2], our proposal achieves the security requirements in the standard
model, not in the random oracle model. Furthermore, the proposal of [2] does
not achieve forward secrecy against active adversaries, whereas we can apply
the general compiler proposed in [9] to our basic protocol and achieve forward
secrecy, which means that corruption of players by the adversary (obtaining their
long-term private keys and their current session-state) does not compromise the
secrecy of the common secret keys obtained in the past sessions.
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By including some extra steps to our basic protocol, we can add robustness in
order to detect possible dishonest behaviors of the players. This situation is not
usually considered in the rest of proposals of key exchange schemes. However,
this addition implies the assumption of the random oracle model for proving
security.

In our model we do not consider rushing adversaries, who can take profit
if messages from different users are not broadcast exactly at the same time in
each round of communication. This kind of adversaries has been considered in
[3]. It would be desirable to modify our scheme in order to achieve security also
against rushing adversaries; this remains as an interesting open problem.
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Abstract. In this paper we present a protocol for Certified E-Mail that
ensures temporal authentication. We first slightly modify a previously
known three-message optimistic protocol in order to obtain a building
block that meets some properties. We then extend this basic protocol en-
hancing it with the temporal authentication by adding a single message,
improving the message complexity of known protocols. The fairness of
the protocol is ensured by an off-line Trusted third party that joins the
protocol only in case one of the players misbehaves. In order to guaran-
tee temporal authentication we assume the existance of an on-line time
stamping server.

1 Introduction

One of the most known and used features provided by the Internet is the e-mail.
This service allows users to exchange information in a quick and cheap way.
Unfortunately the basic email protocol does not provide any security neither
in terms of privacy of the information nor in terms of message integrity. This
problem makes the use of electronic mail impossible whenever the information
to be sent is, in some way, official or confidential.

Certified email protocols basically provide the following property: user Bob
receives an email message from user Alice if and only if the latter receives a
receipt for this communication, i.e., a proof that the message has been delivered
to the recipient. The receipt is such that the recipient cannot deny to have
received the message. Along with this property, many certified email protocols
provide other features like confidentiality of the message, proof of integrity and
so forth.

Temporal authentication is, in some cases, a strict requirement, e.g., patent
submission. Enhancing email systems with temporal authentication could sim-
plify such kind of applications by reducing them to the simple operation of
sending an email.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 181–190, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The problem of certified email can be seen as an instance of the fair exchange
problem in which two parties A and B want to exchange two objects and

such that A receives if and only if B receives
Fair Exchange protocols can be essentially classified as on-line (or in-line)

and off-line (or optimistic) protocols. In the first class, a Trusted Third Party
(TTP for short) has a central role in the protocol in the sense that each exchange
involves the TTP. In the optimistic protocols, the TTP comes into play only if
the players misbehave while, in the other cases, the users run the protocols by
themselves.

It is clear the latter class of protocols has a number of advantages with
respect to the former one. In-line protocols are usually simpler than optimistic
ones but have the drawback that the TTP could become a bottlneck for the
system. On the other hand, optimistic protocols do not provide accountability
since whenever the players behave properly, the TTP does not even know a pair
of players exchanged messages.

1.1 Certified Email Protocol Properties

The need of specific solutions to the problem of certified email is due to the fact
that this class of protocols should satisfy a set of properties that are not usually
an issue in “general” fair exchange protocols. We list some of the properties that
a certified email protocol should satisfy.

Fairness: The protocol should be fair in the sense that neither Alice nor Bob
should be able to obtain an advantage on the other player. In other words, either
Bob receives the message and Alice the corresponding receipt or none of them
receives useful information.

Non-repudiation of origin: Alice should not be able to deny the fact that she
sent the message. This means that Bob, at the end of the protocol, should have
enough information to prove the sender’s identity.

Non-repudiation of receipt: Bob should not be able to deny the fact that he
received the message. Alice should get a receipt for the message that can be used
as a proof in a court of law.

Authenticity: The players should be guaranteed of their reciprocal identity.
Integrity: The parties should not be able to corrupt the message and/or its

receipt, e.g., Alice should not be able to obtain a receipt for a message different
from the one received by Bob and vice versa.

Confidentiality: The protocol should be such that only Alice and Bob will
be able to read the content of the message. Notice that this property also holds
for the TTP in the sense that he should not be able to infer useful information
about the message.

Timeliness: The protocol terminates within a finite and known a priori time.
Temporal Authentication: Some applications, e.g., patent submission, require

the possibility to verify the time at which the message was sent. The timestamp
should be observable by the players and should be ensured by a trusted authority.

Sending Receipt: Since certified email protocols are interactive protocols that
may involve human interaction, it could be desirable that the sender obtains an
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evidence of the fact that he started the process of sending a certified email. Notice
that this receipt may not contain any information generated by the recipient,
e.g., it is produced by a third authority.

1.2 Related Work

A number of approaches have been used in order to solve the problem of fair ex-
change. Early solutions consisted of protocols implementing a gradual exchange
of information [6]. The drawback of this approach is that the protocols in this
class usually require high communication overhead or round complexity. A sec-
ond class of protocols uses an on-line third party in order to guarantee the
fairness of the exchange [1,13]. Since the TTP becomes crucial in the protocols’
execution, it may also become a bottleneck for the whole system. As pointed out
in [1], most of the commercial systems providing a certified email service [10,11],
implement protocols that belong to this class. The idea of optimistic protocols
was first introduced in [3]. In this setting efficient fair exchange protocols have
been presented in [2, 3, 5].

A hybrid model for certified email has been proposed in [4] starting from
the idea of semi-trusted third party introduced in [8]. Among the optimistic
protocols we recall three-message protocol presented in [12] specifically designed
for certified email. The same protocol has been modified in [4] in order to ensure
timeliness.

As far as we know, the only paper that specifically addresses the problem
of ensuring temporal authentication is [7]1. We elaborate along this line of re-
search and we present an improved protocol that reduces the number of messages
exchanged by the players.

1.3 Our Contribution

In this paper we present a four-message optimistic protocol that guarantees tem-
poral authentication. Since the protocol uses an on-line trusted Time Stamping
Server (TSS for short), the protocol is essentially optimal2 with respect to mes-
sage complexity. Notice that, although the TSS is on-line, the protocol is still
optimistic since the TTP comes into play only when the players misbehave.

We first start by presenting a modified version of the protocols presented
in [12]. This protocol, presented in Section 3 has essentially the same structure
of the one presented in [12] but it’s messages have been modified in order to
guarantee timeliness and message verifiability.

Starting from this protocol, we present the first optimistic protocol for certi-
fied email that consists of four-messages that ensures timestamping of the mes-
sages. We then obtain an optimistic protocol that ensures all the properties

Also [4] uses timestamps within the messages. In this case timestamps are only used
to prevent reply attacks and not as a mean of time certification.
Informally, the optimality w.r.t. message complexity follows by the fact that two
messages are required in order to send a request to and obtain a feedback form
the TSS and two messages are needed to exchange information between sender and
receiver.

1

2
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listed in Section 1.1 and that uses five messages, improving on the previous
result presented in [7].

2 Definitions and Notations

We identify four different entities. Through the paper we will refer to Alice as the
message sender while the message receiver will be called Bob. The trusted third
party will be called either TTP or Ted. The fourth entity is the Time Stamping
Server, which we call either TSS or Sam. The TSS is responsible for maintaining
the timestamp of the messages during the execution of the protocol. Both Sam
and Ted are assumed to be trusted, i.e., they will collude neither with Alice nor
with Bob. Furthermore we assume the network connection between any party
and either the TTP or the TSS is reliable, i.e., a message will always reach the
intended receiver within a finite known a priori time bound, but insecure, i.e.,
all the users can read and or write on the channel. We make no assumption on
the communication channel between the parties Alice and Bob. A message sent
from Alice to Bob can be modified, delayed arbitrarily or not delivered at all.
This assumption reflects the behaviour of the most email delivery systems that
try to deliver an email as soon as the user tries to send it. In case this operation
is not successfull, the system queues the email and retries regularly for a fixed
number of times.

We assume each player has a pair public key/private key and that the public
key is known to all the other players, or, alternatively, can be obtained in an
authenticated way by each player. We also assume each player has a pair signing
key/verification key (that we do not require to be different from the previous
pair). Also in this case, the verification key is known to the other players.

Each message is associated to the message subject we will denote by
We will denote by the encryption of the message using the public

key of the player X, where Similarly, we
denote by the signature of player X on message We assume the
signature of a player X on a message is publicly verifiable, i.e., there exists a
public verification algorithm that, given as input the message the signature

and the public information, e.g., X’s verification key, outputs true if
and only if was obtained using the signing algorithm with inputs X’s
signing key and the message

It is well known that, in order to consider an encryption scheme secure, the
encryption algorithm must be randomized [9]. We will denote by the
encryption of the message obtained by using the public key of the player X
and random string We assume that the encryption scheme used takes as input
the random string that will be used for the encryption. We stress that, once the
variables, X, and are fixed, the algorithm is deterministic.

We will denote by the event “player X sends the message to
player Y”. Finally, we denote by the concatenarion of strings and and
by a collision resistant one-way hash function.
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3 Basic Protocol

The protocol consists of three messages exchanged between Alice and Bob. It is
obtained by slightly modifying the protocol presented in [12] in order to guar-
antee timeliness and message verifiability. The key idea is that Alice uses an
electronic envelope to lock the message. She then appends the subject of the
message to the envelope and sends this message to Bob. At this point Bob signs
the received string and sends the signature back to the Alice. Finally, Alice ver-
ifies the received signature and sends the original message to Bob along with
some information that allow him to verify the compliance of the message with
the information received in the first round of communication.

It is clear that the core of the protocol is the specification of the content of
the first message Alice sends to Bob. It must be the case that the “envelope”
must be verifiable, i.e., Bob should be able to verify, at the end of the protocol,
that the receipt sent to Alice corresponds to the received message. At the same
time it must reveal no information about the actual content of the message.
Furthermore, it must contain the minimum information required by the TTP
for verifying the identities of the sender and recipient of the message. Finally
the first message must guarantee the confidentiality of the message with respect
to the TTP. Notice that, in case Alice maliciously stops the protocol, the first
message is the only information Bob can send to Ted in order to recover the
message. Figure 1 formally describes the protocol.

Fig. 1. Basic Protocol

The envelope computed by Alice is basically composed by the players’ iden-
tities and two parts. The first part contains information that can be read (only)
by Bob as soon as he receives the message This information will be used
to verify that the message received corresponds to the one for which the receipt
has been sent. The second part of env consists of the actual content of the email
encrypted using Ted’s public key. This ensures that Bob has no “useful” infor-
mation about the content of the email in case he stops the protocol after the
receipt of the first message.
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Bob first verifies Alice’s signature contained in and then signs the hash
of the message and sends the result to Alice. The message constitutes
the message receipt for

After the signature verification, Alice sends to Bob the message
encrypted using Bob’s public key along with the random string that Alice used
to encrypt the same information using Ted’s public key. At this point Bob can
verify that the receipt sent to Alice corresponds to the received message. Bob
extracts and from and verifies that (a) received in the first
message matches the one received in (b) the hash of received in
corresponds to the one received in and (c) the second part of env is the
encryption of using Ted’s public key with random string

It is clear that, if Alice and Bob behave correctly, at the end of the protocol
Bob will receive the message and Alice will receive the corresponding receipt.

3.1 Recovery Procedures

Recovery procedures are started by one of the players either when the other
player misbehaves, i.e., by sending a message containing wrong information, or
by not sending any message at all. Notice that the second case can be seen like a
misbehaviour of one of the players but we need to specifically take it into account
in order to ensure timeliness. In case the player P misbehaves on the message

we say the P failed on

Alice’s Failures. It is reasonable to assume that Alice never fails on in the
sense that she never sends a “random string” to Bob. Although this assumption
seems to be strong, it is justified by the fact that Bob can detect such behaviour
immediately, when extracting or as soon as he receives

Let us assume that Alice does not maliciously fail on In case Alice fails
on message Bob will send to Ted the messages and Ted verifies (a)
the identities of the sender and recipient of the message, (b) Alice’s signature on
env and (c) Bob’s signature on computes from

and sends send enc to Bob and to Alice.
Alice could maliciously constructs and in a way that the information

contained in and do not match, but she will fail on since Bob verifies
both the value of and the correct encryption in the second part of
env. In this case Bob can obtain the message for which he issued a receipt by
contacting the TTP. Furthermore, since messages and are signed by Alice,
he also has a proof of Alice’s misbehaviour. We stress that in any case Bob will
receive the message for which he issued a receipt.

Bob’s Failures. Bob can only fail on message In this case Alice will send
the message to Ted that will forward it to Bob. If Bob fails to reply, Ted
sends to Alice a special message

In case Bob properly replies with Ted forwards to Alice. Notice that
this case can happen if Bob undergoes a temporary fault. From this point on,
the protocol proceeds normally, i.e., Alice will send to Bob.
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3.2 Protocol Analysis

In this section we will discuss the properties of the presented protocol. In par-
ticular, Cert-E ensures all the properties listed in Section 1.1 but the sending
receipt and the time authentication.

We first notice that the protocol is optimistic since, in the case in which the
players follow the protocol, the TTP does not come into play.

The protocol fairness is ensured since, whichever is the players’ behaviour,
either they both receive the correct information or they do not receive any “use-
ful” information. Notice that, since Ted is trusted, he will never reveal to Bob
any information if he does not provide a receipt for the message On the
other hand, when Bob sends the receipt to Alice, he already holds an encrypted
version of the message that can be decrypted by the TTP in case Alice misbe-
haves. Similarly, Alice cannot claim Bob’s failure but she needs to involve Ted
in the protocol’s execution.

The first message sent by Alice to Bob contains all the information needed
by Bob to identify the message “content” and the sender’s information. Since
the message is signed by Alice, Bob can verify her signature. This will ensure
the non-repudiation of origin. Similarly, Bob’s signature of message and
the assumption that the TTP is always available and trusted ensures the non-
repudiation of receipt.

The authenticity of the messages is ensured by the assumption that each
player obtained an authenticated copy of the public key of each other entity in
the system.

The protocol’s integrity from Alice point of view is based on the security of
the signing algorithm used by Bob. From Bob’s point of view, the integrity of
the protocol is guaranteed by Alice’s impossibility to find a collision for the value

sent in message
It is clear that the confidentiality of the message with respect to the TTP

and to players that have a read access to the (insecure) communication channel
is guaranteed by the fact that all the messages are encrypted using Bob’s public
key.

To ensure timeliness we allow the players to execute recovery procedures in
case of timeouts. In particular, let the time needed by each player to process
a message and be an upper bound on the time needed by a message to reach
the TSS/TTP. We consider a message sent by Alice (resp. Bob), to Bob (resp.
Alice) to be lost after time units.

Given these bounds, it is hard to see that the protocol terminates after at
most time units, by properly setting timeouts.

4 Ensuring Timestamping and Sending Receipt

In this section we will present two extensions of the basic protocol presented
in the previous section. The first extension allows the users to obtain a time
certification of the message. The protocol presented consists of four messages
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exchanged among the players Alice, Bob and Sam. We further modify the pro-
tocol in order to provide the sender with the sending receipt.

As stated in Section 1.2, as far as we know, the only paper that specifically
addresses the property of temporal authentication is [7]. The protocol proceeds
as follows. Alice requires to the TSS a timestamp for a message The TSS
sends to Alice the required information. This constitutes the only involvement
of the TSS in the protocol, i.e, the TSS does not communicate with Bob at
all. After the receipt of the timestamp Alice exchanges messages with Bob with
the first message containing the timestamping sent by the TSS to Alice. The
problem with this protocol is that Alice could maliciously delay sending the first
message to Bob so to make either the message useless or forcing Bob to reject
the message. Notice that, from a theoretical point of view, this is not an issue
since either Alice sends the messages within the known a priori time bounds or
she cannot claim a valid receipt. On the other hand, from a practical point of
view, a wrong setup of the parameters could make possible the attack described
above for the “urgent” messages.

Consider for example the case in which Alice has to send to Bob the message
“You should come here before January 1st or I will get your money”. It is clear
that Alice can obtain a timestamp for this message before January 1st and send
the message after this date. If Bob accepts the message, Alice will get a receipt
for the message timestamped before, January 1st but the message is useless for
Bob. Furthermore, Bob cannot prove to have received the message after the date
contained in the timestamp while Alice can prove that she sent the message at
the proper time. We stress that this case can arise in the case in which the user
interaction is required, or, in other words, when a user has to wait a long time
before invoking a recovery procedure because of a timeout.

Ensuring TimeStamping. The key idea to overcome the problem above is to
allow Sam to communicate with Bob. Since Sam has to send a message, namely
the timestamp associated to we do not add any overhead if we ask Sam to
send a message to Bob instead of sending back the timestamp to Alice.

Informally, the protocol is the following: Alice sends the message to Sam.
The TSS computes the timestamp associated to the received message, signs
the pair and sends the message
to Bob. This message has essentially the same information of message in
Cert-E along with the timestamp. From this point on, the protocol continues as
Cert-E. In this case, Alice cannot delay the delivery of the first message to Bob.
This ensures that the timestamp contained in the messages exchanged by the
user is the actual time at which Alice started the process. On the other hand,
Bob could try to delay the sending the receipt to Alice of at most time units,
but this does not affect the validity of the receipt received by Alice. A more
detailed description of this protocol is reported in Figure 2.

Notice that we need to modify the recovery procedure in case of Bob’s failure
since Alice should, in this case, obtain a receipt that contains the temporal
authentication. In case Bob fails to contact Alice, she will ask the TSS to recover
the timestamp for the message Sam will recover from his database,
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Fig. 2. Certified E-Mail with Timestamping

construct the message, and he will send to Ted
i.e., by adding a new timestamp to the message. Ted verifies that the distance
between and is no greater than 3. In this case he starts
the recovery procedure described in the previous section. If Bob fails to reply,
Ted sends to Alice a special message In
case Bob properly replies with Ted forwards to Alice that will send
to Bob. By using the same arguments discussed above, it is not hard to see
that the protocol Time-Cert-E satisfies all the properties that Cert-E meets.
Let us analyze the temporal authentication property. Since the TSS is trusted
and reliable, Alice’s first message will be properly timestamped and (timely)
delivered to Bob. On the other hand, if Bob fails on message Alice will
contact Ted to resolve the dispute.

Obtaining Sending Receipt. As described in Section 1.1, the sending receipt
constitutes an evidence that the sender of the message started the process of
sending a certified email. In the case in which the values of and i.e., the
time a message needs to travel along the network and the time needed by a
player to process a message respectively, are small, the sender’s receipt seems
to be useless. In the real world there are some cases in which such a receipt is
particularly important. As an example we can consider the case in which the user
herself has to accept the incoming message, possibly after reading the subject.
In this case, to ensure timeliness, the value of should be large enough, e.g.,
three days, to guarantee the user is able to read the email and accept or reject
the message.

3 This valus is computed as follows: Alice times out after time units; after this
amount of time she contacts the TSS that will generate the message to send to
Ted in time units; finally the message reaches Ted after, at most time units.
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In order to obtain a sender’s receipt it is sufficient that the TSS sends a
copy of the message to Alice too. Since the TSS is trusted, this will indeed
constitute a proof that Alice started the protocol. Notice that, by itself does
not constitute a proof that Bob failed since such a proof is only provided by Ted.
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Abstract. Password-based authenticated group key exchange (denoted
by PGKE) provides parties holding a common human-memorable pass-
word with secure group communication. Most PGKE protocols proposed
so far are inefficient since they require communication rounds where

is the number of group members. In the paper, we propose the first
2-round PGKE protocol with 3-exponentiations required per user and
prove its security in the random oracle model and the ideal cipher model
under the intractability of the decision Diffie-Hellman problem and com-
putation Diffie-Hellman problem. The proposed protocol also provides
forward secrecy.

1 Introduction

To communicate securely over an insecure public network, it is essential that
secret keys (session keys) are exchanged securely. A group key exchange proto-
col allows users of a group to agree on a session key while achieving implicit
authentication which simply ensures secrecy of session keys against an adversary
passively eavesdropping on the protocol executions and also sending messages of
its choice to the various parties. Recently, secure and efficient group key exchange
protocols have received much attention with increasing applicability in various
collaborative and distributive group settings such as multicast communication,
audio-video conference, multiplayer game, etc.

Password-based group key exchange (PGKE) protocols are designed to pro-
vide parties communicating over an insecure channel and sharing only a human-
memorable password with a session key, which maybe subsequently be used to
achieve several cryptographic goals such as confidentiality or integrity. However,
a password is a string such as a natural language phrase that people recognize
easily and is derived from a relatively small space. This makes a password-based
protocol susceptible to dictionary attacks where an adversary records the traffic
and tries candidate passwords until the correct one is found. Therefore, it is
important to make the protocol derive a strong shared group key from a weak
shared password.

* This work was supported by grant No. R01 – 2001 – 000 – 00537 – 0 from the Korea
Science & Engineering Foundation.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 191–199, 2004.
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1.1 Related Works and Our Contributions

Related Work. Since a password-based 2-party KE protocol has been suggested
by Bellovin and Merritt [6], many related works have been studied to share
a key between two parties without PKI. Specially, Bellare et al. [3] have sug-
gested a formal model for password-based 2-party KE and proved the security
of the proposed protocol in the ideal cipher model. Boyko, et al. [8] have also
suggested a password-based 2-party KE protocol and proved its security in the
random oracle model using multi-party simulatability technique. Katz, et al. [13]
and Goldreich and Lindell [12] have suggested 2-party KE protocols and proved
security in the standard model.

To share a group key when a group shares a password, in [1], Asokan et
al. proposed a group key exchange protocol with forward secrecy based on the
group key exchange protocol of Becker and Wille [2]. Their protocol requires
rounds and exponentiations per user, where is the number of participants.
The security proof of the protocol was not provided. Bresson et al. [10] have
suggested the first provably-secure password based group Diffie-Hellman key
exchange with forward secrecy and proved its security in the random oracle
model and the ideal cipher model. However the proposed protocol requires a
linear number of communication rounds.

Our Contributions. In addition to provable security, the recent researches in
PGKE have concentrated on the efficiency which is related to the costs of com-
munication and computation. Especially the number of rounds may be of critical
concern in practical environment where the number of group members are quite
large and a group is dynamic. As noted in [9], even in the case of a group where
only few members have a slow network connection, the efficiency of the protocol
with rounds for a group of members can be severely degraded. Further-
more, it is clear that a scheme with rounds is not scalable. In the paper, we
propose a 2-round PGKE protocol, to which the group key exchange protocol
in [15] is extended. We first provide a formal proof of the protocol in [15]. No
proof of security for the scheme has previously appeared. We then provide the
proof of the proposed PGKE protocol under the computational Diffie-Hellman
assumption and the decision Diffie-Hellman assumption. The protocol requires
only 3-exponentiations per group member. Furthermore, the protocol provides
forward secrecy in the sense that the exposure of a password does not compromise
the security of previous group session key. In Sectoin 2, we provide cryptographic
assumptions to be used to prove the security of the proposed scheme. Section
3 defines a security model in which the proposed scheme is proved. Section 4
reviews Lee et al.’s group key exchange (GKE) protocol in [15] on which our
PGKE is based and prove the security under the decisional DH assumption. We
then present a scalable PGKE protocol and prove the security of the proposed
PGKE protocol in Section 5.

2 Assumptions

We will prove the security of our scheme under the computational Diffie-Hellman
assumption and the decision Diffie-Hellman assumption.



Efficient Password-Based Group Key Exchange 193

Decisional Diffie-Hellman (DDH) Assumption. The DDH problem is de-
fined as follows: Given a group G, a generator of G, and two elements and

where and are unknown, distinguish from a random value. An
algorithm running in time is said to solve the DDH problem with the an
advantage of if:

We say the DDH assumption holds in G if no probabilistic polynomial time
(ppt) algorithm can solve the DDH problem with non-negligible advantage.

Computation Diffie-Hellman (CDH) Assumption. The CDH problem is
defined as follows: Given a group G, a generator of G, and two elements
and where and are unknown, compute An algorithm running
in time is said to solve the CDH problem with the an advantage of

if:

We say the CDH assumption holds in G if no ppt algorithm can solve the
CDH problem with non-negligible advantage.

3 The Model

We assume that members of the group are honest and adversaries are not in the
group. Our model described in this section is based on that of Bresson et al. [11]
which follows the model by Bellare and Rogaway [4,5].

3.1 Security Model

Participants and Initialization. We assume for simplicity a fixed non-empty
set of users where the number of users is polynomial in the
security parameter. We also assume that all users share a common password
pw obtained at the start of the protocol using a password generation algorithm

which outputs pw uniformly distributed from a finite set on input a
security parameter In the model we allow each user to execute the protocol
many times with different users.

Adversarial Model. The adversary is a probabilistic polynomial time ma-
chine that controls all communications and can make queries to any instance.
An oracle denotes the instance of a group key exchange protocol of
The list of queries that can make is as follows:

This query models passive attacks. gets back the protocol
flows of an honest execution between the participants in

This query allows the adversary to make the principal run
the protocol normally. This sends message to and returns the reply
generated by
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This query is to model the adversary’s ability to find a group
key. If a group key has previously been accepted by then it is
returned to the adversary.

This query is to model the attacks revealing the long-term secret
pw. This outputs the secret password pw but does not outputs any internal
data of

This query models the semantic security of a group key. This query
is allowed only once by the adversary and is only available to if is
fresh. A random bit is chosen; if then the group key is returned to

while if then a random string is returned from the same distribution
as the group key.

In our model we consider two types of adversaries. A passive adversary is given
access to Execute, Reveal, Corrupt, and Test oracles, while an active adversary
is additionally given access to Send oracle. Execute oracle can be simulated by
calling to Send oracle repeatedly. But Execute oracle is essential to distinguish
on-line dictionary attacks from off-line dictionary attacks.

3.2 Security Notions

Partnering. Let be the concatenation of all (broadcast) messages that
oracle has sent and received. The messages can be ordered according to the
sender’s identity. Let partner ID for be the identities of the participants
in the group with which intends to establish a group key, including itself.
We say and are partnered if and

Freshness. We say an oracle is fresh (or hold a fresh key if:

has accepted a group key and neither nor its partners
have been asked for Reveal query, and
No Corrupt query has been asked before a query of the form

Definition of Security. We define the security of the protocol by the following
game between the adversary and an infinite set of oracles for and

In the initialization phase, run password generation algorithm to set
the value pw of the password.
Initialize any oracle with
Run adversary and answer queries made by
At some stage during the execution Test query is performed by the adver-
sary to a fresh oracle. The adversary may continue to make other queries
and eventually outputs its guess for the bit involved in Test query and
terminates.

1.

2.
3.
4.

The advantage of the adversary in this game is measured by the ability of
the adversary that distinguishes a group key from a random string. We define
Guess to be the event that correctly guesses the bit used by Test oracle in
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answering this query. The advantage of an adversary attacking a protocol
is defined as We say a protocol is a secure
PGKE scheme if the following two properties are satisfied:

Correctness: In the presence of an active adversary partner oracles accept
the same key.
Indistinguishability: For every ppt active adversary is neg-
ligible.

Forward Secrecy. Forward secrecy is modeled by Corrupt query which allows
an adversary to learn the value of long term keys. Forward secrecy means that
an adversary does not learn any information about previously established group
key when a long term key is compromised. We denote PGKE-fs advantage by

to be the maximal advantage of any active adversary
attacking forward secure PGKE protocol running in time and making
calls to Execute oracle and calls to Send oracle.
Authentication. In this paper, we focus on an authenticated group key ex-
change with implicit authentication; A key exchange protocol is said to provide
implicit key authentication if participants are assured that no other users except
partners can possibly learn the value of a particular secret key [7].

4 Lee et al.’s Group Key Exchange Protocol

Before we construct a scalable password-based group key exchange protocol in
Section 5 we recall a group key exchange protocol proposed by Lee et al. [15].
No proof of security for the protocol has previously appeared. In this part, we
briefly review Lee et al.’s protocol for the static membership and prove the
security under the DDH assumption.

We assume that are parties who wish to share a group key.
Indices are subjects to module i.e. if mod then denotes

identity and the identities are arranged in the lexicograhic order and the
parties can know the identity of the sender of the broadcasted message. In the
following description the arithmetic is in a finite cyclic group of order
where is a generator of G and is a prime number, and
and are public collision-resistant hash functions. To enable
a concrete security analysis, we define to be the maximum
advantage of any passive adversary attacking GKE protocol running in time

and making single Execute query.

[Lee et al.’s GKE Protocol]

Each selects a random number and sends to and

Upon receiving the message and from the neighbor
parties and broadcasts a message
Each user computes sequentially and as follows:

1.

2.

3.
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Theorem 1. Lee et al. ’s protocol is a secure GKE one achieving forward se-
crecy under the DDH assumption for G. Namely,

We can prove Theorem1 in two steps. First we show that the computational dis-
tance between the real transcript of and the randomized transcript of the real
one is negligible. Second, in randomized transcript, we show that the variables
related to the shared value in the first round are independent of the random-
ized transcript. The security analysis is similar to that Katz et al.[14]. For space
limitation we omit the proof. The proof of Theorem1 will appear in the full
version.

5 Our Password-Based Group Key Exchange Protocol

In this section we present a scalable password-based authenticated group key
exchange protocol based on Lee et al.’s GKE protocol. We denote this protocol
by for convenience. Our protocol uses a cipher where is
a password set of size N. In the security analysis the cipher is considered as an
ideal cipher. Many concrete constructions to instantiate such an ideal cipher are
presented [3].

We assume that all users secretly share a common password pw uniformly
chosen from a password set in advance. All users are arranged in a
lexicographic order. To share a group session key, the legitimate users execute
the following steps.

Each user selects a random number and sends a message
to all group users participating in the execution of the protocol.

Upon receiving each user computes
and broadcasts a message

Upon receiving each user computes
sequentially and a group session key as follows:

1.

2.

3.

The following theorem is proved under the assumption that an adversary
uses only one Execute query. The proof under an adversary asking several

Execute queries will appear in the full version.

Theorem 2. The protocol is a secure password-based authenticated group key
exchange protocol achieving forward secrecy under the DDH and CDH assump-
tions for G. That is,
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where denotes the total number of Execute and Send queries and
denotes the number of Hash query made by

Proof. Let be an active adversary attacking the protocol To consider
forward secrecy, is allowed to issue a Corrupt query to obtain a long-term key
pw. can get an advantage by attacking the authentication part, i.e. finding the
password, or the protocol itself without finding the password. In this proof we
construct a passive adversary attacking protocol using the active adversary

Initial Setup. The adversary chooses pw and a guess such that the
Send/Excute query of activates the instance to which will ask its Test

query. simulates the oracle queries of as described below.
Execute Queries. If Execute queries is not the Send/Execute query of then

simply generates a transcript of an execution of and returns this to If
an Execute query is the Send/Execute query of   then requests the same
query to its own Execute Oracle and receives a transcript
T of an execution of Next  executes a transcript of an execution of using
a password pw.

Send Queries. For we define If Send query
is not the Send/Execute query of then looks in for an entry of
the form We consider two cases:

If such an entry exists and then has already queried its Execute
oracle and received a transcript of an execution of from Execute Oracle.
In this case,   finds the suitable message in If this query is for
the second flow of then just gives to But, if this query is
for the first flow of then computes and returns it to

can do this computation since pw was chosen by itself.
If no such entry exists, adds to In this case or if the entry
exists and then simulates the corresponding actions of this instance.
The returned value can be computed as in the other case.

If a Send Query is the Send/Execute query of then proceeds as follows:

If a Corrupt query has been previously asked by then aborts since the
guess of is incorrect and the correspond instance is not fresh.
If an instance is fresh, then looks in for an entry the form

If such an entry does not exist, adds in Then
queries to obtain a transcript and finds the appropriate mes-
sage in If this query is for the second flow of then just gives

to But, if this query is for the first flow of then computes
and returns it to can do this computation since pw was

chosen by itself.

Corrupt  Queries. When requests Corrupt(U), returns a password pw.

Reveal Queries. When queries for the terminated instance
which must exist in finds the entry in If then
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aborts since a guess is incorrect. Otherwise, simulates this instance itself
and computes the suitable group key of the session. returns to
Test Queries. When queries for the terminated instance which
must exist in finds the entry in If then asks its
Test query to its Test Oracle and forwards the resulting answer to Otherwise,
the guess is incorrect and hence aborts.

By proving the following claim, we can obtains the results in the theorem.
Claim. Let the hash function be a random oracle. Let and be the
number of Hash queries and Send queries, respectively. Let be an adver-
sary mounting dictionary attacks and let an advantage of the be Then
there exists an adversary that can solve the CDH problem. This implies that

For space limitation we omit the proof. The proof of Claim will appear in
the full version.
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Abstract. Garay et alter [9] prove that for the multi-party contract signing with
n participants, at least n rounds are necessary. To date, the best solution is
Baum-Waidner’s scheme [6], with t+2 rounds (where t is the number of dishon-
est signatories, so with t=n-1, the number of rounds is n+1). Here, we propose
an optimal solution with exactly n rounds. On the other hand, Pfitzmann et alter
[10] state that “there is no asynchronous optimistic contract signing scheme
with three messages in the optimistic case”. However, it seems that Ferrer et al-
ter [7] invalidate the previous theorem with a counterexample, presenting an
asynchronous protocol with only three messages. In this paper, we clarify this
apparent contradiction.

1 Introduction

Practical solutions for contract signing require of the existence and possible involve-
ment of a trusted third party (TTP). To obtain efficiency, three objectives are usually
pursued:

To reduce the involvement of the TTP.
To reduce the number of messages to be exchanged.
That the possible implication of the TTP does not require expensive operations,
neither the storage of high volume of information.

1.
2.
3.

The first objective has been achieved in some proposals. They are the optimistic
solutions [1, 2, 8, 12]: the TTP are not involved in every protocol run. Regarding the
number of messages to be exchanged, Pfitzmann et alter, in [10], demonstrate that in
this kind of solutions, for the two-party version, more than 3 messages are necessary.
On the other hand, [7] proposes an optimistic solution with only three messages, but
doesn’t explain if this way the theorem is invalidated. In section three we will explain
that both visions are compatible.

Much attention has been devoted to the two-party contract signing problem. Never-
theless, we need a multi-party version when more than two signatories have to be
involved in the same contract signing process, and every party wants to be bound to
the contract if all parties are bound at the end of the exchange, because nobody wants
a partially signed contract. A few solutions [3-9] have been presented, and some of
them are not very efficient. Theorem 3 of [9] states: “Any complete and fair optimis-
tic contract-signing protocol with n participants requires at least n rounds in an opti-
mistic run”. Here we present a protocol with exactly n rounds for n participants,

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 200–208, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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which is the optimal solution. The best previous solution was that proposed by Baum-
Waidner et alter in [6].

Protocols for contract signing (two-party or multi-party) have to provide evidence
to parties to prove, at the end of the exchange, if the contract is signed and the terms
of the contract. Some additional properties have to be achieved in optimistic protocols
[2, 12]:

Effectiveness: if parties behave correctly the TTP will not be involved;
Fairness: no party will be in advantageous situation at any stage of a protocol run;
Timeliness: parties can decide when to finish a protocol run;
Non-repudiation: parties can not deny their actions;
Verifiability of the third party: if the TTP misbehaves, all damaged parties will be
able to prove it.

The presented protocol achieves the previous requirements.

2 Multi-party Proposal

Theorem 3 of [9] states: “Any complete and fair optimistic contract-signing protocol
with n participants requires at least n rounds in an optimistic run”. To date the best
solution is Baum-Waidner’s protocol [6] with n+1 rounds. Next, we present an asyn-
chronous contract signing protocol for n parties, with exactly n rounds: the optimal
solution. Parties agree the text of the contract, constitute an ordered ring to exchange
messages, etc., before starting the execution of the contract signing protocol. The
exchange sub-protocol is as follows:

In every round the sender signs a message where id is the unique
identifier for this contract, C is the text of the contract, and i is the round number.
Observe that each signatory retransmits all the information corresponding to the pre-
vious round; consequently, every participant gets all the information without broad-
casting. This way our proposal will be better than Baum-Waidner’s protocol, regard-
ing the number of messages to be exchanged. If no party stops before the end of the
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protocol, the exchange will be fair and without TTP’s involvement. Therefore, the
protocol meets the effectiveness requirement.

At any time (timeliness requirement) a party can contact T, sending
(round r, signatory i) that contains all the information received until that point. If this
is the first time T is asked about this contract (i.e., id) then T initializes two boolean
variables signed := false and aborted := false, and two sets con := 0 and abort_set :=
0. The variables signed and aborted indicate T’s current decision, signed or aborted.
On the other hand, con is the set of all indices of signatories that contacted T, and
abort_set is the set of all aborted-messages sent by T. Processing a request cannot be
interrupted, i.e., it cannot happen that T processes two different requests concurrently
(relating the same protocol run). T has to follow sequentially the following rules,
checking the conditions until a rule is applicable, in each case.

Rule T0: T accepts only one request from each All other requests are ignored.

Rule T1: If T receives a request from r = 1, and has not yet decided signed
then T sends an abort to the requester, if this requester is not signatory n.

Rule T2: If T receives a request from signatory n (i = n) and has not yet decided
aborted then T sends a signed to the requester.

Rule T3: If T receives a request from round r > 1, and has not yet decided
aborted then T sends a signed to the requester. A decision signed is always pre-
served.



Optimality in Asynchronous Contract Signing Protocols 203

Rule T4: If T receives a request from round r = 1 and has already decided signed
then T sends a signed to the requester.

Rule T5: If T receives a request and has decided aborted then T checks whether all
previous requests came from dishonest signatories, using Lemma 1 and Lemma 2.
If this is the case, it changes the decision to signed, otherwise T sticks to aborted.

Lemma 1. If T receives and finds for an then
is dishonest.

Proof. Assume T finds with Since we have
and therefore includes all information until round r-1. In consequence
participated in round r-1, and since r-1 > s this means that was still active after
having sent to T. As a result, is dishonest.

Lemma 2. If T receives and finds for a value k < i
then is dishonest.

Proof. Assume T finds with k < i. includes all
information until round r-1, and information of round r until signatory i-1. Since i > k
therefore participated in round r, and this means that was still active after hav-
ing sent to T. As a result, is dishonest.

Theorem 1. If T is trusted, the presented multi-party contract signing scheme is fair.
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Proof. Assume a party can prove that the contract is aborted, and another party
can prove that the contract is signed.

If can prove that the contract is aborted, it means that cannot prove that the
contract have been signed with T’s intervention. For that reason, has received all
messages in the exchange sub-protocol.
Consequently, signatories with j < k have also received all messages in the ex-
change sub-protocol. Therefore, we have i > k.
As a consequence, had received, at least, messages until round n-1, and she
alleged that she had not received last message, and T sent her
According T’s rules this means that there is some signatory that received

Inductively, some signatory received Therefore, n-1 signatories
contacted with T(from round 1 to round n-1). Since n-1 signatories have contacted
T and i > k, therefore k = 1.
On the other hand, for Lemma 1, Lemma 2 and T’s rules, signatory n cannot abort
in round 1, therefore signatory n-1 contacted T in round 1, signatory n-2 in round 2,
and so on, until signatory 2, that contacted T in round n-2. In consequence, no sig-
natory contacted T in round n-1.
This contradicts our assumption.

3 Contract Signing Between Two Parties

We have adapted the notation used in [10] (Pfitzmann et alter protocol, PSW) to our
proposal. and are the signatories, while V is called verifier and T is the third
party. C is the contract text they want to sign, and id is the common unique transac-
tion identifier, which will be used to distinguish information from different protocol
runs. The protocols are based on the digital signature scheme [11], where
denotes X’s signature under message m. It is assumed tacitly that sequence numbers,
names of participants and the id are included into all signed messages, and that the
signatures contained in messages are verified upon receipt. Corrupted or unexpected
messages have to be ignored. In the figures denotes that X sends informa-
tion m to Y.

3.1 Two-Party Version of the Multi-party Protocol of Section 2

The particularization of the multi-party protocol described in section 2 to two parties
is very similar to [7] (protocol FPH). The exchange sub-protocol is as follows:
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The non-repudiation evidence for is and the non-repudiation evidence for
is and and may initiate the resolve sub-protocol when they want.

In order to resolve the exchange, T has to follow the next rules:

Rule T0: T accepts only one request from each All other requests are ignored.

Rule T1: If T receives a request from signatory i = 1, and has not yet decided
signed then T sends an abort to the requester.

Rule T2: If T receives a request from signatory i = 2 and has not yet decided
aborted then T sends a signed to the requester.

Rule T3: Does not apply.
Rule T4: If T receives a request from signatory i = 1 and has already decided
signed then T sends a signed to the requester.

Rule T5: If T receives a request from signatory i = 2 and has decided aborted then
T sends an abort to the requester.

In [7] the authors prove that the protocol satisfies the desired requirements: effec-
tiveness, fairness, non-repudiation, timeliness and verifiability of the TTP.
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3.2 PSW Theorem

Theorem 2 of [10] states: “There is no asynchronous optimistic contract signing
scheme with three messages in the optimistic case”. To prove this Theorem, they use
a Lemma indicating that the outcome of abort and resolve sub-protocols is deter-
mined only by inputs from the third party and the signatory starting the sub-protocol.
In the proof of the theorem, we have to assume that T has not made a decision before
involving the id in course.

If does not receive the third party has to decide locally that the contract is
signed since may have obtained a valid contract In consequence,
may obtain a valid contract from the third party even if had only sent

Therefore, must be able to start abort with the third party after sending
too. In this case, the third party is required to decide locally whether the contract is
valid or not given only from If it now decides that the contract must be
aborted based on only, an incorrect could make a contract invalid after a
successful completion that not involve the third party (i.e., after sending If the
third party decides resolved since may later resolve, then a valid contract could be
obtained without participation.

The conclusion of the previous proof is that T can not decide on resolved for in
the last case.

3.3 Discussing the Definition of Fairness

In the presented two-party protocol, assume is dishonest and sends the first mes-
sage to resolves the contract with T, receives the second message from and
stops. If contacts with T it will get an abort message, which seems inconsistent
with the fact that already “has” a signed contract. However, can prove that is
a cheating party, and for this reason, is not compelled to that contract. Therefore, it
seems that the three-step asynchronous protocol is fair, even if tries to cheat using
the described attack.

Let us assume needs to present a proof that signed the contract to another
party V. V only needs to verify the signature of without contacting T to verify if
resolved the contract and obtained an aborted message. If has first and third mes-
sage (this last message from or from T) the contract is signed cannot pretend
that the contract is aborted).

Of course, can obtain NR evidence from and an abort message from T, while
obtain NR evidence from She can do it, for instance, resolving after the end of

the exchange sub-protocol. It seems that can affirm that the contract is signed or is
not signed, depending on her usefulness. Nevertheless, possesses NR evidence that
will prove that the contract is signed, and if tries to use the abort message, she will
be proving she is a cheating party. As a conclusion, the protocol is fair and we have
not made timing assumptions (the protocol is asynchronous, parties can contact with T
when they want).
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Let us assume now that needs to present a proof that signed the contract to
another party V . V needs not only to verify the signature of but V has also to con-
tact T (or and check if resolved the exchange obtaining an abort message.
can have the second message from but she can also have an abort message ob-
tained from T without sending the third message to and so the contract is not
signed.

As a conclusion, V needs to verify with T or if the contract is signed or not. So,
the protocol seems optimal (only three messages) and remains fair, optimistic and
asynchronous.

The apparent contradiction between the theorem proved in [10] and the proposed
protocol can be explained. The protocol described in [7] and the proposed protocol do
not use the same concept of fairness than authors of [10]. In [10] a contract signing
scheme is considered fair if it fulfills, among other requirements, the following one:
“No surprises with Invalid Contracts: If a correct signatory, say output aborted
then no correct verifier will output signed”. The verification process is made between
the verifier V and one of the signatories or (they restrict the model to two-party
verification). In our protocol, a contract signing scheme is considered fair if parties
can prove the actual state of the exchange in front of a verifier V, but considering that
both, and have to provide their evidences to V. In fact, it is only necessary in
one case.

With this definition of transferability, our protocol can be useful, but only in par-
tial-transferable contracts. It means that the second signatory can prove to V if the
contract is signed (without contacting nor T). However, the first signatory
needs the collaboration of or T, in order to prove to V that the contract is signed. It
means that the external verification in where a verifier contacts only with the first
signatory are not possible. For the contract has to be private between her and
and if she has problems then she will have to go in front of courts. Obviously, in this
case, both parties have to be listened to. For this kind of contracts, our solution is
better (optimal) than PSW scheme.

Finally, imagine a situation in where a user (second signatory of a contract) is go-
ing to ask for a loan and the signed contract will be part of the guarantee, but the first
signatory does not need to prove anything to an external verifier: our protocol will be
useful. However, if parties require the signature of a full-transferable contract (both
signatories will want to prove to a verifier that a contract is signed, without contacting
the other signatory or T), PSW scheme is better.

4 Conclusions

Pfitzmann et alter, in [10], state that “there is no asynchronous optimistic contract
signing scheme with three messages in the optimistic case”. On the other hand, it
seems that [7] invalidates the previous theorem with a counterexample, presenting an
asynchronous protocol with only three messages. In this paper, we clarify this appar-
ent contradiction: both visions are possible with different definitions of fairness. Ad-
ditionally, we propose a multi-party contract signing protocol with exactly n rounds:
the optimal solution. Therefore, we improve Baum-Waidner’s solution.
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Abstract. Today, many governments try to implement e-government to provide
one stop service through digitization of conventional document and providing
public service through cyber systems. However, the last and the most difficult
problem with the current e-government projects is that the government cannot
provide on-line solution for issuing government certificates through cyber op-
erations, because of the possible forgery and illegal modifications.
In this research, an algorithm of generating visible anti-copy patterns is sug-
gested to issue government certificates or bank certificates in cyber space. In
this scheme, people can print certificates at home or in office using ordinary
printers. Visible anti-copy patterns provide a solution to distinguish copied
documents from original ones through naked eyes. In order to generate visible
anti-copy patterns, this research examines characteristics of digital image input
and output devices. Different from traditional anti-forgery methods that need
special equipment, visible anti-copy patterns developed in this research can be
easily recognized with naked eyes whether the document is originally printed or
it is copied or scanned and printed.

1 Introduction

Frauds using forged or altered documents are found even in records at the beginning
of human history. In particular, the preciseness of forged and altered documents has
been significantly enhanced with the development of digital image equipment, print-
ers and computers and illegal papers produced in these ways are used in diverse
unlawful acts. Some of such unlawful acts are providing forged IDs or driver licenses
to illegal aliens and forging or modifying bank accounts for financial fraud. Damage
caused by forged and altered documents has been increasing every year. In fiscal year
2002, the U.S. secret Service and international authorities seized $130million in
counterfeit notes before they ever made it into circulation, thus preventing those
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counterfeit notes from being passed to victims [1]. As for technologies to prevent the
forgery and alteration of valuable documents, physical and chemical methods have
been developed including high-resolution printers (>4000 dpi) unavailable for com-
mon people, ink extremely sensitive to reproduction and holograms [2]. These tech-
nologies are frequently utilized in making bills and IDs but recently visual cryptogra-
phy is drawing people’s attention as a method of authenticating documents [2][3].

While various types of documents are generated using inexpensive printers with
the development of the Internet, it is costly to use holograms or special types of ink in
detecting altered and forged documents. Thus it is necessary to develop technologies
of preventing alteration and forgery applicable to low-cost printers. Such technolo-
gies are CopySafe+TM paper, which is paper covered with silver foil, to prevent
copying or scanning [4] and copy detection patterns to check whether a document is
original or duplicate [5].

In authenticating the documents, watermarking and electronic signature have been
frequently utilized until now. Watermarking technology is largely divided into ana-
logue watermarking used in bills and digital watermarking used in protecting the
copyright of multimedia contents [6]. Watermarking technologies for verifying integ-
rity are fragile and semi-fragile watermarking. Fragile watermarking proves integrity
as the forgery or the alteration of multimedia content breaks watermark on the corre-
sponding part. Semi-fragile watermarking preserves watermark in normal acts such as
compression but breaks it in forging or altering [7].

When digital watermarking technology is applied in preventing printed documents
from being forged or altered, it is possible to use a solution that regards the processes
of printing and scanning by semi-fragile watermarking as A/D conversion and D/A
conversion respectively [4]. However, such a technique is inconvenient where a
speedy verification is required because it has to rely on specific software or hardware
for verification. In case of using high-resolution printer, a method of using micro
letters is suggested to make it difficult to reproduce using scanners or other image
processing devices, but it also requires an expensive special printer [8].

This study examined patterns that are distinguishable between the originals and
duplicates with the naked eye while using inexpensive printers. For this purpose, it
investigated the characteristics of copy machines and scanners and, based on the
identified characteristics, developed patterns.

2 Visible Anti-copy Patterns

2.1 Copy Machines and Scanners

It is necessary to analyze the optical system of copy machines and scanners in order
to create patterns for distinguishing duplicates from the originals. Copy machines and
scanners are basically sampled imaging systems. Such systems are composed of an
object, lens and CCD sensor or electrified drum. The sampled imaging system re-
flects a point of the object plane on a point of the image plane through the lens and, in
the process, the point on the image is blurred by impulse response or psf (point spread
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function), which is a transfer function of the lens [9]. The process is repeated for a
myriad of points on the object plane, and the image on the image plane is the sum of
these points.

There are two important considerations here [9]. First, the process that the lens im-
ages the scene is linear and therefore superposition is held. The scene is accurately
represented by the sum of individual points of light on the scene. In addition, the
image is accurately represented by the sum of blurs resulting from the imaging of
each individual point by the lens.

Second, it is assumed that the shape of optical blurs (namely, the shape of psf)
does not depend on position within the field of view. In general this is not true for
optical systems. Typically optical aberrations vary depending on position in the field
of view. In an image, optical blurs are generally smaller at the center than at the edge.
However, an image plane can generally be subdivided into regions, within each of
which the optical blur is almost constant.

On this assumption, the brightness of an image in the sample image sys-

tem can be expressed with the convolution of the brightness of the
as input and impulse response or psf h(x,y) as Eq. (1).

Convolution can be expressed as a product in the frequency domain as in Eq. (2).

From Eq. (2), impulse response, namely, psf can be expressed as Eq. (3).

In the structure of copy machine, diffraction by the lens, the shape of the detector,
sample-and-hold, monitor display spots and the eye blur the original target. This is
simply interpreted as low pass filtering and the impulse response of the scanner pro-
duces a result like Figure 1 when it scans the original target. It is the key factor of
pattern designs that, when scanned, the original target is blurred and violates its
neighboring area, and as a result the boundary between the two areas crumbles away.

Fig. 1. Impulse response of a scanning system
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2.2 Basic Concept of Visible Anti-copy Patterns

Low pass filtering in copy machines and scanners causes the blurring of boundaries
in original patterns. In particular, it is impossible to align the original target with the
detector or the CCD sensor. Thus original patterns become in misalignment with
blurred patterns. Actually in a scanner, a line CCD sensor is used for 2D scanning, so
it is impossible to align the object of scanning with the arrangement of line CCD. It
may be possible to correct to some degree using image editing software but impossi-
ble to achieve resolution as high as the original object. Figure 2 shows misalignment
on the assumption that line CCD scans the original object at a constant speed. As the
figure shows, the original object is a straight line. If the line is in parallel with the
direction of scanning, it may coincide with the scanned image for each pixel. Because
it is impossible to align in parallel, however, discontinuous spots occur on the straight
line in the scanned image as shown in Figure 2. This is the same in copy machines.
Particularly in images scanned using the low pass filtering effect, boundaries are
blurred and indistinguishable.

Fig. 2. Misalignment of line CCD

Figure 3 shows three vertical lines. The thickness of each line is a dot in 300 dpi
and the space between two lines is also as big as a dot. When the three lines lie at the
right angle to the direction of scanning, the result is the overlapping of low pass filter-
ing effect as shown in Figure 1 with misalignment effect in Figure 2. Figure 3 (a) is
the image of the original target that represent each pixel precisely, (b) is an image
obtained by scanning the original target at 300dpi using a scanner (Canon Canoscan
N670U) and (c) an image at 600dpi. Figure 3 (b) and (c) each have three images. In
the first images, boundaries between the lines disappear because of the extreme ef-
fects of low pass filtering and misalignment. In the second and third images, bounda-
ries between lines are distinguishable but are not so clear because of low pass filter-
ing and misalignment.

Fig. 3. Scanning effects (a) Original target (b) Scanned images (300dpi) (c) Scanned images
(600dpi)
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As discussed above, the low pass filtering and misalignment of scanners are fac-
tors that hinder the exact transfer of the original target. Using the characteristic, it is
possible to create anti-copy patterns. Anti-copy patterns are basically divided into two
groups, namely, delete patterns and survival patterns. Delete patterns are broken or
lost when copied or scanned, and survival patterns are preserved when copied or
scanned. When an anti-copy pattern goes through a scanner or a copy ma-

chine with impulse response of the resulting pattern is as follows. Here,

is an anti-copy pattern created as a delete pattern and as a sur-
vival pattern.

In case we use the effect that delete patterns are broken, the outcome of Eq. (4)
will be patterns that have gone through the process of low pass filtering, and in case
we use the effect that delete patterns are lost, When compos-
ing actual patterns, delete patterns and survival patterns are combined. Thus we can
summarize as follows. Anti-copy patterns generated from Eq. (6) are transferred into
patterns resulting from Eq. (7) and (8) by a scanner and a copy machine. Patterns
resulting from Eq. (7) use the characteristic that anti-copy patterns break into delete
patterns, and patterns resulting from Eq. (8) uses delete patterns in anti-copy patterns.

Anti-copy patterns created using delete patterns and survival patterns are largely
divided into three types, which are expression type that expresses specific letters,
delete type that removes specific letters and hybrid type that combines the two types.
Another factor to consider in creating anti-copy patterns is the human visual system.
The human visual system is highly affected by luminance in recognizing an object,
particularly by contrast ration, the difference in luminance between the object and the
background [10]. Because the effect of background is realized by the relative recogni-
tion of the human visual system, images may be viewed differently according to con-
trast [11].
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What is more, the visual system can recognize difference between two objects only
when the difference is larger than a specific level. Such a characteristic is explained
with JND (just noticeable difference) [12]. JND is represented in percentage and, as
shown in Eq. (9), it is measured by change from the original luminance. In general
the human visual system is known to sense changes greater than 2% of JND. The
value is of course not applicable at low or high intensity but is maintained constant at
an appropriate range.

where, I is the intensity of the image, namely, the intensity of luminance and is
the change of intensity.

3 Creating and Evaluating Visible Anti-copy Patterns

3.1 Creating Visible Anti-copy Patterns

Examples of broken patterns, delete patterns and survival patterns developed in this
study are shown in Figure 4. Figure 4 (a) can be used in deleting letters when original
patterns are copied or scanned and (b) in expressing letters as original patterns disap-
pear as a result of copying or scanning. Pattern (c) is utilized in creating visible anti-
copy patterns where letters are lost or expressed or anti-copy patterns where the two
forms co-exist by being combined with pattern (b).

Because we have to use the effect of low pass filtering happening in a copy ma-
chine or a scanner in order to create Figure 4 (a), we use black lines or black dots. By
giving spaces as large as a dot between black lines or black dots, we can induce the
breaking of patterns by the effect of low pass filtering. A small pattern is created and
the pattern is regularly disposed forming an image. For patterns to represent letters,
spaces between black lines and between black dots are filled with black. The pattern
in (b) is created only with black dots, in which gray level is determined by the per-
centage of area occupied by black dots in the entire image. If spaces between black
dots are too narrow the effect achieved in the pattern of (a) is realized. Thus it is nec-
essary to maintain spaces no smaller than 2 dots, and the lower gray level is the
higher the effect of deletion is. Because the pattern in (c) has to survive scanning or
copying, it uses patterns composed of 4 dots or black lines. In this case, it is possible
to achieve gray level as in the pattern of (b) by adjusting spaces between dots or black
lines, and to create visible anti-copy patterns by combining the two patterns. Theo-
retically if pattern (b) and pattern (c) are created with the same distribution of gray
within a specific area, the two should be hardly distinguishable from each other, but
the visual system recognizes differently according to pattern, so it is necessary to
make a partial adjustment of the distribution of gray in the two patterns.

If basic patterns are created as Figure 4, using them are created visible anti-copy
patterns as in Figure 5. Figure 5 (a) is an anti-copy pattern created only using Figure
4 (a). If it is created in the normal way the letters are readable but reproduction by a
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scanner or a copy machine destroys the background pattern other than the letters,
which removes distinction between the letters and the background. Figure (b) and (c)
are anti-copy patterns that express letters using delete patterns and survival patterns.
In (b) survival patterns are used for the background and delete patterns for the letters
so that the letters are manifested when copied or scanned. In (c), on the contrary,
delete patterns are used for the background and survival patterns for the letters so that
the letters are manifested when copied or scanned. Pattern (d) is a hybrid pattern
created by deleting visually recognizable patterns in the letters using the fact that the
manifested patterns in (c) are delete patterns of the background. Letters represented
using the background disappear together with the background by scanning or copying
and, as a result, letters composed of survival patterns are manifested.

Fig. 4. Three patterns for anti-copy pattern

Fig. 5. Visible anti-copy patterns

3.2 Security of Visible Anti-copy Patterns

As explained in section 3.1, because anti-copy patterns are created by the regular
disposition of a basic pattern, it is possible to reproduce visible anti-copy patterns if
one knows information about the basic pattern. Thus it is necessary to take a measure
to prevent the forgery of visible anti-copy patterns. In order to enhance the security of
patterns such as Figure 4 (a) a random different pattern may be inserted into the ar-
rangement of the basic pattern. A random different pattern is a slight variation of the
basic pattern, which is inserted as a basic pattern in order defined based on a specific
key generated from the document when the document is printed.

For the security of patterns created by the combination of delete patterns and sur-
vival patterns, this study applied the digital watermarking technology [13]. Survival
patterns are difficult to change but delete patterns are not because they only need to
adjust the distribution of gray. Thus this study uses the spread spectrum digital wa-
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termarking technology proposed by I. J. Cox [14]. Spread spectrum not only en-
hances the security of watermark by creating watermark information as a random
sequence of numbers with the characteristic of spread spectrum but also preserves
watermark information throughout the whole frequency band. It is therefore possible
to restore watermark information even if it is partially destroyed by an attack from
outside. In addition, different random sequences of numbers may be created accord-
ing to key value that generates the sequences, and errors in watermark detection may
be minimized because created sequences of numbers are hardly correlated with one
another.

Because delete patterns created using the digital watermarking technology cannot
be reproduced without the key generating algorithm and digital watermarking algo-
rithm, it is possible to enhance the security of visible anti-copy patterns. Although it
is inconvenient to have to use a computer with a scanner in order to determine
whether visible anti-copy patterns are forged or not, we can reduce the risk of forgery
significantly using the digital watermarking technology.

3.3 Evaluation of the Visible Anti-copy Pattern

In order to evaluate the performance of visible anti-copy patterns developed in this
study, we tested patterns generated in diverse printer environments. A total of 241
kinds of printers were tested. Table 1 shows tested printers by manufacturer.

As shown in Table 1, the reason for testing pattern outputs for diverse printers is
that the type and condition of printers affect patterns printed out. Thus it is possible to
set the optimal condition for each type of printer through output tests. Laser printers
have an outstanding characteristic as they print out given patterns as they are, but
inkjet printers occasionally make errors in printing patterns because of the blotting of
ink.

Patterns in Figure 5 may be printed out differently. Patterns in Figure 6 are results
obtained by copying them using SindoRicoh NT-4120.

In Figure 6 (a), the pattern was broken by copying and, as a result, the word
‘ORIGINAL’ disappeared. In (b) and (c), the word ‘COPY’ was manifested in-
versely. In (d), the word ‘ORIGINAL’ disappeared and ‘COPY’ was manifested.
Patterns in Figure 7 are the results of scanning with CanoScan N670U of cannon at
600dpi.
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Fig. 6. Copied versions of the visible anti-copy pattern

Fig. 7. Scanned versions of the visible anti-copy pattern

4 Conclusions

This research examined visible anti-copy patterns with which we can distinguish
between the originals and duplicates of printed documents with the naked eye. Be-
cause we can verify the integrity of output documents with the naked eye, visible
anti-copy pattern is quite a convenient method. This kind of fast recognition through
naked eyes is useful in implementing e-government project. Other implementation
methods such as special printers, special inks and holograms generally require a huge
amount of initial investment into infrastructure. Visible anti-copy patterns developed
in this research can be widely used because they do not require special printers or
equipment. They can be printed at ordinary printers of low performance and of low
price. Also, many different patterns of anti-copy can be easily developed with minor
modification. In particular, security of the technology is much enhanced using digital
watermarking technology and the random patterns in order to prevent forgery.

In the evaluation of printers using the visible anti-copy patterns, this research con-
firmed that anti-copy technology could be safely applied to e-government implemen-
tation. In the experimentation, were used 241 kinds of printers, more than 10 types of
copy machines and scanners, with varying types of anti-copy patterns. Because anti-
copy patterns developed in this research are made in low-resolution printers, they
may be forged using high-resolution scanners or digital copy machines. However, as
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digital watermarking is applied to security, the technology is considered highly usable
in several areas such as online printing of official documents. The research team
plans to develop more diverse patterns and to study further efficient patterns that are
not affected by the feature of printers.
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Abstract. We propose a new watermarking scheme that can be used to embed
multiple bits and also resilient to geometrical transforms such as scaling, rota-
tion, and cropping, based on off-axis holographic watermark that allows multi-
ple watermark recovery without original content(cover image). The holographic
watermark is that Fourier transformed digital hologram is embedded into cover
image in the spatial domain. The proposed method has not only increased ro-
bustness with a stronger embedding but also imperceptibility of the watermark
in the evaluation process. To compare with the conventional scheme, the spread
spectrum, we embedded and recovered maximum 1,024 bits that consist of bi-
nary number over PSNR(peak signal-to-noise ratio) 39dB. And also, we com-
puted robustness with BER(bit-error rate) corresponding the above attacks.

1 Introduction

Practical watermarking schemes must make a trade-off between robustness from any
kind of attacks and highly data payload with imperceptibility. General watermark
attacks can be classified into JPEG compression and geometrical transformations
such as rotation, scaling, and cropping. Spread spectrum schemes for watermarking
purposes allow a low-energy signal to be embedded in each one of the frequency
bands with a very low cross-correlation and is resistant to cropping, non-linear distor-
tions of amplitude modulation and additive noise [1,2,3], but there are some draw-
backs in synchronization. In this paper, it is not necessary to embed template to
search synchronization during the watermark extraction process. The log-log map-
ping and log-polar map methods suggested to achieve scale and rotation invariance
may not recover the watermark after a change of the aspect ratio. Furthermore, the
overall robustness is not very good, since the watermark is embedded only in the
amplitude of the Fourier transform [4,5,6]. The schemes of template matching and
auto-correlation function can estimate the affined distortion applied to the image by
comparing the configuration of the extracted peaks with their expected configuration

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 219–231, 2004.

© Springer-Verlag Berlin Heidelberg 2004
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[7,8]. The limitation of the those methods is the complexity, since it has to compute
several times Fourier transform in the translation recovery process.

In this paper we present a new approach that uses the digital hologram as the wa-
termark. We call it the holographic watermark, which is resilient to geometrical trans-
formations. Practical watermarking systems must make a trade-off between robust-
ness and the competing requirements such as imperceptibility and information
rate(payload). The proposed holographic watermark is satisfied with the above facts
since hologram has redundancy and geometrical diffraction by nature. A hologram is
recorded in interference pattern whose changing the rotation and the scale can make
the diffracted light skew horizontally left or right with respect to the vertical axis.
Since these two factors only alter the original position of the diffracted light, the pro-
posed holographic watermark can recover the embedded data from geometrical trans-
formations. And also the redundancy of the hologram can recover the original data
from a partial hologram and then the holographic watermark is resilient to a cropping
attack. In our simulations, we have made diffuse-type holographic watermark that is
used in digital image processing by random phase modulation to reduce the strength
of embedded data. To investigate the characteristics of the holographic watermark,
we firstly compute the holographic watermark using a binary data stream and then
embed it in ‘lena’ image with size of 256×256 pixels in the spatial domain. We ana-
lyze the holographic robustness to geometrical attacks using binary data of 90 bits
and show recovery of embedded 1,024 bits binary data without bit error as the least
image quality is 39dB.

2 Basics of Fourier Hologram

In 1948, D. Gabor proposed a novel lensless imaging process, which we know as
holography [9]. Leith and Upatnieks suggested offset-reference hologram that solved
twin image problem of Gabor’s hologram [10]. Recording and reconstruction of the
hologram is shown in Fig. 1. As shown in the Fig., the reference wave from a refer-
ence point is collimated by the Fourier lens and strikes the object wave from an object
point. These two waves are superposed on recording medium and then recorded on
intensity pattern of the resultant field, which is called hologram.

Fig. 1. Recording and reconstruction of the hologram (a) Recording, (b) Reconstruction
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The hologram is added to object point’s intensity pattern since each object point con-
struct independent intensity pattern by above process. We used one object point like
one bit data which number and coordinate effects energy level of embedding holo-
gram pattern in this paper. The procedure of reconstruction from the hologram is
shown in Fig. 1(b). We can recover embedding bit data using the Fourier transform of
the product of the hologram and reference wave.

When the embedding bit data(object point) and reference point are denoted by
and respectively, these can be superposed as Eq. (1) in re-

cording medium,

where the first term is the Fourier transform of bit data, and the second term

is the Fourier transform of reference, The parameters and f indicate the

wavelength and focal length of the recording process, respectively. The correspond-
ing intensity distribution in the pattern between two waves of Eq. (1) is given by,

where indicates the complex conjugate. This expression is called the hologram
whose the intensity depends on both the amplitude and the phase of the integrated
object points that are embedding bit rates. We have only used the third and fourth
terms on the right hand side of Eq. (2) because the first and second terms result in no
images in the reconstruction. When the reconstruction wave(point) is denoted by

the its complex wave can be written as,

where the parameters and f ’ indicate the wavelength and focal length of the re-

construction process respectively. Two waves are reconstructed when hologram is
multiplied with reconstruction wave by Eq. (3). These reconstructed waves are con-
verging or diverging from points. It remains to determine the exact locations of these
real or virtual points of convergence. If the wavelength and focal length of the recon-
struction process are the same as recording, the reconstructed waves are given by,
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where the coordinates is the reconstructed bit data from the hologram. We

conclude that the location and of the reconstructed bit data from the coefficients
of the quadratic terms in x and y. Eq. (5) provides the fundamental relations that al-
low us to predict the locations of the reconstructed bit data,

where the upper set of signs applies for one bit data and the lower set of signs for the
other in hologram. Two sets from Eq. (5) are reconstructed the virtual and real image
which lie to the left and right of the hologram, respectively.

3 Principal of the Proposed Holographic Watermark

Now we describe application of the holographic watermark to conventional water-
marking. As shown in above the hologram process, an embedded bit data is recorded
in the Fourier hologram. This hologram is multiplied by weighting value so that
the holographic watermark cannot be recognized. The proposed holographic water-
mark can be realized by superposing the weighted hologram onto the content image
in spatial domain. Watermarked image w(x, y) can be expressed as follows.

where c(x,y) and indicate a content image and the holographic watermark.

The proposed method does not need to embed multiple cross shapes by Gruhl and
Bender or a calibration signal in the Fourier domain patented by Digimarc corpora-
tion so that watermark resist to geometrical transformations. It is possible to reduce
computation time and the loss of embedded data by transformation domain since the
holographic watermark can be only used to determine the geometrical distortions
without additive information. And also, the partial holographic watermark can re-
cover fully the embedded data because of the redundancy of hologram, and it is espe-
cially robust to cropping and cutting distortions.

We can recover the embedded bit data using simple computation, which is the
Fourier transform of watermarked image multiplied by the reconstructed wave in Eq.
(3). Set of the embedded bit data and the recovered bit data can be

expressed by,
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where N is number of embedding bit data. The Fourier transform of Eq. (8) is recon-
structed with three components, which are the recovered real and virtual bit data, and
the Fourier spectrum of the content image. We must separate the reconstructed bit
data from the Fourier spectrum of the content image that disturbs recovering bit data.
We should block a low frequency region using window mask like Fig. 2 and make
the bit data recover in the high frequency region since the Fourier spectrum is gener-
ally concentrated in a low frequency region. The embedded bit data can be recovered
only using window mask without the original content. Fig. 2(b) is watermarked image
of the holographic watermark by an embedding image in Fig. 2(a). The recovered
image and window mask is shown in Fig. 2(c). The size of window mask depends on
the region of the embedding data. We used window mask everywhere except the
recovered region in our simulations. To design the size and location of window mask
in Fig. 2(c), we determined the coordinate of the recovered bit data using Eq. (5). The
bit data consists of multiple binary data stream as “1” and “0” in this experiments so
that the holographic watermark can be applied for biometric information and two-
dimensional barcode.

Fig. 2. Extraction of embedding image (a) Embedding image, (b) Watermarking image, (c)
Recovery image

As seen in Fig. 3, the holographic watermark can embed and recover multiple bits
without the original content image. To show the holographic watermark of ability to
embed a great number of bits, 80 bits of Fig. 3 (a) have been used as a watermark to
be embedded in the content image with 45dB. The start and end pixel points of the
embedding bits are (20, 100) and (105, 120), respectively, and a reference and recon-
struction point are (1, 129). The holographic watermark of Fig. 3(b) is made by each
bit of Fig. 3(a) and then multiplied by weighting value not to distinguish visually
from the content image. As seen in Fig. 3(b), the holographic watermark is con-
structed to have a uniform intensity distribution as a whole by using random phase
modulator which can improve the quality of watermarked image and the recovered
data. The embedded data is first multiplied by random phase modulator before it is
Fourier transformed and then superposed by a reference point. But the recovered data
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is obtained independently of the random phase modulator. As seen in Fig. 4(d), the
recovered bits appeared in different regions that one recovers from (20, 100) to (105,
120) and the other recovers from (238, 159) to (153, 139) according to Eq. (5). One
pixel is one bit displayed by “0” and “1” and therefore we can embed the bit data as
much as the size of a content image except the size of a window mask of Fig. 2(c).
The embedding bit data can be recovered without error in a simulation when the size
of window mask is half a content image and under. The embedding capacity of the
holographic watermark has the maximum 256×128 bits when a content image is
“lena” image with the size of 256×256 like Fig. 3.

Fig. 3. Holographic watermark using multiple bits (a) Multiple bits(80bit), (b) Holographic
watermark, (c) Watermarking image, (d) Recovered bits

But if we can not remove the effect of the twin images, the embedding capacity
can not help reducing as much as the size of one image. To embed the more multiple
bits, the proposed holographic watermark is realized by an off–axis hologram to re-
cover the only one. The field component and have plane wave travel-

ing with respect to the optical axis. These components remain sufficiently to close to
the optical axis to be spatially separated from the real and virtual images. A virtual
image is multiplied to a linear exponential factor is deflected away from

the optical axis at angle to the left of the hologram. Similarly, a real image is de-
flected at from the optical axis to the right of the hologram. In that case the
off-axis hologram of Eq. (1) is given by,

where the spatial frequency of the reference wave is written as,

As seen in Fig. 4, an off-axis holographic watermark can embed the more multiple
bits and variable forms because the only one image is recovered. To investigate that
effect, the payload with 80, 205, and 260 bits were embedded in the content image
with the size 256×256 pixels(by Fig. 4(b), (c), and (d) are the results
of the recovered multiple bits without an error.

Fig. 5 is the evaluation of the holographic watermark and spread spectrum meth-
ods with PSNR(peak signal-to-noise ratio) and payload when bit-error of the recov-
ered bits did not arise. In general, practical watermarking system must implement a
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compromise between robustness and the competing requirements like imperceptibil-
ity and information rate. Increased robustness requires a stronger embedding, which
in turn increase perceptibility of the watermark. However, the proposed method is
satisfied with the conditions that increase the more embedding without perceptibility.
The holographic watermark can embed 1,024 bits with PSNR 39dB and all of the
embedded bits also recover without detection error as shown in Fig. 5.

Fig. 4. Recovered multiple bits from off-axis holographic watermark (a) Off-axis hologram, (b)
80 bits, (c) 205 bits, (d) 260 bits

Fig. 5. PSNR vs. number of bits

Considering one random sequence used as one bit with the minimum watermark
embedding strength, spread spectrum watermarking for embedding multiple bits can
be realized by superposing a several random sequences onto the content image to
embed multiple bits [11]. The total amount strength of the conventional spread spec-
trum method is linearly proportional to the embedded random sequence. For inten-
sity(strength) of the hologram, the light from each point(bit) on the object interferes
with the reference wave is to create a sinusoidal fringe with a vector spatial frequency
that is unique to that the object point.

4 Simulation Results and Analysis

The digital watermark must be available not only to the more information but also to
robustness of the distortions and attacks. The main problems are geometrical trans-
formations. In our case the holographic watermark has to resolve the above problems.
To investigate the effect of using the holographic watermark, the holographic water-
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mark with size of 256×256 is given by a binary data, which was evaluated after geo-
metrical transformations. The robustness is usually measured by the BER(bit-error
ratio), defined as the ratio of wrong recovered bits to the total number of embedded
bits. By changing the orientation of the hologram the diffracted wave can be made to
skew horizontally left and right with respect to the vertical axis as shown in Fig. 6.
Pixels with different hologram orientations will therefore light up from different an-
gles as the hologram is rotated. Fig. 6(a), (b), (c), (d), and (e) are the rotated holo-
grams that change -60, -45, 45, 0, and 60 degrees, respectively, and Fig. 6(f), (g), (h),
(i), and (j) are the reconstructed images from the rotated holograms. To test the holo-
graphic watermark for rotation attack, the 8 bit gray scale of “lena” image, 256×256
pixels in size, was watermarked with PSNR 44dB.

Fig. 6. Reconstructed images from the rotated hologram. Hologram rotation are (a) -60, (b) -45,
(c) 0, (d) 45, and (e) 60 degrees. Reconstruction images are (f) -60, (g) -45, (c) 0, (d) 45, and (e)
60 degrees

Fig. 7 is the results of the recovered bits from the holographic watermark that is
rotated from 15 to 90 degrees. As shown in Fig. 7, rotating attack may be recognized
correctly by gradient of the recovered bits because it is the same as a rotated angle of
the watermarked image. However, the modified image shown in Fig. 9(b) has to be
reversed to obtain the correct results. Fig. 7(c), (d), and (e) are the recovered bits at
different locations, although bit error may be arose from a rotating angle of water-
marked image.

Fig. 7. Rotation attacks. Recovered bits are (a) Input bits, (b) Rotated watermarking image, (c)
15, (d) 45, and (e) 90 degrees in a counterclockwise direction
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Fig. 8 shows the recovered bits from a distorted watermarked image after inverse
geometrical transform. If the inverse transform brought distorted image to right direc-
tion, the embedded bits will be recovered without bit error as shown in Fig. 8(b).
Faulty inverse may lead to bit error such as Fig. 8(c).

Fig. 8. Recovered bits from the reversed watermarking image (a) Inversed watermarking im-
age, (b) correct recovered bits, (c) incorrect recovered bits

Fig. 9 shows that the diffraction angle of the hologram is determined by the spa-
tial frequency. The spatial frequency of the hologram i.e. the number of interference
fringes per mm can be adjusted. This is achieved by changing the angle between the
reference and object waves. However, a scaling distortion of the hologram also
causes the spatial frequency to change since it is the same as a changing distance
between interference fringes. If the original hologram of Fig. 9(a) decreases in size,
the number of interference fringes increases with the spatial frequency shown in Fig.
9(b), and a decrease in the hologram magnifies a diffraction angle of reconstruction
image of Fig. 9(d). Fig., 9(e) and (f) are the results of reconstruction image from a
decrease and increase in the original hologram respectively.

Fig. 9. Reconstructed images for the different spatial frequency of the hologram (a) Original
hologram, (b) Decreased hologram, (c) Increased hologram, (d) Original reconstruction, (e)
Magnification, (f) Demagnification
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Fig. 10 is the result of the embedding bits recovered from a decrease and increase
in watermarked images. It is seen in the Fig. 10 that the embedding bits are recovered
for different images 256×256(×1, original image), 128×128(×0.5), and 512×512(×2)
pixels in size, although the recovered bits have a different distance between twice and
a half from 15 pixels. In this way it has been verified that the holographic watermark
can still be recovered from the scale distortions of watermarked image. The recovered
bits of Fig. 10(b) magnify 30 pixels with a decrease in watermarked image size and
Fig. 10(c) demagnifies 7 pixels with an increase in size.

Fig. 10. Recovered bits by (a) original size, (b) demagnification, and (c) magnification of holo-
graphic watermark. Sized here to have the same printed dimensions

The scale effects of the holographic watermark can be found from the Eq. (5) de-
rived above for bits locations as shown in Eq. (11),

where m and M are scale factor of the holographic watermark and recovered bit, re-
spectively. If m is the demagnification (m <1) to which the holographic watermark,
then we can see that embedded bits are recovered with magnification as shown in the
Fig. 10(b). The holographic watermark is especially to robust to magnification (m >1)
so that the error ratio of the recovered bits is lower than demagnification.

Fig. 11 is result of the recovered bits that was realized from watermarked images
with the various scale distortions of 60~200%. The holographic watermark can be
correctly recovered by 90% scale distortion above 40dB. The recovered bits may be
seen for 60% scale, although BER increases with a decrease in size. In this way it has
been verified that the holographic watermark can still be recovered from the scale
distortion.

Fig. 11. Recovered bits with (a) >90% (b) 80% (c) 70% (d) 60% scales in watermarking image
size. The size of the original watermarking image is 256×256 pixels
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Fig. 12 shows BER of the holographic watermark that was transformed by scaling
attack. It was performed on size of 256×256 pixels, 90 bits inserted. This graph al-
lows immediate evaluation of the allowable the scaling attack of the holographic
watermark for given BER. It is especially useful in case that BER range is given and
corresponding maximal allowable scaling distortion needs to be evaluated. And also,
we can see robustness(BER) comparisons for a given visual image quality which
depends upon a strength in the holographic watermark. An image of PSNR 39dB may
be taken a suitable trade-off between robustness and visual quality, in that case Fig.
13 shows 3.3% bit error under with respect to 60% scaling attack.

Fig. 12. BER vs. scaling attack for the holographic watermark

The holographic watermark is robust to a cropping distortion because hologram
has an abundant redundancy by nature. To investigate the effect of cropping images,
watermarked images were cropped from the original images with size of 256×256
pixels. Fig. 13 is result of the recovered bits from watermarked image with a cropping
attack. Payload 90 bits were inserted in watermarked image and a visual quality was
kept up PSNR 39dB. It is seen in the Fig. 13 that the recovered image may be recog-
nized for partial images 128×128(50%) and 100×100(40%) pixels, respectively, al-
though BER increased with a decrease in image size.

Fig. 13. Cropping images and recovered bits for payload 90 bits and PSNR 39dB. Image sizes
are (a) 128×128(50%) and (b) 100×100(40%) pixels and recovered bits are (c) 128×128 and (d)
100×100

Fig. 14 shows robustness(BER) vs. cropping attacks for a proposed method. It
was performed on size of 256×256 pixels, 90 bits inserted. For a given cropping, Fig.
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14 can be used in determining the expected BER for a desired visual quality. The
images of PSNR 44dB and 39dB were detected 20% and 2.2% bit error, respectively,
with the cropped size of 100×100 pixels.

Fig. 14. BER vs. cropping attack for the holographic watermark

5 Conclusion

In this paper we propose a new digital watermarking scheme for copyright protection.
Holographic watermark allows multiple watermark recovery without original cover
image, even if watermarked image was distorted by lossy compression and general-
ized geometrical transforms such as rotation, scaling, and cropping. From the theo-
retical analysis and simulation results, the proposed method is fit for watermarking
applications and requirements. The holographic watermark using off-axis Fourier
hologram was embedded in the spatial domain and recovered by using inverse Fou-
rier transform of hologram, and it was separated from frequency region of cover im-
age by window-mask without original cover image. For watermark embedding
strength, we embedded and recovered maximum 1,024 bits that consist of binary
number over PSNR 39dB. As a geometrical robustness we use a BER defined as the
ratio of wrong expected bits to the total number of embedded bits. All experiments
were performed on the 256×256 pixels, and 8bit gray scale of ‘lena’. And also wa-
termark payload was 90 bits with different PSNR 39dB and 44dB. Simulation results
showed that our proposed method is very robust to all geometrical distortions not
more than 20% when numeric measurement of visual quality indicates by PSNR >
44dB on average. Even 50% distorted image can be recovered without error in all the
BER vs. attacks graph if quality illustrates PSNR >39dB. Though this paper is limited
in generalized geometrical attacks, the further study to increase the robustness about
different attack such as D/A and A/D conversion for off-line protection will be per-
formed in the future.
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Abstract. This paper presents a hybrid fingerprint matching algorithm
combining two heterogeneous schemes, namely the texture-vector and
minutiae-based methods. The proposed technique has been designed in
order to run on a programmable smart card, with image processing and
feature extraction performed on the host, and matching performed by the
card device. The two matching algorithms have been carefully tuned in
order to achieve an acceptable performance despite the computation and
memory constraints. Given the high level of intrinsic security that smart
cards already have, and the interactive nature of target applications,
the complexity of the problem has been greatly reduced, making such
an approach feasible. This is validated by the experimental results we
show, gathered from an implementation onto a Java Card device, where
acceptable false acceptance and rejection rates are achieved at the cost
of a reasonable response time of the device.

1 Introduction

User authentication is one of the most important issues when designing a secure
system. Traditional password based solutions, relying on the concept that a user
is authenticated by proving knowledge of a secret information, usually offer an
unacceptable security level. In fact, the secret information can easily be revealed
to (or stolen by) unauthorised users. If the password is not strong, it can also
be easily guessed by an attacker. Use of smart cards, along with cryptographic
authentication protocols, increases security by requiring a user to prove both
possession of a physical card, containing a cryptographic key, and knowledge of
a secret information, usually a Personal Identification Number (PIN) protecting
the card (two factor authentication). This raises the security level with respect to
remote attackers, but still it is subject to the problem of voluntary delegation, or
card stealing / PIN extortion. Biometrics based authentication techniques solve
this problem, by requiring the user to prove possession of a unique, characteristic
property of his own body, such as fingerprints ridges, hand shape, retina, etc...
When such a technique is used in conjunction with smart card technology, a
high security level is achieved since users are required to prove, at the same
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time, knowledge of a secret information, possession of a physical token, and
possession of their own physical body (three factor authentication), before access
to a system is granted.

This work is focused on systems where the authentication mechanism relies
on the cryptographic capabilities of the card, and fingerprint verification is used
by the card, in addition or alternative to PIN code verification. An alternative
target is a secure application running entirely or in part onto a smart card, where
the card itself authenticates users. A typical target application is smart card
based digital signature, where the non repudiation property, usually established
only at a jurisdictional level by dictating card owner responsibilities, can be
technically enforced by requiring a biometrics authentication by the card, before
the signing operation takes place.

This paper is organised as follows. Section 2 briefly reviews works found in
literature related to fingerprint verification. Section 3 features an overview of
the proposed technique, with a detailed description of the matching mechanism
that has been implemented on the card device. Evaluation results for the pro-
posed algorithm are reported in Section 4. Specific notes about the algorithm
implementation are reported in Section 5. Finally, Section 6 draws conclusions
and presents possible areas of future investigation.

2 Related Work

In recent years, the problem of merging smart card technology and biometrics for
the purpose of authenticating users has gained more and more attention from
research and industry altogether. Smart card based authentication has been
widely used whenever user authentication was required, though the result has
always been the authentication of the plastic card itself, not the user. Biometrics
promise a final solution to this problem, achieving an integrated authentication
system in which not only a user is authenticated by proving possession of a
physical token and knowledge of a secret information, but by showing to the
system some unique biological characteristics of its own body.

Correct use of biometrics and smart cards is not as immediate as it could
seem at a first glance. Recent works [1, 2] focused on the possible attacks a system
integrating such technologies could be subject to. In [2] eight types of attacks to
a biometric authentication system are identified, targeted either to the compo-
nents themselves, or to the communication protocols among them. Recently, the
European Union has also focused attention on feasibility of matching-on-card
technologies, as in [3], where it is underlined that, in the context of electronic
signatures, the possibility of identifying people based on biometric characteristics
is of fundamental importance due to the non-repudiation security requirement,
and the need for on-card matching is also outlined.

Feature extraction from fingerprint images has been widely studied, as shown
in [4], where a good overview is made on the general structure of automatic fin-
gerprint identification systems (AFIS), emphasizing the main challenges such
a system has to face with. In [5] the authors demonstrate how an image en-
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hancement algorithm based on Gabor filters can significantly improve the per-
formances of an AFIS thanks to the greater reliability and precision gained by
the minutiae extraction process, which leads to a reduced False Rejection Rate
(FRR) for a given False Acceptance Rate (FAR). In [6], Prabhakar proposes an
innovative approach to fingerprint analysis & matching, based on the use of a
Gabor filter bank to extract from the fingerprint image statistical information,
which have been proven to degrade much more smoothly with image quality
than classical minutiae-based algorithms. This approach has further been de-
veloped in [7] in order to achieve comparable performances even in conjunction
with small sensors, which offer to the analysis system only a limited portion of
the fingerprint. In the same work, the authors opened a relatively new investi-
gation direction inspired from the so called multi modal biometric verification
techniques, where multiple kinds of a person biometric characteristics are used
at once for the purposes of authentication. Due to the independence between
the different kind of biometric information that is matched in such techniques,
a combination of them results in a higher performance, as shown in [8].

The specific problem of combining two fingerprint matching algorithms in
order to improve performance is addressed in [9], where the authors compare
three different ways of combining the scores obtained from distinct matching al-
gorithms (a linear combination, a multiplicative combination and a combination
based on the logistic function) and demonstrate that the best performance is
achieved with the logistic function.

With respect to previous investigations on hybrid fingerprint matching, the
approach which is being introduced in this paper is specifically focused on the
problem of implementing such techniques onto programmable smart card de-
vices. It does not aim at achieving the highest possible performance, but achiev-
ing an acceptable performance for the cited usage context, while keeping a suf-
ficiently low complexity level so to allow implementation onto a programmable
card device. We give an extensive description of the adopted algorithms, and
a precise specification of how various parameters have been tuned in the im-
plementation. Furthermore, we present an on-card architecture for the matching
algorithm, realised as a consistent extension to the protocol and JavaCard Applet
introduced in [10], and report experimental timings gathered from the execution
of the proposed algorithm onto a JavaCard device.

On a related note, fingerprint matching on JavaCard devices is not novel,
as industrial products already exist based on the same kind of technology, like
the one from Precise Biometrics [11]. However, implementation details and ex-
tensive description of the experimental setup from which such measurements
arise are not available, making it impossible to perform a comparison with other
approaches.

3 Hybrid Matching

Our system uses both Prabhakar’s fingercode and minutiae information in order
to perform a multi modal biometric verification of the user. Both techniques
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have been split into the two fundamental steps of feature extraction and feature
matching. Thus, the live-scanned fingerprint image is first analysed on the host
machine in order to extract the features using the two relatively complex feature
extraction algorithms; such features are then transmitted to the smart card
device, which performs the matching phases of both algorithms, comparing the
received features with the templates previously stored into its internal memory
during enrollment.

In the following, we report a description of the extraction and matching
algorithms adopted for the two techniques.

3.1 Features Extraction and Representation

Fingercode. Fingercode extraction has been implemented following the method
described in [6], where an exhaustive description of the algorithm can be found.
Briefly, it consists of the following steps (see Fig. 1). First, the fingerprint image
is normalised to a constant mean and variance, then a reference point (core)
is determined, defined as the topmost point on the innermost upward ridge. A
circular region of interest around the core is then tessellated and filtered using
eight Gabor filters, tuned over eight different directions. For each of the filtered
images, and for each tessel, the intensity absolute deviation from the mean is
computed. The complete list of such absolute deviations, normalised in the range
[0..255], constitutes the fingercode of the original image.

Fig. 1. Example of Fingercode computation: a region of interest is determined around
the core, then it is directionally filtered (only vertical filtering is showed), tessellated
and intensity absolute deviations (represented in gray scale) are computed.

Minutiae. In order to extract the minutiae from the fingerprint image, we
adopted the algorithm supplied by the National Institute of Standards and Tech-
nology (NIST) as implemented in the NIST Fingerprint Image Software (NFIS),
a public domain software developed for the Federal Bureau of Investigation.

This algorithm can be roughly subdivided into the following phases1. First,
the gray-scale fingerprint image is reduced to a binary, black and white one, then

1 For further details the reader is referred to NFIS official documentation, freely dis-
tributed by NIST (http://www.nist.gov).
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analysed in order to find every singular point (bifurcations and terminations)
which could be a potential minutia. This operation results in false positives
(minutiae detected where none exists), due to low-quality image, cuts, bruises
or other noise. Thus, various heuristics are applied to discover and delete such
false positives (for example two facing and aligned minutiae at small distance
are likely to be due to a cut determining two false terminations). Finally, for
each of the remaining minutiae the algorithm outputs the position, direction
(defined as the main direction of the surrounding ridge flow) and an index of
reliability, determined considering multiple factors such as local image quality
and proximity to image borders. Our system excludes from further analysis the
minutiae with a reliability index under a given threshold. The others are ordered
based on increasing distance from the core, where only the nearest ones,
up to a maximum number of maxMinutiaeNumber, are considered, so to limit
computation requirements for the matching phase.

Let denote the set of found minutiae, where is the finger-
print core. The algorithm builds a graph representation of the minutiae, where
each minutia is associated a node in the graph, and the set of outgoing arcs
from a node represents the set of minutiae which are considered neighbours
of for the purpose of matching. The following algorithm builds the graph:

1.
2.
3.
4.
5.
6.

7.

8.

determine the bounding-box of the minutiae set;
let be the number of references to initially 0;
let be the list of pending minutiae; initially contains
let be the list, initially empty, of consolidated minutiae;
extract next minutia from and add to
enumerate nearest neighbours, given the following restrictions:
(a)

(b)
(c)

a maximum of neighbours can be listed, where is
if otherwise;
minutiae in are ignored;
neighbour’s distance from must be in the range
we do not accept a neighbour too close because at small distances even
light errors in position detection can determine large variations in direc-
tion when expressed in polar coordinates; on the other hand we can’t
accept too far neighbours because at large distances the elastic deforma-
tion of finger’s skin couldn’t be ignored;

for each neighbour found
(a)

(b)
(c)

associate to the corresponding vector (i. e. distance and direction
from to and the index
increment if add to
add to if not already present;

if is not empty, continue from step 5.

If the graph becomes a spanning tree touching every minutia in the
set; the choice to allow multiple references to the same minutia is
due to the necessity to give the graph enough redundancy, which (as discussed
in Section 3.2) reduces the probability of erroneous early abort by the matching
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algorithm when comparing two corresponding fingerprints. On the other hand,
has to be lower than otherwise the graph could result in a

strongly connected, central cluster of nodes which does not reach outer minu-
tiae2.

The representation of a fingerprint, as output by the described process, is
composed of: the bounding box coordinates; the found minutiae list includ-
ing, for each minutia, its Cartesian coordinates (relative to the core), direction
and list of vector-distances to its neighbours.

3.2 Matching

Fingercode. Fingercode matching has been implemented as described in [6]:
given the two vectors, we compute the sum of absolute differences between cor-
responding elements and store the result as the score of the process

Minutiae. The minutiae matching has been inspired by the point-pattern
matching algorithm described in [12], with the simplification obtained by com-
puting a common reference point: the core. In the following, we consider two vec-
tors (as defined in Section 3.1, step 7a) and
to match given the rotation rot and the tolerance parameters and

when:

where denotes the direction of the minutia. These three tolerances
have been chosen by performing a statistical analysis of pairs of corresponding
fingerprints.

The basic task of the algorithm is to find, given the template and the minutiae
graphs, a spanning ordered tree touching as many nodes as possible, starting
from the two cores (which are assumed to be corresponding by hypothesis) and
visiting the graphs only via common arches, i. e. the ones corresponding to
vectors matching within accepted tolerance.

The algorithm proceeds as follows:

1.

2.

3.

Let and indicate respectively the minutia of the template and of
the proposed set;
let be the list of matches found, composed of couples of indexes, where the
presence into of the couple means that a match has been detected
between and
let be a list, initially empty, of pending minutiae;

2 It should be noted that we do not guarantee to reach every minutia, but only that
the probability of a minutia to be excluded from the graph is sufficiently low.
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4.

5.

6.

7.

8.

look for the rotation bestRot which gives the maximum number of matches
among the two cores’ neighbours under tolerances and

and are less restrictive than their general coun-
terpart to take in account the possible imprecision in core detection); the
search has two limitations:
(a)

(b)

(we assume that the user puts his finger approxi-
mately vertically);
given two rotations and which give the same number of matches,
the lower one (in absolute value) is preferred;

for each minutia for which a corresponding was found during previous
step, insert into and into
extract next pending minutia from and find into the corresponding
matching template minutia
for each vector associated to look for a matching vec-
tor associated to  with rotation bestRot and tolerances

and for each match found for which is not already
into add to and add to
if is not empty, continue with step 5.

Defined  as the number of minutiae of T lying inside the bounding box
of S, as the number of minutiae of S lying inside the bounding-box
of T, and numMatches as the number of matches found by the algorithm, the
score is evaluated as:

Matchers’ Fusion. Given the two scores and the overall score
is calculated as a linear combination of them:

If score exceeds a given threshold the system considers the proposed
fingerprint to be sufficiently similar to the enrolled one and the match succeeds,
otherwise the match fails. Coefficients and have been determined with an
a posteriori analysis as the ones which minimise the overall Equal Error Rate
(EER) of the system.

4 Results

Effectiveness of our verification algorithm has been tested by submitting to it
pairs of fingerprint images and by measuring its ability to discriminate between
corresponding and non-corresponding ones in terms of FAR/FRR curves.

Tests have been conducted on a database of 55 live-scan fingerprints taken on
a group of volunteers, with each fingerprint scan repeated ten times for a total
of 550 images. The volunteers were completely unaware of biometrics related
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technology and scanner use, so they have been subject to a training phase of one
minute with visual feedback, so to allow them to understand what was the right
position and pressure of the finger for a good scan. Then, they have been asked
to pose ten times the finger on the scanner in a natural way.

The obtained images have been analysed and matched in pairs using our
algorithm, distinguishing matches between corresponding fingerprints (different
images of the same finger) from matches between non-corresponding fingerprints.
Figures 2(a) and (b) show the obtained joint (based on minutiae and on finger-
code) scores’ distributions in the two cases. In the two graphs, the X axis reports
the score obtained with minutiae matching, which is higher when a higher num-
ber of matching minutiae is detected, while the Y axis reports the fingercode
score, which is lower when the live-scan fingerprint is more similar to the on-
card template. The same distributions are reported in the 3D plot of Figure 2(c)
for convenience.

Fig. 2. (a)-(c) Joint score distributions for genuine and impostor matches. (d) ROC
curves.

In Fig. 2(d) we compare the Receiver Operating Curves (ROCs) relative to
each matcher separately and to their combination. These curves represent the
FAR/FRR pairs that are obtained by continuously varying the score threshold
of the matching algorithms. As the picture highlights, the hybrid technique re-
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sults in a considerable increment of performance when compared to the results
achieved singularly by the two matchers. In fact, in the hybrid ROC curve, the
FRR value, for each possible FAR, is consistently lower than those obtained
singularly by the two matchers. Furthermore, while the minutiae based and
fingercode matchers obtain, respectively, an EER of about 2.3% and 4%, the
combined matcher obtains an EER of about 0.8%. The combined matching al-
gorithm requires an on-board computation time of about 11–12 seconds.

5 Implementation Notes

The described biometric authentication system has been developed, on the host
side, as an extension to the MUSCLE Card [13] middleware, and on the card side
as an extension to the MUSCLE Card JavaCard Applet. This framework defines
a high level API that smart card aware applications can use to access smart
card storage, cryptographic and PIN management services in a unified, card
independent way. The framework also includes a JavaCard Applet allowing the
middleware to use the on-card services by means of the protocol described in [10].
Briefly, the framework allows applications to manage on-board data containers
(objects), cryptographic keys, and PIN codes. A security model allows to protect,
on a per object and a per operation basis, objects and keys, by means of Access
Control Lists (ACLs).

An extension mechanism has been embedded in the framework so to al-
low applications to enhance the basic protocol and Applet in order to support
application specific extensions. Biometrics based authentication has been em-
bedded in this context by allowing the access to on-card resources (e.g. read-
ing an object or using a cryptographic key) only after a successful on-board
fingerprint verification. Furthermore, the existing access control mechanism al-
lows, by using ACLs, the possibility to combine the new authentication mecha-
nism with traditional PIN based or challenge-response cryptographic based au-
thentication. The used fingerprint scanner is FX2000 USB, by Biometrika s.r.l.
(http://www.biometrika.it), providing a portable development kit and API for
access to the acquired biometric data. The development platform has been a
RedHat 7.3 Linux system.

6 Conclusions and Future Work

In this paper, a hybrid fingerprint matching mechanism has been introduced, de-
signed with the aim of running onto a programmable smart card. Experimental
results showed that, by taking advantage of the simplifications inherent to the ap-
plication context and using ad-hoc designed data representations, it is possible to
realise an on-board hybrid fingerprint matcher with an acceptable performance,
even into such scarce-resource devices as programmable smart cards, maintain-
ing reasonable execution times. In a short future, it is scheduled to undertake
investigations related to the feasibility of on-board multi modal authentication
based on alternative means of biometrics.
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Abstract. Easiness of creating and distributing digital information is increasing
the production of the digitalized movies. However, since digital content is easy
to make copies and it can be distributed through internet which is open to
anyone, the problems in security and intellectual property become important
issues. These problems are occurred at local content saved in users’ PC until
recently. Encrypting the full content is one solution to protect saved content.
Streaming content has solved these problems by removing data immediately
after processed. But, recently some hacking tools have been appeared, which
can save the streamed data. So, streamed media is also not free for illegal use
any more. Protecting scheme for streamed content is more complicate because
the streaming server must be considered. If the full content file is encrypted, the
streaming server cannot transmit the content because the encrypted content may
be unknown type to the streaming server. In this paper, we propose a DRM-
based streaming system which can not only protect streamed ASF content but
be easily integrated with existing ASF streaming system. ASF is the multimedia
file format of Microsoft. To explain our system, we describe some related
technology, service architecture, encryption scheme and decryption scheme of
our system.

1 Introduction

Changes in internet and network environment have made it possible to provide high-
quality content services in real time. As demand for digital content is increased,
problems related to intellectual property rights are getting more important. Streaming
service like video-on-demand solved these problems by preventing content from
being saved. But, as the advent of several tools able to save streamed content, the
streamed content is not free from these problems any more. Particularly, if a
streaming system serves high quality digital content, it is easily predicted that the
damages by illegal use will be much greater. Therefore, with security countermeasure
like access control, new technologies to control and manage rights of content are
needed. One of the solutions is DRM(Digital Rights Management)[8,9,11].

To apply DRM to streaming system, an encryption program is required on the
server side, and some modules to play protected content are required on the client
side. DRM should be integrated with streaming system without modifying the
existing streaming server. it means that DRM should be implemented by works to the
content file and the client player. Since commercial streaming systems aim to serve
high quantity data, more processing time is needed to decode and play content in the
client device. The processing time of DRM should be minimized to guarantee the
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quality of streaming. For this reason, minimizing the amount of data to be encrypted
is one of the essential factors to design the DRM modules.

In this paper, we propose a DRM-based streaming system which can be easily
integrated with existing ASF streaming system as well as protect streamed ASF
content. We encrypt ASF files without breaking file format so that it can be sent by
Microsoft Media Server. Our encryption scheme provides some encryption options in
order not to degrade the streaming performance.

2 Related Works

2.1 Windows Media Rights Manager

WMRM(Windows Media Rights Manager) is the DRM technology of Microsoft for
protecting Windows media files. WMRM is an end-to-end DRM system that offers
content providers and retailers a flexible platform for the secure distribution of digital
media files. It provides tools that can be used to package Windows media files and
issue licenses for them[14].

The content packaging, distribution, and licensing process begins with a piece of
encoded content. The content packager packages the content as an encrypted
Windows media file and then shares the secrets for decrypting and licensing the file
with the license issuer. Consumers are then issued a license to play the file, and use it
according to the business rules defined for it.

It is the easiest way to protect Windows media files, but it is hard to be customized
because it is not an open technology.

2.2 ISMACryp

ISMACryp is the nickname of ISMA 1.0 Encryption and Authentication, which is a
cryptographic framework for ISMA 1.0 MPEG-4 streams. The framework is
extensible to new media encodings, can be upgraded to new cryptographic transforms,
and is applicable to a variety of key management, security, or DRM systems.
ISMACryp also defines a default encryption of media streams and authentication of
media messages for ISMA 1.0. The main goal of ISMACryp is interoperability at the
ISMA receiver with or without cryptographic services[7].

3 Service Architecture

A streaming server sends stream data according to the content file format without
respect to whether content is protected or not. The format of the protected content
must not be modified in order to be streamed correctly. So, it is required to apply
methods which don’t break the content format. Such methods can be obtained through
analyzing the content format.

To play protected content, information related to decryption should be transmitted
from the server to the client. This information includes some important data like



244 Ji-Hyun Park, Jeong-Hyun Kim, and Ki-Song Yoon

decryption keys. Therefore a secure network channel between server and client is
needed.

From the end-users’ point of view, they want to watch the protected content by the
same way as the original content. They won’t be willing to do additional actions to
watch the protected content. Therefore users’ inconvenience should be considered and
minimized.

Fig 1 shows our service architecture. Streaming server and client are the existing
component of the streaming system. We added ASF protection application and license
server to achieve the secure ASF streaming.

Fig. 1. Service Architecture

The ASF protection application is an application to encrypt ASF file. It encrypts
only media data part of ASF files in order not to break the ASF file format. We can
select the frame type to be encrypted, or the size of the data to be encrypted. It also
sends the information about encryption to the license server. The license issuer
manages the information needed to decrypt the protected ASF files. It includes key
information, the type of the encrypted media data, the size of encrypted data, and so
on. The license issuer sends this information to the legal client. Client includes a
media player, a decryption module and a DRM core module. The DRM core
manipulates the licenses acquired from the license Issuer. It also manages lots of
authentication information securely, and it protects content from being exposed out of
our system by authenticating the modules loaded in the client environment[9, 13].

As mentioned above, we have some prerequisites to apply the DRM technology on
the streaming system as follows. File must conform to common ASF specification.
For example, files must have a header object, a data object, and an optional index
object. License server must be ready to accept incoming requests from DRM clients
and provide necessary information.

4 ASF File Protection

4.1 ASF File

ASF(Advanced Systems Format) means the extensible file storage format developed
by Microsoft for authoring, editing, archiving, distributing, streaming, playing,
referencing, or otherwise manipulating content. It supports data delivery over a wide
variety of networks and is also suitable for local playback[1,6].
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An ASF file is organized into sections called objects. There are three top-level
objects, a header object and a data object, and an optional index object. The header
object contains general information about the file, such as file size, number of
streams, error correction methods, and codecs used. Metadata is also stored here. The
header object is the only top level object that can contain other objects. The data
object contains the stream data, organized in packets. The simple index object
contains a list of associated timestamp–key frame pairs that enables applications to
seek through a file efficiently. Fig 2 shows the structure of ASF file.

Fig. 2. ASF File Structure

4.2 Encryption Scheme

The DRM system for downloaded content encrypts the full file to protect it[12]. As
mentioned above, the streaming server decides the sending data by information of the
movie data when it transmits a movie. If the full file is encrypted to protect it, the
information needed to read media data will be also modified. It would make the
streaming service impossible.

To avoid this problem, we encrypt the only media data not the metadata. Fig 3
shows the detailed structure of ASF file. The data object consists of a lot of data
packets. The data packet is the actual packet which is transmitted to the client device
during streaming. The data packet consists of error correction data, payload parsing
information, payload data, and padding data. The payload data in the data packet have
the actual media data. The media data of the identical media object number make one
video frame or one audio frame.

To encrypt the media data in the unit of frame, we aggregate media data to make a
frame. It can be achieved by merging media data of the identical media object
number. Then we encrypt the frame data, and then attach 1 byte to indicate the
encryption. It increases the size of the movie file slightly. The encrypted frame data is
divided to the same size of original media data except the last. The size of the last
media data is increased by 1 since we attach 1 byte data of marking the encryption.
Fig 4 shows this process. Some other metadata should be modified because the file
size is changed.
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Fig. 3. Structure of Data Object

Fig. 4. Media Data Encryption

Video sequence frames can be divided on two distinct categories – key frames and
others. Key frames are the essential elements for decoding process as they don’t
contain any dependency and can be decoded as is.

Thus encryption applied to key frames is sufficient in the way it protects key
information for the ASF visual decoder. Files encoded in such way still can be played
by any robust ASF player, but most part of visual information is perceived as garbage.

On the playback, the protected content should be processed by our decryption
module. In order to redirect playback data flow to our decryption module, we modify
the streaming properties object which is in the header object. We overwrite the codec
ID with our codec ID, and then save the original codec ID into the codec specific data
slot.

Some encryption algorithms are use aligned blocks to encrypt. For example,
standard DES[2] uses 64 bit aligned blocks. To encrypt packet, which are not aligned
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to 64 bit boundary, data must be padded, but this approach changes file size in almost
all the cases. Using downsize alignment approach helps to resolve this issue for any
packets with size bigger than 64 bits. Obviously for all adequate video frames are
much bigger than 8 bytes

Fig 5 shows the structure of the encrypted sample of ASF video. The length of tail
is less than 8. We encrypt 8 bytes of the sample data continuously. If the remainder
data length is less than 8, we don’t encrypt them in order not to change the whole
sample size. The tail part includes those data. The encryption byte flag indicates
whether the frame is encrypted or not.

Fig. 5. ASF Video Sample Encryption

Our encryption scheme provides several encryption options. We distinguish the
encrypted frame by 1 byte marking flag. This scheme increases file size, but it makes
it possible to encrypt media data with several options. Table 1 shows the encryption
options of our encryption scheme.

5 Protected File Playback

Decryption is performed by DMO filter based on Microsoft DirectShow technology,
i.e. media objects model is used for on the fly media decrypting. In case of manual
connection of filter’s pin in the player, we can provide internal data flow safety.

5.1 Direct Show

Microsoft DirectShow is architecture for streaming media on the Microsoft Windows
platform. DirectShow provides for high-quality capture and playback of multimedia
streams[3]. It supports a wide variety of formats, including ASF, MPEG, AVI, MP3,
and WAV sound files. It supports capture using Windows Driver Model(WDM)
devices or older Video for Windows devices. DirectShow is integrated with other
DirectX technologies. It automatically detects and uses video and audio acceleration
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hardware when available, but also supports systems without acceleration hardware.
DirectShow simplifies media playback, format conversion, and capture tasks. At

the same time, it provides access to the underlying stream control architecture for
applications that require custom solutions. DirectShow components can be easily
extended to support new formats or custom effects.

5.2 DMO

Microsoft DMOs(DirectX Media Objects) are a new way to write data-streaming
components. In some respects, DMOs are similar to Microsoft DirectShow filters.
Like a DirectShow filter, a DMO takes input data and uses it to produce output data.
However, the application programming interfaces for DMOs are much simpler than
the corresponding APIs for DirectShow. As a result, DMOs are easier to create, easier
to test, and easier to use[5].

Decryption filer should be implemented in the form of DMO since Microsoft’s
windows media player only allows the DMO type filter when it process
WMV(Windows Media Video) codec related movie file.

5.3 Decryption Scheme

Automatic decryption by DMO is possible due the fact that the graph rendering
system[4] performs search of the decoder which is capable of decoding media type
specified in the respective streams of the media file. For usual video files, that leads to
a proper codec being used in the filter graph. But in our case, we can fake the codec
ID in such way that we force a player application substitute the standard codec by our
custom DMO. That fact alone is insufficient for successful decoding of the video
because our codec media data is still compressed after decrypted. To overcome this
situation the decryption DMO must restore the original media types for outgoing
media streams. It allows the filter graph or the client application to put the original de-
coder right after our decrypting filter. Fig 6 shows the filter graph of the original
movie playback, while fig 7 shows the filter graph of the protected movie playback.

Fig. 6. Filter Graph of the Original Movie Playback

Fig. 7. Filter Graph of the Protected Movie Playback
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Fig 8 shows the difference of two types of playback. Fig 8-a is a screen of playing
the protected ASF file without decryption. Fig 8-b is a screen of playing the protected
ASF file with decryption.

Fig. 8. Playback Comparison

Playback of protected file requires a player application to obtain all information
needed to decrypt source. Therefore the player signals to the DRM core what it
intended to handle and for which purpose. Information obtained from DRM core
describes media format, meta-information and user rights. For the protected file
playback, that data also includes decryption keys.

Before starting playback, the client application invokes the DRM core to ask
metainformation. The DRM core can signal whether source requires decryption or
any other type of handling. Fig 9 shows the state diagram of the client process.

Fig. 9. State Diagram of the Client Process
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6 Conclusion

We designed the DRM functions which don’t change the ASF file format. We achieve
it by analyzing the ASF file format. Decryption key and other encryption parameters
are sent to the license issuer simultaneously with encrypting content. The license
issuer gives the information to the legal users only. Client can play the protected
content using the information received by the license issuer.

Our encryption scheme has several encryption options. We can select the amount
of encrypted data size considering the streaming performance. It implies that the more
complicated encryption algorithm can be applied without degrading the streaming
performance.

We are going to study DRM issues and performance issues related to the
streaming. Those include decreasing the DRM overhead, error perception and
recovery, and efficient key management for streaming services.
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Abstract. We are studying toward several goals necessary to apply dig-
ital signature to value-added real time contents to multicast over an
insecure and unreliable channel. In this paper we propose a new digital
signature framework, called DiffSig, through the first trying to categorize
security services that can be achieved by digital signature. DiffSig is able
to support equivalent security with smaller key sizes, which results in
faster computations and lower transmission overhead. In addition, Diff-
Sig allows a participant to join or leave the communication dynamically.

1 Introduction

Data origin authentication is one of the main goals to deploy secure multicast
communication. In unicast communications, this is typically achieved by using
message authentication codes (MACs)[1]. In multicast, it is hard to apply the
MAC primitive directly owing to the difficulty of key management and the possi-
bility of insider collusion. These shortcomings can be solved by applying digital
signatures instead of MAC since only the source is able to bind its identity
to the signature. However, there exist critical performance problems when the
asymmetric cryptography primitive is employed to packet flows with real time
properties.

Both computation and transmission overhead of most regular digital signa-
ture schemes such as RSA[2] and DSA[3] are caused by using large key sizes
for protecting data in the sense of long-term security. It is too ambiguous to
specify how much time is enough for the long-term security, though. It differs
depending on the application, the policy or the underlying environment. Herein
lies a foundation stone of our idea: to focus on security services rather than on
managing cryptographic primitives as previous work did. That is, we focus on
the fact that each security service has its own requirements and properties. If a
security service needs to resist against attacks only for a short period such as a
week or a day, long enough key for one or two decades is apparently overuse. This
leads us to build a new conception that it is useful to divide security services
into two fold in the case of the real time flows. One is authentication, precisely
data origin authentication and the other fold is non-repudiation of origin.

On the basis of this notion, we propose a new digital signature framework,
called DiffSig (Differentiated digital Signature), for real time multicast packet
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flows. DiffSig consists of two different digital signature schemes: EP and AP
digital signature, shorts for ‘Expedited Processing’ and ‘Assured Processing’ re-
spectively. EP signature supports fast real time authentication and AP signature
is for achieving non-repudiation of origin. DiffSig is able to offer equivalent se-
curity with smaller key sizes in particular.

This paper is organized as follows. The next section discusses previous work
and their shortcomings. Section 3 describes the proposed DiffSig framework in-
cluding our security service category. Following we present deploying issues in
section 4 and conclude this paper in section 5.

2 Related Work

Most previous work to support data origin authentication in multicast are di-
vided into two categories: MAC based approaches [4] [5] and digital signature
based approaches[4,6–9]. Multicast data origin authentication enable all re-
ceivers to ensure that the received data is coming from the exact source rather
than it is coming from any member of the group. Therefore, an asymmetric prop-
erty, which means only the source can generate an authentication information
thereafter the receiver is only able to verify the authenticity of the source, is
required. To achieve asymmetric property, TESLA[4] uses time asymmetry and
asymmetric-MAC scheme [5] uses asymmetric key sets whereas digital signature
based schemes use asymmetric key pair between the source and the receiver.
From the viewpoint of efficiency, MAC is better than digital signature. However,
in the setting of MAC, participants in a group cannot achieve non-repudiation.
In some applications, non-repudiation is necessary. An example of such appli-
cations is financial information push service such as real time stock quotation.
Moreover, it is too difficult to share single symmetric key with multiple commu-
nicators in multicast. In this reason, some additional mechanism is required, for
example TESLA requires time synchronization mechanism.

Digital signature based approaches provide solutions to the key sharing and
the non-repudiation supporting problem of the MAC. In this case, most previous
work uses single amortizing signature over several packets to reduce computation
and transmission overhead. The conspicuous differences between them are two:
the one is the way to set a group of packets for amortizing and the other is
the way to achieve the loss tolerant property. However, these schemes are still
highly expensive since the essential security of an asymmetric key based scheme
depends on a large key. There is no doubt that the length of a key must be
increased more and more as time goes by. Recent day, the recommended key size
of digital signature standards is ranging from 1024 bits to 2048 bits for short-term
and long-term security respectively (see [10] as one of references). Obviously the
source should use at least 2048 bits key to support non-repudiation to a financial
application. According to our experiments (see section 4), it takes 52.1/1.52 ms
to sign/verify a 1024 bytes packet using 2048 bits RSA. It is indeed expensive
to adopt to some multimedia applications.
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3 Differentiated Digital Signature

3.1 Security Service Category

We categorize security services of digital signature into two folds instead of three
nevertheless data integrity is also achieved by digital signature. Data integrity
can be encompassed implicitly by both authentication and non-repudiation in
our scheme. In this paper, non-repudiation is referred to ‘Non-repudiation of
Origin’ that is intended to protect against a sender’s false denial of being both
the creator and the sender of the arriving packet. In general multicast, other
non-repudiation services [11] such as non-repudiation of delivery, submission, or
transport are nearly impossible to support because of the unreliable property.
Table 1 shows attributes that are used to classify security services in the case
of applying digital signature to real-time applications. The effectuation point
indicates the time when a security service is active and the R-T sensitive is
defined as a level of real time sensitive. The lifetime means a valid term of
security service.

In real time application, the authentication procedure should be performed
immediately so that the receiver could use the authenticated packet within the
predefined buffering time, called playback time. This is because any packet ar-
rived after playback time becomes obsolete even though the packet has been
certainly arrived and verified. Moreover, it is useless to maintain the validity
of authentication for a long time because as soon as the data has been verified
the authentication service becomes meaningless. From the only viewpoint of real
time authentication, therefore, the source does not need to use a large key such
as 2048 bits in length targeted for long-term security. Additionally, real time
packet authentication procedures provide implicitly the integrity of the arrived
packets.

On the other hand, non-repudiation has no restriction of real time treat-
ing since it is essentially for protecting against denial of the past transaction.
It becomes into force after the point of any party’s claim. Hence, the receiver
does not need to verify non-repudiation immediately on receiving packet. In-
stead, the validity of the non-repudiation service must remain secure for a long
term. To achieve this properly, the key length should correspond to the cur-
rently recommended key length for long-term security. Like authentication, data
portion (meant sequence of packets) integrity also can be achieved along with
non-repudiation.
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3.2 DiffSig Framework

DiffSig consists of the EP and the AP digital signature. The EP signature con-
centrates its attention only on achieving data origin authentication without in-
terfering real time requirements. To do this, the source generates EP signatures
using EP keys that are available only for the pre-defined short-time duration. In
this paper, the EP and the AP key is referred to as the small and the large key
respectively. We note that the EP signature is as strong as a general signature
using recommended key length within its validity term. EP signature is however
not capable of supporting long-term available non-repudiation since the EP key
may be compromised after it’s lifetime. Herein lies the main purpose of the AP
signature: to supplement incompleteness of EP signature caused by using small
keys in the sense of the long-term security.

Both EP and AP signatures of DiffSig use an amortizing signature over sev-
eral packets to gain efficient processing. EP signatures amortize over all packets
in a block and AP signatures amortize over all EP signatures in a container as
illustrated in fig. 1. Here, we refer to a block as a set of packets and to a con-
tainer as a set of blocks. That is, the source performs time consuming signing
operations one time per block with the EP key and one time per container with
the AP key thereby enabling both the source and the receiver(s) to reduce the
amount of computational cost of the signing/verifying procedure.

Fig. 1. DiffSig architecture with key lifetime

Fig. 1 illustrates the range of both keys lifetime and how these work together
to form a DiffSig as well. The source uses several EP keys such as and

according to its predefined validity term whereas single can be
used all the time during whole session. AP signature should be arrived at the
receiver side before the valid lifetime of the short key which is used to generate
EP signatures in the same container of AP signature. Thus, two short keys can
be overlaid in some duration as like and described in fig. 1.

In this paper, the EP signature of DiffSig employ the hash tree scheme[7]
which is based on Merkle hash[12]. We note that other previous schemes, if it
is based on digital signature, also can be easily employed in our EP signature.
The main advantage of the hash tree scheme is complete robustness to arbi-
trary packet loss rather than probabilistic loss tolerant of other schemes such
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as EMSS[4], argumented chain scheme [8] or SAIDA[9]. The procedures are de-
scribed in more detail in the following section.

4 Deployment Considerations

4.1 EP Key Selection

In this section we discuss the way to derive a minimum EP key length. It is
based on the lower bound of the Lenstra and Verheul’s suggestion [13], where
they defined as an infeasible (Million Instructions Per Second) MIPS1

years for year y to derive the key length. The derived key is computationally
equivalent to the same strength offered by the DES in 1982. The cost of 0.5
MMY was considered as secure to resist software attack on DES in 1982. They
also considered that the expected processor speed-up according to Moore’r raw
and the expected increasing in the budget available to an attacker according to
the trend of the US Gross National Product during the period 1982 to year y,
such that

In addition, to select the length of the conventional asymmetric key system2,
they applied the asymptotic run time L[n]3 of a NFS (Number Field Sieve)
combined with the fact that a 512 bits modulus was broken in 1999 at the cost
of around MIPS year, such that

weher a factor indicates that the cryptanalytic is expected to be-
come twice as effective every 18 months during year 1999 to year y.

To set the EP key length, we define IAO(X) as an infeasible amount of
operations in period X and propose the following intuitive theorem based on
equation (1) and (2).

Theorem 1. Let be a set of sub periods of
X, and let be the length of a EP key. If meets

then the length of is secure enough within for all

Proof. If a computer operates OPs during period X as the maximum amount of
operations, then the computer can operate at most in where
is one of sub periods of X. That is, all elements of S have its own and
the total amount of these must be equivalent to IAO(X), (since

Therefore, is an infeasible amount of

Conventionally, the DEC VAX 11/780 is referred to as a 1 MIPS machine.
In DSA, we consider a size p of finite field rather than a subgroup size q.

where and in NFS.

1

2

3
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operations within Then, we can apply to equation (2) since 1 MIPS
is equivalent to operations, where we approximate to

As an example, IMY(2004) is secure untill end of year
2004 according to equation (1). Thus we can regard as the IAO(year)
in 2004. Thereby we can deduct a proper EP key length for any sub period as
described in table 2. If a day is determined as a sub period, the source can use
880-bit key to sign an EP signature. This EP signature offers the same security
level for a day as does a 1108-bit key for this year and a 2054-bit key for the
next two decades.

4.2 EP Digital Signature

We employ the hash tree scheme[7] for EP signature. Consider the following sce-
nario and notations: A source wish to send a packet flow to its group denoted

Packet flow is divided into several containers and
container consists of d blocks indexed with and block consists of q packets
indexed with and denote EP signa-
ture for block and EP key pair respectively, where is the total number
of keys to be used for a session. and denote the top hash value of
the tree and Sibling hash value set on the path from packet to the top of
the hash tree of the block respectively, and is the verification
result set. The EP signature procedures are as follows.

Protocol EP DS:
Each block For
1)Source constructs authentication hash tree
2)Source then generates
3)
Upon arrival at is authentic if and only if
4) Check whether it is the first arrival among packets in a block
4.1) First: calculate and then compute
4.2) No: compute if the integrity of is valid, then
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Fig. 2. Time efficiency of DiffSig (experiment conditions are same with table 2)

The left side of fig. 2, (a), shows that the cost of a general digital signature
scheme depends on the key length whereas DiffSig depends on the lifetime of the
deriving EP key. In order to show an apparent efficiency, we compare signing
time between the EP signature of which period is hour and the hash
tree scheme in (b) of fig. 2. Here, the number inside round bracket of legend
indicates the number of packets per block. In the case of transmission overhead,
if 1024 and 2048 bit RSA is employed for example, each packet is able to gain 252
and 1276 bits respectively since 772 bits is used for generating the EP signature.

4.3 AP Digital Signature

The role of the AP signature consists of two parts. One is providing non-
repudiation and the other is managing EP keys since the lifetime of the EP key
is short. Firstly, we describe the non-repudiation aspect of the AP signature.
Non-repudiation is not time sensitive, hence the source does not need to trans-
mit AP signatures along with every packet. We denote and APKey as the
AP signature for container and a AP key pair respectively. Non-repudiation
is performed as follows.

Protocol AP DS :: Non-repudiation:
Each Container For where is the total number of container:
1) Source generates
2)
Upon arrival at :: Portion of flow is valid if and only if
3)Replace corresponding parts of with own
set Y (see Fig. 3 for example, we refer to X and Y as an EP signature sub set
transmitted before and after the joining respectively.)
4) Compute
5) Portion of flow is authentic if and only if
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The source should not transmit AP signature once at the end of the session,
but rather transmit periodically at every boundary of a container. If an AP
signature is transmitted once, every receiver cannot leave from the group until
the session is over, and the source should store all EP signatures of the session.
Furthermore, it is insecure owing to the possibility that the source might become
dishonest. A dishonest source may use the fact that almost all EP keys are
already expired at the finishing time of the session. In this reason, a participant
can leave the communication at the boundary of any container.

Fig. 3. Simple example

Fig. 3 illustrates an example to show how to achieve non-repudiation with al-
lowing dynamic joining/leaving property. Consider, a participant join to a group
during sending time of container thereafter he claims the non-repudiation of
some portion of the packet flows. In this example, the joiner did not receive all
EP signatures of the container, namely in fig. 3, that are fed into an

signing function, but he can verify an based on the following theorem 2.

Theorem 2. Let be a set of whole EP signatures in
a container, where and let be a collision resistant hash
function. Then finding a collision on Y of EP to forge an AP signature is much
difficult than finding a general collision (namely, where
and

Proof. Let is the event that an attacker can forge an AP signature and let
be the event that an attacker finds a collision pair and of

points in D and let be the event that an attacker finds a collision on Y(say
or The probability of is that

is regarded as the same case with general hash collision such that

Therefore, we conclude such that

where the equality is met if the size of set X is multiple of hash block size (say
512-bit block).
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Second role of the AP signature is the EP key management that is necessary
because an attacker is able to start key searching trial as soon as the key in-
formation is open to the public. EP key distribution can be performed by three
different ways: the first way is periodic sending at the beginning of a block,
the second way is using an advertisement such as web-based advertising and
the third is hybrid way where the source combine the first and the second way
to gain bandwidth efficiency. In the setting of the first way, the source should
transmit same EP key multiple times but it is easy to manage the secure ses-
sion. The receiver can join at the beginning of every block, say periodic-time
joinable property. The second way provides any-time joinable property but the
source should update the following EP key carefully. Finally, in the setting of
the hybrid way, the source uses an advertisement during the lifetime of the EP
key and transmits the next EP key on the point of expiration of the current EP
key. The EP key management procedures using hybrid way are as follows.

Protocol AP DS :: Short Key Management:
Key generation (Off-line):
1) Source specifies
2)Source generates EP key pairs, EPKey
3)Source signs public EP keys, for
Upon expiration of the current EP key (say (On-line):
4)Source loads new key pair:
5)
Upon arrival at is authentic if and only if
6)Compute

5 Conclusion

We show that it is greatly useful to divide security services into two folds and
then generate two different signatures for each fold according to the property of
services. This notion allows DiffSig to use a smaller key so that a group user can
verify the authenticity of data origin efficiently. We also show that how to deduct
a proper key size for authentication and how to support dynamic membership
changing of multicast group.
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Abstract. This paper addresses the problem of pay-as-you-watch
services over unicast and multicast communications. For each
communication model, we present two solutions, non-verifiable and
verifiable, depending on the existence or non-existence of trust between
the source and the receiver(s). In verifiable schemes, the source obtains
a proof of correct reception by the receiver(s); in non-verifiable schemes,
receiver non-repudiation is not guaranteed, so there must be a trust
relationship between source and receiver(s). While solutions for unicast
pay-as-you-watch can be based on existing technologies, novel algorithms
based on aggregation and multisignatures are needed and presented here
to overcome implosion in multicast pay-as-you-watch.

Keywords: Pay-per-view systems, multicast, electronic payments.

1 Introduction

Several multimedia services consist of a customer or a set of customers who are
interested in a certain content (say audio or video streams). In most of these
services, the customer must nowadays pay for receiving or accessing the content.
For instance, in current digital TV platforms, a flat monthly rate is paid to
subscribe to a basic package of channels and services. Two different payment
methods can be used to pay for the events not included in the flat rate:

Pay-per-view. The content is viewed after the customer has paid. The
customer pays for the whole piece of content. Thus, if she wants to stop
watching anytime, she is losing a part of her money. This is the most common
scheme used in current PayTV platforms for special events such as football
matches, film premieres, etc.
Pay-as-you-watch. Small payments are performed as contents are being
streamed from the server to the customer. Pay-as-you-watch (or pay-as-you-
listen) seems to be an option that fits better the customer needs. Successive
payments can be performed every minute, for example. If a customer switches
her player off, she has only paid for the minutes viewed so far.

This work has been partly supported by the Spanish Ministry of Science and
Technology and the European FEDER fund under project TIC2001-0633-C03-01
“STREAMOBILE”.

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 261–268, 2004.
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1.1 Contribution and Plan of This Paper

Our paper deals with pay-as-you-watch, both for unicast (one-to-one
communication) and multicast communication, usually with
transmission. For each communication model, we present two solutions, non-
verifiable and verifiable, depending on the existence or non-existence of trust
between the source and the receiver(s). In verifiable schemes, the source obtains
a proof of correct reception by the receiver(s); in non-verifiable schemes,
receiver non-repudiation is not guaranteed, so there must be a trust relationship
between source and receiver(s). While solutions for unicast pay-as-you-watch
can be based on existing technologies, novel algorithms based on aggregation
and multisignatures are needed for multicast pay-as-you-watch in order to
overcome the implosion problem resulting from many content receivers sending
simultaneous payment to a content provider.

In Section 2, non-verifiable and verifiable pay-as-you-watch in a unicast
scenario are discussed. Section 3 deals with non-verifiable and verifiable pay-as-
you-watch problem in a multicast scenario. Finally, conclusions are summarized
in Section 4.

2 Pay-As-You-Watch in Unicast Communication

In unicast communication, the receiver directly establishes a session with the
content provider (source). This is the distribution architecture currently used
in most commercial pay-per-view services over the Internet. Unicast seems to
be the most versatile option, because the subscriber can request a content at
any time. Its main drawback is its lack of scalability on the server side: the
server must have huge computing and communications resources to be able to
service a large number of simultaneous unicast communications. Even with a
large investment in hardware and bandwith, a peak in the number of unicast
subscribers may result in service denial or degradation.

Some significant initiatives in unicast content distribution are CinemaNow
[CinNw], Movielink [MovLn], Europe Online [EurOn] and NDS [NDS], etc.
Payment in those services is based on a combination of flat rate user subscription
and advance pay per view for special events.

Let us consider a method for pay-as-you-watch in unicast communications. A
first and easy solution for implementing a pay-as-you-watch service is to assume
an agreement between the content provider and a telecommunications carrier;
the buyer is then charged by the carrier for the time she has been enjoying
the service and the carrier transfers payment to the content provider. Due to
the universal and free access inherent to Internet, the aforementioned carrier-
provider scheme does no longer work. On the Internet, there is no carrier (or
there are many of them), so contents should be paid directly to the provider as
they are being received.
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2.1 Non-verifiable Unicast Solution

A non-verifiable pay-as-you-watch solution is one in which the provider obtains
no proof of correct content reception by customers. Even without such a proof, a
unicast provider is aware of the content received by each customer. The reason is
that the content is sent using individual connections. Therefore, the provider can
charge the customer for the minutes she has received. Thus, the non-verifiable
unicast solution consists of the provider metering the contents sent to each
customer and thereafter billing the customer accordingly.

The main drawback of non-verifiable systems is the need for trust between
provider and customers:

On one hand, the customer must trust the service provider: the customer
must believe that the service provider will not charge her for contents she
has not received.
On the other hand, the provider cannot prove a subscriber is receiving a
certain content. In this way, a dishonest customer could repudiate having
received a certain content. After repudiation, the dishonest user could claim
her money back and/or redistribute the received content without being
punished.

2.2 Verifiable Unicast Solution
Since the number of simultaneous unicast customers is limited by the provider’s
outgoing bandwidth, it is highly unlikely that the number of customers is so
large that the provider is swamped by the incoming flow of customer payments.
Therefore, a pay-as-you-watch scheme can be put in place where the customer
pays in real-time as she is receiving the content.

The transaction costs of standard electronic payments are usually considered
too high for small amounts such as those required for real-time payment of
small time slots. These transaction costs can be split into communication and
computation costs, the latter being caused by the use of complex cryptographic
techniques such as digital signatures. Micropayments are electronic payment
methods specifically designed to keep transaction costs very low. In most
micropayment systems in the literature, computational costs are dramatically
reduced by replacing digital signatures with hash functions. This is the case
of PayWord and Micromint[Riv95], where the security of coin minting rests on
one-way hash functions.

In [Dom02], we proposed a verifiable pay-as-you-watch scheme based on
PayWord. A prototype system offering that service is available at [Str04]. The
operation of that system can be sketched as:

The customer subscribes to the service.
The service provider certifies the customer key.
The customer generates a PayWord chain and signs the root.
As the content is being served to the customer, several payments are
requested by the provider. Each payment requires each customer to send
a coupon, i.e. a piece of the PayWord chain, to the service provider.
If the customer stops paying, the provider pauses sending the stream.

1.
2.
3.
4.

5.
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3 Pay-As-You-Watch in a Multicast Scenario

Multicast content distribution [Mill99] is a solution to overcome the lack of
scalability of unicast communications.

Multicast consists of one source sending the same content to a set of
receivers, where usually The main goal of multicast is to prevent the
source from having to send the same content once for each customer: the content
is replicated and distributed over a multicast tree, formed by multicast routers
or active network nodes. In order to organize the distribution of the content,
multicast sessions are advertised and interested customers join the multicast
group for the upcoming session.

This approach is less versatile than the aforementioned unicast distribution:
a group of customers must watch or listen to the same content at the same time.
Thus, multicast distribution is suitable for large scale live events or near-on-
demand video services.

In the near future, most multimedia delivery services are likely to operate in
multicast mode to send content over the Internet. Given that a large audience
is possible, collecting real-time payment (pay-as-you-watch) from all customers
may result in a bottleneck at the source or payment collector. This bottleneck,
known as the implosion problem [Qui01], arises in any communication from

parties to one party (in our case from the the multicast customers to the
multicast provider).

3.1 Non-verifiable Multicast Solution

In a multicast scenario, the source is not aware of the identity of all receivers
[Fen97]. Thus, in principle, multicast pay-as-you-watch faces an intrinsic
problem, because the provider needs to know how long each customer has been
receiving the content. In encrypted multicast communications [MSEC03], the
content is encrypted under a symmetric session key known only to the set of
registered receivers. When a customer registers to join the session, a rekeying
procedure is performed so as to let newcomer learn the (new) session key. In the
same way, a rekeying procedure is performed when a customer leaves the current
session: a new decryption key must be generated so that it is only known to the
remaining receivers.

When a customer is interested in registering to a multicast session, she
must request the decryption key. In this way, the source/provider knows exactly
the moment at which the customer starts receiving the content. On the other
side, the customer can disconnect without notifying the source. Hence, in a
subscription-based service, customers must periodically confirm that they stay
connected. This many-to-one confirmation communication must be private and
authenticated and, unfortunately, can lead to implosion problems at the source.
To remedy this, a scheme for secure reverse transmission of bits from the leaves
(receivers) to the root (source) of a multicast tree was presented in [Dom04]
which avoids the implosion problem.
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A Protocol for Many to One Bit Transmission. By using the protocol
in [Dom04], a set of users, with send a bit of information to
the source. This protocol provides secrecy and authentication, by means of
symmetric cryptography. In order to avoid implosion, bits are aggregated by
intermediate nodes of the multicast tree as they are sent up to the source of the
tree. This aggregation operation of data packets inside the network requires the
support of the network infrastructure in terms of processing resources. Active
networks [Psou99] allow information to be handled in the core nodes of the
network.

The protocol can be summarized as follows:

Protocol 1 (Many-to-one bit transmission)

The source generates a set of intervals for to which
are sent to the users.
Let be a homomorphic addition, i.e. if is performed on two encrypted
values, the ciphertext corresponding to the addition of cleartexts is obtained.
The parameters for using are multicast to users.
In order to collect one bit from every user:
(a) The source multicasts a challenge message which is used by the users

to choose values and representing,
respectively, bit values 0 and 1.

(b) User sends to her parent router in the multicast tree (the one she gets
the multicast stream from) a message containing or depending
on the value of the bit she wants to send.

(c) Intermediate routers generate a message where
is the number of child nodes of the router, and sends up to their

parent router.
(d) Finally, the source obtains an aggregated message M from which she is

able to efficiently retrieve all values sent by the users.

In our approach, if a user/customer sends any of her secret values and
it means that she is still online. This is useful for the source/provider to

learn that the customer must be billed till at least the moment of receiving
the last However, note that the provider does not obtain any proof, i.e. she
could not convince a third party, that the customer is correctly receiving the
multicast content. So a scheme where keepalive bits are sent using Protocol 1 is
non-verifiable.

3.2 Verifiable Multicast Solution

As mentioned before, the main barrier to using traditional micropayment
schemes for fee collection in multicast environments is the implosion problem.
Nevertheless, due to the increase in the computational power of processors
and the advances in digital signatures techniques, it is no longer obvious
that the computational cost of a digital signature is still unaffordable for
micropayments [Mic02].

1.

2.

3.
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By using verifiable payment subscription, the source can prove that a certain
customer has received a certain portion of content. On the other hand, a customer
cannot deny having received the content (non-repudiation).

Our proposal is secure and scalable. It is based on the concept of
multisignature [Bol03]. Multisignatures allow any subgroup of a group of entities
to jointly sign a document in such a way that any verifier is convinced that each
member of the subgroup participated in the signature.

Definition 1 (Computational Diffie-Hellman problem (CDH)). The
CDH problem consists of finding given three random elements

of a group.

Definition 2 (Decisional Diffie-Hellman problem (DDH)). The DDH
problem consists of deciding whether four elements in a group satisfy

Definition 3 (Gap-Diffie-Hellman group). A Gap-Diffie-Hellman (GDH)
group is one in which the CDH problem is hard but the DDH problem is easy.

In [Bol03], a multisignature scheme is proposed which can be built over any
Gap-Diffie-Hellman (GDH) group. We next recall that scheme.

Protocol 2 (GDH multisignature)

Key generation. Let G be a GDH group and a generator of G. In order to
generate her public-private key pair, a customer U chooses a random positive
integer (her private key) and publishes (her public key).
Signature computation. In order to sign a message a customer U computes
her signature as where is a one-way hash function.
Signature verification. This signature is verified by solving the DDH problem
over the elements

1.

2.

3.

If the answer to the DDH problem is yes, then the signature is accepted as
valid.
Multisignature computation. Given a customer with a public-private key
pair and a customer with a public-private key pair
(a multisignature of and on a message is computed as follows:
(a) computes
(b) computes
(c) The multisignature on is then computed as

4.

Multisignature verification. The multisignature can be verified by solving the
DDH problem over the elements

5.

If the answer to the DDH problem is yes, then the multisignature is accepted
as valid.
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The generalization of the above multisignature computation and verification
to a set of customers is straightforward. Next, we propose a scalable solution
whereby the multicast source/provider can collect a proof that all customers
registered in a multicast session have received a specific piece of content.

Protocol 3 (Aggregation using multisignatures)

Customer registration. In our proposal, we require each customer to have
a public-private key pair The public key must be certified by a
trusted certification authority.
Payment request.

1.

2.

The source generates a message specifying the content, the time slot
and the amount of money to be paid. This message is multicast to
the set of registered users who are currently receiving the content.
Upon reception, customers check the content of for correctness and
sign it. That is, customer computes and sends it up
to her parent router in the multicast tree.
Intermediate routers check the correctness of the received signatures,
aggregate them by generating a multisignature on and send the
aggregated signature up to their parent router in the multicast tree.
Upon reception of the final multisignature, the source checks its
correctness.

(a)

(b)

(c)

(d)

Some remarks on Protocol 3 are in order:

The final multisignature received by the source can be used to prove to a third
party that a specific subset of customers signed the receipt and the payment
corresponding to the content described in Thus Protocol 3 results in a
verifiable solution for pay-as-you-watch multicast transmission.
In case one of the customers leaves the group or fails to send a valid signature,
a new rekeying process will be performed so that the failing customer is
excluded from knowledge of the new session key.
The size of the multisignature does not increase when aggregating signatures.
This makes our proposal scalable, because the source will not be imploded
by reception of a final aggregated signature which has the same size as the
individual customer signatures.

4 Conclusions

We have presented in this paper several approaches to pay-as-you-watch
transmission, both in unicast and multicast scenarios. For both scenarios, we
have proposed non-verifiable and verifiable solutions. In a non-verifiable solution,
the content provider does not obtain any proof that the customer has correctly
received a specific piece of content; thus, a trust relationship between customers
and provider is needed. Verifiable solutions are more versatile in that they can
be implemented in the absence of trust.
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In the case of unicast, existing technology can be adapted to produce both
non-verifiable and verifiable solutions. Content metering and subsequent billing
yields a non-verifiable scheme. Standard micropayments can be used to construct
a verifiable scheme.

In the case of multicast, innovative protocols are required to overcome the
implosion problem caused by a huge number of real-time micropayments being
sent by customers to the multicast provider. The protocols we have proposed
rely on aggregation of information at the intermediate multicast routers. If the
aggregated information is not signed, we obtain a non-verifiable scheme; if it is
signed, the resulting scheme is verifiable. In particular we have shown how to
efficiently aggregate signed information using multisignatures.
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Abstract. A Public Key Infrastructure (PKI) is required to securely
deliver public-keys to widely-distributed users or systems. The public
key is usually made public by war of a digital document called Identity
Certificate (IC). ICs are valid during quite lang periods of time (usually
up to several years). However, there are circumstances under which the
validity of an IC wust be terminated sooner than assigned and thus, the
IC needs to be revoked. The Revocation Dictionary (RD) can be defined
as the cryptographic structure that contains the status data about the
revoked certificates of the PKI domain. Three basic operations can be
performed over the RD: add status data, remove status data and request
the RD to tell us whether certain status data is contained by the RD
or not. The last operation is called “status checking” and it is relevant
to the PKI performance. In this paper we propose an efficient war of
implementing a RD that can be distributed offline and that minimizes the
communication overhead of the status checking process. The statistics of
the status checking are used, like in the Huffman algorithm for source
coding, for building an unbalanced hash tree that minimizes the length
of the RD response.

1 Introduction

A Public Key Infrastructure (PKI) is required to securely deliver public-
keys to widely-distributed users or systems. The public key is usually
made public by way of a digital document called Identity Certificate (IC).
The PKI is responsible for the Identity Certificates (ICs) not only at the
issuing time but also during the whole life-time of the certificate. An IC
has a bounded life-time: it is not valid prior to the activation date and it is
not valid beyond the expiration date. Typically, the validity period of an
IC ranges from several months to several years. In this context, certificate
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revocation can be defined as “the mechanism under which an issuer can
invalidate the binding between an identity and a public-key before the expi-
ration of the corresponding certificate”. Thus, the existence of a certificate
is a necessary but not sufficient evidence for its validity, the PKI needs to
provide its end users with the ability to check, at the time of usage, that
certificates are still valid (not revoked). This feature is commonly known
in the PKI as the status checking.

The Revocation Dictionary can be defined as the cryptographic
structure that contains the status data about the revoked certificates of
the PKI domain. The master copy of the for a set of certificates is
updated by a Trusted Third Party (TTP)1 called “issuer”. The update
process must reflect the revocations and expirations (if a certificate has
expired it makes no sense to store revocation information about it). The

issuer is also responsible for making publicly available the status data.
Usually, the end entities that want to perform a status checking do not
have a straight connection to the issuer, they get the status data from
intermediate entities instead. In this sense, the issuer can distribute the

using two kind of intermediate entities (see Figure 1).

Fig. 1. The Offline Scheme versus the Online Scheme

The intermediate entities used for online distribution are known as
responders and they are TTPs that can provide their own cryptographic
evidence for the status data they produce. In other words, responders can
change the underlying cryptographic structure of the received from
the issuer. On the other hand, the intermediate entities used for offline
distribution are known as repositories. Repositories are not TTPs and

The CA that issued a certain certificate is usually the one who is in charge of
distributing the status data of this certificate, but in general this function can be
delegated to an independent TTP.

1
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therefore they cannot change the received from the issuer, that is, a
repository is a merely booster.

In this paper we propose a cryptographic structure for the that
can be distributed offline and provide an efficient status checking. Our
structure uses the statistics of the status checking, like in the Huffman
algorithm for source coding, for building an unbalanced hash tree that
minimizes the length of the response.

The rest of the paper is organized as follows: in Section 2 we present
the related work. In Section 3 we discuss why we choose offline revocation
based on a hash tree. In Section 4 we present the cryptographic structure
of our system and some practical aspects that must be taking into account
for its implementation. Finally, we conclude in Section 5.

2 Related Work

In this Section we present in short the main structures proposed to build a
(for further information you are referred to the particular references).

Offline Distribution. The simplest structure to build a is a
signed “black” list that includes all the identifiers (serial numbers) of all
revoked but not expired certificates issued by the PKI domain. There are
several standards based on this idea, below we mention them.

Traditional Certificate Revocation List (CRL) is the most mature of-
fline system. CRL is part of X.509 [10] and it has also been profiled for
the Internet in [2]. A CRL is a digitally signed list of revoked certificates
where for each entry within the list the following information is stored: the
certificate serial number, the revocation reason and the revocation date.

Delta-CRL (D-CRL) [4] is an attempt of reducing the size of the CRLs.
A Delta-CRL is a small CRL that provides information about the certifi-
cates whose status have changed since the issuance of a complete list called
Base-CRL.

In CRL-Distribution Points (CRL-DP) [4] each list contains the status
information of a certain subgroup of certificates and each subgroup is
associated with a distribution point. Each certificate has a pointer to the
location of its distribution point.

The Certificate Revocation Tree (CRT) [6] and the Authenticated Dic-
tionary (AD) [9] are both based on balanced hash trees [7]. The hash
tree allows content to be retrieved in a trusted fashion with only a small
amount of trusted data. The content is stored in the leaves of the hash tree
but only the root of the tree is trusted (this structure is further discussed
in the next Section).
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Online Distribution. Online schemes usually use the responder’s
signature over the status data as cryptographic evidence. Notice that end
entities are not required to be aware of the backend infrastructure used
to collect the revocation information and maintain the responder’s local
database2. The most popular online protocol used by responders is the
Online Certificate Status Protocol (OCSP) [8] that has been proposed by
the PKIX workgroup of the IETF.

3 Why Offline Revocation Based on Hash Trees?

At first sight it is clear that offline systems are more robust than online
systems in the sense that it is more complex to maintain the level of
security of a responder than of a repository: a responder has to be in
contact with end entities, but at the same time, it has to protect its
private key against intruders. Next, we informally discuss some attacks to
the online and offline schemes and their possible countermeasures.

Masquerade Attack: An attacker could attempt to masquerade a trust-
worthy issuer or a trustworthy responder. Countermeasures: On the
one hand the End Entities must verify that the status data has been
issued using the certificate of the trustworthy issuer or the trustworthy
responder. On the other hand the trustworthy entities must protect
the private key or keys associated with the certificate or certificates
used to issue the status data. Obviously, the less number of TTPs in
the system, the less is the probability of having a private key compro-
mised.
Response Integrity Attack: An attacker could modify part or the whole
of a response sent by legitimate repository or responder. Countermea-
sures: This attack cannot be successfully carried out if the response is
verified according to the procedure of each particular system.
Replay Attack: An attacker or a malicious repository could resend an
old (good) response prior to its expiration date but after the contents
have changed. Countermeasures: Decreasing the validity periods of the
responses will decrease the window of vulnerability3.
Denial of Service (DoS) Attack: An attacker could intercept the re-
sponses from a legitimate repository or responder and delete them or
the attacker could delay the responses by, for example, deliberately

The responder database is usually updated by means of a CRL or requesting other
responders.
Notice that decreasing this period may lead the revocation system to scalability
problems.

2
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flooding the network, thereby introducing large transmission delays.
Countermeasures: The only way to prevent this attack is to introduce
redundancy of repositories/responders in the system. Notice that it is
easier and more secure to introduce new repositories (non-TTPs) than
responders (TTPs). Therefore, it is much easier to protect an offline
system against DoS attacks than do the same for an online system.

The previous discussion shows the many benefits that offline distribu-
tion presents. However, it introduces significant communication overhead
in the status checking and this hinders its development in bandwidth-
constrained environments (such as m-commerce).

Next we analyze the communication overhead introduced by each sys-
tem depicted in Section 2. The size of the response provided by an online
responder can be simply expressed as where can be ap-
proximated by the size of a digital signature. In the case of a CRL the size
can be expressed as where is the size of a list entry and

is the number of revoked certificates that includes the list. In the case
of balanced hash trees [7] we need to describe in more detail how they
work in order to give an expression for its communication cost. A sample
balanced hash tree is depicted in Figure 2.

Fig. 2. Balanced Hash Tree.

We denote by the nodes within the tree here and represent
respectively the level and the node. We denote by the cryp-
tographic value stored by node Nodes at level 0 are called “leaves”
and they represent the data stored in the tree. In the case of revoca-
tion, leaves represent the set of certificates that have been revoked:

Here is the data stored by leaf
Then, is computed as (1)
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Here is a One Way Hash Function (OWHF). To build the tree,
a set of adjacent nodes at a given level
are combined into one node in the upper level, node that we denote by

Then, is obtained by applying to the concatenation of the
cryptographic variables (2)

At the top level there is only one node called “root”. The of the
tree is defined as the value and a validity period signed by the issuer.
The can be defined as the set of cryptographic values necessary to
compute from the leaf
Example. Let us suppose that a certain user wants to find out if be-
longs to the sample tree of Figure 2. Then and the
response verification consists in checking that the computed from the

matches included in the

Notice that the hash tree can be pre-computed by a TTP and dis-
tributed to a repository because a leaf cannot be added or deleted to the

without modifying 4 which is included in the
The sample tree of Figure 2 is a binary tree because adjacent nodes

are combined in pairs to form a node in the next level In general,
the communication cost of a Balanced Hash Tree (B-kHT) can be
expressed as

Here is the size of a hash value. It can be also formally demonstrated
that the minimum communication costs for a balanced hash tree are
reached when The size of a membership response from a
containing elements can be summed up as for online signature
systems, for CRL systems and for balanced hash trees.

To do such a thing, an attacker needs to find a pre-image of a OWHF which is by
definition computationally infeasible.

4
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4 Unbalanced Binary Hash Tree

Despite the good behavior of balanced hash trees compared to CRLs,
they have higher communication costs than online systems which is still
a problem in bandwidth-constrained environments. For instance, we have
developed and published a protocol5 in ASN.1 for a system based on a
balanced hash tree and we have observed that for a population of 1.000
revoked certificates, the response of the balanced hash tree doubles the
size of the online response (using our implementation of OCSP).

The system we propose uses the statistics of the status checking for
building an unbalanced hash tree. The idea is to provide shorter paths for
the leaves that have the higher request rates. This structure minimizes the
average length of the membership response provided by the compared
to balanced hash trees.

The unbalanced hash tree performs better than the balanced hash trees
when the membership of certain elements of the dictionary is verified more
frequently than other elements. In the case of revocation this might hap-
pen in many scenarios, for instance, in the Business-to-Consumer scenario
(B2C) where status data of the servers’ certificates is requested more of-
ten compared to clients’. Anyway, in the worst case (the request rate is
equiprobable for all the data contained by the tree) our approach leads to
a binary balanced tree.

Next we outline the algorithm6 that builds the hash tree. Let us assume
that is the probability for membership of element to be requested,
then

Line up the set of elements by falling probabilities
The two elements with least probabilities are combined to generate a new
node as explained in the previous Section. The new node (a internal tree’s
node) now is considered to have a probability the sum of probabilities of
the two elements.
Go to the first step until a single node which probability is 1 is generated.
This element will be the root of the tree.

1.
2.

3.

Figure 3 shows the resulting Unbalanced binary Hash Tree (U-bHT) for
four elements and with and

Then, the average communication cost for the sample unbalanced
tree is

If proceeds, the reference of such publication will be included in the final version.
The algorithm we use to build the unbalanced binary tree is equivalent to the one
used by Huffman in the binary coding [3].

5

6
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While the communication cost for the binary balanced tree (with four
elements) is

Fig. 3. Sample Unbalanced binary Hash Tree (U-bHT)

The number of cryptographic nodes of the  “P”  is equivalent to
the number of bits of the Huffman binary coding, which according to [3],
can be bounded by

Therefore, the communication cost of the U-bHT can also be bounded
by

According to a well-known result in Information Theory,
reaches its maximum for Thus, in the worst case our system
behaves like the binary balanced hash tree
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At this point, there are still several aspects that should be considered
for an implementation7, such as:

Data stored by the leaves. If leaves store the serial numbers of revoked
certificates, then the leaves must be ordered to prove that a given cer-
tificate is not revoked [9]. As in the unbalanced tree adjacent leaves
do not contain consecutive serial numbers, a sequence of statements is
more practical for the unbalanced tree. A statement is a condition on
the serial numbers of the certificates and on which CA issued them.
Below we show a sample statement literally taken from [6]

which means that the certificate with serial number X = 156 issued by
has been revoked, while the certificates with serial numbers from

X = 157 to X = 343 (both included) issued by have not been
revoked. Notice that the statement defines the status information of a
range of certificates independently of its position within the tree.
Starting Up. Before building the initial tree, we must know the proba-
bility of each leaf of the tree. Usually, when the system starts up, these
probabilities are not known. In this case, the leaves can be considered
equiprobable, leading to a balanced tree. Later, adaptive algorithms
can be used to learn the actual probability of each leaf through statis-
tical monitoring (for this purpose, counters in the repositories can be
used to inform the issuer).
Tree Updating. When a certificate has been revoked or when a revoked
certificate reaches the end of its documented life-time, the status data
must be updated. The tree is periodically rebuilt to include updated
data and the rebuilding process is performed according to the collected
statistics.

5 Conclusions

In general, offline systems are more robust than online systems. However,
offline systems have higher communication overhead than online systems.
Among the offline systems, those based on hash trees have the lowest
communication overhead. In this paper we have proposed an efficient way
of implementing a Revocation Dictionary based on a binary hash
tree that minimizes the communication overhead of the status checking

The system presented in this paper is not only a theoretical proposal but it is also
currently being developed inside a Java test-bed for certificate revocation.

7
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process. In the proposed system, the statistics of the status checking are
used, like in the Huffman algorithm for source coding, for building an un-
balanced hash tree that minimizes the length of the dictionary’s response.
The system performs better than balanced hash trees when the status of
a subset of certificates is verified frequently (B2C scenarios, where status
data of the servers’ certificates is requested much more often than regular
clients, can take advantage of the proposed system).

On the other hand, if status checking rates are similar for all cer-
tificates our approach leads to a binary balanced tree which is the best
option among the balanced trees. Although our research is focused on
certificate revocation, this work may be applied to other problems that
require an authenticated dictionary like certificate generation (see Certifi-
cate Verification Tree [1]), time stamping, etc. Finally, as future work, the
problem of the potential increase in the costs for updating the tree should
be addressed.
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Abstract. This paper presents an open and modular middleware for
smart cards, interoperable across multiple card devices, and portable
across various open platforms. The architectural design is centred around
the definition of a smart card API that allows protected access to the
storage and cryptographic facilities of a smart card. The proposed API
allows partitioning of a smart card driver architecture into a lower card-
dependent level, that formats and exchanges APDUs with the external
device, and a higher card-independent level, that uses the API for imple-
menting more sophisticated interfaces. The proposed architecture, along
with a set of pilot applications such as secure remote shell, secure web
services, local login and digital signature, has been developed and tested
on various platforms, proving effectiveness of the new approach.

1 Introduction

Security of applications and services is becoming an increasingly important issue
to be addressed since the early stages of the design and development of complex
software systems. In order to achieve an adequate level of security while ex-
changing information or running transactions onto an open network, such as the
Internet, cryptographic mechanisms need to be used. Cryptography enabled ser-
vices guarantee that only authorised entities can access sensitive data or valuable
services when cryptographic keys are properly managed by all parties.

Smart card (SC) technology is, among others, an enabler for guaranteeing
the secure management of cryptographic keys. Card devices have a high degree
of trustworthiness, for many reasons: a card owner always has physical control
of the card; on-card architecture is very simple, hence on-board code and logic
can be easily made functionally correct; SC hardware is designed to be tamper-
proof, so that it is very hard and expensive to try to recover contained data
by physical inspection. Smart cards are sufficiently powerful to perform crypto-
graphic operations on-board, without any need to reveal cryptographic keys to
the outside world. These operations are only allowed after a proper user identity
verification, through the use of Personal Identification Numbers (PINs), or even
biometrics information.

This work has been partially supported by the European Commission within the IST
project 2001-34820 ARTIST, and by the MIUR within the 2002 I4002 PA Project.
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Even if smart cards have been widely adopted and supported on proprietary
platforms, they are not being used on open platforms due to the lack of open
solutions. On these systems, open source libraries and applications allow the use
of cryptography for data protection, but the achieved security level is strongly
limited because of the use of software-only cryptography. SC technology typi-
cally features a “proprietary” approach in which every manufacturer deliberately
deviates from standards in order to give its products some added functionality
and to link its customers to the company as long as possible. Standard APIs
for interoperability do exist [1,2], but only a few vendors provide their imple-
mentation on open platforms, and for only one or a limited set of devices. This
situation discourages smart card integration and has the consequence of an over-
all reduction in the use of smart card devices, hindering the development of their
potential in increasing security of computer applications and services.

As a result, computer systems based on open platform are especially subject
to be overpopulated with cryptographic keys that are managed in software and
stored onto hard-drives, possibly protected by weak passwords quickly chosen
by careless users. The MUSCLE1 Card middleware, which is being introduced in
this paper, constitutes a step toward openness and simplification in smart card
middleware design and implementation.

The paper is structured as follows. The next section introduces common con-
cepts about SC middleware and makes an overview of other open architectures
for smart cards. Section 3 introduces the proposed architecture and features an
overview of the new API. Finally, we draw our conclusions in Section 4.

2 Background on Smart Card Middleware

The world of smart cards is characterised by various card-reader (serial, PS/2,
USB, wireless) and card device (storage only, crypto-enabled, GSM-enabled,
programmable) types. In spite of the effort made by standard organisations [3,
4], card devices have many restrictions and non standard filesystem structures.

The simplest way of increasing an application or system security through the
use of smart card technology is by delegating management and use of one or
more cryptographic keys to the card device. For PKI applications, one or more
public key certificates can be stored on the card for easing mobility of the card
among various physical locations. This is usually achieved through common,
high-level, application programming interfaces that support on-card operations
in a manner that is independent of the card and reader devices.

Two APIs that have been defined for this purpose are PKCS#11 [1] by RSA
Labs, and PCSC [2], Part 6, by the PCSC Workgroup. Such high level APIs are
made available to applications through a smart card middleware that requires
various drivers to be installed on the system, depending on the actual reader
and card devices that are going to be used. A generic smart card middleware
architecture is depicted in Figure 1(a).

Movement for the Use of Smart Cards in a Linux Environment.1
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Fig. 1. (a) Architecture of a traditional smart card middleware. (b) Architecture of
the proposed smart card middleware.

At the bottom layers, a resource manager component is required for managing
the SC readers that are available on the system, and making their services avail-
able to higher level components, in a way that is independent of the hardware
connected to the system. This is done through the PCSC ICC Resource Manager
interface [2, Part 5], which provides function calls for listing the available readers,
querying a reader about the inserted card(s), enabling or disabling the power to
an inserted card, and establishing an exclusive or shared communication channel
for data exchanges with a card. The reader driver takes care of translating the
requests into the low-level Protocol Data Units (PDUs) to be transmitted to
the reader through the low level serial OS primitives. Reader drivers implement
the CT-API or the PCSC IFD-Handler API [2, Part 3, Appendix A], and the
resource manager translates calls to the PCSC Part 5 interface to the appro-
priate lower level API calls. The higher software stack performs data exchanges
through command APDUs compliant to the ISO T=0 or T=1 protocols [5].

The top level component of the middleware is traditionally a monolithic com-
ponent, provided by card vendors, that implements the PKCS#11 or PCSC Part
6 interfaces. These APIs have calls that allow the application to locate, manage
and use cryptographic keys and public key certificates that are available on the
card. The card driver translates such requests into the appropriate lower level
ISO T=0 or T=1 command APDUs to be exchanged with the card. Typically, it
supports a range of similar card devices provided by the same vendor. Further-
more, it must comply with the higher level API, what requires additional tasks
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to be performed in the component, such as session management and transaction
handling. Such tasks are quite similar in the driver implementations provided by
different vendors, where the only changes regard the specific way information is
exchanged with the card by means of APDU exchanges. This is why we investi-
gated on the possibility of introducing a further abstraction layer, breaking the
traditional driver architecture through the use of a middle-level API.

In fact, our architecture has a lower level (LL) driver, which formats and
exchanges command APDUs with the card device, and a higher level (HL)
one, which performs the additional management tasks required for the com-
pliance with the higher level interface. This is done through the introduction of
a middle-level API, clearly identifying the boundary and commitments of the
two sublayers. As it will be shown in Section 3, the main benefit of such an
approach is that it is possible to write the HL-API-specific management code
only once. Interoperability among card devices is achieved by writing, for each
card, a different LL driver implementing the common middle-level API.

2.1 Related Projects

The OpenSC [6] project provides a library and a set of utilities for accessing
ISO 7816 [3] and PKCS#15 [7] compliant card devices. It provides a good set of
middleware components, as well as modules for their integration within widely
used secure applications, constituting an effective solution for integration of ISO
7816-4 and PKCS#15 compliant, pre-formatted devices. Though, various cards
exist today with custom, proprietary APDUs for filesystem management, which
adhere to ISO 7816-4 only in a read-only fashion, and/or do not respect the
PKCS#15 standard for managing information about the on board cryptographic
material. Such devices cannot be directly supported within this architecture,
especially on the side of card-personalisation.

The SecTok [8] project provides a library for the management of files onto an
ISO 7816-4 compliant device. It does not support cryptographic functionality of
the devices, thus it cannot be used in the context of cryptographic smart cards.

The Open Card Framework (OCF) [9] is a Java based development platform
for smart card development. It aims at reducing dependence among card terminal
vendors, card operating system providers and card issuers, by the adoption of a
consistent and expandable framework. The core architecture of OCF features two
main parts: the CardTerminal layer, providing access to physical card terminals
and inserted smart cards, and the CardService layer, providing support for the
wide variety of card operating systems. OCF is a promising framework for smart
card integration within Java applications. Despite the modular and expandable
design, its main limitations are due to the lack of support of some readers due
to the way I/O is managed at the lowest levels of the architecture, and the
inherent difficulties and overhead needed in order to access such functionality
from programs written in different programming languages than Java.

The GPKCS#11 project [10] aims at providing support functionality that
ease the development of a PKCS#11 driver for cryptographic tokens. Unfortu-
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nately, the project lacked detailed documentation about its features, and it has
not been maintained since year 2000.

The Common Data Security Architecture (CDSA) [11] is an open standard
introducing an interoperable, multi-platform, extensible software infrastructure
for providing high level security services to C and C++ applications. It features
a common API for authentication, encryption, and security policy management.
As far as smart card technology is concerned, the CDSA standard supports
external cryptographic devices through the use of PKCS#11 modules, while
the overall architecture is designed and focused around higher level security
services, such as certificate and CRL management, verification of signatures,
authentication, and others.

The architecture that is being introduced in this paper, at the authors’ knowl-
edge, is the only open architecture completely modular that allows multiple het-
erogeneous devices to be supported through the implementation of a common
lower level API, which exposes sufficient functionality needed by most PKI ap-
plications since the time of issuing of the card by a CA, up to the final use of the
device by applications. The efforts needed for the implementation of such drivers
is limited, with respect to the full implementation of one of the well known stan-
dards for smart cards, such as PKCS#11 or PCSC level 6. Still connectivity
with such standards is possible through the implementation of the higher level
API through the MUSCLE Card API, what can be done in a separate module,
and once and for all.

3 Proposed Architecture

The middleware architecture of the MUSCLE Card project is shown in Fig-
ure 1(b). At the bottom layers, the PCSC-Lite project provides an open and
stable daemon for managing the SC-related hardware resources of the PC (e.g.
serial/USB ports, connected readers). Various readers are supported through
reader drivers, most of which open source, implementing either the CT-API or
the IFD-Handler interface. Devices connected to serial and PS2 ports need to be
already connected when the daemon starts, while USB devices can be plugged
at run-time, provided that the drivers are installed onto the system.

At the above layer, independence from the card is achieved by using a com-
mon API. Specifically, the Card Driver Loader, at the time the card is inserted,
identifies the inserted device through the Answer To Reset (ATR) bytes, then
loads dynamically the driver that can manage the card. Differently from tradi-
tional approaches, in which higher level APIs such as PKCS-11 or PCSC Level
6 are implemented by card drivers, in the proposed architecture a card driver
implements a simpler API (see Section 3.1).

The API exposes basic storage, cryptographic and access control function-
ality to the host machine, independently of the kind of card device the host is
using. This interface is inspired by the protocol introduced in [12], in that most
function calls are directly mapped into the APDUs of the protocol. This layer
has been implemented in various card drivers for card devices that are different
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in architecture and nature. Examples are Schlumberger Cyberflex Access 32K
and Gemplus 211/PK cards, two programmable cards based on the JavaCard
platform; the Schlumberger Cryptoflex 16K card, which exposes a set of ISO
7816-4 APDUs for filesystem management, and custom commands for crypto-
graphic operations; the US Department of Defence (DoD) card, which exposes a
custom data model. Details on the proposed API follow in the next subsections.
On top of our API, further application and middleware layers have been devel-
oped. Specifically, an open source PKCS-11 module, mapping the PKCS-11 API
calls into the appropriate sequences of MUSCLE Card API function calls, has
been developed.

As an alternative, applications can directly use the proposed API in order to
talk to smart card devices at a lower level, and take advantage of the exposed
functionality, like access control mechanisms based on multiple PINs or other
authentication means. The API has been directly used for embedding smart-
card technology into a set of target applications, within the Smart Sign project
(http://smartsign.sourceforge.net): a command line digital signature application
(sign-mcard), a variant of the OpenSSH software (openssh-mcard). A PAM [13]
module has been directly developed using this API, allowing smartcard based
user authentication for applications using PAM on Unix like systems, like the
Unix login. Finally, a CSP module for Windows platforms has also been devel-
oped, integrating functionality of the exposed architecture into applications like
MS Outlook, Internet Explorer and Windows login.

3.1 MUSCLE Card API Overview

This section features a technical overview of the proposed API. The discussion
is focused on the introduction of the API main features, and explanation of the
main design choices behind its development. The complete API specification [14]
is available for download at the URL: http://www.musclecard.com.

Objectives and Design Choices. Main aim of the API design is to provide higher
layer software components with an open, simple, card independent framework
which exhibits sufficient generality to meet the requirements of a multitude of
target applications, including digital signature, secure e-mail, secure login, secure
remote terminal and secure on-line web services, both PKI based and not.

These requirements have been identified in having a means of generating,
importing, exporting, and using cryptographic keys on the card. Another re-
quirement is to have a means of creating, reading, and writing generic data on
the card in generic “containers”. This is useful, for example, to store on the card
a public key certificate associated with a private key. Access to some of these
resources needs to be granted only after host application and user authentication.

The result is a simple and light interface that has been proved to be effective
in allowing integration of smart card technology into secure applications, as
shown by our sample application cases. The API design allows future extensions,
like the use of alternative key types or authentication mechanisms, as proved by
the biometrics extensions that have recently been added [15].
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The API does not address sophisticated card services that might be needed
by specific applications. Multi-key digital signatures and authentication schemes
may need specific functionalities to be provided through the use of multiple cards.
These applications can still benefit from the exposed middleware by extending
it with the required functionality, given the open nature of the project.

The set of functions available in the proposed API is summarised in Table 1.
API functionality has been divided into 5 general function sets, giving access to
one or more of our middleware class of services, namely: session management,
data storage, cryptographic key management, PIN management, access control,
and a set of miscellaneous further functions. In the following, we provide detailed
information on the intended use of the various API calls.

Session Management. The API has a minimal set of functions allowing the
enumeration of connected readers and inserted smart cards, and management
of the connections to the card devices. Establishment of a connection to a card
device is a prerequisite for the use of any of the other functions of the API.
Specifically, the ListTokens function is able to enumerate readers connected to
the system, readers which have a card inserted, along with the type of inserted
device, and the list of all supported card devices in the system. Furthermore,
an application is able to block and wait until a card insertion or removal by
using the WaitForTokenEvent function. Once a card is inserted into a reader,
the EstablishConnection and ReleaseConnection functions allow to reset the
device and prepare it for subsequent commands. When connecting to a card, it
is possible to select either exclusive or shared access to the card. In the latter
case, it is possible to acquire an exclusive lock on the device with a call to the
BeginTransaction function, and release it with the EndTransaction function.

Data Storage Services. Our middleware allows the definition of simple contain-
ers for applications’ data called objects, identified by means of a string identifier
(OID). Access control is enforced on a per-object and per-operation basis, dis-
tinguishing among create, read, write and delete operations (more details will
be given later). The data storage services suffice for the target applications cited
in the beginning of Section 3.1, by allowing them to store, retrieve and manage
data onto a card in a secure and controlled way.

The CreateObject function allows creation of an empty object on the card,
providing the object name, size and access control list (see forward for details



286 Tommaso Cucinotta, Marco Di Natale, and David Corcoran

about this). The same information may be visioned by applications for all exist-
ing on card objects through subsequent calls to the ListObject function. Read-
ing and writing of data to and from objects is performed, respectively, through
the ReadObject and WriteObject functions. Execution of these functions may
be restricted on a per-object and per-operation basis. The API specification
does not define specific object contents, leaving the applications total freedom
on what to store onto a card, like user private information, application specific
data or public key certificates. As far as the card storage capacity is concerned,
the interface specification gives only a view of the total available memory on the
device, through the GetStatus function.

Cryptographic Services. The API allows up to 16 keys to be managed on the
card, identified by means of a numeric key identifier. A full key pair can be
stored by using two key identifiers. Key types are those provided by the Java
Card 2.1.1 API: RSA, DSA, DES, Triple DES, Triple DES with 3 keys. The
interface is designed to allow further key types in the future. Operations pro-
vided on cryptographic keys are import/export from/to the host, computation
of cryptograms, and listing of keys. All key operations except key listing are al-
lowed only after proper host application or user authentication. The API allows
key pairs to be directly generated on board guaranteeing the private key is not
exposed outside the card. In this case the public key can be obtained with a call
to ExportKey, right after the key pair generation. When a key pair is created on-
board, the host application specifies under what conditions subsequent reading,
overwriting and use operations are allowed for each of the keys in the pair. The
same rules can be specified when importing a new key from the outside world.

Security Model and Access Control Enforcement. A simple Access Control List
(ACL) based model is defined to protect on-board objects, allowing operations to
be performed only after proper host application and user authentication. This
may be performed by means of a PIN code verification, a challenge-response
cryptographic authentication protocol, or a combination of both methods. Fur-
thermore, the API has been designed to allow future support for other identi-
fication schemes, like fingerprint verification. Access rules for on-card resources
are specified by using the concept of identity. This term refers to one of several
authentication mechanisms that host applications and users can use to be au-
thenticated to a smart card. Identities, PINs, and cryptographic keys are referred
to by means of numeric identifiers. Different types of identity are defined: iden-
tities n.0-7 are labelled as PIN-based and are associated, respectively, with PIN
codes n.0-7; identities n.8-13 are said strong and are associated, respectively, with
cryptographic keys n.0-5 for the purpose of running challenge-response crypto-
graphic authentication protocols; identities n.14-15 are reserved2

.

A successful run of any of the authentication mechanisms causes the log in
of the associated identity, in addition to identities already logged in. The use
of multiple identities allows a host application to switch to a higher security

The fingerprint verification mechanism recently developed uses identity n.14.2
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level that grants access to more of the card’s capabilities, as it runs additional
authentication mechanisms. Furthermore the LogOutAll command allows a host
application to return back to the unauthenticated security status.

An ACL specifies which identities are required to grant access to each oper-
ation of each object or key. Object operations are read, write and delete. Key
operations are overwrite (either by means of regeneration or by means of im-
port), export, and use. An ACL associated with an object or key is specified by
means of three Access Control Words (ACW), each one relating to an operation.
An ACW consists of 16 bits. Each bit corresponds to one of the 16 identities that
can be logged in. An all-zero ACW means that the operation is publicly avail-
able, that is a host application can perform it without any prior authentication.
An ACW with one or more bits set means that all of the corresponding identities
must be logged in at the time the operation is performed. An all-one ACW has
the special meaning of completely disabling the operation, independently of the
connection security status. This is useful to disable reading of private keys.

PIN Management Services. Functions have been defined for PIN management,
allowing to create, verify, change and unblock PINs. Specifically, the CreatePIN
function allows to create a new PIN on the card, provided that the transport
PIN has already been verified, and the ListPIN function allows listing of the
existing PIN codes. Up to eight PIN codes are allowed in principle to be cre-
ated onto a single card, though the actual maximum number depends on the
underlying device, and may be queried by using the GetCapabilities function.
The VerifyPIN function allows verification of a PIN code, and, if successful, logs
in the corresponding identity. Finally, the ChangePIN function may be used to
change the current PIN value, and the UnblockPIN function to unblock it after
it blocked due to several verification tries with the wrong code.

Extensibility. Our middleware allows connectivity to smart card devices at a
lower level than the one that is usually required for the implementation of stan-
dard PKCS#11 or PCSC interfaces. The set of functionality that is exposed to
applications has been voluntarily kept small, in order to achieve a simple API.
Particular attention has been paid to extensions that could be needed in the
future. In order to allow such extensions to be performed without compromising
the previously developed software, the middleware has versioning built into it.
The version information is available through the GetStatus command, by means
of minor and major version numbers.

Card Specific Behaviour. The API which has been just introduced provides a
unified means, for higher level middleware components as well as applications,
to access the described smart card services in a unified, card-independent way.
However, it must be noted that only a JavaCard device with the MUSCLE Card
Applet on-board is able to support the full set of functionality available through
this API. Each specific card generally supports only a subset of such functional-
ity. The API provides, through the GetCapabilities function, a means for query-
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ing what features are supported by the particular device that is connected to
the system.

4 Conclusions

In this paper we described an open middleware for smart cards, which is highly
modular due to the adoption of a new interface layer that abstracts from the
specifics of a card. Such interface has been designed to support minimal func-
tionality needed by applications that use smart card devices to manage crypto-
graphic keys and other kind of data, e.g. public key certificates. In the proposed
middleware architecture, a traditional smart card driver is split into two sublay-
ers: the lower level one focuses on abstracting the specifics of each single device;
the higher level one implements a standard interface, such as PKCS#11, still
leaving the applications freedom to use the lower level interface, if needed. For
example, a smart card aware, biometrics enhanced, application can directly use
the middle level interface for using added functionality. Development of target
PKI enabled applications proved effectiveness of the new approach.
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Abstract. Undeniable signature is an intriguing concept introduced by
Chaum and van Antwerpen at Crypto’89. In 1999, Lee and Hwang pre-
sented two group-oriented undeniable signature schemes with a trusted
center. Their schemes are natural generalizations of Chaum’s zero knowl-
edge undeniable signature scheme proposed in 1990. However, we find
that the Lee-Hwang schemes are insecure. In this paper, we demonstrate
five effective attacks on their schemes: four of them are insider universal
forgeries, in which one dishonest member (maybe colluding with a veri-
fier) can get a valid signature on any chosen massage, and another attack
allows a dishonest member to prevent honest members from generating
valid signatures. We also suggest heuristic improvements to overcome
some of the problems involved in these attacks.

Keywords: undeniable signatures, digital signatures, cryptographic pro-
tocols.

1 Introduction

Undeniable signature is a special kind of digital signature in the sense that the
validity of an alleged signature cannot be verified without the cooperation of
the signer. Since in such schemes the verifiablity of signatures is only limited
to designated verifiers, undeniable signatures have been suggested to construct
electronic commerce schemes, and fair exchange protocols etc.

The concept of undeniable signature was first proposed at Crypto’89 by
Chaum and van Antwerpen [1]. Followed by this pioneering work, Chaum pro-
posed a zero-knowledge undeniable signature scheme in [2]. Later, at
Auscrypt’92, by combining the two concepts of undeniable signature and group-
oriented signature [5,6], Harn and Yang proposed the concept of group-oriented
undeniable signature [11], in which only when all members in an authorized sub-
set of a given group operate collectively, they can generate, confirm or deny a
signature on behalf of the group. If the authorized subsets are all subsets of
or more members of a group with members, then it is called a threshold
undeniable signature scheme. In a secure threshold undeniable signature

S. Katsikas, J. Lopez, and G. Pernul (Eds.): TrustBus 2004, LNCS 3184, pp. 289–298, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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scheme, even if colluding dishonest members (maybe colluding with a ver-
ifier) cannot generate, confirm or deny a signature.

In [11], Harn and Yang also designed two concrete threshold undeniable sig-
nature schemes: scheme and scheme. However, Langford pointed
out that their scheme only has a security of because any two
adjacent members can generate a valid threshold signature on any message [15].
Later, Lin et al. presented a general threshold undeniable signature scheme
[18], but it is also subjected to Langford’s attack. To overcome Langford’s attack,
Lee and Hwang constructed two group-oriented undeniable signature schemes
with a trusted center [16] by naturally generalizing Chaum’s zero-knowledge
undeniable signature [2] to group-oriented environment.

In this paper, we present a security analysis of the Lee-Hwang schemes [16]
by demonstrating five attacks: one attack on signing protocol, two attacks on
confirmation protocol and another two attacks on denial protocol. Under rea-
sonable assumptions, our attacks are simple, straightforward, and effective. In
these attacks, four of them are insider universal forgeries, in which one dishon-
est member (maybe colluding with a verifier or the designated combiner) can
get a valid signature on any chosen massage, and another attack allows a dis-
honest member to prevent honest members from generating valid signatures. In
addition, we suggest heuristic improvements to overcome some of the problems
involved in these attacks.

The rest of this paper is organized as follows. Section 2 reviews the Lee-
Hwang schemes. Section 3 presents five attacks on their schemes, and Section
4 proposes some heuristic improvements. Section 5 discusses related work. Fi-
nally, the conclusion is given in Section 6. The full version of this paper [28]
also addresses a design problem in their generalized group-oriented undeniable
signature scheme.

2 Review of the Lee-Hwang Schemes

The Lee-Hwang schemes [16] consist of a trusted center TC, a designed combiner
DC 1 and a group of members In this section, we
only review the threshold undeniable signature scheme. For the details of
the generalized scheme, please refer to the original paper [16].

2.1 System Setup

The trusted center TC first determines the following public parameters:

P, two large primes, such that
an element of order in

H(·): a collision free one-way hash function2.

DC is an untruthful entity [19, 17].
In order to guarantee the order of overwhelming part of is it is required [16]
that if the order of is P – 1, then let be the digest of a message

Because this processing does not affect the discussion here, we will simply use
as the digest of the message

1

2
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a security parameter (e.g.
public values, each is associated with the member such that

if

After that, the TC selects a secret random number S from as the group
private key, and a random polynomial of degree such that

Then, the TC privately sends the share to the member
as his secret key, and publishes as the group public key.

2.2 Signing Protocol

Any members and can generate a
threshold undeniable signature on any message as follows.

(1-1) Each calculates his partial undeniable signature
where the Lagrange  coefficient is determined by

Then, sends to the designed combiner DC.
(1-2) Upon receiving partial undeniable signatures, the DC computes the

threshold undeniable signature Z on message by

2.3 Confirmation Protocol

If members in the group agree to verify an undeniable signature
pair then the verifier V and these members execute the following con-
firmation protocol cooperatively.

(2-1) V chooses two random numbers computes the value
and sends W to each member in B.

(2-2) After receiving W, each selects a number and
computes the value Then, all are broadcasted so that
all members in B can compute the following value

Moreover, computes and broadcasts the following value

Up to this, the DC (and any member) calculates the following value

At last, and are sent to the verifier V.
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(2-3) V reveals the values of and to each member in B.
(2-4) Each member in B checks whether If it does hold,

then the value is revealed to V.
(2-5) V accepts as a valid signature pair if and only if the following two

equalities hold:

2.4 Denial Protocol

Any members, can convince a verifier V that an alleged signature
pair is not generated by the group. For this goal, the following denial
protocol is run between these members and V 3.

(3-1) V randomly selects two numbers and then computes
and sends and to each member
in B.

(3-2) All members in B cooperate to find the value of by trial and error.
Then, each chooses a random integer and sends to
V as his commitment to 4.

(3-3) V reveals the value of to each member in B.
(3-4) Each member in B checks whether the following two equalities hold:

If they do hold, then each sends back to the verifier V.
(3-5) V opens all to check whether all the committed values are

equivalent to If yes, V believes that is not generated by the group.

3 Five Attacks on Lee-Hwang Schemes

In [16], Lee and Hwang claimed that less than members in their threshold
scheme, or members in the generalized scheme, cannot generate, confirm or
deny a group-oriented undeniable signature. However, this is not true. We iden-
tify five attacks on their schemes: In the first attack, against signing protocols,
one dishonest member can prevent honest members from generating valid signa-
tures; in the other four attacks, against confirmation and denial protocols, one
dishonest member (maybe colluding with the DC or a verifier V) can generate
a valid signature on any chosen message. So, these later four attacks are in-
sider universal forgeries, which should be avoided in a secure multiparty digital
signature scheme [19].

In practice, if then the denial protocol could be repeated twice to restrict
the chance of cheating less than one in a million, or 10 times to reach a security level
of

means that the value of is committed by [2, 16].

3

4



In the following attacks, for convenience but without loss of generality, we
always assume is dishonest and Sometimes, the success of
an attack needs the help of the DC or a verifier V, i.e. in this case, the DC or
V is also dishonest. This is reasonable because the DC and V are untruthful
entities in the system. Here, we only describe attacks on the Lee-Hwang threshold
undeniable signature scheme. Similar attacks can be applied to their generalized
group-oriented scheme.

3.1 One Attack on Signing Protocol

[Attack 1]. In the signing protocol, no method is provided to verify the validity
of each partial signature So dishonest member may cheat others by pub-
lishing a false instead of true Then, using his valid partial signature and
other published valid partial signature 5, he can compute the valid threshold
undeniable signature Z on message by the following equation.

But the DC, other group members and the expected receiver of the valid
signature on message can only get an invalid signature on message by
the following equation

Once obtains the valid signature pair he keeps it secretly, and
reveals it to a relevant party when it is favorable to him/her. This unexpected
receiver may provide to the group for verification. Group members cannot
deny the validity of such a signature pair, because it is indeed valid. The essence
of this attack is that dishonest member (maybe colluding with the DC)
successfully prevents other members from generating valid signatures without
any penalty, because no mechanism is provided to identify the cheaters.

3.2 Two Attacks on Confirmation Protocol

In these two attacks, it is assumed that members in B agree to verify a valid
signature pair for a verifier V. Then, the dishonest member (maybe
colluding with the verifier V) can get a valid undeniable signature on an
arbitrary message selected by himself.
[Attack 2]. In this attack, colludes with a verifier V. Before attacking, they
have chosen a message Then, V selects two random numbers and and com-
putes normally. Member sets
although each other member honestly chooses and computes

If only the DC knows the values of these valid we assume the DC colludes with
and reveals these values to him.

5
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After and all are broadcast, the following and
are calculated:

Then, and axe sent to V and V reveals and to each member in
B. Each member in B checks and finds that W has the right form since the
verifier prepared properly. According to the confirmation
protocol, will be sent to V. Using the values of
and and V obtain the signature on message by the following equation

[Attack 3]. In this attack, under the assumption that publishes the value
last, he can get a valid threshold undeniable signature on any chosen message

The details are described as follows.
When has received W from V and all from he

computes and broadcasts his value as follows

Then, the following value instead of will be calculated:

Followed by this value will be produced.
Then, and are sent to V. As a response, V sends and back to each
member in B. Up to this, gets a valid signature pair

In the step (2-4), has the following two choices: (1) He selects a random
number and reveals it to other members; (2) He disrupts the
confirmation protocol by telling other members that he lost the value of with
a reasonable excuse. In the first case, V will fail in step (2-5) with probability of

But in the second case, possibly, the protocol will be conducted again
and at this time behaves honestly. Anyway, from the above attack, gets a
valid undeniable signature on message selected by himself.

If cannot access the value of he will also succeed in this attack in
collusion with the DC or a verifier V to get

3.3 Two Attacks on Denial Protocol

In these two attacks, it is assumed that members in B agree to deny an alleged
signature pair for a verifier V. Then, the dishonest member (maybe
colluding with verifier V) can get a valid undeniable signature pair or

where is an arbitrary message selected by himself.
[Attack 4]. In [16], no details were given on how to find the value of in the
denial protocol by trial and error method. A straightforward method, which is
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used in [2,9], is to compute the values of and by
using the signing protocol, then all members in B find the value of from the
following equation by trial and error:

However, by exploring this method, a valid signature on
message is generated, so each member (and the DC) knows its value. There-
fore, (or any dishonest member of them) may keep this signature privately
or reveal it to a third party which has interest in it. In some scenarios, members
in B are unwilling to generate the signature of message

[Attack 5]. In this attack, colludes with a verifier V to get a valid signature
on any chosen message For this sake, V prepares and

When all members in B generated by using the signing
protocol, knows that this value is the valid signature on message i.e.,

In step (3-3), verifier V disrupts the denial
protocol with some reasonable excuse. Then, possibly, the denial protocol will
be repeated and at this time V behaves honestly. Generally, it would be un-
reasonable to assume that the denial protocol will not be conducted again only
because a verifier erroneously sends a wrong value.

4 Improvements

In the attack 1, the problem is that when a signature Z is generated, neither
the DC nor any member in B knows whether Z is a valid signature on message

Using knowledge proofs for discrete logarithms [3,22], each member in B
can convince others to believe that his partial signature is generated properly.
However, to prevent one dishonest member executing the knowledge proof pro-
tocols on behalf of an illegal verifier [7], cryptographic commitment schemes [21]
or designated verifier proofs [13] should also be used. Otherwise, blackmailing
problem [12,14] will arise. At the same time, each member should check whether
Z is identical with the product of all If this is not the case, the DC
can cheat honest members by publishing a false Z which is not equivalent to the
product of all

The kernel problem in attacks 2 and 3 is that a dishonest member can use
a value of without knowing the value of such that
To overcome this problem, some standard techniques, like knowledge commit-
ments or discrete logarithm knowledge proofs [3, 25], could be employed in the
confirmation protocol.

The reason for the success of attacks 4 and 5 is that values of the form
i.e. and are generated in order to find the value of

by trial and error. A direct countermeasure is not to generate these values in
the process of finding   Unfortunately, we have no idea to solve this problem at
the moment.

Finally, please note that it is easy to eliminate the trusted center in the Lee-
Hwang schemes since the distributed key generation protocol for discrete-log
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cryptosystems in [10] can be used directly in this setting. However, the point
is that our attacks also apply to this improved threshold undeniable signature
scheme.

5 Related Work

In [19], Michels and Horster discovered some attacks against several multiparty
signature schemes. Their attacks are in common that the attacker is an insider,
i.e., a dishonest group member, and the protocol will be disrupted. In fact, our
attack 3 is inspired by their work.

In [20], based on Schnorr’s signature scheme [23], Michels and Stadler pro-
posed an efficient convertible undeniable signature scheme in which confirmation
protocol and denial protocol are combined together into a verification protocol,
and furthermore, they extended their scheme to a threshold undeniable
signature scheme. Since they used techniques of verifiable secret sharing for dis-
crete logarithms [21] and their verification protocol has a different structure, the
attacks presented here cannot be applied to their scheme.

Base on the first undeniable RSA signature scheme [9] and Shoup’s threshold
RSA signature [25], Wang et al. presented a threshold undeniable RSA signature
scheme in [27]. Our attacks presented here cannot be applied to this scheme
either because discrete logarithm knowledge proofs [3, 25] are used to verify the
validity of partial signatures and no values of the form are calculated, where

similar to the value of S in the Lee-Hwang schemes, is the signing key in [27].

6 Conclusion

In this paper, we demonstrated five effective attacks on the Lee-Hwang group-
oriented undeniable schemes [16]. Four of these attacks are insider universal
forgeries, in which one dishonest member (maybe colluding with a verifier or the
designated combiner) can get a valid signature on any chosen massage, and the
remainder allows a dishonest member to prevent honest members from generat-
ing valid signatures but no mechanism is provided to identify the cheaters. To
overcome some of the problems involved in these attacks, heuristic improvements
were also suggested. However, how to solve the problem in the denial protocol is
still open. At the same time, the Lee-Hwang schemes have one strong limitation:
group members cannot be deleted efficiently. Furthermore, as pointed out in [19],
heuristic improvements cannot guarantee the security of a repaired cryptosys-
tem. So, threshold cryptosystems should be designed as provably secure [26,8].
These problems would be considered in the future research.
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